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Abstract: Determining the influence scope of the airflow disorder is an important problem after
coal and gas outburst accidents in ventilation systems. This paper puts forward the indexes of
airflow disorder, including the length of the excavation roadway, the outburst pressure, the pressure
difference of the air door, and the air quantity of the auxiliary fan. Using the orthogonal table of
L9 (34) and numerical simulation method, the characteristics of airflow reversal are studied, and
the outburst airflow reversal degree is calculated should the ventilation facility fail. Furthermore,
on the basis of fuzzy comprehensive optimization theory, the comprehensive evaluation model of
the airflow disorder is established. The results show that the length of the excavation roadway is
the most important factor affecting the stability of the ventilation system, followed by the outburst
pressure, pressure difference of the air door, and air quantity of the auxiliary fan. The influence of a
gas outburst accident on the return air system is greater than that on the inlet air system, and a larger
air velocity has a greater impact on the ventilation system, especially the air inlet part. Moreover,
the airflow reversal degree of the ventilation system increases with the increase of the outburst
pressure or decreases with the length of the excavation roadway. This paper provides a basis for the
prevention of gas outburst accidents.

Keywords: airflow reversal; gas outburst; mine ventilation system; orthogonal experiment; numeri-
cal simulation

1. Introduction

A coal and gas outburst is an accident that is caused by a large amount of coal and
gas being ejected into the underground roadway in a single moment [1]. In an outburst
accident, the high-energy shock wave destroys the roadway facilities instantly and changes
the roadway resistance and the structure of the ventilation network [2]. After the dynamic
effect of the shock wave disappears, the gas continues to flow and diffuse unsteadily [3],
generating ventilation pressure and additional force [4], causing airflow disorder [5],
casualties, or secondary gas explosion accidents.

A coal and gas outburst is studied from three aspects: shock wave [6–8], outburst
gas [9–12], and outburst coal rock [13,14]. The theoretical analysis [15] and numerical
simulation are popular methods [16,17] in a single roadway. After the outburst power
disappears in the upwind roadway, Feng et al. [18] concluded, the influencing factors of
the airflow reversal in the parallel branch include the pressure of the main fan, the height
difference of roadway, the initial air velocity, length, and the sectional area of roadway.
Yu et al. [19] pointed out that the airflow is affected by the seam inclination in the inlet
roadway. However, the underground mine ventilation network is formed by connected
roadways, and the study is often not limited to a single roadway. Zhou et al. [20] established
45◦ and 135◦ crossover tunnels to simulate the flow and attenuation rules of shock waves

Energies 2021, 14, 3645. https://doi.org/10.3390/en14123645 https://www.mdpi.com/journal/energies1
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and gas in a gas outburst accident. The influence of air pressure increases with the increase
of the angle between the excavation roadway and the adjacent excavation roadway, but the
intersection of the roadway has no effect on the airflow reversal. They also found that the
outburst pressure could not only lead to the airflow reversal in the downward ventilation
roadway, but also may lead to the airflow reversal in parallel branches of the upward
ventilation roadway [21,22]. The phenomenon of gas flow restriction and retention appears
in the roadways with the air door and windshield, so draining the gas immediately is the
key to prevent secondary disasters in the underground roadways.

In recent years, scholars have conducted a series of studies on the disaster process of
the whole mine ventilation system during the outburst period. Due to the complexity of
the ventilation system after an gas outburst accident, the tunneling face is usually seen
as a unidirectional burst source, and a three-dimensional simulation method is adopted
to simulate the flow process of air and gas in the ventilation system during the disaster
period [23]. The result shows that the disturbance of the ventilation system is affected
by the gas force, natural wind pressure, and ventilation power. Then, the characteristics
of bidirectional gas outburst in the coal mining face are studied [24]. Different from the
unidirectional outburst mode, the impact strength of this type is reduced. Ventilation
facilities are the weak point of the ventilation system. The research mainly focuses on
the characteristics of air door failure [25,26], the reasonable position, the strength of the
air door [27], as well as the automatic air door [28,29]. There is still a lack of research
on the influencing factors of airflow disorders in ventilation systems when ventilation
facilities fail. There are many factors that affect the ventilation system of a coal and gas
outburst [30–32], it is particularly important to establish the index system of the airflow
disorder and determine relatively important influencing factors when ventilation facilities
fail, which could provide theoretical support for disaster prevention.

The whole paper is structured as follows: Section 2 introduces the ventilation system.
In Section 3, the influencing factors of the airflow disorder induced by gas outburst accident
are put forward. Using the orthogonal experiment analysis and numerical simulation
method, the sensitivity factors of the airflow disorder when the ventilation facility fails
are analyzed in Section 4. Section 5 conducts a comprehensive evaluation of the airflow
disorder on the basis of fuzzy comprehensive optimization theory.

2. Ventilation System and Its Simplification

Most of the coal and gas outburst accidents occur in the heading face [24]. The
ventilation system is formed by the excavation roadway, heading face, auxiliary fan, and
air ducts. Figure 1 illustrates a forced ventilation system, which is the most commonly
used ventilation form. It has the advantages of a small air leakage and large air supply. The
fresh air is transported from the intake airway to the heading face through the auxiliary fan
and air duct, and the polluted air enters the return airway through the excavation roadway.
The air door obstructs fresh air and polluted air, and the air duct needs to pass through the
air door. The blue arrow indicates the airflow direction of the fresh air, and the red one
indicates the polluted air.

In general operation conditions, the order of the air gauge pressure is P20 > P21 > P22,
P10 > P11 > P12 > P13, P11 > P31 > P21.

According to graph theory, the air duct can be considered as a separate roadway for
the air supply on the heading face, so it is an independent branch. There are nine branches
and nine nodes in a general ventilation system. The ventilation system is simplified, as
shown in Figure 2.

In a gas outburst accident, the air pressure of the roadway is redistributed as the
gas concentration increases rapidly in the ventilation system, and the shock wave usually
destroys the ventilation facilities. As a result, if the air door is invalid in a tunneling
ventilation system, the outburst gas will flow into the intake airway. Then, the airflow will
be reversed if the air pressure at the upwind side is lower than the outburst pressure.
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Figure 1. Sketch map of the ventilation system.

Figure 2. Diagram of the simplified ventilation network in a general ventilation system.

The outburst airflow reversal degree is defined as the influence of outburst gas on the
airflow disorder in an airway, which is the ratio of the air quantity variation after the gas
outburst accident and the original value. A positive reversal degree means that the airflow
direction of the outburst gas is the same as the original airflow, and a negative reversal
degree means that the airflow is reversed.

3. Indexes of Airflow Disorder

There are 3 factors that affect the safety and stability of the mine ventilation system, as
shown in Figure 3.

Figure 3. Hierarchical structure of factor indicators.
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3.1. Parameters of Outburst Accident

The outburst intensity indicates the amount of coal and rock thrown into the roadway
and the amount of gas emissions in a coal and gas outburst accident. Because it is difficult
to calculate the amount of gas emission, the outburst intensity is represented by the amount
of outburst coal and rock. Usually, an outburst accident is divided into a small outburst
accident (<100 t), medium outburst accident (<500 t), large outburst accident (<1000 t), and
extra-large outburst accident (≥1000 t).

The outburst position refers to the place where the outburst accident occurs. If the
air pressure of the outburst position is low, the outburst gas can be faster exhausted to the
ground, as the outburst position is closer to the air shaft. On the contrary, it has a great
impact on the ventilation system, especially the air intake roadway. Therefore, we can
reduce the impact of the outburst accident on the ventilation system by reducing the air
resistance of the return airway or increasing the intake airway.

3.2. Physical Conditions of Roadway

The characteristics of the roadway are determined by the physical conditions, includ-
ing the section and length of roadway. Specifically, the outburst gas is easy to exhaust from
the large section or the shorter length of roadway.

3.3. Safety and Stability of Mine Ventilation System

The high-pressure outburst gas suddenly flows into the roadway space in a gas
outburst accident, which has a great impact on the mine ventilation system. It is easy to
cause a large range of airflow disorders in the mine ventilation system after the shock wave
destroys the air doors.

Among the above factors, the outburst pressure, length of roadway, pressure difference
of the air door, and supply air quantity of the roadway are chosen to analyze the laws of
the airflow disorder and the degree of influence in a mine ventilation system.

4. Orthogonal Experiment

4.1. Orthogonal Design

The orthogonal experiment is used for the analysis of the mutual influence of multiple
factors [33]. Using the orthogonal table, an appropriate amount of representative points is
selected from a large number of test points. Through the overall design, comprehensive
comparison, and statistical analysis, the balanced sampling within the range of factor change
is carried out. Then, the analysis of the representative results is achieved by a small number
of tests.

In the orthogonal design, the table of L9 (34) is adopted to study the effect of 4 factors,
i.e., A is the length of roadway, B is the outburst pressure, C is the pressure difference of
air door, and D is the air quantity of the auxiliary fan on the airflow disorder in the mine
ventilation system. The specific parameters of each test are illustrated in Table 1.

Table 1. Initial parameters of the orthogonal experiment.

Test Number A/m B/MPa C/Pa D/m3·min−1

L1 200 0.1 500 240
L2 200 0.2 1000 1200
L3 200 0.3 1500 600
L4 1000 0.2 1500 240
L5 1000 0.1 1000 600
L6 1000 0.3 500 1200
L7 2000 0.1 1500 1200
L8 2000 0.2 500 600
L9 2000 0.3 1000 240

4
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From Table 1, the level of each factor is in the common value range, such that the
length of roadway is 200 m, 1000 m, and 2000 m, the outburst pressure is 0.1 MPa, 0.2 MPa,
and 0.3 MPa respectively, the pressure difference of the air door is 500 Pa, 1000 Pa, and
1500 Pa, the air quantity of the auxiliary fan is 240 m3/min, 600 m3/min, and 1200 m3/min.
A total of nine combined schemes are designed.

4.2. Mathematical Experiment Modeling
4.2.1. Physical Model and Meshing

According to the orthogonal tests, it is necessary to establish three physical models
with different roadway lengths. The spatial relationship model and grid meshing of the
ventilation system are shown in Figure 4. The parameters of each test model are shown in
Table 2.

Figure 4. Physical model and its meshing.

Table 2. Physical model of the roadway.

Test

Length of
Excavation

Roadway/m

Model Size

Number of
Grids

Excavation Roadway
Length × Width ×

Height/m

Air Duct
Length × Radium/m

Connecting
Roadway

Length × Width ×
Height/m

Intake and
Return Airway

Length × Width
× Height/m

L1, L2, L3 200 200 × 5 × 5 200 × 0.5
45 × 5 × 2 500 × 5 × 5

237,342
L4, L5, L6 1000 1000 × 5 × 5 1000 × 0.5 463,984
L7, L8, L9 2000 2000 × 5 × 5 2000 × 0.5 764,081

4.2.2. Mathematical Model

There are three basic equations of the fluid numerical simulation, which includes
the mass conservation equation, the momentum conservation equation, and the energy
conservation equation. After the gas outburst accident in the excavation roadway, the
airflow should also be satisfied by gas migration. Furthermore, a chemical component
exchange exists in this numerical simulation, i.e., CH4, O2, and N2, so the component
transport equation should be introduced.

A turbulent flow is a common flow phenomenon in nature, and the fluid is always
in the state of turbulence in most engineering problems. The realizable k-ε model is
adopted because its good performance for solving the adverse pressure gradient and
vortex problems.

4.2.3. Boundary Conditions

The boundary conditions of the model are shown in Table 3.
From Table 3, the physical model area is the Fluid Type, and the pressure of operation

condition is 101.325 kPa. The inlet boundary condition includes Inlet 1 of the intake airway,
Inlet 2 of the return airway, outburst position, and auxiliary fan. The inlet boundary type
of auxiliary fan inlet is the Velocity-inlet, and the other is the Pressure-inlet. The species of
the outburst position is 100% CH4, and the other is 20% oxygen and 80% nitrogen.

5
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The outlet boundary includes Outlet 1 of the intake airway and Outlet 2 of the return
airway, the outlet boundary type is also the Pressure-outlet. Furthermore, the species are
20% oxygen and 80% nitrogen either.

The gauge pressure of each boundary condition is calculated as follows: Assuming
that both the sectional area of the return airway and excavation roadway is 25 m2, the
friction resistance coefficient is 100 × 10−4, the inlet air quantity of the intake airway and
return airway Q10 = Q20 is 75 m3/s, and the air quantity of the auxiliary fan Qfan is 4 m3/s,
10 m3/s, and 20 m3/s, respectively. The outlet of the return airway is Q21 = Q20 + Qfan,
Q12 = Q10 − Qfan.

Table 3. Boundary conditions of each test.

Test

Inlet Boundary Outlet Boundary

Inlet 2/Pa Inlet 1/Pa
Auxiliary Fan

Inlet/m·s−1
Outburst

Position/MPa
Outlet

2/Pa
Outlet
1/Pa

L1 37.97 537.97 5.10 0.1 0 503.84
L2 46.88 1046.88 25.48 0.2 0 1019.20
L3 41.12 1541.12 12.74 0.3 0 1509.60
L4 37.97 1537.97 5.10 0.2 0 1503.84
L5 41.12 1041.12 12.74 0.1 0 1009.60
L6 46.88 546.88 25.48 0.3 0 519.20
L7 46.88 1546.88 25.48 0.1 0 1519.20
L8 41.12 541.12 12.74 0.2 0 509.60
L9 37.97 1037.97 5.10 0.3 0 1003.84

The relationship between the air resistance and the friction resistance coefficient of the
roadway is

R =
LUα

S3 (1)

where R represents the air resistance, kg/m7; L represents the length of the roadway, m; U
represents the perimeter of the roadway section, m; α represents coefficient of frictional
resistance, kg/m3; S represents the sectional area of the roadway, m2.

From Equation (1), the air resistance value of the return airway is R10 = R12 = R20 =
R21 = 0.0032 kg/m7, the excavation roadway from the air duct outlet to the return airway
is R31 = 0.0256 kg/m7. The air pressure H10 = 16.13 Pa, H12 = H20 = 18 Pa, H21 = 19.97 Pa
and the air pressure of the excavation roadway are calculated by the air quantity of the
auxiliary fan and the length of the excavation roadway.

Furthermore, the initial gauge total pressure at Inlet 1 is the sum of the pressure
difference of the air door and the air pressure of the upper wind side of the intake airway
H10, and the initial pressure of Outlet 1 is the sum of the pressure difference of air door and
H12. Suppose the operation pressure is the standard atmospheric pressure (101.325 kPa),
the gauge total pressure at Outlet 2 of the return airway is 0 Pa. Then, the air pressure of
each inlet and outlet are calculated as shown in Table 3.

4.2.4. Controlling Parameters of Fluid Dynamics

(1) Solver
In the Pressure-based type, the absolute velocity formulation and Pressure-velocity

coupling algorithm are usually adopted to solve the problem. Furthermore, using the
SIMPLE scheme to calculate the mathematical model, it computes the mass conservation
and obtains the pressure field by the mutual correction of pressure and velocity.

(2) Convergence accuracy
A reasonable accuracy is an important parameter to ensure the convergence of the

model. The convergence residuals are 10−6 in this model, and the number of iterations is
500, so the calculation will be finished when the residuals of each variable are less than

6
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10−6 or the iterations reach to 500 steps. Furthermore, the convergence of the calculation
results can be dynamically monitored by checking the iterative residual of each variable.

4.3. Results of Numerical Simulation

Using Fluent numerical simulation software, the flow field distributions of the outburst
gas of the above nine tests are simulated. Figure 5 illustrates the path-line near the air
door of each test on the horizontal plane 1 m away from the floor, which is colored by the
velocity magnitude.

Figure 5. Color map of velocity path-line near the air door.

From Figure 5, the air velocity of L3 is the highest near the air door after the gas burst
accident, followed by L2 and L1, and L7 is the smallest. The excavation roadway length
of L1, L2, and L3 is 200 m, which has the greatest air velocity magnitude. The larger air
velocity has a greater impact on the ventilation system, especially in the air inlet part.
Figures 6 and 7 show the air velocity distributions of the two inlet boundaries.

     

     

Figure 6. Air velocity of Inlet 2 of the return airway.

7
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Figure 7. Air velocity of Inlet 1 of the intake airway.

As can be seen from the contour map in Figures 6 and 7, all inlet boundaries are
reversed in each test, and the air velocity of Inlet 2 is larger than Inlet 1. Therefore, the
influence of the gas outburst accident on the return air system is greater than that on the
inlet air system. Extracting the maximum air velocity of the section, the airflow reversal
degree is calculated, as shown in Table 4. Meanwhile, the variation curve of air velocity
and airflow reversal degree is shown in Figure 8.

Table 4. Air velocity and airflow reversal degree of the inlet boundary.

Test
Maximum Air Velocity/m·s−1 Airflow Reversal Degree

Inlet 2 Inlet 1 Inlet 2 Inlet 1

L1 −142.30 −74.23 −48.43 −25.74
L2 −206.40 −111.39 −69.80 −38.13
L3 −252.70 −137.31 −85.23 −46.77
L4 −112.65 −53.79 −38.55 −18.93
L5 −78.30 −34.47 −27.10 −12.49
L6 −137.58 −68.94 −46.86 −23.98
L7 −55.78 −18.66 −19.59 −7.22
L8 −80.26 −38.06 −27.75 −13.69
L9 −98.28 −48.59 −33.76 −17.20

Figure 8. Variation of air velocity and airflow reversal degree.

8
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From Table 4 and Figure 8, the airflow reversal degree of Inlet 2 is larger than Inlet
1, that is, because the air pressure distribution of the ventilation system can restrain the
outburst gas, and the air pressure variation of the intake airway is smaller than the return
airway.

The numerical simulation results show that the airflow reversal degree of 200 m
roadway is greater than that of 1000 m roadway and 2000 m roadway. Therefore, the
airflow reversal degree decreases with the increase of the roadway length. Furthermore,
the outburst air flow pressure of L3, L6, and L9 is 0.3 MPa, and the absolute value of their
airflow reversal degree is greater than the outburst pressure of 0.1 MPa and 0.2 MPa in the
same length of the excavation roadway. Therefore, the airflow reversal degree increases
with the increase of the outburst pressure and the outburst energy.

5. Comprehensive Evaluation of Airflow Disorder

5.1. Fuzzy Comprehensive Optimization Theory

According to the main factors that affect the safety and stability of the ventilation
system as well as the basic data of orthogonal experiments, the air quantity of the auxiliary
fan, the air pressure difference of the air door, and the air flow reversal degree of Inlet 1
and Inlet 2 are used to establish the evaluation model of the airflow disorder on the basis
of variable fuzzy theory.

Assuming F = {Fij}, i = 1,. . . . , m, j = 1,. . . . , n indicates that the parameter of the m test
model corresponds to the set of evaluation factors of n. Here, m = 4. The method of relative
membership is adopted to deal with the initial data. There are three situations,

(a) The larger the better

Frij =

Fij − min
1≤i≤m

{Fij}
max

1≤i≤m
{Fij} − min

1≤i≤m
{Fij} (2)

where Frij is the relative membership of the set Fij and its range is [0, 1]; max {} indicates
the maximum value of the set; min {} indicates the minimum value of the set.

(b) The smaller the better

Frij =

max
1≤i≤m

{Fij} − Fij

max
1≤i≤m

{Fij} − min
1≤i≤m

{Fij} (3)

(c) The value is equal to 1

Frij = 1,
(

F1j = F2j =, . . . ,= Fmj
)

(4)

The fuzzy partition matrix is defined as follows,

U =

[
u11 u12 . . . u1m
u21 u22 . . . u2m

]
=

[
u1i
u2i

]
(5)

where u1i is subordinate to the superior index and u2i is the inferior index,
2
∑

k=1
uki = 1,

uki ∈ [0, 1].
The objective function is the minimal sum of the weight difference squared of the m

models.

min f (u1i) =
m

∑
i=1

⎛⎜⎝
⎛⎝u1i

√√√√ 4

∑
j=1

[
ωj
(

grj − Frij
)]2

⎞⎠2

+

⎛⎝u2i

√√√√ 4

∑
j=1

[
ωj
(

Frij − brj
)]2

⎞⎠2
⎞⎟⎠ (6)
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where ωj is the weight of each factor; grj represents the standard superior membership,
which is the optimal value of evaluation factor j; brj represents the standard inferior
subordinate, which is the worst value of evaluation factor j.

Supposing d f (u1i)
du1i

= 0, the optimal fuzzy partition matrix is calculated. Then, the
influence of different factors is evaluated by u1i.

5.2. Quantification and Weight Analysis of the Factors
5.2.1. Factors

The pressure difference of the air door has a strong inhibition of the outburst energy,
which belongs to situation (a). The greater the pressure difference of the air door, the
greater the pressure energy of the air inlet roadway. The air quantity of the auxiliary fan
belongs to situation (a). Because it is opposite to the direction of the outburst gas, the
resistance to the migration of the outburst gas increases with the larger air quantity of the
auxiliary fan. The airflow reversal degree of Inlet 1 and Inlet 2 also belongs to situation (a),
the larger the better.

The above factors consist of the F matrix.

5.2.2. Weight

Since the airflow reversal degree is more important than the pressure difference of air
door and the air quantity of the auxiliary fan, the weight of the airflow reversal degree is
0.4 and 0.4, respectively, at Inlet 1 and Inlet 2. The weight of the pressure difference of the
air door is equal to the air quantity of the auxiliary fan, their value is 0.1, respectively. Then
the weight vector ωj = (0.1, 0.1, 0.4, 0.4)T.

5.3. Results and Discussion

The fuzzy comprehensive optimization theory is used to evaluate the airflow disorder
degree of the mine ventilation network after a gas outburst accident. From Tables 1 and 4,
the max {Fij} = (1500, 1200, −19.50, −7.22)T, min {Fij} = (500, 240, −85.23, −46.77)T. The
membership vector of nine groups is calculated by Equations (2)–(6), u1i = (0.4928, 2.2160,
23.5568, 0.1586, 0.0394, 0.3398, 0, 0.0746, 0.1209). The values of each factor and evaluation
results are shown in Figure 9.

Figure 9. The evaluation results of each test.

From Figure 9, the evaluation result of L3 is the largest, illustrating that this parameter
condition has the strongest influence on the ventilation system, and L7 is the smallest. In L3,
the length of excavation roadway is 200 m, the outburst pressure is 0.3 MPa, the pressure
difference of air door is 1500 Pa, and the air quantity of the auxiliary fan is 600 m3/min.
In L7, the length of the excavation roadway is 2000 m, the outburst pressure is 0.1 MPa,
the pressure difference of air door is 1500 Pa, and the air quantity of the auxiliary fan is
1200 m3/min.

10
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According to the extreme difference of the range analysis method, the results of the
orthogonal experiment are determined. The extreme difference is the difference between
the maximum and minimum value of the airflow disorder of each factor. With the increase
of the influence range, the disturbance degree of the factor increases. The result is shown in
Table 5 and Figure 10. Ki represents the sum of levels of factor i; ki represents the average
value of the levels of factor; R represents the polar difference.

Table 5. Range analysis of the orthogonal experiment.

Factors A B C D

K1 26.27 0.53 0.91 0.77
K2 0.54 2.45 2.38 23.67
K3 0.20 24.02 23.72 2.56
k1 8.76 0.18 0.30 0.26
k2 0.18 0.82 0.79 7.89
k3 0.07 8.01 7.91 0.85
R 8.69 7.83 7.60 7.63

Figure 10. Range analysis of the orthogonal experiment.

From Figure 10, A > B > D > C, the length of the excavation roadway and the outburst
pressure are relatively important factors affecting the ventilation system. The airflow
reversal degree of the ventilation system increases with the increase of the outburst pressure
or the decrease of the length of the excavation roadway.

The energy is continuously attenuated while the outburst gas migrates in the roadway.
Adopting the method of reducing the air resistance of the airway or changing the air
pressure distribution of the main fans, the initial air pressure in both the roadway and
its parallel roadway is easily affected and will be increased in a gas outburst accident.
Meanwhile, it will contribute to increase the total air quantity and improve the kinetic
energy of the airflow under the condition of the constant capacity of the main fans, so it is
harder to reverse the airflow.

6. Conclusions

This paper analyzes the reversal principle of airflow induced by a coal and gas outburst
in the excavation roadway and proposes the indexes of the airflow disorder. Through an
orthogonal experiment, it is found that all the inlet boundaries are reversed in each test,
and the air velocity of Inlet 2 is larger than Inlet 1, indicating that the influence of the
gas outburst accident on the return air system is greater than that on the inlet air system.
Moreover, the larger air velocity has a greater impact on the ventilation system, especially
the air inlet part.
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On the basis of the fuzzy comprehensive optimization theory, the evaluation model
of the airflow disorder is established. The results show that the order of effect factors
for the stability of the mine ventilation system are the length of excavation roadway >
outburst pressure > pressure difference of air door > air quantity of auxiliary fan. The
most influential result is that the length of the excavation roadway is 200 m, the outburst
pressure is 0.3 MPa, the pressure difference of the air door is 1500 Pa, and the air quantity
of the auxiliary fan is 600 m3/min. The airflow reversal degree of the ventilation system
increases with the increase of the outburst pressure or decreases with the length of the
excavation roadway.
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Abstract: Lining is often used as the last line of defense in deep large section chamber. Under the
asymmetric load, it is easy to damage, resulting in the overall repair of the chamber. Aiming at this
problem, taking the pump house in Wanfu Coal Mine under construction in China as an engineering
example, we analyzed the asymmetric failure of pump house lining caused by construction distur-
bance, established the lining mechanical model and quantitative evaluation indexes, such as bending
moment change rate, bending moment balance rate, displacement change rate and displacement
balance rate, studied the influence mechanism of asymmetrical coefficient, section size and lining
thickness on the mechanical behavior of lining, and proposed the control measures of deep large
section chamber with the core of “strengthening asymmetric support, reducing section size and
improving lining strength”. The field monitoring shows that the asymmetric deformation of the
pump house is effectively controlled, and the maximum displacement is only 7.3 mm, which ensures
the long-term stability of the chamber.

Keywords: deep chamber; asymmetric failure; mechanical analysis; control measures

1. Introduction

With the depletion of shallow coal resources and the improvement of coal mining
modernization levels, the mine is developing onto a large scale, and there are more and
more large section chambers [1,2]. At present, the combined support method of bolt mesh
spray and high strength lining is mostly used in the deep chamber in the large section [3–8].
Especially in the core chamber with long service life, high-strength lining is regarded as
the last line of defense for its advantages of high strength, high stiffness, strong sealing and
favorable appearance [9,10]. When confronted with the high stress, inclined rock, secondary
disturbance and other adverse factors, it is difficult to effectively control the stability of
surrounding rock with a bolt mesh spray. As the last line of defense, the lining bears the
load of surrounding rock; once damaged, the chamber will face a comprehensive repair.
Under complex geological conditions, the loads of surrounding rock are often uneven and
asymmetric, and the bearing capacity of the lining is far lower than the theoretical value.
Consequently, the phenomenon of local cracking, spalling and even overall instability is
very common, which poses a great threat to the safety of mine production [11–13].

Aiming at the deformation and failure of lining under asymmetric load, scholars have
carried out a large number of studies [14–24]. Krzysztof Skrzypkowski [25] studied the
influence of geological and mining factors on the stability of chamber excavation through
roadway anchor support, and determined the key position of chamber failure. Xu Ying,
Jing Shenguo et al. [26] established a mechanical model of chamber lining-anchor cable
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coupling support for a deep large-section pump house, studied the influence law of support
parameters on the lining ultimate bearing capacity under non-uniform load, and proposed
an effective reinforcement scheme. Wang Shuhong et al. [27] carried out an experimental
study of the influence of the position of the cavity behind the wall on the lining failure
mode, and summarized the failure modes and failure sequences of different cavity tunnels.
Sun Xiaoming, Zhang guofeng, et al. [28] studied the asymmetric deformation and failure
of roadway in inclined strata, obtained the key parts of the asymmetric deformation and
failure of roadway in deep inclined strata, and proposed the asymmetric coupling control
measures. Wang Jiong, Guo Zhibiao, et al. [29] studied the asymmetric deformation and
failure characteristics of deep roadway crossings by means of numerical analysis and
engineering tests, obtained the key parts of the first failure and put forward the asymmetric
coupling support measures of anchor net cables. The above studies mainly focus on the
asymmetric failure of lining caused by the cavity behind the lining and the attitude of
the surrounding rock. The excavation of adjacent chambers will cause the construction
disturbance, bringing the asymmetric load to the stable lining, which leads to deformation
and failure, especially for the deep chamber with large section. At present, there are few
studies on the mechanical behavior and control method of deep large section chamber
lining caused by construction disturbance.

Based on this, this paper takes the permanent pump house of Wanfu Coal Mine
in China as the engineering background, establishes the lining mechanical model and
quantitative evaluation index based on an asymmetric coefficient, studies the influence
mechanism of asymmetric coefficient, section size and lining thickness on lining mechanical
behavior, proposes the control method of a deep large section chamber and guides the
reinforcement of a permanent pump house in the Wanfu Coal Mine. It has an important
guiding significance for engineering under similar conditions.

2. Engineering Background

2.1. Engineering and Geology Background

Wanfu Coal Mine is located at the southernmost point of Juye Coalfield in eastern
China. It is a large-scale modern mine under construction, with a designed production
capacity of 1.8 Mt/year and a design service life of 67 years. The shaft station is located
at the level of −820 m, and the pump house is the largest chamber at this depth. The
maximum height of the excavated section of the pump house is 10.4 m, and the maximum
width is 7.2 m. The water distribution drift is located on the east side of the pump house,
and is the nearest exploitation field to the pump house. The nearest horizontal distance
is only 2.5 m, and the nearest vertical distance is only 1.8 m. The mine location and shaft
station plan are shown in Figure 1.

Figure 1. Mine location and −820 m shaft station plan.
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The pump house is located in the inclined rock strata with the interaction of mud
and sand, and the dip angle of the rock strata is 13◦. From the bottom to the top, the
lithology is mudstone, siltstone and fine sandstone. The maximum horizontal stress in
the area is 37.1 MPa, and the vertical stress is 23.8 MPa. The pump house adopts the
support form of anchor net spray + reinforced concrete lining. The parameter of anchor
cable is Φ22 × 6200 mm, the inter-row spacing is 1600 × 1600 mm. Bolt parameters are
Φ22 × 2500 mm, the inter-row spacing is 800 × 800 mm. Reinforced concrete lining is
C40 concrete, 500 mm thick, double reinforced. The support and rock distribution of the
pumping house are shown in Figure 2.

Figure 2. The support and rock distribution of the pumping house.

2.2. Field Failure Analysis

After lining work, long-term asymmetric deformation monitoring was carried out,
including convergence of two walls (OA and OB), settlement of two arch shoulders (MC
and ND) and displacement of roof and floor (OE and OF). The sensor used for convergence
measurement is a mechanical convergent ruler, the accuracy is up to 0.1 mm and the
monitoring frequency is once every two days by manual. The layout of measuring points
is shown in Figure 2, the displacement curve and on-site damage are shown in Figure 3.

The deformation process of lining can be divided into three stages: 1© the initial stable
stage, as of 328 days after lining working, the pump house is stable as a whole. 2© The
disturbance stage, during the construction of the inside sump and water distribution drift,
the deformation of the pumping house increased rapidly, and the deformation increment
is as follows: west straight wall > west arch shoulder > arch top > east straight wall >
arch bottom > east arch shoulder. The overall law is that the deformation on the west
side is greater than that of the east side. 3© In the slower growth stage, the deformation
development ratio slows down, but it is not completely stable.

In conclusion, due to the influence of water distribution drift and inside sump excava-
tion, the original stable lining of the pump house shows asymmetric failure characteristics,
and the deformation of the lining near the disturbed side is far greater than that of the
other side. After the lining is damaged, the radial restraint effect on the surrounding rock
is lost, and the deformation continues to develop slowly. If the reasonable reinforcement
measures are not taken, it is difficult to meet the requirements.
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Figure 3. The displacement curve and on-site damage.

3. Asymmetric Mechanical Model and Evaluation Index

In this section, the asymmetric mechanical model and quantitative evaluation index
of lining are established to provide a basis for analyzing the deformation and stress rule of
the lining under an asymmetric load.

3.1. Asymmetric Mechanical Model

Along the axial direction of the chamber, the lining per unit length is abstracted as
a mechanical model, as shown in Figure 4a. In this mechanical model, the arch crown
radius is r1, the arch bottom radius is r2, and the straight wall height is h. The asymmetrical
coefficient of lining stress is λ. The uniform load on the left arch crown is q1, the uniform
load on the left wall is q2, and the uniform load on the left bottom arch is q3. The uniform
load on the right arch crown, straight wall and bottom arch is λq1, λq2 and λq3, respectively.

Based on the principle of structural mechanics [30], mechanic model of lining under
asymmetric conditions is divided into positive symmetry and anti-symmetry, and the
“force method” is used to solve them, respectively.

Half of the positive symmetric part is taken for analysis, as shown in Figure 4b, and it
is simplified into a quadratic overstatically indetermined structure. Releasing the support
constraint at point A of the vault, and replacing it with the redundant unknown forces X1
and X2 and X1 represents the horizontal support reaction (Fax) at point A, and X2 represents
the constraint bending moment (Ma) at point A, as shown in Figure 4b.
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(a) mechanical model (b) Positive symmetry calculation model (c) Antisymmetric calculation model 

Figure 4. Mechanical calculation model of lining under asymmetric force.

Half of the antisymmetric part is taken for analysis, as shown in Figure 4c, and it is
simplified to a statically indeterminate structure. Releasing the support constraint at point
A of the vault, and replacing it with the redundant unknown force X3, which represents
the vertical support reaction (Fay) at point A, as shown in Figure 4c.

δ11X1 + δ12X2 + Δ1P = 0
δ21X1 + δ22X2 + Δ2P = 0
δX3 + Δ = 0

(1)

According to Equations (2) and (3), the basic parameters in (1) can be obtained.

δ11 =
∫ M1 M2

EI ds

=
9πR3

1−24R2
1+12R1h+4h2

12EI +

4R2α(R1h)2+R3
2(2 sin 2α(1−cos α)−2 sin α(1−cos 2α)+6α)

4EI

(2)

Similarly, δ12, δ21, δ22 and δ can be obtained.

Δ2P =
∫ M2 MP

EI ds

=
q1R1[R2

1(3π−6)+6h+3h2+6R2R1α+6hα]+q2h2(3α+h)
6EI +

R2
2[q3R2(α−sin α)+(q1R1+q2h)(sin α−cos α)−q1R1(α sin α+cos α−1)]

EI

(3)

Similarly, Δ1P and Δ can be obtained.
For lining structure, the displacement is mainly caused by bending moment, and the

displacement caused by axial force and shear force is small. Therefore, when analyzing
the mechanical behavior of lining influenced by asymmetric load, only bending stress
is considered. According to Equation (4), the bending moment value of any section can
be obtained.

Ma = Mpa + X1M1 + X2M2
Mb = Mpb + X3M
M = Ma + Mb

(4)

where (1)–(4), δ is the angle from the top of the structure to any section. δij represents the
displacement of the basic structure along the Xi direction under the single action of the
unit force, Δ represents the displacement of the basic structure along the X direction under
the action of the load alone, EI is bending stiffness, which refers to the ability of an object
to resist its bending deformation. M1 and M2 represent the bending moment of the unit
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force in any section of the basic structure, and Mi represents the bending moment of the
load in any section of the basic structure [31].

3.2. Analysis Scheme

Mechanical behavior of lining under asymmetric load is most significantly affected by
asymmetric coefficient, section size and thickness [32]. Based on the actual parameters of
the pump house in Wanfu Coal Mine, different asymmetric coefficients, section size and
lining thickness are selected to analyze the influence rule on lining bending moment and
displacement, corresponding to the schemes Ai, Bi and Ci, respectively, where i = 1~7. The
scheme design is shown in Tables 1–3.

Table 1. Analysis scheme of different asymmetric coefficients.

Scheme No./Ai Asymmetric Coefficient/λ Invariant

A1 1

q1, q2, q3
h, r1, r2

d

A2 1.1
A3 1.2
A4 1.3
A5 1.4
A6 1.5
A7 1.6

Table 2. Analysis scheme of different chamber section size.

Scheme No./Bi
Section Size

Invariant
Arch Crown Radius/r1 Wall Height/h Arch Bottom Radius/r2

B1 4.0 2.3 0.2

q1, q2, q3
d
λ

B2 5.0 3.3 0.3
B3 6.0 4.3 0.4
B4 7.0 5.3 0.5
B5 8.0 6.3 0.6
B6 9.0 7.3 0.7
B7 10.0 8.3 0.8

Table 3. Analysis scheme of different lining thickness.

Scheme No./Ci Thickness/m Invariant

C1 0.2

q1, q2, q3
h, r1, r2

λ

C2 0.3
C3 0.4
C4 0.5
C5 0.6
C6 0.7
C7 0.8

3.3. Evaluation Indexes

In order to quantitatively analyze the influence rules of different factors on lining
bending moment and displacement, evaluation indexes such as bending moment change
ratio, bending moment balance ratio, displacement change ratio and displacement balance
ratio are established.

• bending moment change ratio

γxy−z =

∣∣Mxny − Mx1y
∣∣∣∣Mx1y

∣∣ × 100% (5)
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• bending moment balance ratio

δxy =
2
∣∣∣Mxny−l − Mxny−r

∣∣∣∣∣∣Mxny−l

∣∣∣+ ∣∣Mxny−r
∣∣ × 100% (6)

• displacement change ratio

εxy−z =

∣∣Dxny − Dx1y
∣∣∣∣Dx1y

∣∣ × 100% (7)

• displacement balance ratio

ϕxy =
2
∣∣∣Dxny−l − Dxny−r

∣∣∣(
Dxny−l + Dxny−r

) × 100% (8)

where, Mxny—In the xn scheme, the sum of absolute values of crown bending moments on
both left and right sides at y distance from the arch bottom. Mxny−l—In the xn scheme, the
bending moment value at y position of the left. In the xn scheme, the sum displacement of
lining on both left and right sides is at y distance from the arch bottom. In the xn scheme,
the displacement value of the right arch body is from the y position of the arch bottom.
Where x is A~C, representing three types of schemes respectively; n is 2~7, representing
2~7 schemes respectively; y is the distance to the arch foot; l and r represent the left and
right respectively.

The bending moment change ratio indicates the change of lining bending moment
at a certain position. The greater the γxy−z, the greater the bending moment is affected.
The bending moment balance ratio indicates the bending moment difference between the
left and the right, and the larger the δxy, the more unbalanced the lining. The change
ratio of displacement indicates the change of lining deformation at a certain position. The
larger the εxy−z, the greater the deformation is influenced. Displacement balance ratio
indicates the difference between left and right deformation. The greater the δxy, the worse
the displacement balance.

4. Analysis of Asymmetric Mechanical Behavior of Lining

The section size of the −820 m pump house in Wanfu Coal Mine is 46.5 m2 (R1 = 3.5 m,
R2 = 4.8 m, h = 5.3 m), the surrounding rock pressure is q1 = 100 kN/m, q2 = 150 kN/m,
q3 = 50 kN/m, lining thickness is 0.5 m, and C40 reinforced concrete is adopted. The elastic
modulus is 32.5 GPa, and the moment of inertia per unit length lining is 5.3 × 10−3 m4. By
substituting the specific parameters into the corresponding Equations (1)–(4), the bending
moment value M of each position can be calculated. To reduce the computational work-
load, 42 feature points are taken along the entire lining. On this basis, the influences of
asymmetric coefficient, section size of chamber and lining thickness on lining bending
moment and displacement are analyzed. In order to quantitatively evaluate the influence
of various factors on the lining, the 45◦ position on both sides of the top arch is taken.

4.1. Asymmetric Coefficient
4.1.1. Bending Moment Analysis

The following result analysis can be obtained from Figure 5.
Under the action of symmetrical force, the bending moment of lining distributes

symmetrically. With the increase of the asymmetry coefficient, the bending moment of
the left arch crown is larger than the right arch crown, and the distribution of the bending
moment of the bottom arch is opposite. The bending moment of the right straight wall is
larger than the left.
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(a) Bending moment distribution diagram (kN/m) (b) Bending moment of left and right shoulder 
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Figure 5. Bending moment analysis with different asymmetric coefficients. (a) Bending moment distribution diagram
(b) Bending moment of left and right shoulder.

Taking the left and right shoulder as an example, the bending moment of the left
shoulder increases from 920 kN/m to 2104 kN/m and the bending moment of the right
shoulder decreases from 920 kN/m to 625 kN/m, with the increase of the asymmetry
coefficient from 1 to 1.6. The change ratio of bending moment of the shoulder is positively
correlated with the asymmetric coefficient, which increases from 15% to 48%. The bending
moment balance ratio is negatively correlated with the asymmetry coefficient, which
decreases from 75% to 30%.

4.1.2. Displacement Analysis

The following result analysis can be obtained from Figure 6.
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Figure 6. Displacement analysis of different asymmetric coefficients. (a) Displacement distribution diagram (b) Displace-
ment of left and right shoulder.

Under the action of the symmetric force, the displacement is distributed symmetrically.
The maximum displacement of the straight wall is 35 mm, and the maximum displacement
of the top arch is 26 mm. As the asymmetry coefficient increased, the overall lining
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displacement increased, and the increase of the right lining displacement (the larger force
side) was greater than the left.

Taking the left and right shoulder displacements as an example, the left shoulder
displacements increased from 18 mm to 89 mm and the right shoulder displacements
increased from 18 mm to 112 mm, with the increase of the asymmetry coefficient from
1 to 1.6. The displacement change ratio of the shoulder is positively correlated with the
asymmetry coefficient, which increases from 70% to 437%. The displacement balance ratio
is negatively correlated with the asymmetry coefficient and decreased from 60% to 42%.

4.2. Section Size
4.2.1. Bending Moment Analysis

The following result analysis can be obtained from Figure 7.

 
(a) Bending moment distribution diagram (kN/m) (b) Bending moment of left and right shoulder 

scheme

pe
rc

en
ta

ge
/%

The bending moment balance ratio

The left shoulder
The right shoulder
The bending moment balance ratio

Be
nd

in
g 

m
om

en
t /

(k
N

·m
-1

)

Figure 7. Bending moment analysis of different section sizes. (a) Bending moment distribution diagram (b) Bending
moment of left and right shoulder.

With the increase of the section size of the chamber, the lining bending moment
increases, but the position of maximum bending moment does not change. The maximum
bending moment of the arch crown is located at the left side of the arch top. The maximum
bending moment of the straight wall is located at 2 h/3 to the wall foot. The maximum
bending moment of the arch bottom is on the right of the arch bottom middle.

Taking the left and right shoulder as an example, with the section size increasing
from 4 m to 10 m, the bending moment of the left shoulder increases from 161 kN/m to
2006 kN/m, and the bending moment of the right shoulder increases from 12 kN/m to
298 kN/m. The bending moment change ratio increases from 118% to 1403% with the
increase of section size. The bending moment balance ratio is negatively related with the
section size, which decreases from 142% to 108%.

4.2.2. Displacement Analysis

The following result analysis can be obtained from Figure 8.
With the increase in the section size, the displacement of the lining increases rapidly,

and the displacement value of the right side increases more obviously than that left, but
the maximum displacement position remains unchanged.

Taking the displacement of the left and right shoulder as an example, with the increase
of the section width from 4 m to 10 m, the displacement of the left shoulder increases from
1.8 mm to 155.1 mm, and that of the right shoulder increases from 3.1 mm to 220.9 mm.
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The displacement change ratio increases from 12% to 810%, and the displacement balance
ratio decreases from 51% to 42%.

 
(a) Displacement distribution diagram (mm) (b) Displacement of left and right shoulder 

The left shoulder

The right shoulder

The displacement change ratio

The displacement balance ratio

Figure 8. Displacement analysis of different section sizes. (a) Displacement distribution diagram (b) Displacement of left
and right shoulder.

4.3. Lining Thickness

The following result analysis can be obtained from Figure 9.

 
(a) Displacement distribution diagram (mm) (b) Displacement of left and right shoulder 

Figure 9. Displacement analysis of different lining thickness. (a) Displacement distribution diagram (b) Displacement of
left and right shoulder.

With the increase of the lining thickness, the overall displacement decreased, and the
displacement of the right side (the side with larger force) decreases more significantly than
that of the left, and the maximum displacement position does not change.

Taking the displacement of left and right arches as an example, with the increase of
arch thickness from 0.2 m to 0.8 m, the left arch shoulder displacement decreases from
550 mm to 10 mm, and the right arch shoulder displacement decreases from 816 mm to
15 mm. The displacement change ratio increases from 70% to 98%, and the displacement
balance ratio increases from 39% to 42%.

When the lining thickness exceeds 0.5 m, both displacement change ratio and displace-
ment balance ratio have little change with the continuous increase of lining thickness.
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4.4. Summary and Engineering Recommendations

Under the action of asymmetric load, the bending moment and displacement of the
lining show an obvious asymmetry. The larger the asymmetry coefficient is, the more
significant the increase of the bending moment and displacement is, and the more serious
the failure is. Therefore, for the lining chamber subjected to secondary disturbance, the
asymmetric design of bolt mesh spray should be carried out, the support strength of the
disturbed side should be strengthened, and the strength of the surrounding rock should be
restored through grouting and other measures to reduce the asymmetric load of the lining.

The larger the section size is, the more severely the lining is affected by the asymmetric
load, the change rate of bending moment and displacement of the lining increases rapidly,
and the symmetry decreases continuously. Therefore, for the lining under asymmetric load,
measures such as optimizing equipment selection should be taken to reduce the chamber
section size to minimize the size effect.

Increasing the lining thickness can improve the ability of lining to resist asymmetric
load, but when the lining thickness exceeds a certain value, the effect of increasing the
lining thickness is no longer obvious. Therefore, the section size and the load size of
the chamber should be considered comprehensively, and the lining thickness should be
reasonably selected by using the evaluation index.

5. Control Measures and Application Effect

5.1. Control Measures

Under the condition of asymmetric load, the core of stability control of the deep large
section chamber lining is “strengthening asymmetric support, reducing the section size
and improving the lining strength”. In view of the asymmetric failure of the permanent
pump house in Wanfu Coal Mine, the control method design is shown in Figure 10.
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Grouting cable anchor
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Grouting cable anchor
29 12000mm

Grouting cable anchor
29 8000mm

Reinforced concrete
500mm

Figure 10. Schematic diagram of reinforcement scheme.

1© After optimization, the net section width of the pump house is 5000 mm and the height
is 7200 mm, which avoids the expansion of the lining and reduces the surrounding
rock disturbance.

2© The west straight wall and west arch shoulder of the pumping house adopt the
Φ29 × 12,000 mm grouting anchor cable, and the other side adopts the Φ29 × 10,000 mm
grouting anchor cable. The bottom arch adopts the Φ29 × 8000 mm grouting anchor
cables. The diameter of the anchor hole is 38 mm, and two MSZ2870 resin cartridges
are used. The cartridges can be cured after being stirred evenly for 5 min. After the
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end of grouting anchor cable is anchored, 150 kN preload is applied first, and then
grouting is carried out one by one to reinforce the broken surrounding rock.

3© On the outside of the existing section, double-layer reinforcement is bound on the
whole section, with the diameter of transverse reinforcement of 28 mm and longi-
tudinal reinforcement of 32 mm. C40 concrete is used for pouring, and the lining
thickness is 500 mm.

5.2. Application Effect

After the reinforcement following the above scheme, a deformation monitoring section
is set, and the position of measuring point is the same as before. Figure 11 shows the
displacement change curve of the pumping house within 90 days of reinforcement. It
can be obtained that, after the reinforcement of the pumping house chamber, no obvious
asymmetrical deformation continues to occur, and the maximum deformation is 7.3 mm,
indicating a significant control effect.
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Figure 11. Displacement monitoring of pump house after reinforcement.

For the permanent pump house, continuous deformation is not allowed during the
reinforcement phase, and the rigid lining support is adopted to effectively avoid the con-
tinuous deformation of the pump house, which meets the support requirements. Figure 12
is the effect drawing of the pump house after reinforcement.

 

Figure 12. Field effect of pump house after reinforcement.

6. Conclusions

(1) Aiming at the asymmetric failure of lining in Wanfu Coal Mine pump house due
to the secondary disturbance, the asymmetric mechanical model of the lining and
the quantitative evaluation indexes such as the change rate of bending moment, the
balance rate of bending moment, the change rate of displacement and the balance rate
of displacement are established, and the influence laws of the asymmetric coefficient,
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the section size and the thickness on the bending moment and displacement of the
lining are studied.

(2) Under the action of asymmetric load, the bending moment and displacement of lining
shows an obvious asymmetry. The larger the asymmetry coefficient is, the more
significant the increase of bending moment and displacement will be. The larger the
section size is, the more obvious the influence of the asymmetric load is. Increasing
the lining thickness is beneficial to improve the lining resistance to the asymmetric
load, when the lining thickness exceeds a certain value, the effect of increasing the
lining thickness is no longer obvious.

(3) The control measures with the core of “strengthening asymmetric support, reducing
section size, improving lining strength” is proposed. The field application shows that
the method can effectively restrain the asymmetric deformation of the surrounding
rock, and the maximum deformation is only 7.3 mm, which ensures the long-term
stability of the chamber. It has an important guiding significance for engineering
under similar conditions.
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Abstract: The Yinggehai Basin is an important Cenozoic gas bearing basin in the South China Sea.
With the gradual improvement of gas exploration and over-development in shallow layers, deep
overpressured layers have become the main target for natural gas exploration. There are no large-
scale faults in the strata above the Meishan Formation in the central depression, and hydraulic
fracturing caused by overpressure in mudstone cap rocks is the key factor for the vertical differential
distribution of gas. In this paper, based on the leak-off data, pore fluid pressure, and rock mechanics
parameters, the Fault Analysis Seal Technology (FAST) method is used to analyze the hydraulic
fracture risk of the main mudstones in the central depression. The results show that the blocks in
the diapir zone have been subjected to hydraulic fracturing in the Huangliu cap rocks during the
whole geological history, and the blocks in the slope zone which is a little distant from the diapirs has
a lower overall risk of hydraulic fracture than the diapir zone. In geological history, the cap rocks
in slope zone remained closed for a longer time than in diapir zone and being characterized by the
hydraulic fracture risk decreases with the distance from the diapirs. These evaluation results are
consistent with enrichment of natural gas, which accumulated in both the Yinggehai Formation and
Huangliu Formation of the diapir zone, but it only accumulated in the the Huangliu Formations of
the slope zone. The most reasonable explanation for the difference of the gas reservoir distribution
is that the diapirs promote the development of hydraulic fractures: (1) diapirism transfers deep
overpressure to shallow layers; (2) the small fault and fractures induced by diapir activities weakened
the cap rock and reduced the critical condition for the natural hydraulic fractures. These effects
make the diapir zone more prone to hydraulic fracturing, which are the fundamental reasons for the
difference in gas enrichment between the diapir zone and the slope zone.

Keywords: Yinggehai; overpressure; hydraulic fracture; mudstone; fluid pressure

1. Introduction

Hydraulic fracturing, also known as natural hydraulic fracturing and hydraulic exten-
sional fracturing, is a common kind of geological phenomenon which refers to fractures
caused by the increase of pore fluid pressure [1–5]. It covers the hydraulic effects on intact
rocks and fractured rocks, which play an important guiding role in fluid migration, oil
and gas preservation, and the safe exploitation of oil and gas fields. Research on hydraulic
fracturing began in the late 1960s [1]. In a study on the law of joint development, Secor pro-
posed the mechanism of natural tensile fractures and pointed out that the fracture caused
by fluid overpressure can open original fractures in the formation while also playing an
important role in the migration of groundwater, oil and gas, and ore-forming fluids [6,7].
After that, Phillips formally proposed the concept of hydraulic fracturing in his study of the
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formation mechanism of mineralized normal faults in Wales, the UK, which he described
as the process of fracture expansion caused by the increase of pore fluid pressure within the
fracture [2]. In 1990, Sibson analyzed the migration process of abnormally high pressure
fluid near the fault, described the dynamic process of fault hydraulic rupture, and pointed
out that this process is periodic, intermittent, and pulsating [8]. Subsequently, the research
on hydraulic fracture was deepened, many overpressure basins around the world were
analyzed and studied, and it was clearly pointed out that hydraulic fracture is a potential
risk leading to oil and gas leakage [9]. For example, in the research of Timor Sea, they
pointed out that the fault reactivity caused by hydraulic fracturing is the main cause of oil
and gas leakage [10].

Through the study of the development of hydraulic fracture, the hydraulic fracture
phenomenon is similar to the fault valve mechanism [11]. It has the characteristics of
episodic eduction, especially in the overpressure basins. When the pore fluid pressure
exceeds the rock fracturing pressure, rocks will begin fracturing leading to highly per-
meable channels for fluid to flow into which carries a large quantity of minerals through
the fractures. In the process, pore fluid pressure is released and gradually reduced. The
mineral cementation, precipitation, and pressolution gradually decreases the width of the
fractures which finally forms a closed hydraulic fracture until the fluid pressure rises to
enter the next “broken-closed” cycle.

Studies have also shown that these hydraulic fractures have specific geological char-
acteristics both macroscopically and microscopically. For example, due to the periodic
activities of hydraulic fracturing, different periods of hydraulic fracturing and fluid migra-
tion lead to changes in the formation structure and in 3D seismic imaging. Furthermore,
the amplitude intensity is usually increased or decreased locally along the reflection layer
and it forms the vertical continuous fuzzy zone and pipe features [12,13]. In the field
of outcropping, it is mainly manifested as extensional fractures extending perpendicular
to the direction of minimum principal stress and filled by quartz, calcite, and gypsum
veins [14–16]. The multi-stage filling of fractures by fluid minerals can also be observed
under a microscope.

How to effectively and accurately determine the critical condition of hydraulic frac-
turing is particularly important to quantitatively evaluate the periodicity of hydraulic
fracturing. Through a lot of experience, many scholars regard 85% of the overburden litho-
static pressure as the critical pressure for hydraulic fracturing to occur [6,17–20]. Similarly,
a study on the Norwegian Snorre field found that when the pore fluid pressure at the top
of the reservoir reaches 82% of the static pressure, approximately equal to the minimum
horizontal principal stress, hydraulic fracturing increases the permeability of mudstone
and leads to the escape of oil and gas from the reservoir [21]. Some investigators propose
that the critical pore fluid pressure for hydraulic fractures is the sum of the principal of
minimum stress and the tensile strength of cap rock [1,22–25]. Gaarenstroom defined the
difference between the minimum horizontal principal stress and pore fluid pressure as
the retention capacity in his study on the risk of hydraulic fracture in the cap rock of the
North Sea Basin. The larger the pore fluid pressure is, the retention capacity will be smaller,
and the risk of hydraulic fracture in the cap rock will be greater. He found that when the
retention capacity is lower than 7 MPa, the risk of hydraulic fracture will significantly
increase [24]. Most of these evaluation methods only consider the risk of hydraulic tensile
fracture of rock and ignore the tensile strength of rock. However, the actual cap rock is
often heterogeneous, especially when there is strong and weak interbedding in the cap rock
(sandstone and mudstone are both distributed), and the cap rock may form shear fracture
or mixed-mode fracture failure. Therefore, this simple evaluation method is obviously not
applicable to evaluate the hydraulic fracture risk of deep overpressure cap rock such as
Yinggehai Basin. At present, we mainly use the Fault Analysis Seal Technology (FAST) for
the hydraulic fracture evaluation [10,26]. The Fast evaluation method is a comprehensive
method proposed by Mildren et al. in 2002 based on the principle of rock rupture. This
method can be used to evaluate the conditions and types of faults or fractures formed by
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rock rupture and the conditions under which the faults reactivity or maintain stability.
The basic principle is whether the formation fluid pressure under the current stress and
pressure conditions can cause the structure to reactivate or remain stable. The quantitative
evaluation results of the FAST method are in good agreement with the actual situation,
and it has been widely used in oil and gas field production and gas storage [10,26]. The
data required by the FAST method mainly include the characteristics of present stress field,
fluid pressure, friction strength, and cohesion of the rock. In this study, although there is a
lack of large-scale fault development in the study area, a large number of fractures are still
developed in the cap rock. Therefore, we can still use the FAST method to evaluate whether
hydraulic fracture will be induced by fluid pressure in the cap rocks. It can be used to
evaluate not only the risk of complete cap fracture, but also the risk of the occurrence of
pre-existing extensional fracture and shear fracture before movement takes place, which is
an effective method for studying the integrity of cap rocks.

In recent years, many scholars have done a lot of research on the effectiveness of cap
rocks. We keep focusing on the study of hydraulic fracturing on the effectiveness of cap
rock and the risk of oil and gas leakage and have used this method to analyze hydraulic
fractures of cap rocks in several blocks in different basins [27–32] which have achieved
some good results. Especially in the study area, a lot of preliminary research has actually
been done on the cap rocks, such as the macro- and micro-development characteristics
and sealing mechanism and sealing ability of the cap rocks. Some scholars have made
preliminary studies on the migration and preservation conditions of natural gas caused
by hydraulic fracturing, but most of them focus on theoretical and qualitative analysis. In
order to further study the influence of hydraulic fracturing on natural gas enrichment in
different structural locations, the same FAST evaluation method was used in this study.
Based on the in-situ stress characteristics, mudstone mechanics and pore fluid pressure
are used to analyze the potential of mudstone hydraulic fracturing in present conditions,
and combine with the paleo-pressure to analyze the hydraulic fracture risk in geological
history to discuss its influence on gas accumulation and provide theoretical guidance for
oil and gas exploration in basins with the same geological background.

2. Geological Setting

The Yinggehai Basin is a typical Cenozoic sedimentary basin on the northwestern
continental shelf of the northern South China Sea [33–38]. The northeast side of the basin
adjoins the southern uplift of the Beibu Gulf Basin and the Hainan Uplift. The west side is
connected to the Kunsong Uplift and it extends to the Hanoi Depression in Vietnam. This
basin is 750 km long and 200 km wide, with an area of about 11.3 × 104 km2. Yinggehai
Basin is located in the convergence zone of the Eurasian, Pacific, and Indo-Australian
plates [38]. Under the background of the expansion of the South China Sea, it is restricted
by the strike-slip activity of the Red River Fault and the compression of the plate [39]. The
basin is distributed in a rhomboid shape along the NW-SE direction, and composed of four
first-order structural units: The Central Depression, The Yingdong Slope Zone, The Yingxi
Slope Zone, and The Lingao Uplift (Figure 1).

The basin has experienced multi-stage regional tectonic movements, which can be
divided into four stages: Eocene—Early Oligocene rift period, Late Oligocene fault—
Depression period, Early—Middle Miocene post-rift thermal subsidence period, and Late
Miocene—Quaternary accelerated subsidence period. Drilling data shows that the strata
drilled from bottom to the top of the basin are as follows: The Lingtou Formation, The
Yacheng Formation, The Lingshui Formation, The Sanya Formation, The Meishan For-
mation, The Huangliu Formation, The Yinggehai Formation, and The Ledong Formation
(Figure 2).
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Figure 1. The structure outline map of Yinggehai Basin.

The Central Depression developed a series of nearly N–S orientations diapir structures,
which is distributed in an echelon arrangement [35,37]. The research area is located in the
southeast of the central depression in the Yinggehai Basin (Figure 1), which is characterized
by a lack of fracture, rapid settlement, high temperature and high pressure, and it has more
mudstone and less sand. The Yinggehai Basin experienced rapid subsidence in the late
structural period, with a deposition rate of 500–1400/Ma, and the Cenozoic maximum
sedimentary thickness is over 17 km [34]. Test data of the both the drill pipe and the cable
indicates that deep formation pressures below 4000 m exceed 100 MPa, with a maximum
pressure factor of 2.30. The numerical simulation of different overpressure formation
mechanisms shows that due to the limited abundance of organic matter and the weak con-
tribution of hydrocarbon generation and compression, the abnormally high pressure of the
formation comes from the under-compaction caused by the rapid deposition of mudstone,
and the conduction effect of the diapir structure acting on the deep overpressure [40,41].

The Ledong area has developed mainly two types of traps, tectonic lithologic trap
under the diapir background and lithologic trap group developed within the background
context of gravity flow deposition. The Sanya Formation and the Meishan Formation in the
Miocene are shallow marine facies mudstones which is the main source rocks in study area.
The mudstones in Huangliu Formation and the Yinggehai Formation in upper Miocene
and Quaternary Formation are the main cap rocks for nature gas. In addition, these strata
are the main reservoir-forming assemblage in the study area (Figure 2). The longitudinal
enrichment layers of natural gas are quite obviously different in various structural positions.
In the diapir zone, oil and gas are mainly enriched in the shallow strata (Yinggehai and
Ledong Formation), such as XD-A area and XD-B area, but natural gas is generally enriched
in deeper layers (the Meishan and the Huangliu Formation) and in the slope zones which
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are far from the diapirs, such as XD-C, XD-D, XD-E area (Figure 3). As a whole, the farther
from the diapir, the deeper the gas enrichment. Published literature indicates that there are
signs of large-scale fluid migration in the Yinggehai Basin (e.g., gas chimney, pockmark, and
pipe) the origins of which many scholars attribute to hydraulic fracturing by overpressure
fluid [36]. We speculate that the difference of vertical distribution of natural gas may be
caused by the difference in hydraulic fracture strength in different structural positions.
Therefore, based on the in-situ stress in the study area, this paper will use the fluid pressure
in mudstone and the mechanical parameters of mudstone to analyze the risk of hydraulic
fracture in the diapir area and the slope area in the long-term geological historical course
as well as the current period. Furthermore, we clarify the main reasons for the natural gas
differentially accumulated in the vertical between the different structural zones.

Figure 2. Comprehensive strata log diagram of the Yinggehai Basin with the source-reservoir-cap assemblage and main
tectonic event.

Figure 3. Vertical distribution of gas in diapir zone and slope zone in Yinggehai Basin.
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3. Methods

3.1. Principle of Cap Rock Hydraulic Fracture Evaluation

There are two kinds of hydraulic fracture modes of cap rock under the dominance of
fluid, namely, the fracture of intact cap rock and the re-opening of pre-existing fractures.
The constant increase of pore fluid pressure leads to the gradual decrease of the effective
stress on the cap rocks, and eventually, pressure is relieved through hydraulic fractures [4].

The fracture mode on cap rocks is controlled by two factors, the tensile strength of cap
rock (T) and its differential stress (S1 − S3) [1,42,43]. When the S1 − S3 of the stratum is
less than 4 times the tensile strength, extensional fractures are formed; when the S1 − S3 is
more than 6 times its tensile strength, it results in compressional shear fractures; the tensile
strength and shear mixing fractures occur in relation to the above two conditions when
the S1 − S3 is more than 4 times and less than 6 times the tensile strength (Table 1) [26].
For the intact cap rocks, in the case of extensional fractures, extensional shear fractures,
and shear fractures, the fracture pressure (P) of cap rock corresponds to A1C1, A2C2, and
A3C3, respectively (see points in Figure 4) [42]. However, for cap rocks with pre-existing
fractures, hydraulic fractures are always re-opening along the weak surface. We used
the incoherency of envelope to characterize fracture conditions, fracture pressure (P) for
extensional fractures, extensional shear fractures, and shear fractures which respectively
correspond to Figure 4 B1C1, B2C2, and B3C3. Analysis shows that the existence of early
fractures largely increases the risk of hydraulic cracks in the cap rocks. Therefore, in order
to determine the hydraulic fracture pressure, the fracture mode of the cap rock must be
determined first.

Table 1. The fracture mode and criterion of rocks in different differential stress [26].

Fracture Mode Fracture Criterion Differential Stress Condition

Extensional fracture P = S3 + T S1 − S3 < 4T

Extensional shear fracture P = Sn + (4T2 − τ2)/4T 4T < S1 − S3 < 6T

Shear fracture P = Sn + (C − τ)/μ S1 − S3 > 6T

Where P is fracture pressure (MPa), S1 is maximum principal stress (MPa), S3 is
minimum principal stress (MPa), S1 − S3 is differential stress (MPa), Sn is normal stress
(MPa), T is tensile strength of rock (MPa), C is cohesion (MPa), τ is shear stress (MPa), μ is
coefficient of friction.

3.2. Parameters of Cap Rock Hydraulic Fracture Evaluation

Based on the above description, the development of hydraulic fracture depends on
the pore fluid pressure, the characteristics of the in-situ stress field, and the mechanical
properties of the cap rock. Among them, pore fluid pressure and mechanical parameters of
cap rocks can be obtained through formation tests and laboratory tests. Therefore, in order
to be able to quantitatively evaluate the hydraulic fracture risk of cap rock, it is necessary
to define the in-situ stress characteristics of the study area.
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Figure 4. Hydraulic fracture pressure for the cap rock in different stress and mechanical properties. The Mohr circles,
from large to small, indicate the critical conditions of shear, extension-shear and extension fracture of intact cap rocks and
fractured cap rocks, and the corresponding maximum sustainable fluid pressures are A1C1, A2C2, A3C3 and B1C1, B2C2,
B3C3(modified by Sibson(1996)).

3.2.1. Vertical Principal Stress

The vertical principal stress mainly comes from the rock gravity of the overburden
strata. Therefore, it can be obtained by integrating density log data. Because the Yinggehai
Basin is in the South China Sea, it is necessary to consider the effect of seawater on the
vertical principal stress [44] (Equation (1)).

Sv = ρwghw +
∫ h

hw
ρc(h)gdh, (1)

where Sv is the vertical principal stress (MPa), ρw is the density of water(1.03 g/cm3 for
Yinggehai Basin), hw is the water depth(average depth is 65 m in the study area), ρc is the
density of overburden layers (g/cm3), g is the gravitational acceleration constant (N/kg), h
is the burial depth below sea level (m). However, there are always some problems when
calculating vertical principal stress. For example, the density logging usually does not
start from the sea bottom or surface. The missing density value can be converted from
the check-shot velocity data to the density data through the Nafe-Drake transformation
formula [45].

3.2.2. Horizontal Principal Stress

Horizontal principal stress is usually the most difficult to interpret. At present, a
relatively reliable method is extracted from hydraulic pressure tests [46]. However, these
tests have not been widely used on drilling. In this study, we have chosen to use pump-
ing pressure tests data to analyze horizontal principal stress which can be classified as
FITs (Formation Integrity Tests), LOTs (Leak-Off Tests), and XLOTs (Extended Leak-Off
Tests) [47]. They are curves of bottom hole pressure and pumped mud volume/time, and
can be distinguished by the difference between the number of pumping cycles and the
point at which pumping is ceased [47] (Figure 5a). LOTs are performed in the formation
below the casing shoe, and its primary purpose is to determine the maximum mud weight
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that could be allowed without drilling risk (formation loss) [24]. Whereas LOTs are not
pressurized after the loss pressure is reached to avoid further formation damage, XLOTs are
pressurized after the loss pressure is reached, even with multiple pressure cycles performed
to obtain more information. Engineering practice shows that a classic single-cycle XLOT
curve includes Leak-off Pressure (LOP), Formation Break-down Pressure (FBP), Fracture
Propagation pressure (FPP), Instantaneous Shut in Pressure (ISIP), Fracture Closure Pres-
sure (FCP) (Figure 5b–d). Of these points on the curve, LOP is the first point that deviates
from the linear relationship between pressure and cumulative mud volume, which can be
considered to be the point where the fluid begins to penetrate into the formation, and the
rock begins to deform inelastically. Thus, the lower envelope of all LOP data can be used
to represent horizontal minimum principal stress [24].

Figure 5. (a) Classic XLOT curve in the drilling [24]; (b–d) The different types XLOT curves in study area.

During the XLOT test, the failure pattern of the wellbore wall is very similar to
the hydraulic fracturing in cap rock. The difference is that hydraulic fracturing detects
the wellbore conditions through technology and then selects the target interval without
fractures. The presence of fractures causes the formation break-down pressure to be close to
the fracture reopening pressure, and the tensile strength of wellbore wall is approximately
zero [48,49]. Thus, the Hubbert–Willis equation [48] can be simplified to

SHmax = 3Shmin − FRP − Pp, (2)

where SHmax and Shmin are the maximum and minimum horizontal principal stress, respectively
(MPa); FRP is the fracture reopening pressure (MPa); and Pp is the pore pressure (MPa).

3.2.3. Pore Fluid Pressure and Mechanical Parameters of Cap Rocks

The current pore fluid pressure is derived from formation Drill Stem Test (DST)
and Modular Formation Dynamics Test (MDT) data and drilling fluid weight. The
palaeo-pressure data was derived from CNOOC (China National Offshore Oil Corp.,
Beijing, China).

The mechanical parameters of cap rocks can be tested by direct tensile test and the
Brazilian tensile test. However, these two methods have high requirements for sample
preparation and low success rate. Considering the limited core samples, conventional
triaxial compression test was chosen for this paper. Specifically, we used the GCTS Rapid
Triaxial Rock Test System, and the instrument model is RTR-2000. Through tests, we
measured the stress-strain curves of rock under different confining pressures and assumed
that the tensile strength envelope in the tensile region conforms to the Griffith fracture
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criterion; the tensile strength of rock can be estimated by its relation to the cohesion, which
is usually approximately twice the tensile strength.

4. Results

4.1. In-Situ Stress and Mechanical Properties of the Cap Rock
4.1.1. Pore Fluid Pressure

Drill pipe or wireline test data obtained from DST and MDT show that most of the
wells in the Yinggehai Basin have encountered abnormal high fluid pressure formations
in the middle and deep layers. In the study area, gas reservoirs are distributed in both
overpressure and normal pressure layers, and the Huangliu Formation contains the main
regional cap rocks for overpressure gas reservoirs in the deep layer. The maximum fluid
pressure can be reached 96 MPa and the fluid pressure coefficient is close to 2.3. The fluid
pressure increases with the burial depth longitudinally, and the magnitude of overpressure
in the diapir zone is stronger than the slope zone at the same depth. This overpressure
distribution may be due to the fact that overpressure can be transferred from deep to
shallow layers in diapir zone.

4.1.2. Vertical Principal Stress

In this study, the density–depth relationship of five Wells in the three blocks of the
study area (Figure 6a, Equation (2)) was used to integrate to obtain the magnitude of
vertical principal stress in the study area (Figure 6b, Equation (3)). The vertical stress
gradient increases with depth and is close to 22.8 MPa/km in Huangliu Formation.

ρ = 1158 × h0.0949, (3)

Sv = 0.010576h1.0949 − 0.607 (4)

Figure 6. (a) The density measurements of 5 Wells in the three blocks of the study area. The relationship between density
and depth follows a power function. (b) Vertical principal stress obtained by the density log from the 5 wells. The vertical
stress gradient is shown to increase with depth and close to 22.8 MPa/km in Huangliu Formation.
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4.1.3. Horizontal Principal Stress
Minimum Horizontal Principal Stress

According to the statistics of the LOTs and XLOTs data from the study area, they can
be divided into three types. The first type is the XLOTs, although only one pressure cycle
was performed, we can observe the FBP, FPP, and ISIP clearly (Figure 5b). In the second
category, the well was shut in immediately after LOP was observed, with no significant
pressure drop and no formation fracture (Figure 5c). The third category of data is that the
formation did not fracture, and no significant losses were observed (Figure 5d). We cannot
determine whether the shut-in was performed before or after the LOP was reached, but it
can be inferred from the data of the offset wells.

For the first category of date, ISIP can better reflect Shmin than LOP, so ISIP is chosen
to represent Shmin. For the second category, Shmin was represented by LOP. As for the third
category of data, it is not possible to determine whether the maximum pressure is between
FIT and LOP or between LOP and FBP, since no LOP formation was observed and no
fracture occurred. However, compared to the offset well, the later well date can be used as
the upper limit of Shmin. Synthesizing three categories of data analysis in the study area,
the Shmin can be described by ISIP and LOP data in depths (Figure 7).

Figure 7. Horizontal principal stress in study area. SHmax is calculated by the Hubbert–Willis
equation [50] under the assumption of zero tensile strength. SHmax is interpreted from LOTs and
XLOTs. The data show the characteristics of stress pressure coupling, that is, the horizontal principal
stress increases with the pore fluid pressure increasing [51–53].

Maximum Horizontal Principal Stress

According to the XLOT curve of the study area, Equation (2) is used to calculate
the maximum horizontal principal stress. The tensile strength is approximated by the
difference between the fracture pressure and the loss pressure. The results show that the
in-situ stress state is Sv > SHmax > Shmin when the depth is above 2700 m and corresponds
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to the normal faulting stress regime. The in-situ stress state is SHmax > Sv > Shmin when the
depth is below 2700 m and corresponds to the strike-slip faulting stress regime (Figure 7).
The horizontal principal stress is obviously affected by the pressure-stress coupling, that
is, the horizontal principal stress shows a trend of significant increase with the increase of
fluid pressure.

4.1.4. Geomechanical Properties of the Cap Rock

The Huangliu Formation cap rock in the Yinggehai Basin is a shallow-marine-facies
deposit composed of mudstone which is a regional cap layer widely developed in the
study area with a maximum thickness of up to 400 m. The mechanical properties of the
cap rock directly control the fracture conditions and the required fracture pressure. As
mentioned above, we used the GCTS Rapid Triaxial Rock Test System to test the mechanical
parameters of cap rocks. The laboratory temperature was 25 ◦C, the humidity was 50%, the
strain rate was 0.03 mm/min, and the sample was a cylinder with a diameter of 25 mm and
a height of 50 mm taken from cap rock in the Huangliu Formation’s well cores. According
to the real geological background, the pore fluid pressure was set to 55 MPa. Through
data processing and calculation, the friction coefficient (μ) and cohesion (C) were 0.426 and
17 MPa. The tensile strength of rock is 8.5 MPa (Figure 8). Furthermore, the well logging
data can be used to calculate the tensile strength of the strata by Equation (5) [54]. The
prediction of tensile strength is shown in Figure 9.

T = [0.0045Ed (1 − Vsh) + 0.008EdVsh]/K , (5)

where T is tensile strength (MPa), Ed is dynamic modulus of elasticity (MPa), Vsh is mud-
stone content (%), and K is the correction coefficient obtained by fitting the experimental
test data and logging calculation data, which is approximately 16 (dimensionless).

Figure 8. Mohr diagram plotting shear stress against effective normal stress.

4.2. Risk of Hydraulic Rupture of Mudstone Cap Rock

Hydraulic fracture is characterized by episodic opening, which not only provides
channels for fluid migration, but also damages the integrity of cap rock, leading to the loss
of oil and gas. It is, therefore, of great significance for evaluating the effectiveness of oil
and gas traps and finding favorable exploration targets to determine whether hydraulic
fracturing is occurring or about to occur in the cap rock.
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Figure 9. Prediction of tensile strength from the well XD-A1. The one quarter of the differential stress
is always less than the tensile strength in the whole depth, it means that extensional fracture always
occurs for the intact cap rock.

4.2.1. Risk of Hydraulic Fracture of Cap Rock in Present Conditions

The development of hydraulic fractures depends on the pore fluid pressure, the
characteristics of in-situ stress field, and the mechanical properties of the cap rock. As
mentioned above, when the differential stress of the cap rock is less than four times
the tensile strength, the cap rock will suffer extensional fracture; when the difference
stress is more than six times the tensile strength, the cap rock will suffer shear fracture;
and when the difference stress is between the two conditions, the cap rock will suffer
tensile shear mixed fracture (Table 1). The comparison of tensile strength and differential
stress shows that the differential stress of strata at different depths in the study area is
generally less than four times the tensile strength, and the difference between differential
stress and four times the tensile strength gradually increases with the increase of depth,
which means that extensional fracture is always developed in the strata. Due to the
different fracture conditions of the cap rocks with early fracture development and those
without fracture development, the existence of fractures increases the risk of hydraulic
fracture of the cap rocks to a large extent and makes the cap rocks more prone to hydraulic
fracture. Considering the geological background of early strike-slip fault activity and diapir
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structure, subsequent hydraulic fracturing will occur along the pre-existing fracture weak
surface. In this paper, the minimum horizontal principal stress is used to represent the
minimum fracture pressure required for hydraulic fracturing of cap rock, and the ratio
of fluid pressure to the minimum fracture pressure is defined as the hydraulic fracture
risk factor of cap rock (Rf) (Equation (6)). When its value is greater than 1, it indicates that
hydraulic fracture has occurred in fractured cap rock.

R f = PHF/Pp , (6)

where Rf is the hydraulic fracture risk factor of cap rock, PHF is the minimum hydraulic
fracture pressure (MPa), equal to the minimum horizontal principal stress (MPa), Pp is the
pore fluid pressure (MPa).

Five blocks with relatively complete data in the diapir zone and the slope zone in
Ledong area were selected for analysis and evaluation. We interpolated the Rf values from
the 19 wells to generate a contour map of Rf (Figure 10). The results show that at the top
of XD-A and XD-B reservoirs have developed strong overpressure so that the Rf ratio is
greater than 1, means that it is still in the period of hydraulic leakage. Blocks XD-C, XD-D,
and XD-E maintain hydraulic seal in Huangliu Formation. It can be concluded from the
plane variation of the risk coefficient that the closer to the center of the diapir, the higher
the fracture risk, which reflects the control effect of the burial depth of the cap rock and the
degree of overpressure development on the gas reservoir distribution.

Figure 10. Hydraulic fracture risk of Huangliu Formation in the present stress and pressure condition.
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4.2.2. The Evolution Process of Hydraulic Fracture in Cap Rock

At present, the natural gas in the Yinggehai Basin is enriched in multiple reservoirs,
and the enrichment of shallow oil and gas reflects the fracture of cap rock during the
historical period, which leads to the migration of natural gas from deep to shallow layers.
The risk of cap rock hydraulic fracture in geological history mainly depends on the paleo-
fluid pressure, paleo-in-situ stress, and the strength of cap rock (cap rock fracture pressure)
in geological history. Compared with the in-situ stress in present conditions, it is very
difficult to recover the palaeo-stress which is controlled by many factors (e.g., depth,
tectonic activity, and palaeo-pressure) [55]. Due to the limitation of the original data,
the subsequent research of this paper assumes that the tectonic environment is stable
after the middle Miocene, and the burial history is combined with the current stress data
to analyze the magnitude of the palaeo-stress. Based on that assumption, the vertical
principal stress at the same depth varies little in geological history, but the magnitude of
horizontal principal stress is mainly composed of tectonic stress and the Poisson effect of
overburden, so the strength of tectonic activity has a great influence on it. As stated earlier,
the Yinggehai Basin experienced multiphase tectonic evolution, in middle-late Miocene
into a period of rapid subsidence and basin tectonic activity is weak overall. The strata of
Meishan Formation and above formations generally not develop large faults, and the faults
in deep layers mostly have stop activities. The Ledong area is in a relatively stable tectonic
environment. The key horizon of this study is the cap layer of the Huangliu Formation
and Meishan, which are overpressured strata developed during the period of structural
stability. Therefore, the present in-situ stress (Figure 7) combined with burial history can be
roughly used in this paper to predict the magnitude of paleo-stress under a stable tectonic
setting (Figure 11). Although there are some uncertainties in the prediction of paleo-stress,
it can still provide some reference for the evaluation of whether hydraulic fracture occurs
in the cap rock. In addition, compaction is the main factor to control the variation of rock
tensile-strength with similar mineral content, and compaction is closely related to the stress
on the stratum. Therefore, this paper also assumes that the tensile strength of mudstone
cap rocks in different geological periods has little difference under the same burial depth.
The relationship between differential stress and tensile strength in the study area should
also be referred to when studying whether hydraulic fracture occurs in the cap rock in
historical periods. As shown in Figure 9, the differential stress from shallow to deep layers
is always less than four times tensile strength, which indicates that even in geological
historical periods, the hydraulic fracture of intact rock is dominated by tensile fracture.
Therefore, approximate vertical fractures developed in the diapir structural zone confirm
the conclusion of extensional fracture in the rock [41]. We calculated hydraulic fracture
risk factor (Rf), the ratio of paleo-fluid pressure, and rock fracture minimum pressure in
different periods in cap rock to evaluate whether hydraulic fracturing occurred in the
historical period.
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Figure 11. Burial history of the five blocks in study area and the hydraulic risk analysis of Huangliu and Meishan Formation
in geological time. (a–c) is the XD-A, the palaeopressure was larger than the hydraulic, indicating continuous leakage
in whole geological time in both Huangliu and Meishan Formation. The Xd-B show in (d–f) is similar to the XD-A, the
leakage time was later than XD-A, and still leaking today. (g–i) and (j–l) is present XD-C and XD-D block, hydraulic fracture
occurred about 2 Ma. (m–o) is the XD-E which is farthest from the diapir, has not reached the hydraulic fracture pressure in
the historical period until now.
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The paleo-pressure data of hydraulic fracture evaluation are mainly from CNOOC. We
evaluated gas reservoirs in the diapir zone and slope zone. Taking XD-A area as an example
in the diapir zone, it can be seen that the paleo-fluid pressure is consistently higher than the
hydraulic fracturing pressure of rock strata, indicating that with the passage of geological
time, the hydraulic fracturing of cap rock continues to occur in Huangliu and Meishan
Formation, providing an effective channel for oil and gas migration, enabling natural gas to
enter the shallow Ledong Formation and Yinggehai Formation from the deep source rock
and finally to form reservoirs (Figure 11b,c). The evolution process of hydraulic fracture of
XD-B block is similar to that of the XD-A block. Although the hydraulic fracture started
later than XD-A block, both the cap rocks of Huangliu and Meishan Formations were in
the stage of hydraulic fracturing after 2 Ma (Figure 11e,f) and finally formed shallow gas
reservoirs or showing gas-bearing properties (Figure 11e,f). In relatively distant slope
zones, the XD-C and XD-D blocks, in the historical period, hydraulic fracture occurred
about 2 Ma in Huangliu and Meishan Formation, but later, as the pressure was released,
hydraulic fractures began closing again; only a small amount of oil and gas shows but failed
to form oil and gas accumulation (Figure 11h,i,k,l). The XD-E block, which is farthest from
the diapir, has not reached the hydraulic fracture pressure in the historical period until now,
although the pressure has accumulated to a certain extent (Figure 11n,o). The cap rocks
have always been sealed, and the oil and gas have not migrated or diffused through the
layers, and finally accumulated in the sandstone of the Meishan Formation (Figure 3). From
the whole evaluation results, the evolution of hydraulic fracture of cap rock has obvious
characteristics. It can be divided into three categories, “continuous fracturing” in diapir
zones, “continuous sealing” in slope zones, and “sealed-fractured-sealed” in between.

5. Discussion

5.1. The Uncertainty of Calculation in Hydraulic Fracture Risk Factor

The evaluation method of this study is the FAST method which can be used to evaluate
both tensile and shear hydraulic fracture. We first determined the hydraulic fracture mode
of cap rock, and then selected the appropriate evaluation method for evaluation. In the
evaluation process, we fully applied the formation test data of the oil field to analyze the
hydraulic fracture risk of the cap rock under real geological conditions as far as possible.
In the measurement of rock mechanics parameters, we also restored the real geological
conditions to the greatest extent within the scope of instrument testing.

In spite of our efforts, there is still some uncertainty in the determination of Rf, mainly
because it is controlled by many factors, including the state of paleo-stress, mechanical
properties of rock in historical period, and paleo-fluid pressure. The stress field can be
divided into three scales [56]: the first-order stress field mainly comes from the plate
driving force; the second-order stress field is derived from major intraplate stress, such
as isostatic compensation, glaciation retreat, and lithospheric bend; and the third-order
stress field is determined by stress and strain such as faults activity, local intrusion, hori-
zontal detachment, and density inversion. The influences of the various factors described
above bring great difficulties to the evaluation of the current stress field, especially the
determination of the maximum horizontal principal stress. In our study, the in-situ stress
is determined based on two assumptions. Firstly, it is assumed that the in-situ stress in the
study area is homogeneous as is the magnitude of the in-situ stress in different locations.
Secondly, it is assumed that the influence intensity of various factors on the in-situ stress
in the geological history period is the same as that of today, so that the magnitude of the
ancient in-situ stress can be obtained from the burial-depth. In addition, the study in this
paper ignored the heterogeneity of stratigraphic sedimentation in the same geological
history period and assumed a consistent tensile strength of rocks, which was obviously
inconsistent with reality. However, due to the limited core samples, we cannot test drill
cores at different locations, so more tensile strength data could not be obtained. In theory,
at some locations in the cap rock, due to the influence of the rock’s mineral composition,
it is possible to have lower tensile strength, leading to other fracture modes and lower
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hydraulic fracture pressure. Fortunately, the data show that the differential stress is always
less than the four times the tensile strength (Figure 9) and the fracture mode of cap rock is
mainly extensional fracture.

5.2. Control Effect of Hydraulic Fracturing on Gas Accumulation

The preservation condition of the cap rock is very important to the hydrocarbon
accumulation in the trap, which is mainly reflected in the microscopic sealing ability of
the cap rock itself and whether the cap rock is damaged. Scholars have conducted a lot
of studies on the cap rocks in Yinggehai Basin [33–38]. The mathematical model and the
test method show that the cap rock of Yinggehai Basin has strong displacement pressure,
which is enough to seal up the hydrocarbon column of a certain height. However, there
are still some traps that fail to be explored due to inadequate preservation conditions.
The primary reason of this phenomenon is that the cap rocks have been damaged. In
accordance with the process of the hydraulic fracture of mudstone, it is not hard to see that
hydrocarbons leak episodically at the geological timescale. In particular, some scholars
have found evidence of the existence of hydraulic fractures in the three-dimensional seismic
reflection and cores of Yinggehai Basin [36], and the cemented fractures also show multi-
phase characteristics, which all indicate that fractures are an important channel for fluid
migration. In addition, other geochemical parameters in the study area, such as fluid
inclusion homogenization temperature, natural gas isotope difference, and quantitative
reservoir fluorescence analysis, can also reflect the multi-stage fluid charging caused by the
fracturing of mudstone cap rocks in the past.

These phenomena mean that gas accumulation in the study area is actually a process
of dynamic equilibrium of accumulation and dispersion. Although oil and gas will be
leaked at a certain stage in geological history, as long as the rate of oil and gas charging is
greater than the rate of loss, oil and gas can accumulate in traps and even form large and
medium-sized oil and gas fields. In the future, if accurate in-situ stress and mechanical
properties of cap rock can be obtained based on the analysis of gas generation capacity and
dominant migration path, the hydraulic fracture pressure of cap rock can be effectively
predicted, which will be an important method to reduce the risk of gas exploration in deep
overpressured reservoirs.

In our present study, the hydraulic fracture status of cap rock in different periods is
given, but the current data do not completely cover the entire historical period, it is difficult
to construct a complete and accurate hydraulic fracture process of mudstone with existing
data and means. Further and comprehensive work may be carried out in the future.

It is clear to see from the above formula for calculating hydraulic fracture pressure
that the effectiveness of overpressure cap rock is controlled by three types of factors: (1) the
in-situ stress factor, (2) the fluid in the formation, and (3) the mechanical properties of
the cap rocks. In this paper, we only discuss the effect of overpressure in lithologic traps
on the preservation conditions of traps and its effect on gas accumulation in Yinggehai
Basin. As we all know, there are many diapir structures developed in Yinggehai Basin [57].
Diapirism formed a series of associated high-angle faults; these faults and diapirs can
conduct deep pressure to shallow layers. Under the action of strong overpressure, the
periodic rupture and healing of the cap rocks at the top of trap can regulate the fluid
pressure in the formation and control the accumulation and loss of natural gas. Moreover,
the faults in conjunction with hydraulic fracturin allow fluid to migrate more easily. The
seismic reflection fuzzy zone above the Meishan Formation is the evidence of a large
amount of hydraulic fracturing. By compacting the hydraulic fracture processes of gas
reservoirs or gas-bearing structures in the different structural zones, it can be seen that
the diapir zone has a more obvious hydraulic fracture response and higher risk than the
slope zone. On the plane, the closer to the diapir structure, the greater the risk of hydraulic
fracture. For example, XD-C and XD-D are more affected by diapir activities and more
likely to fracture than XD-E. Under the background of the overall lack of large faults in
the study area, the tectonic activities of the diapir promote the occurrence of hydraulic
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fracture, which is mainly reflected in two aspects: (1) diapir structure has conduction effect
on deep overpressure; (2) the diapir structure activity will deform the overburden strata,
accompanied by a many structural fractures (small faults and fractures), making mudstones
more prone to hydraulic fracture. This is the main reason why hydraulic fracturing is more
likely to occur in the diapir zone, and it also explains why only in the diapir zone oil and
gas can accumulate in shallow layers, while the natural gas in the slope zone cannot break
through to the shallow layers.

6. Conclusions

In this paper, the hydraulic fracture of the main cap rock in the study area is analyzed
based on the in-situ stress, pore fluid pressure, and rock mechanical parameter in the
geological historical period and present time. The difference in the evolution process
and risk of hydraulic fracture is the fundamental reason for the obvious difference in gas
distribution between diapir zone and slope zone.

The research of hydraulic fracturing shows that gas leakage has occurred in cap rocks
in the diapir zone throughout geological time and remains in the leakage period like XD-A
and XD-B; as a result, the natural gas accumulated in both deep and shallow reservoirs at
this locations. However, in the slope zone, except XD-E block, gas leakage has occurred
in the Huangliu cap rock and Meishan cap rock at a certain geological time in XD-C and
XD-D block. Therefore, gas accumulated only in the Meishan Formation in XD-E, but both
in the Huangliu and Meishan reservoirs in XD-C and XD-D.

The tectonic activity of the diapirs weakened the strength of the strata and made
them more prone to hydraulic fracturing, thus providing the vertical channel for fluid
migration, resulting in differential distribution of natural gas in diapir zone and slope zone.
This general phenomenon has two main causes: a. diapirism transfers deep overpressure
to shallow layers; b. the activity of diapir cause strata to deform and form structural
fractures (small faults and fractures), reduce critical stress condition, and make the cap rock
more susceptible to hydraulic fracturing. The slope zones may have better preservation
conditions than the diapir zones.
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Nomenclature

FAST Fault Analysis Seal Technology
XD-A, XD-B, XD-C, XD-D, XD-E Typical block code in the study area
P Fracture pressure, MPa
Pp Pore pressure, MPa
PHF Minimum hydraulic fracture pressure, MPa
S1 Maximum principal stress, MPa
S3 Maximum principal stress, MPa
S1 − S3 Differential stress, MPa
Sn Normal stress, MPa
Sv Vertical stress, MPa
Shmin Horizontal minimum principal stress, MPa
SHmax Horizontal maximum principal stress, MPa
τ Shear stress, MPa
T Tensile strength of rock, MPa
C Cohesion, MPa
μ Coefficient of friction
ρw Density of water, g/cm3

Pc Density of overburden layers, g/cm3

g Gravitational acceleration constant, N/kg
hw Water depth, m
h Burial depth below sea level, m
FIT Formation Integrity Tests
LOT Leak-Off Test
XLOT Extended Leak-Off Test
LOP Leak-off Pressure, MPa
FBP Formation Break-down Pressure, MPa
FPP Fracture Propagation pressure, MPa
ISIP Instantaneous Shut in Pressure, MPa
FCP Fracture Closure Pressure, MPa
FRP fracture reopening pressure, MPa
DST Drill Stem Testing
MDT Modular Formation Dynamics Test
CNOOC China National Offshore Oil Corp.
GCTS Geotechnical Consulting and Testing Systems
Ed Dynamic modulus of elasticity, MPa
Vsh Mudstone content, %
K Correction coefficient, dimensionless
Rf Hydraulic fracture risk factor of cap rock
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Abstract: Utilizing underground coal gasification cavities for carbon capture and sequestration
provides a potentially economic and sustainable solution to a vexing environmental and energy
problem. The thermal influence on creep properties and long-term permeability evolution around
the underground gasification chamber is a key issue in UCG-CCS operation in containing fugitive
emissions. We complete multi-step loading and unloading creep tests with permeability measurement
at confining stresses of 30 MPa on pre-cracked sandstone specimens thermally heat-treated to 250, 500,
750 and 1000 ◦C. Observations indicate a critical threshold temperature of 500 ◦C required to initiate
thermally-induced cracks with subsequent strength reduction occurring at 750 ◦C. Comparison of
histories of creep, visco-elastic and visco-plastic strains highlight the existence of a strain jump at a
certain deviatoric stress level—where the intervening rock bridge between the twin starter-cracks is
eliminated. As the deviatoric stress level increases, the visco-plastic strains make up an important
composition of total creep strain, especially for specimens pre-treated at higher temperatures, and the
development of the visco-plastic strain leads to the time-dependent failure of the rock. The thermal
pre-treatment produces thermal cracks with their closure resulting in increased instantaneous elastic
strains and instantaneous plastic strains. With increasing stress ratio, the steady-state creep rates
increase slowly before the failure stress ratio but rise suddenly over the final stress ratio to failure.
However, the pre-treatment temperature has no clear and apparent influence on steady creep strain
rates. Rock specimens subject to higher pre-treatment temperatures exhibit higher permeabilities.
The pre-existing cracks close under compression with a coplanar shear crack propagating from the
starter-cracks and ultimately linking these formerly separate cracks. In addition, it is clear that the
specimens pre-treated at higher temperatures accommodate greater damage.

Keywords: red sandstone; pre-existing cracks; creep behavior; temperature; long-term permeability

1. Introduction

Underground coal gasification (UCG) is a technology that converts hydrocarbons
into syngas in-situ [1,2]. Crucially, UCG combined with carbon capture and sequestration
(CCS) may have a special promise [3]. While UCG-CCS has potential promise, some key
environmental and engineering issues require resolution. We focus on key rock mechanics
problems including excessive subsidence and fugitive gases—each critically impacted by
the response of strength and permeability to the imposed high temperatures. Similar to
long-wall mining, excavation of coal from depth may cause subsidence, especially over
long-term operations and under high crustal stress. It ought to be possible to inject CO2
into former UCG voids which are currently at a depth of more than 800 m [4]. The UCG
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process is intensely exothermic with the temperatures occasionally exceeding 900 ◦C in
the combustion zone. Prior observations indicate that high temperatures significantly
transform the physical and chemical properties and resulting mechanical behavior of rocks
(e.g., heating and quenching the first caprock may result in cracking or other behavior that
compromises the integrity of the storage [5]). In addition, the high permeability of the
UCG goaf for geological CCS projects, CO2 storage in artificially developed UCG goaf with
high permeability appears to be an attractive proposition [4], provided storage security of
the caprocks can be guaranteed.

Heat transfer mechanisms in rocks are complex and nonlinear [6–11]. UCG produc-
tion boreholes typically experience extreme temperatures of the order of ~900 ◦C which
significantly exceeds the critical temperature (Tc~400–500 ◦C) that induces changes in the
mechanical and permeability behavior of typical sandstones [11]. Temperatures from ambi-
ent to 400 ◦C correspond to vaporization then escape of adhered water, combined water
and structural water. Between 400–600 ◦C, the minerals in the sandstone thermally react
and transform, resulting in porosity increase, reduction in permeability and diffusivity, and
changes in heat capacity [12]. Reservoir rheology is also sensitive to temperature [6,13,14].
An increase in temperature accelerates creep strains and consequently reduces the time-to-
failure [15]. The total axial strain increases with increasing temperature, with instantaneous
elastic strain and instantaneous plastic strain increasing slightly as the temperature in-
creases from 25 to 700 ◦C but then increasing substantially as the temperature reaches
1000 ◦C [16]. However, the response of fractured rocks is usually different from that of intact
rock—since stress concentrations are present at the ends of pre-existing cracks—promoting
the initiation of new cracks and the reduction in rock mass strength [17,18]. Previous inves-
tigations [19–22] addressed crack initiation and coalescence for jointed rock masses under
short-term loading with key mechanisms of creep contributing to time-dependent defor-
mation and crack propagation [23,24]. Investigation of time-dependent response of jointed
rock [21,25–28] have defined key failure mechanisms but few characterizations study the
comprehensive impact of thermal effects on time-dependent interaction of thermal cracking
across the scales.

The high-temperature treatment of the rock mass during underground coal gasification
leads to the formation of fractures and changes in the fluid transmission characteristics
of the strata, which is a direct result of the combustion process [29]. Thermal cracks
result and increase permeability as the temperature increases from 400–600 ◦C [10]. Prior
observations have promoted our understanding of permeability evolution due to short-
term heating and loading demonstrating a linear correlation with volumetric strain [24,30].
However, the timescales of permeability evolution of the goaf in UCG-CCS operations
should also be noted. During creep loading the permeability will typically decrease before
increasing with the onset of failure at late deformation stages [28,30]. Some observations
reveal that the temperature effects are on timescales of permeability evolution and that
during the multi-step loading and unloading cycles process the permeability first decreases
slightly as temperature increases from 25 to 300 ◦C and then increases with increasing
temperature [28]. Heating rate significantly affects thermal damage as evident in that
permeability is exponentially correlated with the number of AE events [24].

Consequences of the combined presence of pre-existing fissures, high confining pres-
sures and high temperatures on the evolution of strength and permeability for UCG-CCS
operations has not been previously considered. Correspondingly, the following focuses on
defining the influence of thermal damage on creep properties and permeability evolution of
pre-cracked specimens of red sandstone from micro-scale to laboratory scale. The primary
focus is to identify creep parameters and overall permeability evolution in the pre-cracked
rock in response to different pre-treatment temperatures in defining characteristics of the
evolution of transport properties and mechanical strength.
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2. Experimental Materials and Procedures

2.1. Sandstone Specimens and Heating Procedure

The red sandstone used for these experiments was collected from Rizhao City in
Shandong Province, China. The dry density is 2402 kg/m3, and effective porosity is ~6.26–
6.55% [28]. The sandstone mainly comprises quartz, feldspar, dolomite, hematite and clay
minerals. The tested specimens were cylindrical with 50 mm in diameter and 100 mm in
height. Then, two fissures of near-identical length (2a = 12 mm) and width (d = 2 mm) were
cut in the specimens by diamond wire saw. The inclination angle of two coplanar cracks
was 45◦ with an intervening rock bridge of 2b = 12 mm. The samples were dried for ~24 h
and then heated to 250, 500, 750 and 1000 ◦C at a rate of 5 ◦C/min. The specimens were
held at their target temperature for two hours before cooling naturally to room temperature
(Figure 1). The color of the specimens changed as a result of the heat-treatment changing
from drab-red (250 ◦C), progressively redder (500 and 750 ◦C) before becoming brown at
1000 ◦C.

Figure 1. Pre-cracked red sandstone specimens after exposure to different pre-treatment temperature.

Figure 2 shows SEM images of the red sandstone after different pre-treatment temper-
atures. At 250 ◦C (Figure 2a), minor micro-cracks appear, and these develop into boundary
cracks at the edges of grains during thermal cooling and differential expansion/contraction
(Figure 2b,c). In addition, some transgranular cracks appear across grains. When the
temperature reaches 1000 ◦C (Figure 2d) the density of boundary cracks increases and the
crack apertures between grains also increases. The number of transgranular cracks also
increases significantly. The results indicate a threshold temperature to produce thermally
induced cracks in this study is 500 ◦C.
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Figure 2. Sampling location, granite specimens, SEM photograph and Optical microscopy. (a) T = 250 ◦C, (b) T = 500 ◦C,
(c) T = 750 ◦C, (d) T = 1000 ◦C.

2.2. Testing Procedure

Conventional triaxial compression and multi-step loading- and unloading-cycle creep
tests were completed under a confining pressure of 30 MPa (Figure 3a). The test system
consists of three servo-hydraulic control units applying: axial, confining pressure and pore
pressure loads. The maximum axial loading capacity of testing system is 800 kN, and the
maximum confining pressure and pore pressure can reach 60 MPa. The axial deformation
of the specimen was measured with a pair of linear variable displacement transducers
(LVDTs), and the circumferential deformation was measured with a circumferential exten-
someter (Figure 3b).
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Figure 3. Rock tri-axial rheological testing apparatus (a) Testing equipment; (b) Specimen installation diagram.

The conventional triaxial compression tests were first completed to obtain the peak
strength of the double pre-cracked sandstone specimens after exposure different tempera-
ture treatments. The test procedure is as follows: (i) at a loading rate of 4 MPa/min, 30 MPa
hydrostatic pressure was applied to the specimen; (ii) then the specimen was axial loaded
at a rate of 0.04 mm/min until it reached the residual strength. The stress-strain curves and
triaxial compressive strengths (TCS) were thereby obtained.

Multi-step loading- and unloading-cycle creep tests were subsequently completed to
study the creep characteristics of the pre-cracked sandstone. Stress levels for the creep tests
were set according to the TCS. The test procedure was as follows: (i) the specimens were
subjected to 30 MPa hydrostatic pressure at a rate of 4 MPa/min; (ii) a pre-determined
first stress level was applied under pressure-controlled condition of 5 MPa/min; (iii) the
specimen was then allowed to deform for approximately 48 h under constant stress; (iv) the
axial deviatoric stress was then unloaded to 0 MPa under pressure-controlled conditions
of 5 MPa/min; (v) these unloading conditions were retained for 24 h. Next, these loading
and unloading cycles to creep were repeated until creep failure occurred. During the test,
the axial and lateral strains of the pre-cracked red sandstone specimens were recorded
continuously. The basic physical parameters of the specimens are listed in Table 1 with
each of the deviatoric stress levels shown in Table 2.

With inert nitrogen as the flow medium, the permeability of pre- cracked specimens
was measured by steady-state flow method during the creep test. The gas pressures at
upstream and downstream were 3 MPa and 0.1 MPa, respectively. The permeability was
calculated from Equation (1).

k =
Q · μ · L · 2pd

A · (p2
u − p2

d)
(1)

where Q represents volumetric gas flow rate (m3/s), μ represents the viscosity of the
nitrogen (Pa·s); L and A represent the length (m) and the cross-sectional area (m2) of the
rock specimen, respectively; Pu and Pd represent the inlet and outlet gas pressures (MPa),
respectively. We observe that as the temperature increases the elastic modulus decreases
and the Poisson’s ratio overall increases (Table 1).
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Table 1. Basic physical properties of sandstone specimens.

Specimen L/mm D/mm M/g ρ/kg/m3 T/ ◦C σ3/MPa σP/MPa E/GPa v Testing Design

EDI-45-2 101.22 50.00 473.1 2380.44 250 30 193.28 25.89 0.12 Triaxial compression
EDI-45-3 101.25 50.28 472.8 2351.81 500 30 210.77 25.33 0.06 Triaxial compression
EDI-45-4 100.29 51.03 472.0 2301.14 750 30 238.06 20.17 0.13 Triaxial compression
EDI-45-5 102.66 51.46 475.2 2225.59 1000 30 222.29 12.29 0.21 Triaxial compression
EDI-45-8 100.54 49.97 479.2 2430.35 250 30 - Creep compression
EDI-45-9 100.72 50.04 473.0 2387.93 500 30 - Creep compression

EDI-45-10 100.79 50.18 468.9 2352.40 750 30 - Creep compression
EDI-45-11 102.65 51.10 472.8 2245.88 1000 30 - Creep compression

Table 2. Applied stress levels in creep tests.

Specimen 1st (0.6σP) 2nd (0.7σP) 3rd (0.8σP) 4th (0.9σP) 5th (1.0σP)

EDI-45-8 115.97 135.296 154.62 173.95 193.28
EDI-45-9 126.46 147.54 168.62 189.69 210.77

EDI-45-10 142.83 166.64 190.44 214.25 238.06
EDI-45-11 133.37 155.60 177.83 200.06 222.29

3. Experimental Results and Discussion

3.1. Creep Test Results

The axial deviatoric stress-strain curves of the pre-cracked sandstone specimens under
conventional triaxial compression and cyclic creep compression are presented in Figure 4.
The peak strength obtained from the cyclic creep compression is lower than that obtained
from conventional compression for the different pre-treated temperatures. The creep curves
plateau at each stress level, representing creep deformations under each constant stress.
Each loading produced plastic deformation, with the plastic deformation increasing with
an increase in the deviatoric stress. In addition, as with the increases in stress levels, the
length of the stress-plateau also gradually increases, except a certain threshold stress level
where coalescence of two coplanar cracks produced a larger plastic deformation, such as
Figure 4a–c. A stress drop occurs after reaching the first peak strength due to the closure
of the pre-existing cracks. This is because the ensemble closure of the pre-existing cracks
and newly formed fractures increases the load capacity of the specimen. The resulting
second peak strength was always larger than the first peak strength due to this closure of
the pre-existing cracks. It should be noted that this double peak strength phenomenon
is different from that for intact specimens that show only a single peak strength because
intact specimens without pre-existing cracks the plastic hardening is not obvious [28,30].

56



Energies 2021, 14, 6362

Figure 4. Axial stress-strain curves of pre-cracked sandstone under different loading paths. (a) T = 250 ◦C, (b) T = 500 ◦C,
(c) T = 750 ◦C, (d) T = 1000 ◦C.

Figure 5 illustrates the variations in the axial and lateral strains over time for the
pre-cracked specimens for different pre-treatment temperatures subject to multi-level
creep loading and unloading. Instantaneous axial and lateral strains are produced as
the deviatoric stress is applied with the elastic strains recovered as the deviatoric stress
is removed. The increasing number of loading and unloading cycles will lead to more
unrecoverable axial deformation, especially at a certain level of deviatoric stress that causes
the closure of pre-existing cracks and produces large irrecoverable deformations, such
as the bule dotted oval in Figure 5a–c. When the target deviatoric stress was reached,
the deviatoric stress remained constant for 48 h. When the stress level is relatively low,
deceleration deformation and steady creep deformation are the main components of axial
deformation. As the deviatoric stress increases, the duration of the primary creep tends
to increase, and when the deviatoric stress exceeds a threshold stress level, a fracture
propagated between the two colinear cracks, producing a large plastic deformation. For
instance, the specimens pre-treated to 250 and 500 ◦C (Figure 5a,b) fractured during the
3rd stress level while the specimen exposed to 750 ◦C (Figure 5c) fractured during only
the 2nd stress level. Whereas primary, secondary and tertiary creep occurred under creep
failure stress levels, as shown in the red dotted oval. The unloading deviatoric stress was 0
MPa since the elastic hysteretic behavior of rock maintained unloading conditions for 24 h.
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Figure 5. Axial and lateral strains of pre-cracked red sandstone specimen after undergoing different temperature treatments.
(a) T = 250 ◦C, (b) T = 500 ◦C, (c) T = 750 ◦C, (d) T = 1000 ◦C.

3.2. Strain Separation

During creep experiments, the specific strains are separated by cyclic loading and
unloading, including components of both recoverable strain and irrecoverable strain. The
recoverable strain consists of the instantaneous elastic strain (εme) and visco-elastic strain
(εve), whereas the irrecoverable strain is composed of the instantaneous plastic strain (εmp)
and visco-plastic strain (εvp), as shown in Figure 6. Moreover, total strain (ε) can also be
divided into instantaneous (εm) and creep (εc) strains, which can be expressed as

ε = εm + εc (2)

The instantaneous strain εm is the measured strain when the targeted deviatoric stress
level is reached and the creep strain εc refers to the increase of strain measured with time at
the stage of constant loading. The instantaneous strain εm is composed of two parts, i.e.,
the instantaneous elastic strain εme and the instantaneous plastic strain εmp:

εm = εme + εmp (3)

The creep strain εc also consists of two parts, the recoverable visco-elastic strain εve
and the unrecoverable visco-plastic strain εvp:

εc = εve + εvp (4)
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The duration of the creep loading is often longer than the duration of unloading—
for instance, in this present study, the duration of the loading stage is 48 h, while the
duration of unloading is 24 h. Hence, no visco-elastic recovery data are available from
unloading for only 24 h. To obtain the visco-plastic strains under different stress levels, the
visco-elastic strains based on experimental results were fitted by Equation (5). Then, the
difference between the creep strain and the fitted visco-elastic strain may be evaluated as
the visco-plastic strain under the loading conditions [16].

εve = A(1 − exp(−Btm)) (5)

where A, B and m are fitting parameters (m > 0).
Due to accelerated creep failure, the visco-elastic strain and visco-plastic strain in the

third creep cannot be separated. and the tertiary creep should be represented by coupling
visco-plasticity to damage [31–33]. In this study, the deformation after failure of the
specimen is considered irreversible and the entire creep strain is taken as the visco-plastic
strain.

Figure 6. Representative strain-time curve defining different types of strains [28].

The creep strain histories of the thermally-treated pre-cracked specimens are separated
into visco-elastic and visco-plastic strains according to the prior separation method. The
variation of the total creep strains, visco-elastic strains and visco-plastic strains with time for
four specimens are plotted in Figure 7 (the subfigure in dashed box is the enlarged version
of the dashed part in main figure). For the specimen pre-treated at 250 ◦C (Figure 7a),
there are 4 levels of deviatoric stress in total. The creep and visco-plastic strains can be
characterized by primary creep and steady-state creep during the 1st and 2nd deviatoric
stress levels. At the 3rd deviatoric stress level, as a result of crack growth, the creep
strain and visco-plastic strain rates gradually increases until 95.597 h when the rock bridge
between the two cracks fractures. At that point, the strain rate decreases, and begins steady-
state creep at 95.61 h. At the 4th deviatoric stress level, because the ultimate failure of the
specimen, the creep strain cannot be separated—therefore, it is considered that the creep
strain is equal to the visco-plastic strain. The creep strain sequence can be characterized
into primary, steady-state and tertiary creep. The visco-elastic strain can be characterized
as primary and steady-state creep over the 1st stress interval and as primary creep from
the 2nd deviatoric stress level. It should be noted that, the creep strain curves of the 3rd
and 4th deviatoric stress levels are different: the creep rate under the 3rd deviatoric stress
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level first increases, and then decreases; however, the creep rate under 4th deviatoric stress
level is opposite and is characterized by a typical creep curve.

Figure 7. Creep strain, visco-elastic strain and visco-plastic strain of the pre-cracked specimens after different temperature
treatment. (a) 250 ◦C; (b) 500 ◦C; (c) 750 ◦C; (d) 1000 ◦C.

The separated strains for the specimen pre-heated to 500 ◦C are shown in Figure 7b.
The results are similar to that for the 250 ◦C heated specimen as the creep and visco-plastic
strains show both primary and steady-state creep at the 1st to 2nd deviatoric stress levels
with a strain jump at the 3rd deviatoric stress level. At the 4th deviatoric stress level, the
creep and visco-plastic strains are larger than those at the 1st and 2nd deviatoric stress level
but smaller than at the 3rd deviatoric stress level that exhibits primary and steady-state
creep. As the deviatoric stress is increased, the primary creep, steady-state creep and
tertiary creep clearly exhibit at the 5th deviatoric stress level when the specimen finally
fails during tertiary creep.

Figure 7c shows the separated strains for the 750 ◦C treatment. The creep strain curve
and the visco-plastic strain curve are characterized by primary and steady-state creep at
the 1st deviatoric stress levels but with very small strain rates of steady-state creep. The
visco-elastic strains are lower than the visco-plastic strains at the 1st deviatoric stress level.
At the 2nd deviatoric stress level, in the initial loading stage, the creep and visco-plastic
strain increases rapidly, but the rate of increase decreases until 47.5 h when the creep and
visco-plastic strain jump from 0.85 × 10−3, 0.83 × 10−3 to 10.37 × 10−3, 10.33 × 10−3,
respectively, but the visco-elastic strain only increases from 0.027 × 10−3 to 0.042 × 10−3,
before establishing a steady-state. The specimen ultimately fails at the 4th deviatoric stress
level after 0.11 h.

The separated strains for the 1000 ◦C specimen are different from the previously noted
specimen behaviors (Figure 7d). First, the creep and visco-plastic strains are larger than
those for specimens pre-heated to 250, 500 and 750 ◦C. Secondly, as the creep progresses,
the creep and visco-plastic strains increase smoothly and progressively with no strain jump
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occurring until final failure. This results from the damage produced by the intense thermal
cracking—during creep loading, closure of these cracks consumes most of the strain energy
with insufficient remainder to fracture the rock.

Comparison of histories of creep, visco-elastic and visco-plastic strains highlight
the existence of a strain jump at a certain deviatoric stress level—where the intervening
rock bridge between the two starter-cracks fractures. However, the joining of these pre-
existing cracks does not result in complete failure, but merely produces a larger irreversible
visco-plastic strain with reduced ultimate strength. As the deviatoric stress level further
increases, the visco-plastic strain accounts for an important proportion of total creep strain,
especially for the high pre-treatment temperature specimens, with the development of the
visco-plastic strain leading to the time-dependent failure of the rock.

3.3. Pre-Treatment Temperature Effects

These specimens exhibit dual peak strengths in compression as a result of the twin
coplanar flaws (Figure 4), as illustrated by the corresponding axial strain versus pre-
treatment temperature in Figure 8. Figure 8a shows the two peak strengths obtained from
both the triaxial and creep tests both increase as the temperature increases from 250–750 ◦C,
but then decreases substantially as temperatures reach 1000 ◦C. The principal reason for
this is the vaporization and escape of adhered water, combined water and structural water
between temperatures of 250–750 ◦C, which leads to an increase in the coefficient of internal
friction [11] and increase in strength. When the temperature reaches 1000 ◦C, boundary
and transgranular cracks develop and intergranular cracks widen—again resulting in a
reduction in strength. In addition to its influence on ultimate strength, thermal treatment
also has a influence on the deformation characteristics. Figure 8b shows changes in the peak
strains with pre-treatment temperature. The axial strain at both peak strengths increase
with pre-treatment temperature as it increases from 250 to 1000 ◦C.

Figure 8. The temperature effects on strength and axial strain. (a) Strength; (b) axial strain.

To better characterize the effects of temperature on different separated strains, those
strains are plotted against stress ratio for different pre-treatment temperatures Figures 9
and 10. Figure 9 shows the variation in the instantaneous elastic strains and the instanta-
neous plastic strains with stress ratio for the four pre-treatment temperatures. It is apparent
from Figure 9a that the instantaneous elastic strains of the pre-cracked specimens increase
linearly with an increase in the stress ratio. The instantaneous elastic strains increase with
pre-treatment temperature, for example, the difference in value a between 250 ◦C and
500 ◦C is less than the difference in value b between 500 ◦C and 750 ◦C, and both are
significantly less than the difference in value c between 750 ◦C and 1000 ◦C. Figure 9b
illustrates the variation of instantaneous plastic strains with stress ratio showing that be-
tween 250~750 ◦C there is no obvious change with the initial stress ratio. However, when
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reaching the stress level for fracture, the instantaneous strain increases significantly due to
the closure of pre-existing cracks. The instantaneous plastic strain of the specimen under a
treatment temperature of 1000 ◦C is relatively large due to the closure of thermally-induced
cracks with the instantaneous plastic strain increasing with an increase in the stress ratio.

Figure 9. Relationships between stress ratio with instantaneous elastic strain and plastic strain after different temperature
treatment. (a) Relationship between stress ratio and instantaneous elastic strain; (b) Relationship between stress ratio and
instantaneous plastic strain.

Figure 10. Relationships between stress ratio with visco-elastic strain and visco-plastic strain after different temperature
treatment. (a) Visco-elastic strain; (b) visco-plastic strain.

From the above analysis, the instantaneous elastic deformation is usually larger than
the instantaneous plastic deformation, but the closure of pre-existing cracks and the fracture
of rock bridges produces a large plastic deformation that presents unconventional response.
The instantaneous plastic strain exceeds any instantaneous elastic strain when closure
and fracture occur. The thermal pre-treatment produces thermal cracks with their closure
resulting in increased instantaneous elastic strains and instantaneous plastic strains.

Figure 10 shows the evolution of the visco-elastic and visco-plastic strains with stress
ratio. The visco-elastic strains increase nonlinearly with an increase in the stress ratio
and exhibit a complex relationship with temperature. The visco-elastic strains of the pre-
cracked specimen after pre-treatment at 250 and 500 ◦C are almost equal, but smaller than
that of the specimen pre-treated at 750 ◦C. However, as the pre-treatment temperature
increases to 1000 ◦C, the visco-elastic strain is less than that for the specimen pre-treated
at 750 ◦C because a larger irreversible plastic deformation is produced by the closure of
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thermally-induced cracks of the specimen pre-treated at 1000 ◦C. The visco-plastic strain
apparent in the 1000 ◦C specimen (Figure 10b) also supports this—the visco-plastic strain
of this hot specimen is larger than that for lower temperatures, except at certain stress
ratios where the closure of pre-cracks and fracturing of the rock bridge causes a significant
plastic deformation.

The creep strain rates during steady creep can be obtained by taking the derivative of
steady creep curves, considered as of constant gradient. Figure 11 shows the steady-state
creep strain rate versus stress ratio for all tested specimens. The results show that the
steady-state creep rates increase slowly with stress ratio before the failure stress ratio but
rise suddenly over the final stress ratio. The steady-state creep strain rate over the last stage
is usually several orders of magnitude larger than that of the previous stages—requiring the
use of logarithmic rates. The pre-heated temperature has no clear nor apparent influence
on steady creep strain rates.

Figure 11. Relationships between stress ratio with steady-state strain ratio and damage after different
temperature treatment.

The degree of material deterioration under changing stress states can be quantitatively
described by the damage variable (D) [34]. Usually, D can be calculated using the elastic
modulus, ultrasonic wave velocity, density and indexed to energy adsorption, strain and
acoustic emission [35]. However, in cyclic loading-unloading creep tests, instantaneous
elastic and visco-elastic strains are recovered after unloading, but instantaneous plastic and
visco-plastic strains are not. Hence, the damage variable may be calculated using the ratio
of non-elastic strain (instant plastic strain and visco-plastic strain) to total strains. Finally,
D can be calculated from the instantaneous elastic and visco-elastic strains as [28]:

D = 1 − εe

ε
= 1 − εme + εcve

εm + εc
=

εmp + εcvp

εm + εc
(6)

where εe and ε are the elastic and the total strains, respectively; εme and εcve represent the
instantaneous elastic and the visco-elastic strains, respectively; εmp and εcvp represent the
instantaneous plastic and the visco-plastic strains, respectively; and εm and εc represent the
instantaneous and the creep strains, respectively.
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Figure 12 plots D against the different stress ratios (SRs). As SR increases, D also
increases—the higher the stress level the greater the damage. This is especially true when
the SR increases from 0.7 to 0.8 for the specimens pre-treated at 250 and 500 ◦C, and as SR
increases from 0.6 to 0.7 for the specimen pre-treated at 750 ◦C where D increases sharply
due to the closure of pre-existing cracks. For identical SRs, the specimen with the higher
temperature pre-treatment usually accumulates the greater damage. For example, under
a stress ratio of 0.6, the D of the specimen subjected to 1000 ◦C is 0.56 and is larger than
the 0.31 for the 750 ◦C, and much larger than the 0.11 and 0.13 for the 250 and 500 ◦C
specimens.

Figure 12. Relationships between stress ratio and steady-state strain ratio and damage after different
temperature treatment.

3.4. Permeability Evolution

The evolution of volumetric creep and gas permeability for pre-treatment tempera-
tures of 250 and 500 ◦C is presented in Figure 13. Equation (1) is adopted to calculate the
coefficient of permeability. Permeability is closely related to volumetric strain during the
creep process. During cyclic loading and unloading creep tests (Figure 13a) the perme-
ability of sandstone remains near constant at low deviatoric stress (first two stress) before
slightly increasing with unloading. The volumetric strain during the 3rd deviatoric stress
level sharply increases and then decreases, resulting in the permeability also first increasing
before subsequently decreasing. This results from the closure of pre-existing cracks and
the production of some new cracks, although the newly produced cracks subsequently
close under compression. At the final deviatoric stress level, the volume of the sandstone
specimen initially decreases but then dilates before failure—the permeability shows an
inverse trend to that expected from the volume strain signal. When the specimen fails,
macro-cracks are generated and the permeability increases. Figure 13b shows the rela-
tionship between volumetric strain and permeability for the specimen after pre-heating to
500 ◦C. The permeability of the pre-cracked sandstone decreases with loading and increases
with unloading of the deviatoric stress (Figure 13b). This results from the re-opening of
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pre-existing pores and fissures. With an increase in the deviatoric stress from 293 MPa
to 247 MPa, the permeability due to each loading and unloading creep cycle becomes
progressively lower—this can be explained by the presumed material strengthening of
the sandstone under cyclic loading [30]. Over the final deviatoric stress level, the large
macroscopic cracks linking the starter cracks have already been formed and this precipi-
tates structural failure of the specimen—the permeability then increases significantly to
45 × 10−18 m2.

Figure 13. Permeability evolution of pre-cracked red sandstone after heated at different temperature.
(a) T = 250 ◦C; (b) T = 500 ◦C.

Rock specimens undergoing hotter pre-treatments exhibit higher permeabilities. The
average permeability of specimens pre-heated to 250 ◦C before failure is 5 × 10−18 m2 which
is almost an order of magnitude lower than that for 500 ◦C (45 × 10−18 m2). The higher
temperature pre-treatment produces more thermal cracks and provides more connected
channels for gas transport.

3.5. Failure Modes

Failure modes are presented in Figure 14 showing the presence of a macro shear
crack as indicative of failure with some tensile cracks induced by the shear sliding. The
pre-existing cracks are closed under compression with a coplanar shear crack linking
these formerly separate cracks. The pre-existing cracks exert a considerable influence
on the creep failure mode in each specimen. In addition, it is clear that the specimens
pre-treated at higher temperatures accommodate greater damage. For example, the shear
fracture for specimens heated to 750 and 1000 ◦C is clearly wider than that for specimens
pre-treated to 250 and 500 ◦C. In addition, the specimens undergoing higher temperature
pre-treatments (Figure 14c,d) accumulated more severe damage than those at lower tem-
peratures (Figure 14a,b)—apparent in the loss of some spalling along the main shear crack
(Figure 14c,d).

We choose five stages to describe crack evolution in the loading and unloading creep
tests (Figure 15). Due to the interaction of thermal cracks (produced by high temperature)
and pre-existing cracks, the crack evolution is more complex than that in isothermal un-
treated intact specimens. Stage a represents the initial state with the specimen containing
two coplanar pre-existing cracks dipping at 45◦ relative to the direction of the maximum
principal stress. We conclude from Figure 2 that the specimen contains some thermal cracks
and micropores. Stage b corresponds to the first level of loading. Under compression, the
micropores and some thermal cracks close and produce a small number of cracks, but the
stress is insufficient to cause wholesale fracture. Stage c is when the second unloading is
completed. As the loading stress is removed, the closed micropores and cracks partially
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recover, elastically. Stage d produces a collapse as a stress concentration at the ends of
the pre-existing cracks causes a new shear crack to connect the two pre-existing cracks.
A large axial deformation results due to the closure of the pre-existing cracks. Stage e
is the ultimate failure of the specimen. A macro-crack forms colinear to the pre-existing
cracks, linking them, and which provides a connected channel for gas flow that yields a
corresponding jump in permeability.

Figure 14. Ultimate failure modes of pre-cracked sandstone specimen after creep compression.
(a) T = 250 ◦C, (b) T = 500 ◦C, (c) T= 750 ◦C, (d) T = 1000 ◦C.

Figure 15. A sketch of crack evolution of pre-cracked sandstone in (a) loading and (b) unloading creep test.

66



Energies 2021, 14, 6362

4. Conclusions

We report tightly constrained experiments on heat-treated specimens containing pre-
exiting cracks to explore the evolution of creep rupture and the evolution of permeability in
the rock surrounding heated underground gasification chambers. Multi-step loading and
unloading creep tests with concurrent measurement of gas permeability were completed
under a confining pressure of 30 MPa. The following conclusions are drawn based on the
experimental results.

(1) The SEM results indicate that the threshold temperature that is required to produce
thermally induced cracks in this study is 500 ◦C—this is verified by measurement of the
damage variables of the various specimens. Peak strength increases as pre-treatment tem-
perature increases from 250 to 750 ◦C and then decreases as the pre-treatment temperature
reaches 1000 ◦C. Hence, the critical temperature for strength reduction is 750 ◦C.

(2) Comparison of histories of creep, visco-elastic and visco-plastic strains highlight
the existence of a strain jump at a prescribed deviatoric stress—where the intervening
rock bridge between the twin starter-cracks fractures. However, the connecting of these
pre-existing cracks does not result in complete failure of the specimen, but merely produces
a larger irreversible visco-plastic strain and reduces ultimate strength of the specimen. As
the deviatoric stress level further increases, the visco-plastic strain accounts for a significant
proportion of the total creep strain, especially for the high pre-treatment temperature
specimens, where the development of the visco-plastic strain ultimately leads to the time-
dependent failure of the rock.

(3) The axial strain at each of the dual peak strengths increases with pre-treatment
temperature as it increases from 250 to 1000 ◦C; the thermal pre-treatment produces
thermal cracks with their closure resulting in increased instantaneous elastic strains and
instantaneous plastic strains. The steady-state creep rates increase slowly with stress ratio
significantly below the failure stress ratio but rises suddenly as the specimen approaches
failure, however, pre-treatment temperature has no clear nor apparent influence on steady
creep strain rates.

(4) Rock specimens subject to hotter pre-treatments exhibit higher permeabilities, since
they contain more thermal cracks and provide a greater number of connected channels for
gas transport. The average permeability of specimens pre-heated to 250 ◦C, before failure,
is 5 × 10−18 m2 which is almost an order of magnitude lower than that for the permeability
at 500 ◦C (45 × 10−18 m2).

(5) The pre-existing cracks close under compression with a coplanar shear crack
linking these formerly separate cracks. In addition, it is clear that the specimens pre-treated
at higher temperatures accommodate greater damage.

(6) UCG-CCS can support the implementation of a carbon neutral and energy produc-
tion strategy, however, the caprock may contain many thermal cracks, which may cause
CO2 leakage, and it is recommended to wait a period of time after coal gasification for the
thermal cracks to close under compressive crustal stress before utilizing the gasification
chamber.
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Abstract: Elastic wave propagation in partially saturated reservoir rocks induces fluid flow in
multi-scale pore spaces, leading to wave anelasticity (velocity dispersion and attenuation). The
propagation characteristics cannot be described by a single-scale flow-induced dissipation mechanism.
To overcome this problem, we combine the White patchy-saturation theory and the squirt flow model
to obtain a new anelasticity theory for wave propagation. We consider a tight sandstone Qingyang
area, Ordos Basin, and perform ultrasonic measurements at partial saturation and different confining
pressures, where the rock properties are obtained at full-gas saturation. The comparison between the
experimental data and the theoretical results yields a fairly good agreement, indicating the efficacy of
the new theory.

Keywords: partial saturation; patchy saturation; squirt flow; P-wave velocity dispersion and attenu-
ation; anelasticity; ultrasonic measurements

1. Introduction

Seismic waves induce fluid flow and anelasticity (the wave-velocity dispersion and
dissipation factor) in rocks saturated with immiscible fluids [1–8]. The level of anelasticity
depends on the in situ pressure, fluid content and type, and pore structure. This subject is
highly relevant to petroleum exploration and production.

WIFF (wave-induced fluid flow) occurs at various spatial scales that can be catego-
rized as macroscopic, mesoscopic, and microscopic [9]. The first is the wavelength-scale
equilibration process occurring between the peaks and troughs of a P-wave, while the
mesoscopic length is much larger than the typical pore size but smaller than the wavelength.
The microscopic scale is of the same order of magnitude as the pore and grain sizes.

The macroscopic mechanism has been discussed by Biot [10–12] and is often referred
to as the Biot relaxation peak (usually at kHz dominant frequencies). The basic assumptions
are that the rock frame is homogeneous and isotropic, and the relative motion between
the grains and the pore fluid is governed by Darcy’s law. Local fluid flow on meso- and
micro-scales are neglected, and consequently, the Biot peak cannot explain the observed
wave anelasticity at all frequencies [13].

Partial saturation leads to fluid heterogeneity at the mesoscopic scale and the pressure
difference between fluid phases causes wave dissipation at low frequencies [9,14–19].
White [20] proposed the first patchy-saturation model (the White model, spherical pockets).
Dutta and Odé [21] reformulated this model by using the Biot theory, while Johnson [22]
generalized it to patches of arbitrary geometry by using a branch function. Liu et al. [23]
analyzed the effect of the fluid properties.

Moreover, dissimilar pores, with different shapes (micro-fractures and intergranular
pores) and/or orientations, also cause mesoscopic pressure gradients and squirt flow,
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resulting in dissipation. At the pore level, dissipation can be described with squirt flow
models [24,25]. Dvorkin and Nur [26] unified the Biot and squirt flows and proposed the
BISQ model (Biot/squirt), which describes anelasticity at some frequency ranges. However,
the low-frequency P-wave velocity prediction from the BISQ model is smaller than the
Gassmann velocity [27], while it is consistent with the Biot one at high frequencies. Dvorkin
et al. [28] extended the BISQ model to partially saturated rocks by incorporating the Wood
equation [29] and proposed that the squirt flow length can be related to water saturation.
Dvorkin et al. [30] reformulated the BISQ model to achieve consistency with the Gassmann
velocity at the low-frequency limit. However, the P-wave velocity obtained with this
model is higher than the theoretical high limit at high frequencies (when all the cracks are
closed, and the P-wave velocity value is determined by the Biot model) [31]. Wu et al. [31]
proposed a reformulated modified frame squirt flow model (MFS) to solve the problem.

Mavko and Jizba [32] introduced a modified frame to estimate the high-frequency
unrelaxed dry rock shear and bulk moduli (M-J model), where cracks are saturated and the
stiff pores are drained. To obtain the wet rock properties from the M-J model, Gurevich
et al. [33] used the pressure relaxation method of Murphy et al. [34]. The model can be
applied in a broad frequency range. Wu et al. [31] presented a reformulated modified frame
squirt flow model, but although the prediction is acceptable at ultrasonic frequencies, Pride
et al. [35] showed that the attenuation is significantly underestimated at seismic frequencies
because the mesoscopic mechanism is not taken into account.

Wave anelasticity is mainly due to the effect of multi-scale fluid flow [36–40]. Rubino
and Holliger [41] studied the problem at the micro and meso scales, analyzing the effects
of the pore aspect ratio, while Li et al. [42] studied wave velocity in fractured poroelastic
media saturated with immiscible fluids. Recently, Sun [43] proposed a model which
considers the three loss mechanisms, i.e., the Biot, squirt flow, and mesoscopic relaxation
peaks, in the framework of a double-porosity theory. This low-velocity limit does not honor
Gassmann velocity.

We briefly review the propagation models at different scales, and propose a new one,
based on the White theory and a reformulated modified frame squirt flow model (see
Figure 1). Based on the numerical examples, the wave propagation characteristics of the
new model and the effect of permeability and the outer diameter of the patch are analyzed.
The P-wave velocity and attenuation with varying saturations are measured at different
confining pressures. The crack properties and squirt flow length are obtained from the
experimental data. The new model is applied to ultrasonic measurements performed on
tight sandstone from the Qingyang area of the Ordos basin. The comparison between the
experimental data and the theoretical results are made, so as to verify the capability of the
new model in the description of those wave properties.

 
Figure 1. A new model based on a reformulated modified frame squirt flow (MFS) model with the
White theory. The effects of squirt flow occurring between soft and stiff pores in the water-saturated
host medium are incorporated by using an equivalent host medium of a modified solid (the MFS
model). On the other hand, the White theory describes the anelasticity due to the patchy saturation
of the immiscible fluid mixture.

72



Energies 2021, 14, 7619

2. Model

2.1. Patchy-Saturation (White) Model

White [20] proposed a patchy saturation model, by considering flow in a concentric
spherical model where the inner sphere is saturated with one fluid type (gas), and the outer
shell is saturated with a liquid (water), where the frame is assumed to be homogeneous.
Let a and b be the inner and outer diameters, such as (b > a), and the gas saturation is
Sg = a3/b3. Dutta and Odé [21] modified the White model based on the Biot model, and
obtained the following wet rock bulk and shear moduli:

K∗(ω) =
K∞

1 − WK∞
, (1)

G∗(ω) = Gdry, (2)

respectively, where K∞ is the bulk modulus at the high-frequency limit, Gdry is the dry rock
shear modulus, and W is a complex function of porosity, permeability, fluid viscosity, etc.
(see Appendix A in Carcione et al. [44], and the Section 2.3).

2.2. Squirt Flow Model

Th flow between microcrack and grain contacts back and forth to stiff (equant) pores
induces dissipation even for a single saturating fluid. The microcracks are incorporated
into an effective rock skeleton, containing only stiff pores.

The reformulated modified frame squirt flow model considers both the squirt and
Biot flows. According to Dvorkin et al. [30] and a boundary condition given by Gurevich
et al. [33], the modified bulk modulus is (Wu et al. [31]):

Kms = Kmsd +
αc

2Fc

φc

[
1 − 2J1(λR)

λRJ0(λR)

]
, (3)

where Kmsd =
(

1/K0 − 1/Khp + 1/Kdry

)−1
, K0 is the bulk modulus of the mineral mixture,

Kdry is the dry rock bulk modulus, Fc =
(

1/K f l + 1/(φcQc)
)−1

, φc is the microcrack
porosity, αc = 1 − Kmsd/K0, Qc = K0/(αc−φc), R is characteristic squirt flow length, ω is
the angular frequency, λ2 = iωηφc/κ

(
1/K f l + 1/(φcQc)

)
, η is the fluid viscosity, κ is the

permeability, K f l is the bulk modulus of fluid, and J0 and J1 are the zero- and first-order
Bessel functions, respectively.

The modified dry-frame bulk and shear moduli are (Wu et al. [31]):

1
Kmd

=
1

Kms
+

1
Khp

− 1
K0

, (4)

1
Gmd

=
1

Gdry
− 4

15

(
1

Kdry
− 1

Kmd

)
(5)

respectively, where Khp is the high-pressure modulus [33]. The P-wave phase velocity and
attenuation can then be obtained according to Toksöz and Johnston [45] as

VphP1,2 =
1

Re(X1,2)
, a1,2 = ωIm(X1,2), (6)

where

X1,2 =
√

Y1,2, Y1,2 = − B
2A

±
√(

B
2A

)2
− C

A
, A =

φFMdry

ρ2
22

,
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B =

F
(

2αmd − φ − φ
ρ11
ρ22

)
−
(

Mdry + F α2
md
φ

)(
1 + ρa

ρ22
+ i ωc

ω

)
ρ22

,

C =
ρ11

ρ22
+

(
1 +

ρ11

ρ22

)(
ρa

ρ22
+ i

ωc

ω

)
, ρ11 = (1 − φ)ρs, ρ22 = φρ f l ,

F =
(

1/K f l + (αmd − φ)/(φK0)
)−1

,

where ρa is the additional coupling density, ωc = ηφ/(κρ f l) is the characteristic frequency,
αmd = 1 − Kmd/K0, φ is porosity, Mdry is the uniaxial modulus of the rock skeleton under
drained conditions, and ρs and ρ f l are the mineral density and fluid density, respectively.

2.3. Patch-Saturation and Squirt Flow Models Combined

The White model assumes a uniform rock skeleton and that the area outside the
inclusion is fully saturated with water. Therefore, the modified dry rock moduli (4) and
(5) are used in the White model, thus combining the micro and meso descriptions of
anelasticity. If subindices 1 and 2 refer to the gas-inclusion region and host medium (water),
respectively, we have the wet rock moduli

K(ω) =
K∞

1 − WK∞
(7)

G(ω) = Gmd, (8)

where

K∞ =
KG2(3KG1 + 4Gmd) + 4Gmd(KG1 − KG2)Sg

(3KG1 + 4Gmd)− 3(KG1 − KG2)Sg
(9)

W =
3iaκ(R1 − R2)(F1 − F2)

b3ω(η1Z1 − η2Z2)
. (10)

Moreover,

KG1 =
K0 − Kmd + φKmd

(
K0/K f l1 − 1

)
1 − φ − Kmd/K0 + φK0/K f l1

(11)

KG2 =
K0 − Kmd + φKmd

(
K0/K f l2 − 1

)
1 − φ − Kmd/K0 + φK0/K f l2

(12)

are Gassmann moduli, where K f l1 and K f l2 are fluid moduli,

R1 =
(KG1 − Kmd)(3KG2 + 4Gmd)

(1 − Kmd/K0)
[
KG2(3KG1 + 4Gmd) + 4Gmd(KG1 − KG2)Sg

] (13)

R2 =
(KG2 − Kmd)(3KG1 + 4Gmd)

(1 − Kmd/K0)
[
KG2(3KG1 + 4Gmd) + 4Gmd(KG1 − KG2)Sg

] (14)

F1 =
(1 − Kmd/K0)KA1

KG1
(15)

F2 =
(1 − Kmd/K0)KA2

KG2
(16)

Z1 =
1 − exp(−2γ1a)

(γ1a − 1) + (γ1a + 1) exp(−2γ1a)
(17)

Z2 =
(γ2b + 1) + (γ2b − 1) exp[−2γ2(b − a)]

(γ2b + 1)(γ2a − 1)− (γ2b − 1)(γ2a + 1)− exp[−2γ2(b − a)]
(18)

γ1 =
√

iωη1/κKE1 (19)
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γ2 =
√

iωη2/κKE2, (20)

where η1 and η2 are fluid viscosities, and

KE1 =

⎡⎣1 − K f l1(1 − KG1/K0)(1 − Kmd/K0)

φKG1

(
1 − K f l1/K0

)
⎤⎦KA1 (21)

KE2 =

⎡⎣1 − K f l2(1 − KG2/K0)(1 − Kmd/K0)

φKG2

(
1 − K f l2/K0

)
⎤⎦KA2 (22)

1
KA1

=

(
φ

K f l1
+

1 − φ

K0
− Kmd

K2
0

)
(23)

1
KA2

=

(
φ

K f l2
+

1 − φ

K0
− Kmd

K2
0

)
. (24)

According to Wood [29], the effective bulk modulus of the gas-water mixture can be
calculated from

1
K f l

=
Sg

K f l1
+

Sw

K f l2
(25)

where Sw is the water saturation.
Finally, the P-wave phase velocity and attenuation are

Vp =

√
Re(K(ω) + 4G(ω)/3)

ρ
, (26)

Q−1
p =

Im(K(ω) + 4G(ω)/3)
Re(K(ω) + 4G(ω)/3)

, (27)

respectively, where ρ = (1 − φ)ρs + φ
(
Sgρ1 + Swρ2

)
is bulk density, and ρ1 and ρ2 are the

fluid densities.

2.4. Results

The MFS model is directly applied in partially saturated reservoir rocks, where the
gas–water mixture is obtained with the Wood equation (there are no gas pockets), and
the properties are listed in Table 1. The numerical examples of the characteristics of wave
prorogation by the proposed model are shown in Figure 2, and the effects of permeability
and the outer diameter of the patch on the wave velocity and attenuation are shown in
Figures 3 and 4, respectively.

Table 1. Rock physical properties.

Mineral density (kg/m3) 2650 Porosity (%) 10
Mineral mixture bulk modulus (GPa) 38 Water bulk modulus (GPa) 2.25

Dry rock bulk modulus (GPa) 17 Gas bulk modulus (GPa) 0.0022
Dry rock shear modulus (GPa) 12.6 Water density (kg/m3) 1000

Permeability (mD) 1 Gas density (kg/m3) 1.2
Squirt flow length (mm) 0.01 Water viscosity (Pa·s) 0.001

High-pressure modulus (GPa) 22 Gas viscosity (Pa·s) 0.00011
Crack porosity (%) 0.02 External diameter (m) 0.0005
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Figure 2. P-wave velocity (a) and attenuation (b) of the present and MFS models. The number between parentheses
indicates water saturation.
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k
k
k

S

k
k
k

Figure 3. P-wave velocity (a) and attenuation (b) of the present model as a function of water saturation and various
permeabilities.

 

Q

Figure 4. P-wave velocity (a) and attenuation (b) of the present model as a function of water saturation for different values
of the outer diameter.

Figure 2 compares the P-wave velocity (a) and attenuation (b) of the present model
with those of the MFS model, where the number between parentheses indicates water
saturation. The velocities coincide at low frequencies and increase with saturation, with
those of the present model higher at high frequencies. Two inflection points are clearly
observed, corresponding to the mesoscopic and squirt flow attenuation peaks when the
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saturation is 80%, the first being the stronger point. The attenuation of the present model is
higher than that of the MFS one.

Figure 3 shows the effect of permeability, where we can see that attenuation has a
maximum at a given saturation which increases with permeability. Figure 4 displays the
same quantities as a function of saturation for different outer diameters (b). The velocity
increases with b, and the attenuation decreases.

3. Ultrasonic Data

3.1. Rock Specimen and Experiment

A tight sandstone sample (S2-9) from the Qingyang area, Ordos Basin, was tested. The
sample was processed into a cylinder with a diameter of 25.2 mm and a length of 50 mm.
An aluminum standard with the same shape and size was processed corresponding to
the specimen. The sample was composed of quartz, feldspar, and interstitial materials
(mainly carbonate minerals and clay), and its porosity was 8.85%. A thin section is shown
in Figure 5. The experimental set-up consisted of a pulse generator, a temperature control
unit, a confining pressure control unit, a pore pressure control unit, and an ultrasonic wave
test unit [46,47].

 
Figure 5. Thin section image of a tight sandstone.

The piezoelectric ultrasonic wave transducers were glued to the top and bottom of the
sample, sealed with a rubber sleeve. An electrical pulse was applied to the source trans-
ducer to generate the ultrasonic P-waves. A digital oscilloscope was used to display and
record the waveforms from the receiver. The temperature, pore, and confining pressures
were controlled by the appropriate units [48]. The pore pressure was 15 MPa, the effective
pressures were 5, 15, 25, 35 and 45 MPa, the temperature was 20 ◦C, and the waveforms
were recorded after we maintained the experimental conditions for half an hour. For the
partial gas–water saturation tests, the samples were first saturated with water by using
the vacuum pressure saturation method and then placed in an oven to vary the saturation.
The approach of Ba et al. [19] was adopted to quantify the fluid content. The sample was
tested around six different water saturation conditions, 0%, 20%, 40%, 60%, 80%, and 100%.
The wave velocities were obtained from the travel times and the spectral-ratio method was
used to obtain the dissipation factor.

3.2. Experimental Results

Figure 6 shows the velocity as a function of water saturation and effective pressure. As
expected, the P-wave velocity increases with water saturation and pressure, approaching a
linear trend at high pressures [49,50], since microcracks close. In the partially saturated
rock, the rock pore spaces contain air (with a lower bulk modulus and a lower P-wave
velocity) and water (with a higher bulk modulus and a higher P-wave velocity). With the
increase in water saturation, the volume ratio of water increases and that of air decreases
while the rock skeleton stays unchanged. Generally, the P-wave velocity increases with the
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water saturation. The influence of effective pressure on the stiff pores is small and can be
neglected [50–52]. The S-wave velocity also increases with effective pressure, but decreases
as saturation increases, due to the density effect.
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Figure 6. P-(a) and S-(b) wave velocities as a function of effective pressure at different water
saturations.

The spectral ratio method is applied to calculate the dissipation factor [53,54]. We
have

ln
(

A1( f )
A2( f )

)
= − πx

QV
f + ln

G1(x)
G2(x)

(28)

where f is the frequency, A1( f ) and A2( f ) are the amplitude spectra of the rock sample and
standard, respectively, Q is the quality factor, x is the propagation distance, V is the wave
velocity, and G1(x) and G2(x) are the sample and standard geometrical factors, respectively.
As shown in Figure 7, attenuation decreases with effective pressure. Its behavior versus
saturation is similar to that of Figure 4. The attenuation variations with respect to effective
pressure and saturation are similar to those of the sandstone samples analyzed by Pang
et al. [55] and Amalokwu et al. [56].
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Figure 7. P-wave attenuation as a function of effective pressure and saturation.

3.3. Crack Parameters and Squirt Flow Length

The parameters of the present model can be obtained from the experimental data.
They involve the skeleton bulk and shear moduli at different pressures, the dry rock bulk
modulus with microcracks closed, the microcrack porosity, the squirt flow length, etc. The
following steps are considered.
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(1) The dry rock bulk and shear moduli are calculated from the velocities as

Kdry =

(
V2

pd −
4
3

V2
sd

)
ρ (29)

Gdry = V2
sdρ (30)

where ρ = ρs(1 − φ), Vpd and Vsd are the P- and S-wave velocities of full gas saturation,
respectively.

(2) The high-pressure dry rock bulk modulus, when the microcracks are closed, can be
obtained from the linear trend of the dry rock velocities.

(3) The microcrack porosity and density is estimated at different pressures by using the
DZ model [52], based on the experiment data (see Appendix A).

(4) The characteristic squirt flow length is estimated. This is an important parameter of
the model and can be obtained with a least square method by matching the reformu-
lated modified frame squirt flow model prediction with the experimental data at full
water saturation.

The DZ model is applied to calculate the microcrack density (Figure 8a) and porosity
(Figure 8b) based on the experimental data at different effective pressures. Their variations
are more significant in the low-pressure range. As pressure increases, both quantities
decrease. The microcrack density and porosity decreases, which can be attributed to the
closure of microcracks [57,58].

 
Figure 8. Microcrack density (a) and porosity (b) as a function of effective pressure.

The dry rock density of sample S2-9 is 2410 kg/m3, and the bulk modulus of the min-
eral mixture is 39 GPa. The fluid properties are determined from the empirical equations
of Batzle and Wang [59]. Figure 9 displays the P-wave velocity as a function of the effective
pressure, where the squirt flow lengths are obtained by matching the theoretical results to
the experimental data. It shows that the sample can be characterized by a constant squirt
flow length at different pressures [31]. The characteristic length of sample S2-9 is 0.45 mm.
This quantity is not so relevant to the pressure and it can be considered as an intrinsic rock
property [26].
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Figure 9. P-wave velocity as a function of the effective pressure compared to the experimental data.
Results at different squirt flow lengths are shown.

4. Comparison between Theory and Experiment

4.1. Effect of Saturation

The present model is used to calculate the P-wave velocity and attenuation of sample
S2-9 at 5 MPa effective pressure. The dry rock bulk modulus is 20.5 GPa, the Poisson ratio
is 0.15, the permeability is 0.177 mD, the outer diameter is 0.12 mm, the high-pressure
modulus is 23 GPa, and the fluid properties are listed in Table 1. Figure 10 displays the
results for different models. The Gassmann–Hill curve does not consider the wave-induced
fluid flow. The MFS curve coincides with the Gassmann–Wood curve at low saturations
(Figure 10a), while the present model has a velocity of the order of the Gassmann–Hill
curve. When saturation increases, the rock is stiffened by the microscopic fluid flow,
resulting in a velocity increase.

 S

Figure 10. P-wave velocity (a) and attenuation (b) as a function of water saturation at 5 MPa. The open circles correspond
to the experimental data.

The influence of fluid flow is determined by fluid pressure gradients at the interface
between different fluid phases, where the fast P-wave converts to the slow (diffusive)
Biot wave (mesoscopic loss) [15,60]. Attenuation has a maximum at a given saturation
due to the mesoscopic loss mechanism, absent in the MFS model, whereas at full gas or
water saturation, the results are similar. The attenuation curves are similar to those of the
sandstone samples analyzed by Amalokwu et al. [56].

Compared with the simplified models, the present model provides a good match be-
tween the theory and the ultrasonic data for a tight sandstone, mainly the P-wave velocity
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as a function of saturation at an effective pressure of 5 MPa, showing the effectiveness of
the squirt flow model combined with the White theory. However, attenuation is underesti-
mated by the model due to the fact that the spatial variations in mineral grain and porosity
are not considered.

4.2. Effect of Effective Pressure

In this example, the outer diameters at effective pressures of 15, 25, 35, and 45 MPa
are 0.14, 0.16, 0.18 and 0.2 mm, respectively. Figures 11–14 display the P-wave velocity and
attenuation as a function of water saturation at these pressures. The overall trend is similar
to that at 5 MPa. As pressure increases, the MFS velocities approach the Gassmann–Wood
velocities, and the P-wave velocity predictions from the new model increases; however,
the attenuation decreases where most microcracks close, and the squirt flow effects are
inhibited. Therefore, the characteristics of wave propagation from the new model are
similar to those of the experimental data in Figures 11–14.

 S

Figure 11. P-wave velocity (a) and attenuation (b) as a function of water saturation at 15 MPa. The open circles correspond
to the experimental data.

 S

Figure 12. P-wave velocity (a) and attenuation (b) as a function of water saturation at 25 MPa. The open circles correspond
to the experimental data.
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 S

Figure 13. P-wave velocity (a) and attenuation (b) as a function of water saturation at 35 MPa. The open circles correspond
to the experimental data.

 

Q

Figure 14. P-wave velocity (a) and attenuation (b) as a function of water saturation at 45 MPa. The open circles correspond
to the experimental data.

4.3. Crossplots

Figure 15 shows crossplots of the measured and theoretical velocities, showing a good
agreement.

Attenuation crossplots are displayed in Figure 16. The attenuation prediction from
the present model is less than the experimental one, particularly at low effective pressures.
This can be due to the fact that the model considers only the mesoscopic loss caused by
partial saturation. Additional attenuation may be due to the presence of many minerals,
and the microcrack content, shape, and distribution [15,51,61].
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Figure 15. Crossplots of the measured and theoretical velocities at different water saturations (a) and effective pressures (b).
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Figure 16. Crossplots of the measured and theoretical dissipation factors at different water saturations (a) and effective
pressures (b).

5. Conclusions

We combine the reformulated modified frame squirt flow model and White’s meso-
scopic loss theory (spherical gas pockets) to develop a new model for describing wave
anelasticity in partially saturated rocks. The microcrack properties and characteristic squirt
flow lengths are obtained from experimental data at different effective pressures and water
saturations. We compare the results with those of simplified models, showing that the
present model provides a good match between the theory and the ultrasonic data for
a tight sandstone, mainly the P-wave velocity as a function of saturation and pressure.
Attenuation is underestimated by the model due to the fact that mesoscopic loss (fast P- to
slow P-wave conversion) due to spatial variations in mineral grain and porosity are not
considered. The new model can be used to predict the characteristics of wave propagation
in partially saturated tight sandstones, mainly the P-wave velocity. Moreover, a better
description at high frequencies (from tens of kHz) should consider the Biot attenuation
peak. The generalization of the model will be the task of a future paper.

Due to the complex microstructures and fabric heterogeneity of tight sandstone, the
proposed model cannot fully describe the experimental measurement data at low effective
pressures. The theories cannot perfectly match real rocks, and there might be errors/defects
in the experiment measurements. In the related engineering applications of hydrocarbon
reservoir exploration, the methods of big data analytics and machine learning may be
applied in combination with the theoretical models, so as to improve the applicability of
the model and the accuracy of reservoir property prediction or interpretation.
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Appendix A. Symbols

Table A1. List of symbols.

Sg gas saturation
b outer diameter of the patch

K∗(ω) wet rock bulk modulus with the meso description of anelasticity
K∞ bulk modulus at the high-frequency limit
Gdry dry rock shear modulus
K0 bulk modulus of the mineral mixture
φc microcrack porosity
ω angular frequency
κ permeability
J0 zero-order Bessel function

Kmd modified dry-frame bulk modulus
Khp high-pressure modulus
ωc characteristic frequency
ρs mineral density

K(ω) wet rock bulk modulus with the micro and meso description of anelasticity
K f l1 gas fluid modulus
η1 gas viscosity
Sw water saturation
ρ2 water density
a inner diameter of the patch
φ porosity

G∗(ω) wet rock shear modulus with the meso description of anelasticity
W a complex function of porosity, permeability and fluid viscosity, etc.

Kms modified bulk modulus
Kdry dry rock bulk modulus

R characteristic squirt flow length
η fluid viscosity

Kfl bulk modulus of the fluid
J1 first-order Bessel function

Gmd modified dry-frame shear modulus
ρa additional coupling density
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Table A1. Cont.

Mdry uniaxial modulus of the rock skeleton under drained conditions
ρ f l fluid density

G(ω) wet rock shear modulus with the micro and meso description of anelasticity
K f l2 water fluid modulus
η2 water viscosity
ρ1 gas density
ρ bulk density

Microcrack Porosity Estimation at Different Effective Pressures
-The aspect ratio of the stiff pores is estimated. Based on the MT model (Mori and

Tanaka), the quantitative relation between elastic moduli and stiff porosity is established.
The effective bulk and shear moduli of the host medium are

1
KMT

sti f f
=

1
K0

(
1 +

φs

1 − φs
P
)

(A1)

1
GMT

sti f f
=

1
G0

(
1 +

φs

1 − φs
Q
)

, (A2)

respectively; G0 is the shear modulus and φs is the stiff porosity.

P =
(1 − υ)

6(1 − 2υ)
× 4(1 + υ) + 2γ2(7 − 2υ)− [3(1 + 4υ) + 12γ2(2 − γ)

]
g

2γ2 + (1 − 4γ2)g + (γ2 − 1)(1 + γ)g2 (A3)

Q =
4(γ2−1)(1−γ)

15{8(γ−1)+2γ2(3−4υ)+ [(7−8υ)−4γ2(1−2υ)]g}
×
{

8(1−υ)+2γ2(3+4υ)+[(8υ−1)−4γ2(5+2υ)]g+6(γ2−1)(1+υ)g2

2γ2+(1−4γ2)g+(γ2−1)(1+γ)g2

−3
[

8(υ−1)+2γ2(5−4υ)+[3(1−2υ)+6γ2(υ−1)]g
−2γ2+[(2−γ)+γ2(1+υ)]g

]} (A4)

where γ is the spheroidal aspect ratio, and υ is the Poisson ratio of the grains, i.e.,

υ = (3K0 − 2G0)/(6K0 + 2G0),

g =

⎧⎪⎨⎪⎩
γ

(1−γ2)
3/2

(
arccosγ − γ

√
1 − γ2

)
(γ < 1)

γ

(1−γ2)
3/2

(
γ
√

1 − γ2 − arccoshγ
)
(γ > 1)

(A5)

Microcracks are included into the host material by neglecting the interactions between
cracks and pores. The effective moduli (host with cracks) are

1
KMT

e f f
=

1
KMT

sti f f

⎛⎜⎜⎝1 +
16
(

1 −
(

υMT
sti f f

)2
)

Γ

9
(

1 − 2υMT
sti f f

)
⎞⎟⎟⎠ (A6)

1
GMT

e f f
=

1
GMT

sti f f

⎛⎝1 +
32
(

1 − υMT
sti f f

)(
5 − υMT

sti f f

)
Γ

45
(

2 − υMT
sti f f

)
⎞⎠ (A7)

where υMT
sti f f =

(
3KMT

sti f f − 2μMT
sti f f

)
/
(

6KMT
sti f f + 2μMT

sti f f

)
and Γ is the microcrack density.

When all the microcracks close at high pressures, a least square method is used to obtain
the optimal aspect ratio of the stiff pores by using Equations (A1) and (A2).

-We obtain the cumulative microcrack density at different pressures by a least square
method. Then the moduli can be obtained with Equations (A6) and (A7).
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-The relation between effective pressure and microcrack density is established. The
microcrack density obeys [62]

Γ = Γie−p/ p̂ (A8)

where Γi is the initial value when the effective pressure is zero, p is the effective pressure,
and p̂ is a constant.

-The microcrack aspect ratio distribution is computed. When effective pressure in-
creases, microcracks gradually close. The minimum initial aspect ratio of the open microc-
racks is given by

γi
p =

3
4π

∫ Γ

Γi

(
1/K(Γ)− 1/Khp

e f f

)
Γ

dp
dΓ

dΓ (A9)

where K(Γ) is the effective bulk modulus which can be obtained from Equation (A1).
Substituting Equation (A8) into (A9), we obtain

γi
p =

3
4π

∫ Γi

Γ

(
1/K(Γ)− 1/Khp

e f f

)
p̂

Γ2 dΓ (A10)

and by integrating Equation (A10) from Γ to Γi,

γi
p =

4p̂
[

1 −
(

υ
hp
e f f

)2
ln
(

Γi

Γ

)]
3πKhp

e f f

[
1 − 2υ

hp
e f f

] (A11)

where υ
hp
e f f is the effective Poisson ratio at high pressures, i.e.,

υ
hp
e f f =

(
3Khp

e f f − 2Ghp
e f f

)
/
(

6Khp
e f f + 2Ghp

e f f

)
.

Combining Equations (A8) and (A11), the relation between the minimum initial aspect
ratio and the effective pressure can be obtained as

γi
p =

4
[

1 −
(

υ
hp
e f f

)2
]

p

πEhp
e f f

(A12)

where Ehp
e f f = 3Khp

e f f

[
1 − 2υ

hp
e f f

]
is the effective Young modulus at high pressures. The

cumulative microcrack density decreases with pressure. If pressure changes from zero
to dp, the corresponding reduction of the cumulative microcrack density is dΓ. When the
pressure increment is small enough, it can be considered that the decrease of microcrack
density is mainly due to the closure of microcracks with an aspect ratio less than the
minimum initial aspect ratio. David and Zimmerman [52] related the microcrack porosity
and density as

φc =
4πγ

3
Γ (A13)

Therefore, the microcrack properties can be obtained from the acoustic wave velocities
as a function of the effective pressure.
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Abstract: Conformance control is an effective method to enhance heavy oil recovery for cyclic-steam-
stimulated horizontal wells. The numerical simulation technique is frequently used prior to field
applications to evaluate the incremental oil production with conformance control in order to ensure
cost-efficiency. However, conventional numerical simulations require the use of specific thermal
numerical simulators that are usually expensive and computationally inefficient. This paper proposed
the use of the extreme gradient boosting (XGBoost) trees to estimate the incremental oil production of
conformance control with N2-foam and gel for cyclic-steam-stimulated horizontal wells. A database
consisting of 1000 data points was constructed using numerical simulations based on the geological
and fluid properties of the heavy oil reservoir in the Chunfeng Oilfield, which was then used for
training and validating the XGBoost model. Results show that the XGBoost model is capable of
estimating the incremental oil production with relatively high accuracy. The mean absolute errors
(MAEs), mean relative errors (MRE) and correlation coefficients are 12.37/80.89 t, 0.09%/0.059%
and 0.99/0.98 for the training/validation sets, respectively. The validity of the prediction model
was further confirmed by comparison with numerical simulations for six real production wells in
the Chunfeng Oilfield. The permutation indices (PI) based on the XGBoost model indicate that net
to gross ratio (NTG) and the cumulative injection of the plugging agent exerts the most significant
effects on the enhanced oil production. The proposed method can be easily transferred to other heavy
oil reservoirs, provided efficient training data are available.

Keywords: heavy oil reservoirs; cyclic steam stimulation; conformance control; numerical simulation;
extreme gradient boost (XGBoost) trees; prediction model

1. Introduction

Heavy oil and bitumen resources are estimated to be 158.43 billion ton, which account
for more than 2/3 of the worldwide oil reserves (236.73 billion ton), according to OGL’s oil
reserves summary [1]. The efficient development of heavy oil reserves is considered as a
significant means to add to world energy supply [2].

To date, thermal recovery is the primary method to improve the production of heavy
oils [3], among which cyclic steam stimulation (CSS) has proven a cost-efficient tech-
nique widely applied in field practices [4,5]. The CSS technology was first applied on
vertical wells [6,7] for heavy oil reservoirs with thick layers; it is, however, usually un-
economic to develop thin-layer heavy oil reservoirs, due to severe heat losses [8,9]. For
thin-layer reservoirs, the use of horizontal wells has proven to be more cost-effective than
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vertical wells [10], thus the CSS integrated with horizontal wells has been widely used
worldwide [8,9]. A significant issue with the CSS is that steam channeling exacerbated
greatly after multiple cycles of steam injections, due to reservoir heterogeneities [11,12].
The channeled steams along high permeability areas lead to reducing the sweep efficient,
and hence the oil recovery factors are approximately 10~20% [13,14].

The conformance control is an efficient technology to increase steam sweep efficiency
and oil recovery factors in heavy oil reservoirs [15,16]. To date, the high-temperature-
resistant gel [17,18] and foam [19,20] system are the primary agents that have been used to
realize conformance control [21,22]. The gel system is typically formulated using polymer
and cross-linker [23,24]. The primary plugging mechanism of gel is that the injected gel
flows through the high-permeability channels and remains therein, which plugs steam
channels effectively [25]. When gel is injected by injection wells, it can change the direction
of flow to a lower permeability zone and block the offended areas [26]. As a result, the
steam sweep efficiency is improved during steam injection operations and then excess
coproduction of injection fluids (i.e., steam and water) is reduced [25]. However, the
conventional cross-linker decreased the performance when the reservoir temperature
rises over 120 ◦C [27]. A number of gel systems that can be used in high temperature
conditions were invented [28,29] and have been implemented successfully on many heavy
oil reservoirs [30,31].

Foam system usually includes foam and other gas, such as nitrogen (N2) and carbon
dioxide (CO2), in addition to hydrocarbon gas [32,33]. Compared with CO2 and hydrocar-
bon gas, N2 is capable of better stability and flooding in high temperature reservoirs [34].
Foams injected into formation can increase the steam viscosity to stabilize the displacement
process and reduce the capillary by the presence of surfactant [35,36]. Foams can also
restrain steam overlying to the top of reservoirs and prevent steam channeling in the
high permeability regions [37]. Meanwhile, the foams help reduce the heat loss of steam
injection and steam migration, due to low thermal conductivity [38]. Compared with the
gel systems, the N2-foam system exhibits better temperature-resistance capability and is
beneficial to reducing underground heat loss [39,40]. However, the presence of oil has a
significant effect on the stability of foam [32,33]. Many experiments confirmed that they
could overcome this problem by optimizing the foaming agent system [41,42]. The injected
foam is capable of blocking the water flow pathways without affecting the oil, which
therefore is advantageous to reducing produced water volume.

It is important to evaluate the improved oil production of conformance control prior to
field implementation, in order to ensure the cost-efficiency. To date, preliminary evaluations
are commonly undertaken with numerical simulations, which require specific numerical
simulators that are usually expensive. Besides, numerical simulations are usually quite
time-consuming. Thus, it should be of practical significance to construct an accurate and
robust model for the fast prediction of the improved oil production of conformance control
after CSS. This paper proposes the use of the extreme gradient boost (XGBoost) [43,44]
to estimate the EOR of CSS, with a focus on the heavy oil reservoirs of the Chunfeng
Oilfield. The validity of the prediction model was tested using both synthetic and real field
production data. Sensitivity of the influencing factors was quantified using the permutation
information (PI) method.

2. Methods

2.1. Database

Valid and extensive data are mandatory for the construction of a reliable prediction
model based on supervised learning methods [45–47]. In this study, the datasets were
constructed by numerically simulating the CSS and the subsequent conformance control
process, based on the geological feature and fluid property of the Southern P601 block of
the Chunfeng Oilfield [48].
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2.1.1. Construction of the Geological Models

The reservoir models used for constructing the datasets were extracted from a pre-built
base geological model for the Southern P601 block in the Chunfeng Oilfield, which is an
extreme high-viscosity reservoir that is characterized with low thickness, high permeability
and high oil viscosity (Table 1). The base model for the Southern P601 block was initially
constructed using the sequential Gaussian–Bayesian simulation [49], based on the logging
data of 98 wells (Appendix A). A number of 200 scenarios of the sub-model were extracted
from the base model (Figure 1). Each extracted model consists of 40, 21 and 10 grid blocks
in the x-, y- and z-directions, respectively. The dimension of each grid block is 10 m, 10 m
and 0.5 m in the x-, y- and z-directions, respectively. The uncertainty of top depth, net to
gross ratio, permeability and porosity were considered in real reservoirs (Figure 2).

Table 1. The properties of the Southern P601 block in the Chunfeng Oilfield.

Property Minimum Value Max Value

Depth (m) 500 700
Thickness (m) 3 6

Porosity 0.18 0.41
Permeability (mD) 340 14,200

Formation temperature (◦C) 28 36
Formation pressure (MPa) 5.7 6.1
Viscosity at 34 ◦C (mPa·s) 55,000 57,211

Figure 1. Workflow for predicting the performance of conformance control by numerical simulation, including extracted
model, and calculating the oil increment of conformance control.
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(a) (b)

(c) (d)

Figure 2. Distribution of top depth, NTG, permeability and porosity of the reservoir model. (a) Top depth distribution
(579 m in average), (b) net to gross ratio distribution (0.47 in average), (c) permeability distribution (5405 mD in average),
(d) porosity distribution (0.31 in average).

The heterogeneity has a great influence on production performance in heavy oil
reservoirs. Therefore, it is very necessary to consider the heterogeneity in numerical
simulation models of cyclic steam stimulations. To reflect the heterogeneity of heavy
oil reservoirs, we calculate the average of top depth, NTG, permeability and porosity in
numerical simulation models. Variation coefficient of permeability (vk see Equation (1)) and
permeability ratio (αk see Equation (2)) are also important parameters for the heterogeneity
of reservoirs. Therefore, we incorporate the average of NTG, permeability and porosity,
variation coefficient of permeability and permeability ratio into the geological features and
take them into account in XGBoost model training.

vk =
1
k

√√√√ 1
n

n

∑
j=1

(
kj − k

)2
(1)

αk =
kmax

kmin
(2)

where vk is the variation coefficient of permeability; kj is the average permeability of j layer;
k is the average permeability of reservoir; kmax is the maximum permeability of reservoir;
kmin is the minimum permeability of reservoir.
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2.1.2. Numerical Simulation Setup

Numerical simulations were conducted using the CMG’s STARS simulator in this
study. The STARS is capable of simulating water/gas/oil flow, heat transfer, plugging
agent chemical reactions and the associated plugging effects, which has been used widely
for predicting the performance of thermal recovery in heavy oil reservoirs [50,51].

The injection of high-temperature steam into heavy oil reservoirs tends to reduce the
oil viscosity and enlarge the two-phase flow span of relative permeability curves [52]. The
dependence of oil viscosity on temperature is shown in Figure 3. For relative permeability,
we defined saturation endpoints at different temperatures (Figure 4), and then relative
permeability can be determined by endpoint scaling due to the similarity [53]. The heat
loss through the roof and ceil layers was considered using the semi-analytical infinite-
overburden heat loss model that was proposed by Vinsome, P.K.W. [54]. Key thermal
parameters of the reservoir and formation fluids are given in Table 2.

Figure 3. Oil viscosity versus temperature in the simulation model.

Figure 4. Relative permeability curves used in the simulation for (a) water–oil and (b) liquid–gas.
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Table 2. The key thermal reservoir parameters.

Parameter Value

Reservoir rock thermal conductivity (J/m·day·C) 1.634 × 105

Water phase thermal conductivity (J/m·day·C) 5.99 × 104

Oil phase thermal conductivity (J/m·day·C) 9.77 × 103

Gas phase thermal conductivity (J/m·day·C) 1.9 × 103

Volumetric heat capacity of over-/under-burden rock (J/m3·C) 2.575 × 106

Thermal conductivity of over-/under-burden rock (J/m·day·C) 1.055 × 105

Thermal expansion coefficient 1 × 10−6

In this study, we considered two popular plugging agents that have been widely used
for conformance control, namely the gel and nitrogen foam. When cross-linker and polymer
were injected underground, they formed a mixture in the high permeability region that
is called in situ gel [55]. The blocking mechanisms of the gel are based on the adsorption
of injection chemicals in the porous media and the residual resistance factor (RRF) that
reduces the effective permeability [56,57]. We set that the value of RRF was 40 in our model.
Meanwhile, a chemical reaction was set up to complete the underground gelation process.
Firstly, three components of the gel are designed, including the xlinker, the xanthan and
the gel generated by the reaction. The chemical reaction rate is set at 16, and different gel
injections are simulated by controlling the injection amount of xlinker and xanthan. The
concentration of xlinker and xanthan is 0.002% and 0.1%.

Two methods, namely the mechanism method and the empirical approach, are im-
plemented in STARS to simulate nitrogen foam conformance control. In this study, the
empirical approach was used, considering foam plugging water without plugging oil,
through an interpolating relative permeability curve that decreased the fluidity of foam,
which needed fewer parameters and conveniently used the field scale [53,58]. The relative
permeability is interpolated based on a dimensionless “interpolation factor (FM)” that is
shown on Equation (3) [53].

FM =

{
1 + MRF

( ωs
ωsmax

)es
(

Smax
o − So

Smax
o

)eo
(

Nre f
c

Nc

)ev}−1

(3)

where FM varying between 1 (no foam) and (MRF)−1 (strongest foam) where MRF was
the maximum mobility reduction factor obtained via maximum surfactant concentration
(ωsmax) or capillary number (Nre f

c ), and was valued at 100, 5 × 10−5 and 2 × 10−4, respec-
tively, in our model. The es, eo and ev were exponents, and were chosen as simply 1, 1 and
0.3, respectively. Smax

o was the maximum oil saturation above which no foam will form and
the value of Smax

o was set at 0.6 in our model [59].
Three components (i.e., water, foaming agent and nitrogen) were used to generate

a nitrogen foam system. We controlled the injection rate of foaming agent and nitrogen
to simulate different injection rates of nitrogen foam. In the numerical simulation model,
relative parameters with the nitrogen foam system were set as follows: an injection rate
of nitrogen at 10,000 m3/d, foaming agent concentration of 0.6%, injection rate of the
foaming agent between 0.2 and 0.6 PV, injection temperature of 34 ◦C and injection mode
of continuous injection.

To perform CSS in the numerical simulation model, we set up an injection well at the
same location as the production well to simulate the injection of steam, and cycling group
events were used to control the cycles switch. Cycling group events included three cycle
parts (i.e., steam injection, soaking and production that were altered by setting the injection
rate, soaking time and production rate). When the oil rate reached 3 m3/d or the production
time lasted 180 d, a new cycle was started. Different cycle parts parameters were set in
different geological models, as operation features trained in XGBoost models. Steam quality
and steam injection temperatures also have an effect on well production performance [60].
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Hence, we also selected both steam quality and steam injection temperatures as operation
features. With the production continuing, oil rate did not meet our requirements, and
we took conformance control for production wells using different plugging agents in
different development stages (i.e., water cut, oil rate and oil recovery). After conformance
control in a cycle, the production well also performed ten cyclic steam stimulations in
the same operation parameters. Another cyclic steam stimulation model that had the
same production cycles was compared with the cumulative oil result of the model of
conformance control to calculate the oil increment of measures (Figure 1). The parameters
of development stages were also selected as training features to train the XGBoost model.

In conclusion, three types of feature parameters (i.e., geological parameters, operation
and conformance control timing) will be input data. Considering a reasonable range
of parameter variations, we generated 200 simulation cases for every plugging agent to
randomly make up the input database. Ranges of the geological parameters, operation and
conformance control timing are summarized in Table 3. According to the design above,
we constructed 800 numerical simulation models to obtain oil increments of conformance
control measure. Therefore, the datasets need to be collated after carrying out the numerical
simulations. Consequently, a total of 400 completed samples, including a different plugging
agent, composed of oil increment and corresponding parameters, constitute the production
dynamic database required for XGBoost training.

Table 3. Summary of the database used for constructing the estimation model.

Parameter Types Parameter Name Minimum Value Maximum Value

Geologic parameters

Top depth (m) 509.91 592.81
Porosity 0.29 0.36

Net to gross 0.36 0.80
Permeability (mD) 4217.06 6747.66

Variation coefficient of permeability 0.12 0.36

Operation parameters for
cyclic steam stimulation

Steam quality 0 1
Steam injection temperature (◦C) 270 350

Soak time (d) 2 7
Cumulative injection of plugging agent (PV) 0.2 0.8

Conformance control timing

Production rate (t/d) 25 40
Water cut (%) 60 95
Oil rate (t/d) 3.49 18.83

Oil recovery (%) 2.38 7.58

2.2. Principal of XGBoost Trees

The XGBoost is a supervised learning algorithm proposed by Chen [43] under the gra-
dient boosting framework. The XGBoost integrates multiple classification and regression
tree (CART) models to form a classifier with strong generalization abilities. Each CART
consists of a root node, a set of internal nodes and a set of leaf nodes (Figure 5a). Given a
dataset D = {(Xi, yi)}, (Xi ∈ R

m, yi ∈ R, i = 1, 2, . . . , n) that consists of n samples with m
feature variables, the XGBoost output is computed as the sum of the predicted values of a
number of K CARTs (Figure 5b), with the mathematical model expressed as

ŷi =
K

∑
k=1

fk(Xi), fk ∈ F (4)

where fk is the Kth independent tree; ŷi is the output computed using XGBoost tree. The
space of a CART tree (F ) is represented with

F =
{

f (X) = ωq(X)

}
,
(

q : Rm → T, ω ∈ R
T
)

(5)
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where q is a decision rule that maps an example to a binary leaf index; ωq(X) is the fractions
of leaves that form a set; T is number of leaf nodes; ω is the weight of leaf.

Figure 5. Illustrations of the (a) CART model and (b) boosting ensemble trees [46,47].

In order to establish the prediction model f(x), the following objective function L(φ)
is to be minimized

L(φ) =
n

∑
i

l(ŷi, yi) +
K

∑
k

Ω( fk) (6)

Ω( f ) = γT +
1
2

λ‖ ω ‖2 (7)

where l is a differentiable convex loss function; Ω is regularized terms that limit the
complexity of the model; γ is the coefficient of loss function; λ is the regularized term
coefficient; ω is the weight of the leaf.

The first term on the right side of Equation (6) is the loss function term that is a
differentiable convex function. For regression problems, the mean square error is common.
By adding the loss function, we can obviously reduce the mean square error. The second
term is the regularization term, which stands for the sum of the complexity of each CART.
In the process of minimizing the objective, XGBoost applies a series of techniques to control
the complexity of the model and prevent overfitting, e.g., regularization, optimize hyper-
parameters and set early stopping rounds [61–63]. For more details on the mathematical
formulations of the XGBoost model, readers are referred to [43,46,47].

2.3. Construction of the Prediction Model

In this paper, the open source XGBoost package in Python [43] was implemented
to construct the prediction model for the prediction of potential conformance control
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after multi-cycle steam stimulation on three types of input features, namely geological
parameters, operation and conformance control timing. There are thirteen parameters in
the database and the whole database was randomly divided into two parts, namely the
training (80%) and testing (20%) sets. The 320 samples consisting the training set were
used to train the XGBoost model and to determine the optimal hyperparameter values for
the XGBoost trees; the remaining 180 samples constructing the testing set were used to
examine the stability and robustness of the prediction model.

There is a type of parameter called hyperparameters in machine learning, which must
be set manually before the process of learning. Empirically, the optimal hyperparameters
can significantly improve the performance and effect of the XGBoost model. Learning rate
(LR) can improve the generalization ability of the XGBoost model by reducing the feature
weight. Min child weight (MCW) determines the sum of weight in a minimum child.
A large MCW value makes the boost model avoid learning part of the special samples,
while an exorbitant MCW value will lead to underfitting. Maximum tree depth (MTD)
is connected with the complexity of the ensemble model, and increasing the MTD value
can find more specific and more local samples [64–67]. The number of trees (n) is another
important hyperparameter; eliminating potential overfitting requires one to add a larger
n value and smaller LR value to the boosting model [68]. To get the optimal compound
mode of these four key hyperparameters, we adopt the K-fold cross-validation integrated
with the exhaustive grid search approach for the optimization [69–72].

In our XGBoost model, we first specify the range of hyperparameters that search the
space with manual tuning. Five grid values in each of hyperparameters will be adjusted,
and 5 × 5 × 5 × 5 = 625 searching scenarios were produced (Table 4). There were remaining
hyperparameters that may exert minor effect on the performance, for which we adopted
default values [53,68]. For each searching scenario, the K-fold (K = 5) cross-validation
approach was applied to calculate the coefficient of determination (R2) for each fold.
The maximum averaged R2 on the 5-fold subsets was the optimal compound mode of
hyperparameters that will be set in our XGBoost model.

Table 4. Ranges of key hyperparameter values for the XGBoost used in cross-validation.

Hyperparameter Description Range

LR Learning rate used for preventing over-fitting 0.01, 0.05, 0.10, 0.15, 0.2
n The number of independent trees that form the ensemble 1000, 1500, 2000, 2500, 3000

MTD The maximum number of edges from the leaf to the root node 2, 3, 4, 5, 6
MCW The minimum sum of weights of all observations required in a child 1, 3, 5, 7, 9

γ The minimum loss reduction term required to further split a leaf 0
Subsample The ratio of observations for sampling to construct each tree 1

Column sample by tree The ratio of columns for sampling to construct each tree 1
α L1 regularization term on weights that is similar to lasso regression 0
λ L2 regularization term on weights that is similar to ridge regression 1

2.4. Evaluation of the Prediction Model

To quantitatively evaluate the performance of the prediction model, three statistical
matrices were used, namely the mean absolute error (MAE), mean relative error (MRE)
and coefficient of determination (R2), which are written as

MAE =
1
N

N

∑
i=1

|yi − ŷi| (8)

MRE =
1
N

N

∑
i=1

∣∣∣∣yi − ŷi
yi

∣∣∣∣ (9)

R2 =
N

∑
i=1

(yi − ŷi)
2

/
N

∑
i=1

(yi − y)2 (10)
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where yi and ŷi are the true and prediction models of the oil increment of conformance
control, respectively, y is the mean value of the calculated oil increment of conformance
control, and n is the number of data sample points.

3. Results and Discussion

3.1. Training and Validation of the Prediction Model

The exhaustive grid search approach integrated with the five-fold cross-validation
shows that the XGBoost predictions are obviously affected by the hyperparameter setting.
Table 5 gives the top five scenarios with the highest averaged R2. As can be observed,
both the MTD (3) and the LR (<0.1) are relatively small among these top five scenarios,
which is consistent with the previous studies [46,47,73] that recommended small MTD and
LR values in order to attain the strong generalization capability. The MCM is consistent
(7) among these five scenarios, which is larger than the default value given in [68]. A
higher MCW value is beneficial to the improvement of generalization capability for the
XGBoost model [74,75]. The number of trees (n) exhibits significant variations among these
five scenarios, which indicates that this hyperparameter exhibits a minor effect on the
prediction accuracy for the specific problem in this paper.

Table 5. Top five R2 for MTD, LR, MCW and n, determined with cross-validation.

No. MTD LR MCW n Average R2

1 3 0.01 7 3000 0.971
2 3 0.01 7 2500 0.970
3 3 0.01 7 2000 0.970
4 3 0.01 7 1500 0.969
5 3 0.05 7 1000 0.968

Figure 6 depicts the prediction results of different plugging agents for training sets
and testing sets using the constructed XGBoost prediction model (with the hyperparam-
eter values producing the highest R2). It is shown that the sample points in the training
sets for both N2-foam and gel are approximately located on the 45-degree line (Figure 6),
representing relatively high training accuracies. The majority of the data points in the
testing sets are grouped around the 45-degree line, although several outliers deviate obvi-
ously from the 45-degree line. Generally, the distribution of the data points in the testing
sets exhibits a more scattered pattern than the training sets, which may be attributed to
the uncertainties with the XGBoost modelling process [68]. Recall that the datasets were
generated using numerical simulations based on stochastic geological models and that
the information on the spatial heterogeneity was not included in the model input. As
the spatial heterogeneity exerts non-negligible effect on the thermal recovery of heavy
oil [76,77], the exclusion of information on spatial distribution of formation properties such
as NTG, porosity and permeability inevitably result in predication inaccuracies. To possibly
eliminate uncertainties with modeling process, we calculated average values of formation
properties as input parameters for XGBoost model. However, the same formation parame-
ters and input parameters inevitably include different spatial distributions. Nonetheless,
the evaluation matrices, as shown in Table 6, demonstrate overall acceptable error ranges
for the validation sets, indicating the constructed models have relatively strong robustness
and generalization capability in predicting the unseen data. Besides, this paper is targeted
at developing a prediction model for the preliminary screening of the conformance control
performance, in order to quickly determine the most suitable well(s) for possible field
applications of conformance control; thus, the modeling accuracies are generally acceptable
from the perspective of engineering applications.

3.2. Verification of the Model with Real CSS Horizontal Wells

In this section, the constructed prediction model was further verified with real CSS
horizontal wells in the P601 heavy oil reservoir of the Chunfeng Oilfield. Field production
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practices suggest that the CSS horizontal wells in the target area can be generally grouped
into three categories according to their production characteristics. The first type includes
wells that exhibit relatively initial high oil production rates (>20 t/d) and subsequent
sharply decreasing trends after approximately five to seven steam stimulation cycles
(Figure 7a). The second type of wells are characterized with a gradual climbing trend
of oil rates in the initial 5–7 steam stimulation cycles and then a decreasing trend after
7–10 steam stimulation cycles (Figure 7b). The peak oil rates are generally less than 20 t/d
for these type of wells. The third type of wells demonstrate relatively low oil rates (<10 t/d)
throughout the production life-span (Figure 7c), which were generally shut-in after only
5–10 steam stimulation cycles, due to uneconomic production rates (<2 t/d).

Figure 6. Cross plots of the true and prediction profile control oil increment using the XGBoost for
the (a) N2-form and (b) gel.

Table 6. Summary of the evaluation matrices for N2-foam and gel.

Matrices N2-Foam Gel

Training set
MAE, t 5.25 12.37
MRE, % 0.57 0.09

R2, fraction 0.995 0.999

Testing set
MAE, t 45.93 80.89
MRE, % 5.01 0.059

R2, fraction 0.901 0.944

Whole set
MAE, t 21.41 26.07
MRE, % 2.6 0.019

R2, fraction 0.967 0.988
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Figure 7. The production performance of three categories of wells. (a) The wells of relatively initial
high oil production rates and subsequent sharply decreasing trends. (b) The wells of a gradual
climbing trend of oil rates in the initial cycles and then a decreasing trend. (c) The wells of relatively
low oil rates throughout the production life span.
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A number of six horizontal wells with production characteristics that can be catego-
rized into one of the above three types were picked out from the target block. History
matching and subsequent conformance control simulations were conducted for these wells
(Figure 8). For each well, the properties for the N2-foam and gel were assigned with the
same identical values as previously set. Operational parameters associated with N2-foam
were set with an injection rate and total injection volume of 10,000 m3/d and 0.2 PV, re-
spectively. Operational parameters associated with gel generation were the injection of
polymer and xlinker, which were 0.2 PV and 0.02 PV, respectively.

Figure 8. Cont.
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Figure 8. History matching of cumulative oil, oil rate, and water cut for three types of production wells. (a–f) History
matching of cumulative oil and oil rates for P226, P235, P188, P185, X296 and X265, respectively. (g–l) History matching of
water cut for P226, P235, P188, P185, X296 and X265, respectively. P226 well and P235 well belong to the first type, P188 well
and P185 well belong to the second type and X296 and X265 belong to the third type.

Key reservoir parameters calibrated with history matching were used as inputs into
the XGBoost model to estimate the conformance control performance. Figure 9 compares
the predicted incremental oil productions using numerical simulations and using the
XGBoost model. As can be observed, the incremental oil productions estimated with the
XGBoost agree well with the simulated values for both the N2-foam and gel agents. The
MAE and MRE for the N2-foam agent are 67.65 t and 7.99%, respectively. The MAE and
MRE for gel agent are 132.68 t and 12.55%, respectively. These matrices suggest a relatively
strong reliability of the constructed model for evaluating the conformance performance of
real wells.

3.3. Quantitative Evaluation of the Input Feature Importance

In this section, the permutation importance (PI) [78,79] was used to quantify the effect
of each input variable to the incremental oil production using different plugging agents.
The PI is able to accurately evaluate the non-monotonicity of the input variable, which is
superior to other commonly used measures, such as Pearson and Spearman correlation
coefficients, which can only reflect linear correlations [78].
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Figure 9. Comparisons of prediction results for profile control potential using the numerical simu-
lation and XGBoost prediction model. (a) Potential of N2-foam profile control. (b) Potential of gel
profile control.

Figure 10a showed that the NTG has the highest PI value and exerted the most sig-
nificant influence on the potential of N2-foam conformance control among all the factors
investigated. The net to gross can affect the value of geological reserves; therefore, the
geological reserves can make a great impact on the potential of N2-foam conformance
control. The PI of the N2-foam injection and variation coefficient of permeability are
comparable, which are slightly higher than that of oil recovery and steam quality. The
variation coefficient of permeability affected the degree of stratigraphic heterogeneity, and
the heterogeneity, to some extent, impacted the potential of N2-foam conformance control.
The steam quality can influence oil recovery of thermal recovery in the heavy oil reservoir,
so the PI of steam quality was similar to that of oil recovery. The PI of the oil rate was
less than the PI of the parameters mentioned above, and the oil rate can also affect the
potential of N2-foam conformance control. The injector temperature, soaking time, porosity,
water cut and production rate has the lower PI among all factors investigated and these
parameters had little influence on the potential of N2-foam conformance control. As a
summary, the ranking of input variables in terms of decreasing importance to the potential
of N2-foam conformance control was net to gross>>N2-foam injection> variation coeffi-
cient of permeability>oil recovery>steam quality>oil rate>injector temperature>soaking
time>porosity>water cut>production rate.
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Figure 10. PI values for input variables in (a) N2-foam and (b) gel conformance control.

Figure 10b showed the results of permutation importance of gel conformance control.
The process of calculation and sorting PI was similar to N2-foam conformance control,
which need not be specifically described again. As a short summary, the ranking of
input variables in terms of decreasing importance to the potential of gel conformance
control were: oil recovery >> Net to gross > gel injection > steam quality > variation
coefficient of permeability > oil rate > production rate > water cut > injector temperature >
porosity > soaking time. Compared with the PI of N2-foam conformance control, the oil
recovery before conformance control can exert more significant impact on the potential
of gel conformance control. This is due to the different conformance control mechanisms
of N2-foam and gel. Gel injected into formation blocks the steam channel and achieves
the conformance control, while N2-foam implements conformance control through two
processes, one is that N2 is an inert gas which can reduce the heat loss and maintain
high temperature in formation, another is that foam prevents the flow of water and does
not affect the flow of oil. Gel conformance control cannot hold the process of thermal
recovery but N2-foam can keep this process. Therefore, the oil recovery of thermal recovery
influenced by the potential of gel conformance control is more important than N2-foam
conformance control.

4. Conclusions

By coupling supervised learning and reservoir numerical simulation techniques, this
paper proposes a fast and accurate method for predicting the potential of conformance con-
trol for heavy oil after multi-cycle steam stimulation. We used the K-fold cross-validation
integrated with the exhaustive grid search approach to optimize the hyperparameters of
XGBoost. After training the boosting trees using a database obtained from numerical simu-
lations, the trained XGBoost model is capable of predicting the potential of conformance
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control for wells with better efficiency and accuracy. The performance of the new model
was examined by statistical matrices, including mean absolute error (MAE), mean relative
error (MRE) and coefficient of determination (R2). In addition, we used PI to quantify the
importance of each input variable for the potential of conformance control for N2-foam
and gel. Furthermore, this constructed model was implemented in real production wells
of the Chunfeng oilfield and achieved excellent results. The key results are summarized
as follows:

(1) The XGBoost model can predict the potential of conformance control by reproducing
the underlying correlation between each input feature and oil increment measures.
The statistical matrices (MAE, MRE and R2) for N2-foam are 5.25 t, 0.57% and 0.995 for
the training set and 45.93 t, 5.01% and 0.901 for the testing set, respectively. The
statistical matrices for the gel are 12.37 t, 0.09% and 0.999 for the training set and
80.89 t, 0.059% and 0.944147 for the testing set, respectively. For the two types of
plugging agent, the absolute relative errors for most of the data samples are less than
10%, and the maximum relative error is less than 20%.

(2) The input variables in a sequence of decreasing importance to the potential of
conformance control for N2-foam, as quantified by the PI, are net to gross>>N2-
foam injection>variation coefficient of permeability>oil recovery>steam quality>oil
rate>injector temperature>soaking time>porosity>water cut>production rate. While
for gel the PI are oil recovery>>net to gross>gel injection>steam quality>variation
coefficient of permeability>oil rate>production rate>water cut>injector tempera-
ture>porosity>soaking time. Different arrangements of PI are caused by the con-
formance control mechanism of N2-foam and gel.

(3) The XGBoost model showed excellent performance that predicted the potential of
conformance control for three types of real production wells in the Chunfeng oilfield.
The maximum absolute error and relative error were 186.49 t and 17.28%, respectively.
Comparing with the traditional numerical simulation method, our proposed model
reduced the prediction time greatly, with similar prediction accuracy. This method can
be applied in actual situations and provide a new view on the design of governance
processes after multi-cycle steam stimulation.
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Appendix A

Based on geological features of southern P601 block, we constructed the base geologi-
cal model by using random geostatistical simulation (i.e., the sequential Gaussian–Bayesian
simulation) [79]. The base geological model was imported to commercial numerical simu-
lation software (i.e., CMG [38]) generating a base numerical simulation model. The grid
top, net to gross ratio, permeability and porosity of numerical simulation model can be
seen in Figures A1–A4, respectively.
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Figure A1. Grid top of numerical simulation model.

Figure A2. Net to gross ratio of numerical simulation model.
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Figure A3. Permeability of numerical simulation model.

Figure A4. Porosity of numerical simulation model.
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Abstract: The Dongsha Island (DS) is located in the mid-northern South China Sea continental margin.
The waters around it are underlain by the Chaoshan Depression, a relict Mesozoic sedimentary basin,
blanketed by thin Cenozoic sediments but populated with numerous submarine hills with yet less-
known nature. A large hill, H110, 300 m high, 10 km wide, appearing in the southeast to the Dongsha
Island, is crossed by an ocean bottom seismic and multiple channel seismic surveying lines. The
first arrival tomography, using ocean bottom seismic data, showed two obvious phenomena below
it: (1) a low-velocity (3.3 to 4 km/s) zone, with size of 20 × 3 km2, centering at ~4.5 km depth and
(2) an underlying high-velocity (5.5 to 6.3 km/s) zone of comparable size at ~7 km depth. MCS
profiles show much-fragmented Cenozoic sequences, covering a wide chaotic reflection zone within
the Mesozoic strata below hill H110. The low-velocity zone corresponds to the chaotic reflection
zone and can be interpreted as of highly-fractured and fluid-rich Mesozoic layers. Samples dredged
from H110 comprised of illite-bearing authigenic carbonate nodules and rich, deep-water organisms
are indicative of hydrocarbon seepage from deep source. Therefore, H110 can be inferred as a
mud volcano. The high-velocity zone is interpreted as of magma intrusion, considering that young
magmatism was found enhanced over the southern CSD. Furthermore, the origin of H110 can
be speculated as thermodynamically driven, i.e., magma from the depths intrudes into the thick
Mesozoic strata and promotes petroleum generation, thus, driving mud volcanism. Mud volcanism
at H110 and the occurrence of a low-velocity zone below it likely indicates the existence of Mesozoic
hydrocarbon reservoir, which is in favor of the petroleum exploration.

Keywords: Dongsha Waters in the northern South China Sea margin; velocity inversion; mud volcano;
magma intrusion; Mesozoic hydrocarbon

1. Introduction

Generally, a mud volcano is formed by eruption of mud, gas, and fluid, often con-
taining hydrocarbon, water, and so on; thus, it is an indicator of petroleum leakage from
deep [1]. Because of rich fluid filling within porous sediments, seismic wave velocity in a
mud volcano is low [2], and reflection from it becomes chaotic or blank [3]. The erupted
mud may contain petroleum-associated mineral assemblage from the source layer in the
depths [4]. The leaked methane can feed methanotrophic and deep-water organisms, pro-
ducing authigenic carbonates on the seabed. Mud volcanism can be triggered by plate
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compression [5], gravitational instability [6], and thermodynamic drive [7]. Submarine mud
volcanoes have been widely found over the world, e.g., in the Gulf of Mexico, the Caspian
Sea [8], and the onshore and offshore Southwest Taiwan Island [5], where petroleum or gas
hydrate are rich.

The Dongsha Island (DS) is located in the mid northern South China Sea (SCS) conti-
nental margin (Figure 1), where the Chaoshan Depression, a Mesozoic basin, relicts [9]. It is
considered an exploration target area for Mesozoic hydrocarbon [10,11]. The waters are rich
with young submarine hills. Some hills, e.g., MV3, MV8, southwest of the DS (Figure 2),
were found in recent studies as mud volcanoes featuring chaotic or blank reflection zones
on multichannel seismic (MCS) profiles, gas plume on CHIRP (Compressed High-Intensity
Radiated Pulse) sub-bottom profiles, and abundant authigenic carbonate and deep-water
organisms in dredged samples from the seabed [12]. However, their dynamic origins
remain unknown, due to lack of deeper imaging.

In the waters southeast of the DS, there are also several submarine hills (Figure 2).
Whether they are volcano or mud volcano is unknown, due to less investigation, but
important for exploration of Mesozoic petroleum. A topographically large one, H110,
~300 m high and ~10 km wide, is crossed by an OBS/MCS (Ocean Bottom Seismic/Multiple-
Channel Seismic) coincident survey line L2016-2, which can be helpful for revealing the
deep geologic structures and, therefore, understanding its nature and origin.

Figure 1. Locations of the Dongsha Island (DS), tectonic division [9], and seismic lines in the
northeastern South China Sea. PRMB = Pearl River Mouth Basin; CSD = Chaoshan Depression;
SWTB = Southwest Taiwan Basin; the box is the study area (also shown in Figure 2), and the black
circle denotes the OBS station.
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Figure 2. Bathymetry map of the DS waters (topographic data in 15” × 15” were downloaded from
ftp://topex.ucsd.edu/pub/srtm15_plus/topo15.grd (accessed on 1 October 2014)). Hill MV3 and
Hill MV8 were previously recognized mud volcanoes [12].

2. Geological Setting

The northern continental margin of the South China Sea has developed via magma-
poor rifting [13] of the Mesozoic margin of South China, since the latest Mesozoic Era with
a couple of major sedimentary basins formed [14] (Figure 1). The Chaoshan Depression
(CSD) is neighbored by two major Cenozoic rift basins, the Pearl River Mouth Basin (PRMB)
to the west and Southwest Taiwan Basin (SWTB) to the east, respectively. The PRMB is
filled with thick Cenozoic sediments [15,16] and has become a major petroleum and gas
production region. In the SWTB, many gas-seeping mud volcanoes are found along the
northernmost accretion-subduction zone of the Manila Trench, due to convergence of the
Philippine Sea Plate and the South China Sea [5].

Different from the PRMB and SWTB, where the crust has been highly faulted, de-
tached, and depressed [15,16], the CSD remains, for the most part, less rifted and sub-
sided [10]. It has developed with thin (~1 km) Cenozoic and thick (~5 km or more) Mesozoic
Erathem [9–11]. In the northwestern CSD, a drilling well, LF35-1-1, penetrated the Early
Cretaceous terrestrial and into Jurassic marine sequences, under thin Cenozoic cover [10].
Although the Early Cretaceous terrestrial contains a dense red bed, which features a seismic
wave velocity of 4.0–5.5 km/s [9], a couple of interlayers in the underlying Jurassic marine
strata were found with rich organic carbon [10]. In the southeast CSD, bottom simulating
reflectors (BSR) were found and interpreted as originated from petroleum leakage from
thick Mesozoic in the deep [11]. The Mesozoic basin seems to be an ample source and
awaits the discovery of petroleum [12].

On the whole, the northern margin of South China Sea is magma-poor, but there are
enhanced young magmatism locally, particularly around the southern CSD, in expressions
of volcanoes, shallow intrusive, and lower crust underplating, featuring high-velocity
(7.0–7.5 km/s) [13,17,18]. However, the impact of magmatism on the petroleum system in
the CSD is less known.
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The seismic survey line L2016-2 was initially designed to explore the magmatism over
the DS water. Wan, et al. [18] has used the OBS data to construct forward and inversion
velocity models and found two lower crust high-velocity (7.0–7.5 km/s) zones beneath the
middle and lower slope, in the southeast, close to the CSD. Both zones were interpreted
as formed by magma underplating. Their study focused on the crust but ignored the
submarine hills, as well the effect of magmatic intrusion on the sedimentary sequences in
the CSD.

3. Seismic Data

A seismic survey was conducted, onboard the RV Shiyan II of the South China Sea
Institute of Oceanology (SCSIO), Chinese Academy of Sciences, along the Line L2016-2,
in 2016. It crosses the northeast waters of the Dongsha Island and the lower continental
slope to its southeast, totaling 320 km long. The source of three BOLT airguns, with a total
volume of 4500 in3, were shot 1572 times, spacing 200 m, in 10 m water depth. Data were
simultaneously recorded using 14 ocean-bottom-seismometers (OBS) and a MCS streamer.

3.1. OBS Data
3.1.1. Collection, Pre-Processing, Phase Picks, and Analysis

The OBSs were developed by the Institute of Geology and Geophysics, China Academy
of Sciences. Each OBS contains one hydrophone, as well as one vertical and two horizontal
geophones. Fifteen OBSs were deployed, while fourteen of them were recovered, with OBS
six lost. Location and clock time, during the deployment and recovery of the OBSs, were
recorded in the log files.

In pre-processing, the raw OBS data were converted to SEGY format with UTIG’s
software OBSTOOL [19]. Bathymetry is constrained by the coincident MCS profile. Clock
drift is calculated by the readouts from the log files and used to correct the time of the OBS
data. The direct waves, in a 4 km window, centering on OBS deployment position, were
used to relocate the OBS falls on the sea bottom. As results, the space drifts were calculated
as 84 m (OBS 1), 194 m (OBS 2), 235 m (OBS 3), 1377 m (OBS 4), 757 m (OBS 5), 262 m
(OBS 7), 307 m (OBS 8), 228 m (OBS 9), 210 m (OBS 10), 127 m (OBS 11), 173 m (OBS 12),
176 m (OBS 13), 248 m (OBS 14), and 102 m (OBS 15), respectively. Offsets were recalculated
with the relocated OBS positions. A 5–15 Hz band-pass filter was tested and well applied
to suppress high frequency noise.

Each OBS record was displayed with a reduction velocity of 8 km/s. Depending on
the signal-to-noise ratio, either hydrophone or vertical components were selected to pick
the first arrivals. The first arrivals were picked for all OBS records. Records of OBS 1–OBS 5,
which are close to H110, were selected to be illustrated in Figure 3. According to phase
velocity, the picks include direct waves, labelled as Pw (1.5 km/s), and refracted waves,
in primitive recognition, from sedimentary layers (1.6–5.5 km/s), crystalline basement
(6–7 km/s), and Mantle (>7 km/s), i.e., Psed, Pg, and Pn, respectively (Figure 3). OBS 1
and 2 sat on the two sides of H110 (Figure 3), their records show that the first arrival waves
were clear in near offset (<30 km), with high signal-to-noise ratio (S/N), and visible in
middle and far range (offset >30 km), with low S/N. Three sedimentary layer-refracted
phase drops are found, with time jump from 2.25 s to 2.5 s at 12 km offset of OBS 1, 1.5 s
to 1.75 s at −5 km, and 2.25 s to 2.75 s at 10 km of OBS 2. These drops complicate the first
arrival phase curves, implicating complex velocity structure. OBS 3–5 also recorded rich
phases through H110. OBS 3 records show regular linear noises, likely due to a machine
problem, but the first arrivals are still legible. For the OBS 7–15 records, the first arrivals
are generally well recognizable to large offset.
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Figure 3. OBS 1–5 records. Dotted colour lines denote picks of the first arrivals.

3.1.2. Velocity Inversion

Velocity inversion requires an initial model. It is established in the following steps.
Firstly, a 320 km × 30 km blank model is constructed using cell space 0.25 × 0.25 km.
Secondary, it is endowed with bathymetry, converted from MCS time data, with a sea
water velocity of 1.5 km/s. Thirdly, the geometry of Moho discontinuity is assumed, with a
curve of three line sections. Fourthly, velocity is assigned by linear increase from 1.5 km/s
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to 8 km/s, with depth from seabed to Moho, and kept at 1.5 km/s in water and 8 km/s
beneath Moho (Figure 4a). OBS locations are projected onto the profile of L2016-2.

According to the S/N ratio, uncertainty of the first arrival time picks is assigned as
0.02 s for offset <30 km and 0.1 s for offset >30 km, respectively. To run velocity inversion,
the initial velocity model (Figure 4a), time picks of the first arrivals, location of OBS, and
bathymetry were input together into FAST program [20]. The number of iterations and
trade-off parameters (regularization factor) were tested to 20 and 5, respectively. To the
20th run, the root-mean-square misfit between the calculated and observed arrivals was
46.79 ms and normalized chi-square value (misfit of traveltimes to uncertainty of picks)
was 1.546 ms, both of which are usually regarded as satisfactory [21]. The observed (black
dot) and calculated (red dot) first arrivals for the initial (Figure 4b) and finial (Figure 4e)
velocity model were plotted to show the inversion process. The initial and final ray paths
are shown in Figure 4c,f.

The final velocity model (Figures 4d and 5) displays 2 remarkable features relating
to H110. One is that the velocity generally increases from 1.5 km/s to 5.5 km/s to 7 km
deep with an enclosed low-velocity zone 3 km thick, 20 km wide in depth of 3–5.5 km.
Velocity in the zone decreased from 4 km/s (periphery) to 3.3 km/s at core. Another is two
high-velocity (>5.5 km/s) zones. The west high-velocity zone (HVZ1) appears at 7–9 km
and underlies slightly to east of the low-velocity zone below H110. The east one (HVZ2)
centers at a model distance of 130 km, 3 km below the seabed.

 

Figure 4. Velocity by iterative inversion. (a) an initial velocity model; (b) the observed (black dot) and
calculated (red line) first arrivals for (a); (c) ray paths for (a); (d) inversed model in the 20th iteration;
(e) observed and calculated first arrivals for (d); (f) ray paths for (d). The box around H110 in (d) is
shown in Figure 5.
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Figure 5. Zoomed velocity profile around the hill H110, showing a large low-velocity (LVZ,
3.3–4 km/s) zone, followed by a high-velocity (HVZ1, 5.5–6.3 km/s) zone at different levels be-
low H110. Another high-velocity one (HVZ2, 5.5–6.3 km/s) appears to its east.

3.1.3. Checkerboard and Resolvability

To assess the resolution of the velocity inversion, the checkerboard method [21] was
used. Synthetic perturbations of the inversed velocity were set in the range of −5% to
5%. Four checkerboard models, using sizes of 10 × 2.5 km, 20 × 5 km, 40 × 10 km,
and 80 × 20 km, were tested (Figure 6). The resolvability was calculated with the Zelt
(1998) [21] formulae of starting and recovered velocities. For the low-velocity zone (depth
of 1–7 km) and the underlying high-velocity zone (depth of 7–9 km) beneath H110, the
velocity resolvabilities were partly greater than 0.7 for 10 km cell size and universally
higher for 20, 40, and 80 km cell sizes (Figure 7). The deeper part is less resolvable, due to
fewer arrival picks and sparser ray paths.

It is noteworthy that below H110, the 20 × 3 km low-velocity (3.3–4 km/s) zone,
appearing at 4.5 km depth and 30 × 3 km high-velocity (5.5–6.3 km/s) zone at 7 km depth
(Figure 5), are basically well-recovered, with a confident resolvability of 0.7 in disturbance
cell sizes of 10 × 2.5 km and 20 × 5 km, respectively (Figures 6 and 7).

3.2. Multichannel Seismic Data Processing and Reflection Characteristics

A multichannel seismic streamer, model Seal 428 (Sercel Corp, Nantes, France), 1.5 km
long, with 120 channels, spacing at 12.5 m, was deployed 12 m deep in the water, with a
minimum offset of 200 m, concurring with the OBS survey. The record time length was 14 s,
and the sample interval is 2 ms.

To reveal the reflection structure of H110, MCS data of the northern section of L2016-2
were processed using the CGG-GeoVation (CGG, West Perthm, Australia). The routine
procedures include amplitude compensation, bandpass filtering, CDP sorting, velocity
analysis, NMO correction, stacking, and migrating. The migrated profile fairly clearly
shows imaged structures before multiple waves, which smear the later portion, due to poor
suppression with low coverage (only 4 folds).
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Figure 6. Four checkerboard models for velocity perturbation, using 10 × 2.5, 20 × 5, 40 × 10, and
80 × 20 km cell sizes. The left suites display starting models and the right ones show recovered models.
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Figure 7. Model resolvability at four different disturbance cell sizes. When resolvability is greater or
equal to 0.7, the velocity model is deemed recoverable. H110 is basically resolvable for perturbation,
using cell size 20 km, and completely resolvable to ~9 km deep for coarser cell size 20, 40, and 80 km.

Two vintage MCS lines (NHD224, DS1776) crossing our research area were resorted to,
in order supplement the study of H110 (Figures 1 and 2). The MCS acquisition parameters
are listed in Table 1. Line NHD224 (Figure 8) runs north close to H110 and intersects with
Line L2016-2, and Line DS1776 (Figure 9) coincides with it for the most part. Both them
feature a clearer image with higher coverage.

Table 1. Acquisition parameter of MCS.

Line Name L2016-2 NHD224-S NHD224-N DS1776

Channels 120 480 480 564

Channel spacing (m) 12.5 12.5 12.5 12.5

Coverage 4 60 120 141

Shot spacing (m) 200 50 25 25

Minimum offset (m) 200 250 250 200

Sample interval (ms) 2 2 2 1

Record time length (s) 14 12 9 8

Source 3 BOLT airguns 32 BOLT airguns 32 BOLT airguns 40 BOLT airguns

Airguns Volume (in3) 4500 5080 5080 4100

119



Energies 2022, 15, 195

Figure 8. A MCS profile of NHD224 (a) that ran by a drilling well, LF35-1-1, and interpretation (b).
Tg is the unconformity separating the Cenozoic (Cz) from the Mesozoic (Mz) Erathem; Th separates
the Cretaceous (K1) from the Jurassic system (J); Tm separates the Middle and Higher (J2-J3) from the
Lower Jurassic (J1) series; T? is likely Triassic; red lines denote faults. Interpretation is referred to
by [9,11].

Line NHD224 starts from the vicinity of well LF35-1-1, where 1.6 km thick Mesozoic
strata were drilled. The profile clearly shows several major reflectors, Tg, Th, and Tm,
to depth (Figure 8). According to [11] Tg, featuring the strongest amplitude and highest
continuity, is recognized as the base of the Cenozoic Erathem. Th and Tm, featuring high
amplitude reflections, are the base of the Cretaceous and top of the early Jurassic (J1),
respectively. The Mesozoic strata become thicker toward the southeast. In the range of
shot point 3200–3778, the Cenozoic layers are cut by frequent faults, while the underlying
Mesozoic Erathem appears too chaotic to specify any interface or major fault. In terms
of the dips of the deep reflectors, this range sits a paleo-depocenter. On both sides of the
chaotic zone, reflectors are visible deep to ~3 s and ~4 s, respectively, implying 4 and 6 km
thick Mesozoic strata, using a velocity of 4 km/s. Hence, the thickness of the pristine
Mesozoic sediment within the chaotic zone is maybe at least 5 km.

Figure 9a is a composite MCS profile, comprising of the northwestern section of Line
L2016-2 (4 folds) and DS1776 (120 folds). It intersects with NHD224, in the mid-east of
the CSD (Figure 2), where the Mesozoic strata are ~5 km or thicker, while the reflections
are chaotic and weak. It reveals that there are several submarine hills, the highest one
is H110, which is a well conic edifice in 2D view, featuring eruptive structure. Over
H110, the overlying Cenozoic reflections are segmented by steep faults, while the deep
reflections become chaotic, excepting only few localities, where highly folded layers are
visible southeast of it. Given the thick Mesozoic layer around, the chaotic reflection zone
below H110 is interpreted as comprising of highly fractured Mesozoic strata (Figure 9b).
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Figure 9. A composite MCS profile of L2016-2 and DS1776 (a) and interpretation (b). There shows
several outcrop hills in the upper slope and buried ones in the lower slope. Because of multiples, the
section below 1.8 s in the L2016-2 profile is not shown.

4. Discussion

4.1. Phase Drop and Low-Velocity Zone

Three sediment-related phase drops are visible in the records of the OBSs near H110
(Figure 3). Generally, phase drops can be caused by a major fault, steep interface, or low-
velocity zone. The MCS profile (Figure 9a) shows neither major faults nor steep interface
underlying H110 that would result in the phase drops, so they should have arisen from
certain low-velocity variations, being consistent with the inversed low-velocity structure
(Figure 5).

4.2. Velocity Structure and Sedimentary Layer Division

In CSD, the Mesozoic and Cenozoic strata feature much different velocity [9]. The
Cenozoic strata comprise of the Neogene and Quaternary which are thin (totally <1 km)
and shortly lithified, thus giving very low-velocity, while the Mesozoic layers remain great
thickness (>5 km), despite high uplift and erosion. The Mesozoic strata includes Cretaceous
red beds, which are of high-velocity (up to 5.5 km/s). A case profile shows velocity jumps to
4.5–5.0 km/s, for the Mesozoic from 1.8–2.4 km/s, for the mid-Miocene [9]. Over the CSD,
the sedimentary column can be simplistically subdivided by seismic velocity as Cenozoic
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(1.5 km/s to 3.5 km/s) and Mesozoic (3.5 km/s to 5.5 km/s). Applying such a rule of
thumb to the velocity profile L2016-2 (Figure 6), the Cenozoic and Mesozoic strata beneath
H110 can be roughly estimated as ~1.5 and 5.5 km thick, respectively, which is roughly
comparable to the MCS interpretation (Figure 9).

4.3. Analysis of the Hill H110 and the Low-Velocity Zone

The submarine hill H110 features typical eruptive structure. An eruptive hill can be
formed by magma volcanism, in most cases, or by mud volcanism, in other cases. Whether
the hill is a magmatic volcano or mud volcano is discussed here.

The low-velocity zone below H110 centers at 4.5 km deep, a depth of the Mesozoic
layers. It can be caused by geofluid or melt. Suppose the low-velocity (3.3–4 km/s) zone
to be a melt-rich magma chamber, its appearance in shallow level (3–6 km, Figure 5) per
magma should have given rise to intense magmatism upward with a great energy, most
likely eruption as hill H110. If so, it would have cooled rapidly, making it hard to retain
low-velocity in the long term. Yet, the cooled magma would have generated a high-velocity
zone which, however, has not been resolved in our case nor in other reports [18]. Though
not improbably, it is less likely an active magma chamber.

Additionally, the samples [22] dredged from top of H110 contain no igneous rocks
from young volcanism. In fact, the samples (Figure 10) are rich of deep-water organisms
and authigenic carbonate nodules, which are always generated by biological methane
oxidation [23]. In terms of the X-ray diffraction (XRD) composition analysis (Table 2),
beside calcite and high-magnesian calcite, the carbonate nodules contain abundant illite,
kaolinite, and chlorite, which are usually sourced from buried and warmed deep strata [24].
The coeval mineral assemblage [25] and rich organisms can be deemed proxies of oil and
gas leakage.

 

Figure 10. (a) A slice of authigenic carbonate nodule, sampled from the surface of H110 (processed
and analyzed in SCISO). Along with calcite, the constituent minerals of the nodule contain illite,
kaolinite, and chlorite, reflecting sources from deep substrates; (b) a microscopic thin section view
of (a), showing rich biological fossils, which are unidentified.

The low-velocity zone in Figure 5 corresponds spatially to the fractured zone in
Figure 9. The velocity value, 3.3–4 km/s, is slightly less than that of the surrounding
Mesozoic strata (3.5–5.5 km/s) and can be correlated to high saturation porosity, 10–30%
(Figure 11), according to the Mavko, et al. [26] review on reservoir rocks. Thus, it is most
likely for rich geofluid to remain in the low-velocity zone below H110. According to the
aforementioned interpretation of the MCS profile (Figure 9), the fractured zone lies within
thick Mesozoic strata, mainly Cretaceous and Jurassic. As Jurassic interlayers were found
with a high content of organic carbon (~1.5%) in Well LF35-1-1, and tend to be thicker
southeastward [11]; it is reasonable that the low-velocity zone be rich of hydrocarbon
(Figure 5). In terms of these features and the hydrocarbon leakage, hinted by the surface
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samples, H110 can be judged as a hydrocarbon-related mud volcano, rather than an igneous
volcano.

Table 2. Minerals of representative samples (Figure 10a) from H110, analyzed using X-ray diffraction.

Mineral Ratio

illite 14.50%

high-magnesian calcite 36.00%

calcite 31.80%

kaolinite 3.10%

chlorite 5.10%

quartz 6.40%

iron-bearing dolomite 3.00%

 

Figure 11. Projection of the low-velocity range below H110 onto the classical statistics [26] of
velocity versus porosity in water-saturated sandstones. Curves I and II are based on equations for
unconsolidated [27] and consolidated sandstones [28], while III is for quartz-calcite rocks [29].

4.4. Analysis of the High-Velocity Zone HVZ1

The west high-velocity (5.5–6.3 km/s) zone HVZ1 appears at 7–9 km deep, following
the low-velocity zone below H110 (Figure 5). Its depth corresponds to the base of the Meso-
zoic strata, as well as the top upper crust. As the CSD is a relict Mesozoic Basin, suffering
less crustal extension than those Cenozoic Basins, basement relief seems smooth within
it, though usually ambiguous [9,17]. Thus, HVZ1 is less likely a protruding crustal block.
Generally, the seismic velocity of igneous and metamorphic rocks is higher (>5.5 km/s) [29].
Ruled out as sedimentary rocks, HVZ1 can be interpreted as a thick batholith, caused by
magma intrusion from deep crust (Figure 12), with considerations of enhanced, though
limited, young magmatism around the southern CSD. For example, the east one (HVZ2,
Figure 5) coincides spatially with the magmatic intrusive body at around SP 4000 of the
MCS profile DS1776 (Figure 9). South of the CSD, magmatic underplating has been sug-
gested in the lower crust by some workers [17,18], with discoveries of a high-velocity
(>7 km/s) zone. Furthermore, a volcano-patched band, with high gravity anomalies,
were found along the continental–ocean transition south of the CSD [13], within which
IODP 368/369 penetrated basalts on a couple of sea mounts [30]. Additionally, a few
post-spreading sills within the shallow sedimentary sequences were also recognized [31] in
a few localities in the southern PRMB, which are close to the CSD. Its intrusion may follow
the paleo-depocenter, where weak zone was inherited.
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Considering that HVZ1 succeeds the low-velocity zone below H110, they must have
a close three-party relationship, in terms of their origins, from which a scenario can be
figured out as follows. As the post-spreading magma intruded the thick Mesozoic strata
and solidified, the high-velocity zone HVZ1 formed at the base. When the thick host
strata absorbed heat lastingly, the organic matter was promoted to transform into rich
hydrocarbon. With accumulation of hydrothermal flow and petroleum, the geo-pressure
was increased to produce a hydro-fracture in the host strata. As a result, the low-velocity
zone was formed via a fractured zone filled with geofluid. As a comparison, the HVZ2 in
the southeast is covered with considerably thinner sediments, where no heat-absorbing,
low-velocity zone or mud volcanism appeared.

 

Figure 12. The geological interpretation alone Line L2016-2.

4.5. The Mechanism of Mud Volcano H110

With these arguments, a thermodynamic origin model (Figure 13) can be inferred
from mud volcanism at H110, i.e., magma derived from deep crust promoted petroleum
production before overpressure was achieved, and gas-bearing fluid were pressed upward
along fractures and erupted to, finally, form a mud volcano (Figure 13). Similarly, a small
magma intrusion in the depths has also been suggested to have stirred the catastrophic
Lusi mud volcanism in Indonesia [2]. H110 represents a thermodynamic driving mud
volcanism, different from those mud volcanoes in the Southwest Taiwan Basin, which were
caused by plate collision [5]. It may apply to that of mud volcanos in the southwest of DS
waters [12], in terms of their same geologic setting.

4.6. Mud Volcanism and Petroleum Exploration in the CSD

A mud volcano is always indicative of hydrocarbon leakage [8], often with methane
hydrate forming, when in deep sea. In the southeastern CSD, the Cenozoic layers appear
fragmented, often faulted to the seabed, reflecting recent activity. The existence of the large,
low-velocity zone below H110 may imply that there is still abundant oil and gas remaining
here, hopefully even as reservoirs in some anticlines (Figure 9). In a previous study,
numerous mud volcanos were found, likely active, in the southwestern CSD [12,22]. These
discoveries should be a favorable clue, in regard to Mesozoic hydrocarbon exploration
there. Because the depth of H110 ranges from 300 to 600 m below sea level, it is also possible
that gas hydrate accumulates in the deeper part.
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Figure 13. A schematic mud volcanism, driven by magma intrusion at the hill H110.

5. Conclusions

Both OBS and MCS data, acquired along seismic survey line L2016-2, were processed,
with a focus on the submarine hill H110. The velocity tomography using the first arrivals
of OBS data images a few large velocity structures under it with fairly high resolvability.
Collaborating coincident OBS/MCS results and geochemical analysis of samples dredged
from the seabed, three conclusions can be drawn, as follows.

(1) A large, low-velocity (3.3–4 km/s) zone, found below the conic hill H110, corresponds
spatially to the fractured zone of Mesozoic strata in the MCS profile, likely a fluid-rich
fractured zone. Dredged samples from the H110 surface, containing rich organisms,
as well clay minerals, such as illite, kaolinite, and chlorite, are indicative hydrocarbon
seepage. Therefore, the conic hill H110, featuring an eruptive structure, can be inferred
as a mud volcano.

(2) A high-velocity (5.5–6.3 km/s) zone, which appears 7 km deep, under the low-velocity
zone, is ascribed to magma intrusion. Thus, the mud volcanism at H110 may be
thermodynamically driven by magma intrusion into the Mesozoic sedimentary layers,
rich in organic matter.

(3) The mud volcanism and remains of the large low-velocity zone, associated with the
Mesozoic basin, implies an abundant hydrocarbon source and potential reservoir,
thus a likely favorable clue for Mesozoic petroleum exploration.
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Abstract: When tubing is in a high-temperature and high-pressure environment, it will be affected
by the impact of non-constant fluid and other dynamic loads, which will easily cause the tubing to
vibrate or even resonate, affecting the integrity of the wellbore and safe production. In the structural
modal analysis of the tubing, the coupling effect of the fluid and the tubing needs to be considered
at the same time. In this paper, a single tubing is taken as an example to simulate and analyze the
modal changes of the tubing under dry mode and wet mode respectively, and the effects of fluid solid
coupling effect, inlet pressure, and ambient temperature on the modal of the tubing are discussed.
After considering the fluid–structure interaction effect, the natural frequency of tubing decreases, but
the displacement is slightly larger. The greater the pressure in the tubing, the greater the equivalent
stress on the tubing body, so the natural frequency is lower. Furthermore, after considering the
fluid–solid coupling effect, the pressure in the tubing is the true pulsating pressure of the fluid.
The prestress applied to the tubing wall changes with time, and the pressures at different parts are
different. At this time, the tubing is changed at different frequencies. Vibration is prone to occur,
that is, the natural frequency is smaller than the dry mode. The higher the temperature, the lower the
rigidity of the tubing and the faster the strength attenuation, so the natural frequency is lower, and
tubing is more prone to vibration. Both the stress intensity and the elastic strain increase with the
increase of temperature, so the displacement of the tubing also increases.

Keywords: tubing; modal analysis; fluid-structure interaction; inlet pressure; temperature

1. Introduction

With the continuous development of high-temperature, high-pressure, and high-yield
gas wells, the difficulty of natural gas exploitation is increasing, which puts forward
higher requirements for wellbore integrity [1,2]. Tubing is an important part of natural gas
development. It is in a special environment and the load is complex and changeable [3,4].
The tubing will be affected by the impact of unsteady fluid and other dynamic loads, which
easily cause vibration and even resonance of the tubing string [5,6]. This will not only affect
the mechanical properties of the tubing, but accelerate the fatigue failure and affect the
integrity of the wellbore and safe production [7].

Many domestic and foreign scholars have conducted research on the modal analysis of
pipes or tubing strings. Lenwoue [8] established a poro-elasto-plastic model using nonlin-
ear finite element software, which aimed at analyzing the influence of drill string vibration
cyclic loads on the development of the wellbore natural fracture. Xu [9] established an
FEM of tubing erosion based on erosion mode, fluid–solid coupling, and the impact of
sand. The erosion rule and failure region on the tubing were obtained. Zhang [10] studied
the dynamical modeling, multipulse orbits, and chaotic dynamics of cantilevered pipe
conveying pulsating fluid with harmonic external force using the energy-phase method.
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Jiang [11] analyzed the modal characteristics of the simplified U-shaped tubing structure un-
der fluid–structure interaction using ANSYS Workbench software. Wróbel [12] undertook
experimental investigations in order to identify the influence of hydraulic pressure on the
natural frequencies and mode shapes of a basic hydraulic line model. Xin [13] analyzed the
two typical tubings (straight pipe and curved pipe) using the finite element method (FEM)
in ADINA software, in order to solve the problem whereby the vibration of a hydraulic
pipe poses a severe safety concern in aircraft. Lubecki [14] presented experimental studies
of dynamic changes in the length of a microhydraulic hose under the influence of step
pressure and flow load. Chai [15] proposed a simplified bilinear stiffness and damping
model according to hysteresis loops of the clamp obtained from experimental testing. Then,
the finite element model of an L-type tubing system with clamps was established using Tim-
oshenko beam theory in combination with the aforementioned stiffness-damping model.
Sekacheva [16] proposed a method for determining the probability of the occurrence of
increased vibrations using modal analysis in the ANSYS Workbench software package.
Wu [17] used the multiple scale method to obtain an equivalent nonlinear wave equation
from the complicated nonlinear governing equation describing the fluid conveyed in a
pipe. Guo [18] has established a nonlinear flow-induced vibration model of tubing string
by using the micro-element method and energy method with the Hamiltonian variational
principle, in order to address the vibration failure problem of the tubing string induced by
high-speed fluid flow in the tubing of HPHT oil and gas well. Nan [19] comprehensively
analysed the dynamic failure modes and safety criteria of buried tubings based on the
study of the dynamic response characteristics of tubings.

However, when analyzing the mechanical properties of the tubing, it is not rigorous
to only conduct dry modal analysis and consider less the influence of the fluid–structure
interaction effect on the modal characteristics of the tubing. It is necessary to consider the
characteristics of fluid and tubing and the interaction between them at the same time, which
not only effectively saves the analysis time and cost, but also ensures that the simulation
results are closer to the laws of physical phenomena [20,21]. However, it also increases the
complexity of tubing mechanics analysis [22].

Based on the mathematical principles of fluid mechanics, solid mechanics, and vi-
bration mechanics, the modal changes of the tubing under dry mode and wet mode
are simulated and analyzed by using the finite element method, and the effects of fluid–
structure interaction, inlet pressure, and temperature in the tubing on the calculation results
are discussed.

2. Vibration Mechanics Model of Tubing

Structural mode mostly refers to the mode in vacuum without considering the influ-
ence of a surrounding fluid. This mode is called “dry mode” [23]. There is fluid in the
tubing, and some tubings are even placed in the fluid, so that their inner and outer walls
are surrounded by the fluid. The complex changes of fluid density and pressure have a
great impact on the tubing mode, which cannot be ignored. This inherent mode taking into
account the influence of surrounding fluid is called “wet mode”.

The fluid–structure interaction should be considered in the stress analysis of the
tubing. The coupling mode adopted is bidirectional fluid–structure interaction [24,25],
that is, the data exchange is mutual. Both the fluid analysis results are transmitted to
the solid structure, and the solid analysis results (such as displacement, velocity and
acceleration) are transmitted back to the fluid. The tubing and the fluid are discussed
separately. The vibration equation of the tubing is:

[Mt]
{ ..

x
}
+ [Ct]

{ .
x
}
+ [Kt]{x} =

{
Ff

}
+ {F} (1)

where [Mt], [Ct], and [Kt] are the mass matrix, damping matrix, and stiffness matrix
of tubing;

{
Ff

}
is the excitation of fluid to the tubing; {F} is the external excitation of
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the tubing; {x} is the displacement column vector of the tubing,
{ .

x
}

is the velocity column
vector of the tubing;

{ ..
x
}

is the acceleration column vector of the tubing.
The wave equation of the fluid is [26]:[
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where [Mf], [Cf], and [Kf] are the mass matrix, damping matrix, and stiffness matrix of the
fluid; {Ft} is the excitation of the tubing to the fluid; {p} is the pressure column vector of
fluid, and

{ .
p
}

and
{ ..

p
}

are the first-order derivative column vector and the second-order
derivative column vector of fluid pressure with respect to time, respectively.

The excitation of fluid to tubing
{
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}
and the excitation of tubing to fluid {Ft} can be

expressed as follows:
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where ρf is the fluid density and [Itp] is the inertia matrix of the tubing cross section.
The simultaneous Equations (1)–(4) can be used:⎧⎨⎩ [Mt]
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(5)

Standardize Equation (5):
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where [M], [C], and [K] are the mass coupling matrix, damping coupling matrix, and
stiffness coupling matrix of tubing and fluid, respectively; {θ} is the parameter column
vector, while

{ .
θ
}

and
{ ..

θ
}

are the first-order derivative column vector and the second-order
derivative column vector of parameter with respect to time, respectively.
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The wet modal analysis of the tubing can be carried out by combining Equations (6)–(10).
If the influence of damping and external excitation of the tubing is ignored, i.e., [Ct] = 0,

{F} = 0, the simultaneous Equations (1)–(4) can be used:⎧⎨⎩ [Mt]
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+ [Kt]{x} − [Itp

]T{ ..
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}
= 0[

Mf

]{ ..
p
}
+
[
K f

]
{p}+ ρ f

[
Itp
]{ ..

x
}
= 0

(11)

Standardize Equation (5):

[M]
{ ..

θ
}
+ [K]{θ} = 0 (12)
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The wet modal analysis ignoring the influence of damping and external excitation of
the tubing can be carried out by combining Equations (7), (9), (10), and (12).

3. Dry Mode Finite Element Analysis of Tubing

3.1. Establishment of Finite Element Mechanical Mode

As gas storage wells often face extreme conditions of “large injection and large pro-
duction” and “strong injection and strong production”, it is more convincing to use tubing
calculations for gas storage wells. It is difficult to establish the full-scale model of the tubing
due to the length. Therefore, a single tubing with a length of 9.6 m is taken as an example to
establish the finite element model. The outer diameter is 177.8 mm (some gas storage wells
have larger tubing sizes), the wall thickness is 10.36 mm, the elastic modulus of the tubing
is 206 GPa, the Poisson’s ratio is 0.3, and the density is 7850 kg/m3. The tubing model is
discretized with eight node hexahedron elements. The number of nodes is 167,060 and the
number of elements is 24,966. The tubing mesh is shown in Figure 1. Taking any hexahedral
element on the tubing as an example, its dimensions are dx, dy, and dz. The normal stress
is σx, σy, σz, and the shear stress is τxy, τyz, τzx. The corresponding three-dimensional
stress diagram is shown in Figure 2.

Figure 1. Mesh of single tubing model.

 

Figure 2. Three dimensional stress diagram of hexahedral element of tubing.

The external load of the tubing mainly includes the pressure of the fluid, the gravity
of the tubing, and temperature. Before the wet mode simulation, the vibration mode of
the tubing in vacuum should be determined, and the influence of fluid flow on the tubing
mode, i.e., dry mode analysis, should not be considered temporarily. Because at least one
end of the tubing is fixed, the constrained mode of the tubing is simulated directly.
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3.2. Simulation

ANSYS workbench finite element software was used to solve the modal analysis of
the tubing.

After the finite element mechanics model is established, constraints and loads are
applied to it in the “Mechanical” module of the workbench solver. The constraint conditions
for the tubing are generally divided into no constraint, one end constraint and both ends
constraint. Since the solver cannot solve unconstrained conditions, two settings of one end
constraint and both ends of the tubing are set, and the constraint mode is fixed. When
performing load sensitivity analysis, it is also necessary to apply initial pressure and
temperature loads.

Set the initial conditions of the modal analysis in the “Modal” module. The default
maximum number of modes for the solver is 6. These modes are the rigid body modes
that each object has, that is, the translational modes in 3 directions and the rotational
modes in 3 directions, so the maximum number of modes needs to be increased (only
the first 6 modes are considered for tubing modal analysis) [27] to find the corresponding
modal at more frequencies. Here, the maximum number of modes is increased to 20. Then,
it can be solved.

3.3. Dry Modal Analysis of Tubing

Under the boundary conditions of constraining only one end and both ends of the
tubing, the modal analysis is carried out. The simulation results of the natural frequencies
of each order of the oil tubing in both cases are shown in Figure 3. It can be seen from
the figure that after constraining both ends of the tubing, the natural frequency of the
tubing body is higher than when only one end is constrained. The reason for this is that
after the two ends of the tubing are fixed, the stiffness of the tubing increases, that is, the
excitation that promotes the resonance of the tubing increases, and the tubing is not prone
to vibration.

Figure 3. Comparison of natural frequencies of tubing under two constraints.

The number of modes depends on the node degrees of freedom, which should be
distinguished from the model. It is the element node rather than the overall model. After
the element is divided, each node corresponds to a degree of freedom. The tubing model
has 167,060 nodes, but it is not necessary to solve all modes, which is also impractical. The
low-frequency modal amplitude is the largest and most dangerous, the high-frequency
modal amplitude is very small, and the modal research with high frequency is meaningless.
Therefore, only the first few modes at low frequencies need to be studied.
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As shown in Figures 4 and 5, when only one end of the tubing is constrained, the
seventh mode of the tubing is the first-order Y-direction bending mode. That is, it swings
back and forth along the radial Y direction of the tubing, and the vibration frequency is
59.556 Hz at this time. There are three bends in the tubing. The maximum deformation
occurs at the unconstrained end of the tubing, and the value is 3.152 mm. Similarly, at this
frequency, the eighth mode of the tubing is the first-order X-direction bending mode. That
is, it swings back and forth along the radial X direction of the tubing. The bending part and
the maximum deformation part are similar to the seventh mode.

Figure 4. First-order Y-direction bending state of tubing under two constraints.

 

Figure 5. First-order X-direction bending state of tubing under two constraints.

When the two ends of the tubing are constrained, the fifth mode is the first-order
Y-direction bending mode, and the vibration frequency is 60.592 Hz. Different from the
tubing that only constrains one end, although the tubing also has three bends, the large
deformation appears in the three bends. Moreover, due to the action of gravity, the
maximum deformation occurs at the lowest bending point (in the direction of gravity
acceleration) of the three bends, and the value is about 2.355 mm. At this vibration
frequency, the sixth mode of the tubing is the first-order X-direction bending mode, and
the bending part and maximum deformation part are similar to the fifth mode.

It can be seen from the above results that when only one end of the tubing is con-
strained, the other end is in a free state, and the deformation of the whole tubing will be
transmitted to the free end. Therefore, for the tubing fixed at the wellhead, an important
reason for installing packer near the bottom of the well is to prevent the bottom of the
tubing from swinging greatly under the excitation of a specific frequency. However, large
deformation will appear in the middle of the tubing after both ends are restrained, which
easily causes buckling of the tubing [28]. Therefore, some effective measures need to be
taken to deal with such problems, such as thickening the tubing wall thickness, placing
centralizers [29], adding titanium alloy tubing or expansion joints, etc.

As shown in Figure 6, the ninth mode of the tubing is the first-order torsional mode
when only one end is constrained. That is, the tubing rotates back and forth around its own
axis, and the vibration frequency is 81.48 Hz. The maximum deformation of the tubing
occurs at the bottom section and the value is 2.335 mm. The 11th mode of the tubing is the
first-order torsional mode when the two ends are constrained, and the vibration frequency
is 162.98 Hz. The maximum deformation of the tubing occurs in the middle, and the value
is basically the same as the displacement of the tubing when only one end is constrained.
In this case, the overall displacement of the tubing is symmetrically distributed from the
middle to both ends.
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Figure 6. First-order torsional mode of tubing under two constraints.

As shown in Figures 7 and 8, the second-order and third-order X-direction bending
modes of the tubing under two constraints are shown. It can be seen that the arch bending
number of the tubing increases with the increase of the order, but the vibration mode and
large deformation position of the tubing are similar to the first-order. It can also be found
that the maximum displacement of the tubing under the two constraints of the second-order
X-direction bending modes is 3.127 mm and 2.354 mm, respectively, and the maximum
displacement of the tubing under the two constraints of the third-order X-direction bending
modes is 3.109 mm and 2.354 mm, respectively. Compared with the first-order displacement,
it can be seen that the amplitude of the low-frequency mode is large and the amplitude of
the high-frequency mode is small, which verifies the previous conclusion.

Figure 7. Second-order X-direction bending modes of tubing under two constraints.

Figure 8. Third-order X-direction bending modes of tubing under two constraints.

4. Wet Modal Finite Element Analysis of Tubing

The influence of fluid flow should be considered in the wet modal analysis of tubing,
so the fluid area needs to be established separately in the calculation. Considering the
fluid–structure interaction effect, the modal analysis results of the tubing will be more
accurate. When the pressure load in the tubing is applied, the imported pressure data are
the real flow data of the fluid. Similarly, the influence of deformation on fluid flow in the
tubing can also be studied inversely through the calculated tubing deformation data, that
is, the bidirectional fluid–structure interaction effect. The established finite element model
of the tubing and the fluid in the tubing are shown in Figure 9 (a is the tubing model and
b is the fluid model).
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Figure 9. Finite element model of the tubing and the fluid in the tubing. ((a) is the tubing model and
(b) is the fluid model).

The eight-node hexahedron element is used to mesh the tubing and the fluid model in
the tubing. The mesh model is shown in Figure 10. The external wall of all tubing is defined
as boundary wall, the surface on the fluid side of the fluid–structure interface is defined as
boundary interfacef, and the surface on the tubing side of the fluid–structure interface is
defined as boundary interfaces. The two surfaces form a fluid–structure interaction interface
to realize the data transfer between the tubing and the fluid in the tubing. This is also the
reason why the model is divided by a hexahedral eight node element. If tetrahedral mesh
is used, the calculation results may not converge, resulting in inaccurate modal analysis.

 

Figure 10. Mesh generation of the tubing and the fluid in the tubing ((a) is the tubing mesh and (b) is
the fluid mesh).

The calculation process is divided into two steps. Firstly, the fluid flow in the tubing
should be simulated, that is, after the boundary conditions of inlet and outlet of the tubing
are determined, the pressure and temperature distribution in the tubing under steady-state
conditions should be calculated. Secondly, these load data need to be applied to the inner
wall of the tubing, as shown in Figure 11. At this time, the load in the tubing is no longer a
two-dimensional constant load or a uniformly varying linear load, but a load formed by
the real flow of fluid acting on the inner wall of the tubing. The temperature and pressure
values of each element divided by the tubing are different, which is difficult to obtained by
the analytical method.
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Figure 11. Pressure load caused by fluid flow in tubing inner wall.

5. Analysis of Influencing Factors of Tubing Mode

5.1. Influence of Fluid–Structure Interaction Effect on Tubing Mode

Assuming that the tubing is constrained at both ends, the wet modal analysis of the
tubing is carried out, as shown in Figure 12a. It can be seen from the figure that the natural
frequency of the tubing considering the fluid–structure interaction effect is small. The
reason for this is that after considering the fluid–structure interaction effect, the research
object includes not only the tubing, but also the high-temperature and high-pressure
natural gas flowing in the tubing. The overall mass increases obviously, so the natural
frequency decreases.

 
Figure 12. Natural frequencies of tubing under two modal analysis methods ((a) is natural frequencies
of tubing under two modal analysis methods, (b) is difference of natural frequency of tubing under
two modal analysis methods).

As can be seen from Figure 12b, with the increase of order, the difference of tubing
natural frequency gradually increases, but the difference proportion gradually decreases.
This shows that in the process of increasing the order, the deformation parts of the tubing
increase, and the influence of fluid–structure interaction on the vibration frequency of
the tubing decreases gradually. However, in the actual gas production process, high-
order frequency rarely occurs. For the frequency within the 14th order, the influence of
fluid–structure interaction effect on tubing mode cannot be ignored.
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Figure 13 shows the maximum displacement of the tubing under two modal analysis
methods. It can be seen from Figure 13 that the maximum displacement of the tubing is
large when the natural frequency is small, so the maximum displacement of the tubing
in wet mode is slightly larger. The first and second-order modes of the tubing are single,
and there is only one large deformation part. All deformations are concentrated in the
center of the tubing since both ends are constrained, and the displacement decreases
gradually along both ends of the tubing. For the third-order modes and above, the large
deformation parts gradually increase and will not be concentrated in one place, so the
maximum displacement decreases significantly. The 11th order mode of the tubing is the
first-order torsional mode. At this time, the tubing rotates back and forth around its own
axis. The transverse deformation is not obvious as other orders, and the main deformation
part is in the middle of the tubing. The 14th order mode of the tubing is tensile mode.
The tensile displacement of the tubing at low frequency is not large, and the end of the
tubing is fixed, so the maximum displacement is much smaller than other orders. The
frequencies within the 11th and 14th orders are small deformation modes, which show
the characteristics of similar frequency and small displacement. In the actual production
process, in the case of inevitable resonance, if it can be induced to reach the corresponding
torsional or tensile mode, the buckling and deformation damage of the tubing can be
reduced as much as possible.

Figure 13. Maximum displacement of tubing under two modal analysis methods.

5.2. Influence of Inlet Pressure on Tubing Mode

The tubing is a three-dimensional cylindrical space and the pressure of flow acting on
each point of the inner wall is inconsistent, so the inlet pressure of the tubing is taken as
the boundary condition. Both ends of the tubing are constrained, and the tubing modes
under the two analysis methods are simulated and calculated. The natural frequencies
of the tubing are obtained when the inlet pressure is 10 MPa, 20 MPa, 30 MPa, 40 MPa,
50 MPa, and 60 MPa respectively. The influence of temperature is not considered for the
time being. The natural frequencies of the tubing under different inlet pressures of the first
14 orders are extracted, as shown in Tables 1 and 2. The difference curve of tubing natural
frequency affected by the fluid–structure interaction effect under different inlet pressure is
drawn, as shown in Figure 14.
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Table 1. Natural frequencies of tubing under different inlet pressures (considering the fluid-structure
interaction effect).

Order 10 MPa 20 MPa 30 MPa 40 MPa 50 MPa 60 MPa

1 10.891 10.604 10.308 10.003 9.6872 9.3599
2 10.891 10.604 10.308 10.003 9.6872 9.3599
3 30.721 30.346 29.966 29.581 29.19 28.793
4 30.721 30.346 29.966 29.581 29.19 28.793
5 60.477 60.071 59.662 59.250 58.836 58.418
6 60.477 60.071 59.662 59.251 58.836 58.418
7 99.550 99.124 98.697 98.268 97.837 97.404
8 99.550 99.125 98.697 98.268 97.837 97.404
9 147.46 147.02 146.58 146.14 145.69 145.25

10 147.46 147.02 146.58 146.14 145.69 145.25
11 163.00 162.97 162.95 162.92 162.89 162.86
12 203.67 203.22 202.76 202.31 201.86 201.40
13 203.67 203.22 202.76 202.31 201.86 201.40
14 263.03 263.03 263.04 263.04 263.05 263.05

Table 2. Natural frequencies of tubing under different inlet pressures (fluid-structure interaction
effect is not considered).

Order 10 MPa 20 MPa 30 MPa 40 MPa 50 MPa 60 MPa

1 11.249 10.973 10.688 10.395 10.093 9.7807
2 11.249 10.973 10.688 10.395 10.093 9.7807
3 31.198 30.829 30.455 30.077 29.693 29.303
4 31.198 30.829 30.455 30.077 29.693 29.303
5 60.994 60.592 60.187 59.779 59.368 58.954
6 60.994 60.592 60.187 59.779 59.368 58.954
7 100.09 99.669 99.244 98.817 98.388 97.958
8 100.09 99.669 99.244 98.817 98.388 97.958
9 148.02 147.58 147.14 146.70 146.26 145.82

10 148.02 147.58 147.14 146.70 146.26 145.82
11 163.01 162.98 162.95 162.93 162.90 162.87
12 204.24 203.79 203.34 202.89 202.43 201.98
13 204.24 203.79 203.34 202.89 202.43 201.98
14 263.01 263.02 263.02 263.03 263.04 263.04

Figure 14. Influence of fluid-structure interaction effect on natural frequency of tubing under different
inlet pressure.
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According to the data in Tables 1 and 2, the natural frequency of the tubing calculated
after considering the fluid–structure interaction effect is small under the same inlet pressure.
As shown in Figure 14, in the low-order mode, the difference of tubing natural frequency
increases with the gradual increase of inlet pressure. With the increase of order, the
difference of tubing natural frequency under different pressures gradually tends to be
consistent, indicating that the influence of inlet pressure on tubing natural frequency
decreases with the increase of order. When the tubing is in torsional and tensile modes, the
natural frequency of the tubing basically does not change.

Figure 15 shows the maximum displacement of the tubing under different inlet pres-
sures. It can be seen that the maximum displacement of tubing corresponding to each
order also increases with the gradual increase of inlet pressure. The 11th order is torsional
mode and the tubing is twisted along its own axis. The displacement is small, which is
independent of the value of inlet pressure. If the fluid–structure interaction effect is not
considered, the overall mass of the research object will be reduced, and the maximum
displacement of the tubing will be small.

Figure 15. Maximum displacement of tubing under different inlet pressure.

5.3. Effect of Temperature on Tubing Mode

Both ends of the tubing are constrained, and the natural frequencies of the tubing
are obtained when the ambient temperature is 30 ◦C, 40 ◦C, 50 ◦C, 60 ◦C, 70 ◦C, 80 ◦C,
and 90 ◦C, respectively. The influence of pressure is not considered for the time being. The
natural frequencies of the tubing under different ambient temperatures of the first 14 orders
are extracted, as shown in Table 3. The difference curve of tubing natural frequency under
different inlet pressure is drawn, as shown in Figure 16.
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Table 3. Natural frequencies of tubing under different inlet pressures (considering the fluid-structure
interaction effect).

Order 30 ◦C 40 ◦C 50 ◦C 60 ◦C 70 ◦C 80 ◦C 90 ◦C

1 11.152 10.677 10.178 9.6502 9.0894 8.4884 7.8379
2 11.152 10.677 10.178 9.6502 9.0894 8.4884 7.8379
3 31.068 30.443 29.803 29.149 28.478 27.790 27.083
4 31.068 30.443 29.803 29.149 28.478 27.790 27.084
5 60.854 60.177 59.492 58.799 58.098 57.388 56.669
6 60.854 60.177 59.492 58.800 58.098 57.388 56.669
7 99.946 99.238 98.525 97.807 97.084 96.354 95.620
8 99.946 99.239 98.525 97.807 97.084 96.355 95.620
9 147.87 147.14 146.41 145.67 144.93 144.19 143.44
10 147.87 147.14 146.41 145.67 144.93 144.19 143.44
11 163.03 163.02 163.00 162.99 162.98 162.97 162.95
12 204.09 203.34 202.60 201.84 201.09 200.34 199.58
13 204.09 203.34 202.60 201.85 201.09 200.34 199.58
14 263.02 263.04 263.05 263.07 263.08 263.10 263.12

According to the data in Table 3, the influence trend of temperature on the natural
frequency of tubing is similar to that of inlet pressure. The higher the temperature, the
smaller the natural frequency of the tubing, which easily causes vibration [30]. With the
increase of ambient temperature, the maximum displacement of tubing corresponding
to each order increases. The large deformation parts of the tubing corresponding to the
first and second orders are concentrated, so the maximum displacement is significantly
greater than the following orders. In the 3rd to 14th orders, the maximum displacement of
the tubing corresponding to 5th and 6th orders is significantly higher than that of other
orders. The vibration modes of these two orders of tubing are first-order bending and there
are few overall deformation parts, so the displacement of buckling parts is large. After
that, the deformation part of the tubing increases with the increase of the order, and the
displacement of each buckling part decreases accordingly. The 11th order is torsional mode,
and the tubing displacement is small and independent of the value of ambient temperature.

Temperature has a great impact on the strength of the tubing. The stress intensity and
strain of the tubing at different temperatures are studied and analyzed, and the results are
shown in Figure 17. When the ambient temperature increases from 30 to 90 ◦C, the stress
intensity and elastic strain will increase with the difference of variation law. The increase of
elastic strain shows a linear trend. According to the calculated results, the tubing elastic
strain function considering the effect of temperature is constructed, and the back calculation
error is less than 5%. The increasing trend of stress intensity decreases slowly with the
increase of temperature. Therefore, it is inferred that the attenuation rate will gradually
accelerate with the continuous increase of temperature.
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Figure 16. Maximum displacement of tubing under different temperatures.

 
Figure 17. Stress intensity and strain of tubing at different temperatures.

6. Conclusions

In this paper, the modal changes of tubing under dry mode and wet mode are simu-
lated and compared, and the effects of fluid–structure interaction effect, inlet pressure, and
ambient temperature on the tubing modal are discussed. The following conclusions can
be drawn:

1. After considering the fluid–solid coupling effect, the research objects include tubings
and natural gas in the tubing. The mass increases, so the natural frequency decreases,
but the displacement is slightly larger. In the actual production process, the buckling
and deformation damage of the tubing can be reduced by inducing the corresponding
torsional or tensile mode.
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2. The greater the pressure in the tubing, the greater the equivalent stress on the tubing
body, so the tubing is more prone to vibration, i.e., the natural frequency is lower.
Furthermore, after considering the fluid–solid coupling effect, the pressure in the
tubing is the true pulsating pressure of the fluid. The prestress applied to the tubing
wall changes with time, and the pressures at different parts are different. At this time,
the tubing is changed at different frequencies. Vibration is prone to occur, i.e., the
natural frequency is smaller than the dry mode.

3. The higher the temperature, the lower the rigidity of the tubing body and the faster
the strength attenuation, so the tubing is more prone to vibration, i.e., the natural
frequency is lower. Both the stress intensity and the elastic strain increase with
the temperature, so the displacement of the tubing also increases. The influence of
temperature on the tubing modal is slightly greater than that of pressure.
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Abstract: Transient flow in pipe is a much debated topic in the field of hydrodynamics. The water
hammer effect caused by instantaneous valve closing is an important branch of transient flow. At
present, the fluid density is regarded as a constant in the study of the water hammer effect in pipe.
When there is gas in the pipe, the variation range of density is large, and the pressure-wave velocity
should also change continuously along the pipe. This study considers the interaction between
pipeline fluid motion and water hammer wave propagation based on the essence of water hammer,
with the pressure, velocity, density and overflow area set as variables. A new set of water hammer
calculation equations was deduced and solved numerically. The effects of different valve closing
time, flow rate and gas content on pressure distribution and the water hammer effect were studied. It
was found that with the increase in valve closing time, the maximum fluctuating pressure at the pipe
end decreased, and the time of peak value also lagged behind. When the valve closing time increased
from 5 s to 25 s, the difference in water hammer pressure was 0.72 MPa, and the difference in velocity
fluctuation amplitude was 0.076 m/s. The findings confirm: the greater the flow, the greater the
pressure change at the pipe end; the faster the speed change, the more obvious the water hammer
effect. High-volume flows were greatly disturbed by instantaneous obstacles such as valve closing.
With the increase of time, the pressure fluctuation gradually attenuated along the pipe length. The
place with the greatest water hammer effect was near the valve. Under the coupling effect of time
and tube length, the shorter the time and the shorter the tube length, the more obvious the pressure
fluctuation. Findings also confirm: the larger the gas content, the smaller the fluctuation peak of
pipe end pressure; the longer the water hammer cycle, the smaller the pressure-wave velocity. The
actual pressure fluctuation value was obviously lower than that without gas, and the size of the
pressure wave mainly depended on the gas content. When the gas content increased from 1% to 9%,
the difference of water hammer pressure was 0.41 MPa.

Keywords: pipeline; water hammer; gas-liquid two-phase flow; pressure; velocity

1. Introduction

Since the mid nineteenth century, the unsteady flow of fluid has been a much discussed
topic for scholars. In steady flow, the parameter at any point does not change with time;
while in unsteady flow, the parameter at any point is a function of time and changes with
it [1,2]. When boundary conditions at the end of a pipeline change, the steady flow in the
pipeline will also change accordingly, manifested as a sudden change in the flow rate and
pressure of the fluid, which causes momentum conversion. The occurrence time of this
phenomenon is generally very short, so it is called transient flow, also known as water
hammer or water hammer [3,4]. At present, the most representative work on water hammer
is “Transient Flow” written by Professor Streeter, an American hydraulicsist [5]. This
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monograph systematically explains the types of water hammer process, the mechanism and
derivation of water hammer, the applicable conditions of the model and the corresponding
solution method, etc. Today, the method of characteristics (MOC), first proposed in the
monograph, are widely used to characterize the water hammer process.

The classical transient flow models of pressurized pipe flow all use a reservoir-pipe-
valve system as the research object and close the valve as the research condition [6,7].
The mathematical model includes the motion equation and the continuity equation. The
pipeline element is selected as the control body. The momentum equation is established by
the momentum change of the fluid entering and exiting the control body, and the continuity
equation is established by the mass conservation of the fluid entering and exiting the
control body. When the valve is closed, a short section of fluid at the valve stops flowing
instantaneously, and the next section of fluid next to this section of fluid and in the upstream
direction is blocked, decelerating to a standstill. By analogy, the fluid in the tube gradually
stops moving along the upstream direction. Since the kinetic energy of the fluid is reduced
and converted into pressure energy, the pressure in the tube gradually increases along
the upstream direction. That is, a pressure wave propagates upstream at a wave velocity
a [8,9]. Figure 1 shows the movement of the liquid in a horizontal pipeline after the valve is
suddenly closed at the end of a pipeline, ignoring the friction and local loss.

Figure 1. The fluid movement state in the pipe after the valve is suddenly closed (ignoring friction) [10].

In recent years, many scholars have performed research on the transient flow in fluid
pipelines. Baba [11] considered the numerical calculation of the transient flow model of a
hydrogen-natural gas mixture in pipelines with different types of valves. The influence of
the valve function was analyzed, and the calculation results under different mass ratios
and gas mixture flow parameters were given. Wahba [12] used one-dimensional and two-
dimensional water hammer models to numerically study the attenuation of turbulence in
pipelines. The one-dimensional model was solved by the characteristic line method, and the
two-dimensional model was solved by the semidiscretization method and the fourth-order
Runge—Kutta method. Kandil [13] used the characteristic line method to numerically
solve the water hammer equation and studied pressure fluctuations by changing the elastic
modulus of the pipeline and Poisson’s ratio. Hossam [14] first used the wave characteristic
line method to numerically simulate the transient flow in a viscoelastic pipe, re-derived
the Joukowsky equation of the elastic pipe, and derived the quadratic equation of energy
conservation in the viscoelastic pipe. Khamoushi [15] proposed a one-dimensional model
of transient flow in non-Newtonian fluids, using Zielke’s unsteady friction solution for
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power law fluids and cross fluids. The time increment updated the weight function of
the Zielke model. Abdeldayem [16] studied and explored the performance of different
unsteady friction models in terms of accuracy, efficiency, and reliability to determine the
most suitable model for engineering practice. Through comparison, it was found that
Vítkovský’s unsteady friction model is the most suitable. Taking the reservoir-pipe-valve
system as an example, the effectiveness of the method was verified by experimental data.
Lashkarbolok [17] used radial-basis functions and least-squares optimization technology
to solve the numerical solution of one-dimensional equations governing transient pipe
flow. The method can deal with geometrically nonuniform pipes by employing an arbitrary
distribution of scattering nodes in the space domain. Aliabadi [18] studied fluid-structure
interaction (FSI) during water hammer in a viscoelastic (VE) pipe in the frequency domain.
The main aim was to investigate pressure and stress waves using the transfer matrix method
(TMM) in a typical reservoir-VE pipe-valve (RPV) system. Both major coupling mechanisms,
namely Poisson and junction, are taken into account. Firouzi [19] proposed a time-varying
reliability method to predict the failure risk of pipeline strength reduction due to the
combination of water hammer pressure and corrosion and proposed the coupling model of
pitting corrosion and water hammer pressure. It was found that with an increase in the
average incidence of water hammer, the risk of pipeline failure increases, and the sudden
closure of pipeline valves will have a destructive impact on the safety of a pipe network.
Henclik [20] proposed an original concept of applying a shock response spectrum (SRS)
method to water hammer events. The method is shortly presented, its numerical approach
developed, and its application to water hammer loads described. SRS computations
and analysis of water hammer experimental results measured at a laboratory pipeline
are performed and concluded. Chen [21] constructed a fluid-solid coupling 4 equation
model applied to high-temperature and high-pressure oil and gas based on the fluid-solid
coupling theory and selected the best coupling method and combined the characteristic
line method to obtain the pressure-wave velocity. Zhu [22,23] conducted a transient flow
experiment using a sudden valve closing of a gas-liquid two-phase pressurized pipe flow
and used the experiment to verify that the pressure-wave velocity of a pressurized pipe flow
transient flow model was corrected by the gas content rate. At the same time, considering
the nonconstant friction and the viscoelasticity of the pipe, the influence on gas flow
and pressure-wave dissipation was studied, and the relevant parameters were checked.
Fu [24,25] used the split-phase flow model to simulate the liquid column separation caused
by transient flow in the pressure pipe flow and also considered the influence of the pipe
stress wave on the pressure wave. Due to the existence of nonconservative terms in
the model and to ensure the convergence of the results, this model needed to be solved
separately while relaxation parameters were introduced. Han [26] examined bridging the
water hammer in long-distance pipelines. He based his study on classic water hammer
theory, considering the growth and reduction of cavities, the air content in the pipeline, and
the water hammer after the instantaneous change in the pressure in the corrugated tube,
among other factors. The process was described in semianalytical mathematics, and the
influence of the growth and reduction time of cavities, the size of the gas content, and the
relative elevation of the highest point of the pipeline to the horizontal section on bridging
the water hammer pressure was analyzed.

After investigation, it was found that a large number of domestic and foreign litera-
tures regard the fluid density in the conveying pipe as a constant. When the fluid in the tube
is all liquid, the error caused by the fluid density as a constant is within the engineering
allowable range. However, when there is gas (natural gas, etc.) in the tube, the gas has
different degrees of compressibility and the density varies widely. Treating it as a constant
violates the actual process of fluid flow in the tube. The density is closely related to the
pressure-wave speed, which should also be constantly changing along the pipeline.

Furthermore, when calculating water hammer pressure, earlier researchers did not
consider the change and inconsistency of the research object at the beginning and end
of the period due to fluid inflow and outflow in the dt period. Based on the essence of
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water hammer, the interaction between pipeline fluid motion and water hammer wave
propagation is considered in this paper, and the pressure, velocity, density and overflow
area are set as variables. A new set of water hammer calculation equations is deduced and
solved numerically. The effects of different valve closing time, flow rate and gas content
on pressure distribution and water hammer effect are studied. Such calculations of the
propagation process of the water hammer wave are more reasonable and reliable.

2. Mathematical Model

2.1. Fluid Motion Equation

Taking the water body in the flow section of length x as the research object, this paper
tracks it to study the water body in the flow section. The analysis diagram of the interaction
between the pipe water movement and the water hammer wave propagation is shown in
Figure 2. The initial length of the stream segment is set to x. The liquid in the flow section
between section 1-1 and section 2-2 at the initial time is taken as the research object. Taking
into account the original flow of the liquid, after the dt period, the flow segment 1-2 moves
to a new position 1′-2′, and the crest of the water hammer wave also propagates to the
position of section 1′-1′.

Figure 2. Schematic diagram of water hammer wave propagation.

As shown in Figure 2, after the dt period, section 1-1 of the studied control body moves
to the position of section 1′-1. The movement distance is ds. The water hammer wave
moves from section 2-2 to Section 1′-1′ at wave speed c. The movement distance is y, and
section 2-2 moves to Section 2′-2′.

At the beginning of dt, the momentum of the liquid in the 1-2 flow section is:(
ρ + ∂ρ

∂s
x
2

)(
A + ∂A

∂s
x
2

)(
v + ∂v

∂s
x
2

)
x = ρAvx + 1

2
∂(ρAv)

∂s x2

+ 1
4

(
ρ ∂A

∂s
∂v
∂s + A ∂ρ

∂s
∂v
∂s + v ∂ρ

∂s
∂A
∂s

)
x3 + 1

8
∂ρ
∂s

∂A
∂s

∂v
∂s x4 ≈ ρAvx + 1

2
∂(ρAv)

∂s x2
(1)

At the end of time dt, the average density of the fluid in the 1′-2′ flow section is:

ρ̃ = 1
2

{
ρ + ∂ρ

∂s ds + ∂
∂t

(
ρ + ∂ρ

∂s ds
)

dt + ρ + ∂ρ
∂s (x + dl) + ∂

∂t

[
ρ + ∂ρ

∂s (x + dl)
]
dt
}

≈ ρ + ∂ρ
∂s ds + ∂ρ

∂t dt + 1
2

∂ρ
∂s x

(2)
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In the same way, at the end of time dt, the average area of the fluid in the 1′-2′ flow
section is:

Ã ≈ A +
∂A
∂s

ds +
∂A
∂t

dt +
1
2

∂A
∂s

x (3)

The average velocity of the fluid in the 1′-2′ stream section is:

ṽ ≈ v +
∂v
∂s

ds +
∂v
∂t

dt +
1
2

∂v
∂s

x (4)

Therefore, at the end of time dt, the fluid momentum in the 1′-2′ flow section is:

mo =
(

ρ + ∂ρ
∂s ds + ∂ρ

∂t dt + 1
2

∂ρ
∂s x
)(

A + ∂A
∂s ds + ∂A

∂t dt + 1
2

∂A
∂s x

)(
v + ∂v

∂s ds + ∂v
∂t dt + 1

2
∂v
∂s x
)
(y + dl)

= ρAvx + ∂(ρAv)
∂s xds + ∂(ρAv)

∂t xdt + 1
2

∂(ρAv)
∂s x2 + ρAvx ∂v

∂s dt
(5)

At the time of dt, the increase of momentum in the studied control body is:

mo =
[
ρAvx + ∂(ρAv)

∂s xds + ∂(ρAv)
∂t xdt + 1

2
∂(ρAv)

∂s x2 + ρAvx ∂v
∂s dt

]
−[

ρAvx + 1
2

∂(ρAv)
∂s x2

]
= ∂(ρAv)

∂s xds + ∂(ρAv)
∂t xdt + 1

2
∂(ρAv)

∂s x2
(6)

The external force acting on the control body includes the hydrodynamic pressure
of the cross-section at both ends, the hydrodynamic pressure of the side, gravity and the
frictional resistance of the pipe wall. Because the distance of the control body movement
in the dt period is very small, when analyzing the combined external force it receives, the
analysis of the 1-2 flow section is equivalent to the 1′-2′ analysis. Therefore, at the time of
dt, the impulse of the external force received by the control body is:

∂(ρAv)
∂s

xds +
∂(ρAv)

∂t
xdt + ρAvx

∂v
∂s

dt =
[
− ∂(pA)

∂s
x + p

∂A
∂s

x + ρgAx sin θ − τ0χx
]

dt (7)

After sorting, the formula can be obtained:(
1
ρ

dρ

dp
+

1
A

dA
dp

)
dp
dt

+
1
v

dv
dt

+
∂v
∂s

+
1

ρv
∂p
∂s

− g
v

sin θ +
τ0χ

ρAv
= 0 (8)

Through the simultaneous establishment of a one-dimensional unsteady continuity
equation:

1
v

∂v
∂t

+
∂v
∂s

+
1

ρv
∂p
∂s

− g
v

sin θ +
τ0χ

ρAv
= 0 (9)

Because of ∂z
∂s = − sin θ, substitute the above formula to obtain:

1
g

∂v
∂t

+
v
g

∂v
∂s

+
1
γ

∂p
∂s

+
∂z
∂s

+
τ0χ

γA
= 0 (10)

Equation (10) is the water hammer motion equation.

2.2. Fluid Continuity Equation

The derivation of a water hammer continuity equation uses the law of mass conserva-
tion and takes the fluid in the flow section with length x as the research object, as shown in
Figure 2. Both ends of the pipe section are section 1-1 and section 2-2, respectively.

The difference in the quality of the liquid flowing into and out of the control body
during the dt period is:

1
g

∂v
∂t

+
v
g

∂v
∂s

+
1
γ

∂p
∂s

+
∂z
∂s

+
τ0χ

γA
= 0 (11)
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At the beginning of the dt period, the fluid quality in flow section 1-2 is:(
ρ +

∂ρ

∂s
x
2

)(
A +

∂A
∂s

x
2

)
x ≈ ρAx +

1
2

∂(ρA)

∂s
x2 (12)

At the end of the dt period, the fluid quality in flow section 1-2 is:(
ρ +

∂ρ

∂s
x
2
+

∂ρ

∂t
dt
)(

A +
∂A
∂s

x
2
+

∂A
∂t

dt
)
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∂(ρA)

∂s
x2

2
+

∂(ρA)

∂t
xdt (13)

Therefore, the fluid mass increase in flow segment 1-2 during the dt period is:[
ρAx +

∂(ρA)

∂s
x2

2
+

∂(ρA)

∂t
xdt

]
−
[

ρAx +
∂(ρA)

∂s
x2

2

]
=

∂(ρA)

∂t
xdt (14)

According to the law of conservation of mass, during the dt period, the difference
between the mass of fluid flowing into and out of the control body should be equal to the
increase in the mass of the fluid in the control body during the same period, that is:

∂(ρA)

∂t
+

∂(ρAv)
∂s

= 0 (15)

Equation (15) is the water hammer continuity equation derived in this paper. Therefore,
the water hammer calculation equations can be obtained as:{

∂(ρA)
∂t + ∂(ρAv)

∂s = 0
1
g

∂v
∂t +

v
g

∂v
∂s +

1
γ

∂p
∂s +

∂z
∂s +

τ0χ
γA = 0

(16)

2.3. Complete Equations of Water Hammer

Generally in engineering, it is customary to use the piezometer head H to reflect the
pressure p. Therefore, substituting p = ρg(H − z) into the equation of motion, we can get:

dp
dt

=
∂p
∂t

+ v
∂p
∂s

=
∂[ρg(H − z)]

∂t
+ v

∂[ρg(H − z)]
∂s

= ρg
d(H − z)

dt
+ g(H − z)

dρ

dt
(17)

where, ∂z
∂t = 0, ∂z

∂s = − sin θ, θ is the included angle between the pipe axis and the horizontal
direction.

The above formula considers the variation of liquid density ρ with time t and distance
s during water hammer, which is different from the traditional water hammer equations.

Since:
∂p
∂s

=
∂[ρg(H − z)]

∂s
= γ

∂H
∂s

− γ
∂z
∂s

+ g(H − z)
∂ρ

∂s
(18)

Then substitute γ = ρg, τ0 = 1
8 f ρv2 and χ0 = πD = 2

√
πA into the equation of

motion to obtain:

∂v
∂t

+ v
∂v
∂s

+ g
∂H
∂s

+
(H − z)g

ρ

∂ρ

∂s
+

f v|v|
4

√
π

A
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Since the fluid elasticity equation is:

1
ρ

dρ

dp
=

1
K

(20)

The elastic equation of the pipe is:

1
A

dA
dp

=
D
Ee

(21)
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The simultaneous hydroelasticity Equations (20) and (19) can be obtained:

∂ρ

∂t
+ v

∂ρ

∂s
− ρ[

K
ρg − (H − z)

](∂H
∂t

+ v
∂H
∂s

+ v sin θ

)
= 0 (22)

The simultaneous elastic equation of pipe (21) and Equation (19) can be obtained:

∂A
∂t

+ v
∂A
∂s

−
2AK
Ee

√
A
π[

K
ρg − (H − z)

](∂H
∂t

+ v
∂H
∂s

+ v sin θ

)
= 0 (23)

After sorting, the formula can be obtained:

∂H
∂t

+ v
∂H
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+ v sin θ +

1
ρg − (H−z)

K

2
Ee

√
A
π + 1

K

∂v
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Thus, the water hammer closure equations are:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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∂A
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∂s −
2AK
Ee

√
A
π[

K
ρg −(H−z)

]( ∂H
∂t + v ∂H

∂s + v sin θ
)
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(25)

3. Model Solving and Boundary Conditions

3.1. Difference Equation

In the calculation of water hammer equations, the more common methods are the
characteristic line method and the direct difference method based on the finite difference
method [27,28]. Because their deformation form cannot be transformed into characteristic
equations, the characteristic line method cannot be used for calculation of the Gestalt
equations proposed in this paper. Instead, the direct difference method is selected for
calculation.

Compatibility, convergence and stability must be considered in difference calcula-
tions [28–30]. Change the differential equation into a difference equation. If the computa-
tional grid is reduced, the difference equation tends to be consistent with the differential
equation. For example, the solution of the difference equation converges to the solution of
the differential equation, which is convergence. If the rounding error and initial error in the
calculation are always controlled within a limited range, and the calculated value is close
to the true solution, then this scheme is stable. For the diffusion difference scheme adopted
in this paper, the stability condition is the Courant condition. Since the water hammer
equation is a hyperbolic equation, its stability condition should still meet the following
requirements even though the concept of water hammer wave velocity is not introduced:

Δs
Δt

≥ v OR
Δs
Δt

≥

∣∣∣∣∣∣∣∣v ± 1√
ρ
(

1
K + D

Ee

)
∣∣∣∣∣∣∣∣
max

(26)

In order to solve this model, the basic equation needs to be discretized and the
differential equation needs to be transformed into a differential algebraic equation. Here,
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the diffusion difference scheme is used to solve the equation. Figure 3 shows the L-t plane
of characteristic grid of the four variable water hammer model. Use X to represent the
objective function head H, velocity V and density ρ and area A. Then the partial differential
of X to time and position can be expressed as:

∂X
∂t

=
Xk

i −
[
ξXk−1

i + 1−ξ
2

(
Xk−1

i+1 + Xk−1
i−1

)]
Δt

(27)

 

Figure 3. L-t plane of characteristic grid.

∂X
∂z

=
Xk−1

i+1 − Xk−1
i−1

2Δz
(28)

By introducing Equations (27) and (28) into the water hammer closure calculation
model, the following difference equations can be obtained:
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Make the following assumptions:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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After sorting, the expressions of the four unknowns are as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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The fluid in the oil pipeline is not all liquid in the field. What happens when there
is a small amount of gas in the oil pipeline? Assuming that there are only gas-liquid two
phases in the pipe, the density of the gas-liquid mixture is [31]:

ρm = ρgCg + ρl
(
1 − Cg

)
(35)

where, Cg is the gas content.
Since the density in this paper is considered a variable, according to the difference

principle, we can get:
ρm

k
i = ρg

k
i Cg

k
i + ρl

k
i

(
1 − Cg

k
i

)
(36)

ρm
k−1
i = ρg

k−1
i Cg

k−1
i + ρl

k−1
i

(
1 − Cg

k−1
i

)
(37)

ρm
k−1
i+1 = ρg

k−1
i+1 Cg

k−1
i+1 + ρl

k−1
i+1

(
1 − Cg

k−1
i+1

)
(38)

ρm
k−1
i−1 = ρg

k−1
i−1 Cg

k−1
i−1 + ρl

k−1
i−1

(
1 − Cg

k−1
i−1

)
(39)

Accordingly, the flow rate also becomes the mixing flow rate, and its expression is:

vm =
Qg + Ql

A
(40)
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Then according to the difference principle, we can get:

vm
k
i =

Qg
k
i + Ql

k
i

Ak
i

(41)

vm
k−1
i =

Qg
k−1
i + Ql

k−1
i

Ak−1
i

(42)

vm
k−1
i+1 =

Qg
k−1
i+1 + Ql

k−1
i+1

Ak−1
i+1

(43)

vm
k−1
i−1 =

Qg
k−1
i−1 + Ql

k−1
i−1

Ak−1
i−1

(44)

Thus, formulas (29)–(32) are deformed as:

vm
k
i −
[
ξvm

k−1
i + 1−ξ

2 (vm
k−1
i+1 +vm

k−1
i−1 )

]
Δt + vm

k−1
i

vm
k−1
i+1 −vm

k−1
i−1

2Δz

+g
Hk−1

i+1 −Hk−1
i−1

2Δz +
Hk−1

i g
ρm

k−1
i

ρm
k−1
i+1 −ρm

k−1
i−1

2Δz +
f vm

k−1
i |vm

k−1
i |

2D = 0
(45)

Hk
i −
[
ξHk−1

i + 1−ξ
2 (Hk−1

i+1 +Hk−1
i−1 )

]
Δt + vm

k−1
i

Hk−1
i+1 −Hk−1

i−1
2Δz

+vm
k−1
i sin θ +

1
ρmk−1

i g
− (Hk−1

i −z)
K

2
Ee

√
Ak−1

i
π + 1

K
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k−1
i+1 −vm

k−1
i−1

2Δz = 0

(46)

ρm
k
i −
[
ξρm

k−1
i + 1−ξ

2 (ρm
k−1
i+1 +ρm

k−1
i−1 )

]
Δt + vk−1

i
ρm

k−1
i+1 −ρm

k−1
i−1

2Δz − ρm
k−1
i

K
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−(Hk−1

i −zi)
·
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[
ξHk−1
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]
Δt + vk−1

i

(
Hk−1

i+1 −Hk−1
i−1

2Δz + sin θ
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= 0

(47)

Ak
i −
[
ξAk−1

i + 1−ξ
2 (Ak−1

i+1 +Ak−1
i−1 )

]
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i
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√
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ξρm

k−1
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]
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i
ρm

k−1
i+1 −ρm

k−1
i−1

2Δz

}
= 0

(48)

The corresponding assumptions will also be changed accordingly:⎧⎪⎨⎪⎩
Xm

v1 = ξvm
k−1
i + 1−ξ

2

(
vm

k−1
i+1 + vm

k−1
i−1

)
, Xm

v2 =
(

vm
k−1
i+1 − vm

k−1
i−1

)
Δt
Δz

Xm
ρ1 = ξρm

k−1
i + 1−ξ

2

(
ρm

k−1
i+1 + ρm

k−1
i−1

)
, Xm

ρ2 =
(

ρm
k−1
i+1 − ρm

k−1
i−1

)
Δt
Δz

(49)
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After sorting, the expressions of four unknowns considering gas-liquid two-phase are
obtained as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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i
2 Xm

ρ2
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(50)

3.2. Boundary Conditions

The boundary point is different from the inner node. It has an equation with boundary
conditions, and the number of equations is more than the number of unknowns. For
the previous solutions, one is to synthesize the continuity equation and motion equation
into a partial differential equation and then transform it into a difference equation. The
second is not to establish the continuity equation and the motion equation, but to introduce
the characteristic equation. For example, the inverse characteristic line equation can be
introduced for the upstream and the along characteristic line equation can be introduced
for the downstream [32,33]. For the equation form of four variables in this paper, neither
method is applicable. The solution obtained by method one does not converge and cannot
meet the stability condition. However, if the continuity Equation (24) is abandoned, the
ideal results can be obtained by using the equation of motion (19) and Equations (20) and
(21) together with the upstream boundary conditions. The downstream boundary of a
simple pipeline can be treated by method one, and the results are stable and convergent.

The equations of motion (19)–(21) are used to solve the upstream boundary conditions.
When the upstream is a reservoir, the reservoir water level can be regarded as constant, and
the boundary condition is a constant, that is ∂H

∂t = 0, from the motion equation:

vk
0 = vk−1

0
(
1 − X′

v2
)− g

⎡⎣X′
H2 +

(
Hk−1

0 − z0

)
ρk−1

0

X′
ρ2 − f Δt

2gD
vk−1

0

∣∣∣vk−1
0

∣∣∣
⎤⎦ (51)

ρk
0 = ρk−1

0 − vk−1
0 X′

ρ2 +
ρk−1

0
K

ρk−1
0 g

−
(

Hk−1
0 − z0

)vk−1
0
(
X′

A2 + Δt sin θ
)

(52)

Combine formulas (20) and (21) and substitute the calculated value to obtain:

Ak
0 = Ak−1

0 − vk−1
0 X′

A2 +
2Ak−1

0 K

ρk−1
0 Ee

√
Ak−1

0
π

(
ρk

0 − ρk−1
0 + vk−1

0 X′
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)
(53)

where in: ⎧⎨⎩X′
H2 =

(
Hk−1

1 − Hk−1
0

)
Δt
Δz X′

v2 =
(

vk−1
1 − vk−1

0

)
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Δz

X′
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(
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0

)
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Δz X′
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0
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(54)
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Here, the equation of motion (19) and the continuity Equation (24) are integrated into
a partial differential equation and then transformed into a difference equation. The specific
form is:

∂H
∂t

+ (v + v0)
∂H
∂s

+
v0

g
∂v
∂t

+

⎡⎣ 1
ρg − (H−z)

K

2
Ee

√
A
π + 1

K

+
v0v
g

⎤⎦ ∂v
∂s

+
(H − z)v0

ρ

∂ρ

∂s
+ v sin θ + v0

f v|v|
2gD

= 0 (55)

When the downstream end of the pipeline is a valve, it can be regarded as an orifice to
obtain [34]:

vA
t = vmτk

√
HA

t
H0

(56)

where H0 is the initial head pressure of the downstream section. For downstream N section,
rewrite it as:

vk
N = vmτk

√
Hk

N
H0

N
(57)

Solve the above equation with Equations (20), (21) and (39):

vk
N = −Y1Y2 +

√
(Y1Y2)

2 − 2Y2Y3 (58)

When the flow rate is obtained, the following formula (37) can be obtained:

Hk
N = −Y1vk

N − Y3 (59)

Substitute into Equations (20) and (21) to obtain:

ρk
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N X′′
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N
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N + vk−1
N (X′′

A2 + Δt sin θ)
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(60)
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N Ee

√
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N
π

(
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N + vk−1

N X′′
ρ2

)
(61)

where vm is the initial flow velocity at the downstream section of the pipeline and τk is the
opening of the downstream valve.

Y1 =
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g
(62)
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(vmτk)

2

2H0
N

(63)
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(64)
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(

Hk−1
N − Hk−1
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)
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(65)

The above is the treatment of the boundary problem of a simple pipeline. Figure 4
shows the calculation flowchart.
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Figure 4. Flowchart of calculation of water hammer four variable closed model.

3.3. Model Validation

To verify the accuracy of the water hammer model, a water hammer calculation was
carried out on a case of a fluid pipeline in the literature, and the calculation results were
compared with those in the literature [35].

As shown in Figure 5, the calculation results of water hammer are compared. The red
is the calculation result of the literature, and the blue is the calculation result of the article
model. It can be seen from the figure that there are certain deviations in the results, which
may be caused by different mathematical models since the model in this paper considers
the four variables of pressure, flow rate, density and flow area.

Figure 5. Comparison between calculation results of the present model and literature results.
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4. Field Application and Result Discussion

4.1. Sample Pipeline Foundation Parameters

Taking an oil pipeline X as an example, this paper simulates the pressure fluctuation
in the pipeline after the valve at the end is closed and the effects of different factors such
as valve closing time, flow and gas content on water hammer pressure. The buried depth
of the pipeline is 1.8 m, the pipe diameter is 300 mm, and the wall thickness is 6 mm. The
physical parameters of oil, soil, anticorrosion coating and pipeline are shown in Table 1.
The atmospheric temperature is 20 ◦C, the soil temperature is 5 ◦C, and the oil temperature
is 22 ◦C.

Table 1. Physical parameters of oil, soil, anticorrosion coating and pipe.

Parameter Value Parameter Value

Density of oil 841 kg/cm3 Specific heat of soil 2225 J/(K·kg)
Thermal diffusivity of oil 5.91 mm2/s Specific heat of pipe 465 J/(K·kg)

Thermal conductivity of oil 0.162 W/(m·K) Specific heat of anticorrosive coating 2000 J/(K·kg)
Coefficient of thermal expansion of oil 8.3 × 10−4 K−1 Specific heat of oil 1900 J/(K·kg)

Density of soil 1455 kg/cm3 Thermal conductivity of soil 1.4 W/(m·K)
Density of pipe 7850 kg/cm3 Thermal conductivity of pipe 48 W/(m·K)

Density of anticorrosive coating 1200 kg/cm3 Thermal conductivity of
anticorrosive coating 0.15 W/(m·K)

4.2. Result and Discussion

Assuming that the valve closing time is about 5 s, the valve closing index m is 1.0
(linear valve closing), and the calculation time is 200 s. Figure 6 is the change of pressure at
the pipe end after valve closing. It can be seen from the figure that at the moment of valve
closing, the fluid flow rate at the pipe end suddenly changes to 0, the pressure increases
rapidly, reaches the peak value of 4.95 MPa at 5.08 s, then starts to decline, reaching the
valley value of 3.37 MPa at 12.80 s. Due to friction along the way, the fluctuating pressure
will decay quickly and finally reach the equilibrium pressure.

Figure 6. Pressure fluctuation at the end of the pipeline.

Take the section close to the pipe end as the research plane and calculate the fluctuation
of velocity in this plane as shown in Figure 7. Before closing the valve, the initial flow
velocity of the section is 2.85 m/s. When the valve is closed, the flow rate drops rapidly and
fluctuates around 0. According to the principle of the Bernoulli equation, the fluctuation
will become weaker and weaker over time. Finally, the fluid pressure in the pipe will be a
certain value and the flow rate will be 0.
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Figure 7. Difference of natural frequency of tubing under two model analysis methods.

The effects of different valve closing time on the fluctuation of pressure and velocity
at the pipe end are studied by the model. As shown in Figure 8a, the simulation results
of fluctuating pressure at the pipe end under five different valve closing times are shown.
According to the calculation, with the gradual increase of valve closing time, the maximum
fluctuating pressure at the pipe end decreases, and the time of peak value lags behind.
Figure 8b shows the simulation results of fluctuation velocity near the pipe end under five
different valve closing times. The shorter the valve closing time, the earlier the flow rate
drops to 0 and fluctuates around 0, and the greater the fluctuation range.

 

Figure 8. Influence of valve closing time on pressure and velocity fluctuation at the end of a pipeline:
(a) represents pressure response; (b) represents velocity response.

Figure 9 shows the influence of different flow rates on pipe end pressure. It can be
seen from Figure 9a that the pressure at the pipe end first decreases and then increases at
the moment of valve closing. When the flow in the pipe is 0.4 kg/s, the decline amplitude is
the largest, but the rise speed is also the fastest and the peak value is the highest. Similarly,
when the flow rate is 0.4 kg/s, the decline rate of pipe end pressure from peak to valley
is the fastest and the valley is the smallest. That is, the greater the flow, the greater the
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change of pipe end pressure, the faster the speed change, and the more obvious the water
hammer effect.

 

Figure 9. Influence of flow rate on pressure and velocity fluctuation at the end of a pipeline: (a) repre-
sents pressure response; (b) represents velocity response.

As Figure 9b shows, the greater the flow rate, the greater the initial flow velocity
in the pipe and the fastest the decline rate of flow velocity. According to the enlarged
view shown in Figure 9b, when the flow rate is large (e.g., flow rate is 0.4 kg/s), flow rate
fluctuation is more intense. Moreover, there will be small fluctuations at inflection points
such as falling from peak value and rising from valley value. The larger the flow, the more
obvious the small fluctuations. It shows that the flow with large flow is greatly disturbed
by instantaneous obstacles such as valve closing. However, with the increase of time, the
impact of flow will be less and less obvious, whether it is pressure or flow rate.

After the fluctuating pressure is generated at the pipe end, it will propagate up-
stream along the pipeline to form a pressurization wave surface. To intuitively obtain
the propagation of pressure wave in all calculation time, the three-dimensional diagram
of pressure-wave propagation with pipe length and time after valve closing is drawn
(Figure 10).

 

Figure 10. Three-dimensional diagram of pressure-wave propagation with pipe length and time after
valve closing: (a) represents pressure response; (b) represents velocity response.
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The effects of different pipe length and time on the fluctuating pressure in the pipe
are studied, as shown in Figure 11. Figure 11a shows the pressure change chart in a 500 m
section at 40 s. Pressure changes with pipe length when the blue line is 40 s. The red line
shows the change of pressure with time at 500 m. By analogy, Figure 11b–d are the pressure
change charts of a 1000 m section at 80 s, 1500 m section at 120 s and 2000 m section at
160 s after valve closing. The meaning of the blue line and the red line is the same as that
in Figure 11a. It can be seen from the figure that the pressure fluctuation will gradually
attenuate along the pipe length with the increase of time. The place with the greatest water
hammer effect is near the valve. Under the coupling effect of time and tube length, the
shorter the time and the shorter the tube length, the more obvious the pressure fluctuation;
the longer the time and the longer the tube, the weaker the pressure fluctuation.

 

Figure 11. Effect of different pipe length and time on fluctuating pressure in pipe: (a) represents the
pressure change chart in a 500 m section at 40 s; (b) represents the pressure change chart in a 1000 m
section at 80 s; (c) represents the pressure change chart in a 1500 m section at 120 s; (d) represents the
pressure change chart in a 2000 m section at 160 s.

Through the water hammer model established in this paper, the changes of pipe end
pressure and flow velocity under five conditions with gas content of 1%, 3%, 5%, 7% and
9% were calculated, respectively (Figure 12). Figure 12a shows that the greater the gas
content, the smaller the fluctuation peak of pipe end pressure. The time of the first peak
of pressure wave is basically the same, but the time of the first valley value begins to be
different. The greater the gas content, the later the minimum pressure appears. With the
increase of time, this difference becomes more and more obvious, which is reflected in a
longer water hammer cycle. Since the water hammer period is the ratio of pipe length

161



Energies 2022, 15, 1387

to pressure-wave velocity, the greater the void fraction, the smaller the pressure-wave
velocity. Slightly different is that there is a difference in the time when the first fluctuation
value of velocity wave appears. The greater the void fraction, the longer the time lag of
flow rate fluctuation, as shown in Figure 12b. According to Bernoulli’s theory, pressure
and velocity should be in a trade-off relationship and as the former increases, the latter
decreases. Therefore, when the gas content is large, although the velocity fluctuation lags,
the absolute value of velocity is large.

 

Figure 12. Influence of gas content on pressure and velocity fluctuation at the end of a pipeline:
(a) represents pressure response; (b) represents velocity response.

When there is free gas in the oil pipe, the gas will form uneven bubbles in the pipe.
When the bubble is free in the oil, it can be approximately regarded as an elastic deformable
body. When there is pressure fluctuation in the oil, the bubbles will be forced to compress
and increase their internal energy. At this time, the bubbles are not stable, and work will be
done to the surrounding oil to release energy, so that the momentum of the oil increases
and compresses the surrounding bubbles. Due to energy dissipation, the increase of oil
momentum is not equal to the increase of internal energy after bubble forcing, and the
energy of bubble forcing comes from pressure fluctuation. Therefore, the actual pressure
fluctuation value is obviously lower than that without gas, and the size of the pressure
wave mainly depends on the gas content [36–38].

5. Conclusions

Based on the essence of water hammer, the interaction between pipeline fluid motion
and water hammer wave propagation is considered, and the pressure, velocity, density
and overflow area are set as variables. A new set of water hammer calculation equations is
deduced and solved numerically. The effects of different valve closing time, flow rate and
gas content on pressure distribution and water hammer effect were studied. The following
conclusions can be drawn:

With the increase of valve closing time, the maximum fluctuating pressure at the pipe
end decreases, and the time of peak value also lags behind. The shorter the valve closing
time, the earlier the flow rate drops to zero and fluctuates around zero, and the greater the
fluctuation range. When the valve closing time increases from 5 s to 25 s, the difference of
water hammer pressure is 0.72 MPa and the difference of velocity fluctuation amplitude is
0.076 m/s.

With greater flow, the pressure change at the pipe end is greater. With faster speed
changes, the water hammer effect becomes more obvious. With larger flow, flow velocity
fluctuations increase, and there will be a small amplitude fluctuation. Our calculations
show that the flow with large flow is greatly disturbed by instantaneous obstacles such as
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valve closing. However, with the increase of time, the impact of flow will be less and less
obvious, whether it is pressure or flow rate.

With the increase of time, the pressure fluctuation will gradually attenuate along the
pipe length. The place with the greatest water hammer effect is near the valve. Under the
coupling effect of time and tube length, the shorter the time and the shorter the tube length,
the more obvious the pressure fluctuation.

Our calculations show that the larger the gas content is, the smaller the fluctuation
peak of pipe end pressure is, the longer the water hammer cycle is, and the smaller the
pressure-wave velocity is. The actual pressure fluctuation value is obviously lower than
that without gas, and the size of the pressure wave mainly depends on the gas content.
When the gas content increases from 1% to 9%, the difference in water hammer pressure is
0.41 MPa. When the gas content is large, although the velocity fluctuation lags, the absolute
value of velocity is large.
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Nomenclature

A Flow channel area m2

a Pressure-wave velocity m/s
Cg Gas content %
D Pipe diameter m
e Pipe wall thickness m
E Elastic modulus of pipes MPa
f Friction coefficient dimensionless
g Gravitational acceleration m/s2

H Water head m
i Time node number dimensionless
k Spatial node number dimensionless
K Fluid compressibility coefficient dimensionless
mo Fluid momentum kg·m/s
p Pressure MPa
Qg Gas flow kg/s
Ql Liquid flow kg/s
Δs Displacement step m
s Location m
Δt Time step s
t Time s
v Flow velocity m/s
vm Gas-liquid mixing flow velocity m/s
x Length of flow section m
y Moving distance m
z Position of reference point m
ρ Fluid density kg/m3

ρg Gas density kg/m3

ρl Liquid density kg/m3

ρm Multiphase fluid density kg/m3

θ Included angle between pipeline axis and horizontal direction ◦
γ Specific gravity dimensionless
ξ Fitting coefficient dimensionless
χ Wet perimeter m
τ0 Pipe inner wall shear stress MPa
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Abstract: Sand production has caused many serious problems in weakly consolidated reservoirs.
Therefore, it is very urgent to find out the mechanism for this process. This paper employs a coupled
lattice Boltzmann method and discrete element method (LBM-DEM) to study the sand production
process of the porous media. Simulation of the sand production process is conducted and the force
chain network evolvement is analyzed. Absolute and relative permeability changes before and after
the sand production process are studied. The effect of injection flow rate, cementation strength, and
confining pressure are investigated. During the simulation, strong force chain rupture and force
chain reorganization can be identified. The mean shortest-path distance of the porous media reduces
gradually after an initial sharp decrease while the mean degree and clustering coefficient increase in
the same way. Furthermore, the degree of preferential wettability for water increases after the sand
production process. Moreover, a critical flow rate below which porous media can reach a steady state
exists. Results also show that porous media under higher confining pressure will be more stable due
to the higher friction resistance between particles to prevent sand production.

Keywords: lattice Boltzmann method; discrete element method; sand production; force chain network
analysis

1. Introduction

Sand production is one of the common problems in the oil field during the production
process, especially in weakly consolidated or unconsolidated sandstone reservoirs. The
stress and pore pressure near the perforation cavity would be redistributed and the rock
would change from an equilibrium state to another after the perforation process. The stress
state around the perforation cavities region changed due to the considerable force exerted
on the rock by the fluid as the fluids flow into the wellbore. Thus, rock failure will occur
in the weakly consolidated or unconsolidated reservoir consequently. In this condition,
sand particles will be produced along with the reservoir fluids, which lead to the evolution
of perforation cavities and deteriorate the formation condition. A lot of money was spent
to deal with problems including borehole instability, casing collapse, and well cleaning.
Research shows that almost 30% of these sandstone reservoirs may produce sand easily [1].
Besides this, it is reported that the weakly consolidated or unconsolidated reservoir contains
70% of oil and gas in the world [2,3]. However, the sand production prediction is full of
uncertainty. Therefore, accurate simulation and prediction of the sand production process
are very important and helpful in sand control and enhancing oil recovery.

The commonly used methods to predict sand production consist of experiments and
numerical simulations. Terzaghi firstly used a box with a movable lid at the bottom to
conduct the sand production experiment and laid a foundation for the later laboratory
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experiments [4]. Up to now, experiments under more complex conditions such as uni-
axial or tri-axial stress environments with axial and multiphase fluid injections can be
conducted [5–8]. In these experiments, different categories of influencing factors including
the characteristics of fluids, the state of the formation, the effect of confining pressure, and
the effect of outlet size are discussed. However, the sand production experiment needs
some assumptions since the scale is small and its result cannot be used in field practice due
to the boundary effects. Besides this, it is hard to obtain the in-situ rock sample in some
reservoirs that are weakly consolidated or unconsolidated.

Various numerical methods considering the plasticity and micromechanics of the rock,
erosion effect, and the mechanical mechanisms due to waterflooding have been developed
to accurately predict sand production. These methods consist of continuum method and
discrete method. The continuum method considers the rock a continuous material and is
widely used in sand production prediction because of its simplicity. It includes models
based on plasticity theory, mixture theory, and the micromechanics approach. Methods
based on plasticity theory considered the yielding behavior of the rock as the result of
tensile and shear failures due to the depletion of well pressure [9]. The effect of hydrostatic
stresses due to fluid flow is considered and many models are proposed to predict sand
production [10]. Methods based on mixture theory considered the effect of hydrodynamic
forces on the sand production process [11]. In these methods, the erosion phenomenon
was studied and considered as the cause of the rock failure [12]. More influencing factors
including flow rate, viscosity, density, grain size, and cavity height are employed to propose
the model [13]. The micromechanics approach combined the poro-mechanical and erosion
models extensively rather than employing mechanical yielding models and the erosion
models independently. Two semi-analytical models, namely SPAM and SLAM model,
were presented based on this concept and study the sand production due to the sheer
pressure on the rock [14]. However, the continuum methods cannot reflect the real behavior
of the rock such as nonlinear characteristics of mechanical response due to its simplicity.
The discrete method treats the rock as a combination of many individual sand particles
that have their characteristics. O’Connor et al. firstly used the DEM method to simulate
sand production [15]. Based on their research, different shapes of particles such as the
n-sided polygon were considered [16]. The growth of a micro-failure leading to rock mass
failure is concluded by employing PFC2D for simulating the sanding process in hollow
cylinder tests with fluid flow [17]. The coupled LBM-DEM method precisely presented the
solid-fluid interface and enhanced the reliability of the prediction of sand production and
the lattice Boltzmann method (LBM) has been proved to be the most appropriate method
in investigating the fluid flow mechanism in the porous media [18–22]. However, these
methods are mostly developed on two dimensions and the bond between the particles is
not fully considered in the simulation. Besides this, the characteristic of force chain network
in the sand production process is not studied in these research works.

Compared with particle methods, it is more appropriate to use the fluid-solid coupling
method since sand production is a process in which fluid and solid interact with each
other. We adopted the coupled lattice Boltzmann method and discrete element method
(LBM-DEM) in this paper since it is effective to deal with the complicated boundary
conditions and it is more feasible in pore-scale (mesoscale) fluid flow. Besides this, the
CFD-DEM method is computationally expensive when dealing with fine mesh and solving
the nonlinear Navier–Stokes equation in the pore scale. Then we validate the method by
simulating the sedimentation of a single particle. Finally, we conduct the simulation of
the sand production process and analyze the force network evolvement. Absolute and
relative permeability before and after the sand production process are calculated and the
effect of injection flow rate, cementation strength, and confining pressure are investigated.
Compared with previous studies, we conducted our simulation on three dimensions and
fully considered the bond between particles. Besides this, the complex network analysis of
the force chain network evolution in the sand production process, which was not studied
in previous research, is fully discussed in this paper.
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2. Methodology

The coupled LBM-DEM method was firstly proposed by Cook, et al. [23]. This method
was further improved by a great number of researchers subsequently [24–27]. The basic
principles of each method and how the two methods are coupled with each other are given
as follows.

2.1. Bonded DEM

DEM was developed to deal with rock mechanics problems in the 1970s [28]. It has
been regarded as a useful tool for analyzing the behavior of materials with a discontinuous
characteristic. In this method, the porous media are considered a combination of separate
particulates. Due to the simplicity and numerical efficiency, we often use spherical particles.

In this method, Newton’s second law is used to describe the motion of each particle.
The equation that governs the translation motion of a particle can be described as [28]

m
dv

dt
= Fb + Fc + Fh (1)

where m and v denote the mass and the velocity of the particle, respectively. Fb indicates
the body force, Fc refers to the total contact force which is calculated by summing up all the
contact force on the particle. Fh represents the hydrodynamic force exerted by the flowing
fluid. The equation that governs the rotation of a particle is [28]

I
dω
dt

= Tc + Th (2)

where I is the moment of inertia of the particle, and ω is the angular of the particle. Tc
refers to the total torque generated by the contact force and Th indicates the hydrodynamic
torque exerted by the flowing fluid.

In the DEM simulation, particles moved freely in the domain. We defined that contact
exists when the distance between two particles centers is shorter than the summation of
the particle radius. Figure 1 illustrates two particles in contact. The difference between the
summation of the radius and the particle center distance was called overlapping length. By
using the Hertz contact model, the contact force can be calculated by [28]

Fn = knδ3/2
n (3)

where kn denotes normal stiffness, which is influenced by the elastic modulus of the
material. δn refers to the overlapping length.

 

Figure 1. The sketch of two contact particles.
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For each particle at each time step, the accelerations can be computed by using
Equations (1) and (2). Particle velocity and position would be calculated by employ-
ing equations of motion consequently. In this way, the information of any single particle at
any time step can be obtained and it is convenient for us to do further analyses.

For the cementation of the rock, we used the contact bond model to simulate the bond
characteristics [29,30]. In this model, the grain particles are approximated as spherical
particles and the cementation bonds are considered as sticks joining the two adjacent
particles. The bond element can be regarded as two springs with normal and shear stiffness
acting between the contacting particles. The contact bond model can be shown as [31]

Fb
n =

{
kb

nδ
(

Fb
n ≤ Fmax

)
0 (Fb

n > Fmax)
(4)

where kb
n is the normal stiffness of the cement, Fmax is the critical tensile force. The magni-

tude of the critical force can be calculated as

Fmax = σmaxSc (5)

where σmax is the bond strength and the Sc is the cross-sectional area of the bond element.
The bond strength of the bond element can be determined by conducting a uniaxial tensile
test [32,33]. The bond element can be regarded as a beam and the radius of the cross-section
rb = (r1 + r2)/2, where r1 and r2 are the radii of the bonded particles and the cross-sectional
area can be calculated subsequently [34]. If the tensile force acting on the cement exceeds
or equals the normal bond tensile strength, the bond breaks and the normal contact force
should be zero.

2.2. Lattice Boltzmann Method

Fluid flow is often modeled by Navier–Stokes equations, and LBM is a potential tool
for the solution of these equations. The BGK model is most widely used in LBM modeling
and streaming and collision is given by [35]

fa(x + eaΔt, t + Δt)− fa(x, t) = −Δt
τ

[
fa(x, t)− f eq

a (x, t)
]

(6)

where x is the position in the lattice space, τ is the collision relaxation time, Δt is the
time interval, ea refers to the lattice velocity, a indicates the discretized direction, f and feq

denote the local particle distribution function and equilibrium distribution function. In the
equation, the left side is the streaming part and the right side is the collision part.

Collision of the fluid particles is regarded as a relaxation towards a local equilibrium
and the equilibrium distribution function feq is defined as [35]

f eq
a (x) = waρ(x)

[
1 + 3

ea · u

c2 +
9
2
(ea · u)2

c4 − 3
2

u2

c2

]
(7)

where the weights wa are 1/3 for the rest particles (a = 0), 1/18 for a = 1~6, and 1/36 for
a = 7~18, and c is the basic speed on the lattice given by c = Δx/Δt, Δx denotes the lattice
spacing. The configuration of D3Q19 lattice cell is presented in Figure 2.

The distribution function represents the frequency of occurrence in a certain direction
and the summation of frequencies of all directions can be considered as fluid densities.
Therefore, the macroscopic fluid density is [35]

ρ =
18

∑
a = 0

fa (8)
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Figure 2. The configuration of D3Q19 showing the 19 discrete velocities.

The macroscopic velocity u is an average of the microscopic velocities ea weighted by
the directional densities fa and can be expressed as [35]

u =
1
ρ

18

∑
a = 0

faea (9)

Equation (9) allows us to connect the discrete microscopic velocities in LBM with the
continuous macroscopic velocities representing the fluid’s motion.

Viscosity and pressure can be described by [35]

ν = c2
s (τ − 1

2
)Δt (10)

p = ρc2
s (11)

where cs is the sound velocity given by [36]

cs =

√
c2

3
(12)

Shan-Chen model, also known as the pseudo-potential model, is one of the most widely
used multiphase Lattice Boltzmann models. In this paper, we employed this method to
simulate two-phase flow in the porous media and obtain the relative permeabilities in
different stages of sand production.

When the fluid consists of multiple components, a pseudo-potential model can be
established by incorporating interaction force between fluid components. For two-phase
flow, two distribution functions represent the flow of wetting phase and non-wetting phase
and the evolution function of the σth component can be described as [37]

f σ
a (x + eaΔt, t + Δt)− f σ

a (x, t) = −Δt
τσ

[ f σ
a (x, t)− f σ(eq)

a (x, t)] (13)
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where f σ
a denote the local particle distribution function of the σth component, τσ is the

relaxation time of the σth component and the corresponding kinematic viscosity can be
expressed as [37]

νσ = c2
s (τσ − 1

2
)Δt (14)

In order to simulate two-phase flow in porous media, many researchers proposed
different forms to incorporate the interaction force between two fluids in the fluid flow [38–42].
In this paper, we incorporate the interaction force in the collision process by adding a term
into the velocity field and the macroscopic velocity of the σth component can be calculated
by [43]

u
eq
σ =

~
u +

τσFσ

ρσ
(15)

~
u =

∑σ
ρσuσ

τσ

∑σ
ρσ
τσ

(16)

where
~
u is the compound velocity of all components without considering additional forces.

Fσ denotes the total force exerted on the σth component, which includes the fluid–fluid
interaction Ff, the fluid–solid interaction Fads, and the external force Fe [44].

Therefore, the whole fluid velocity can be defined as [45,46]

u =
1
ρ

(
∑
σ

ρσuσ +
1
2 ∑

σ

Fσ

)
(17)

where ρ is the total density of all the fluid components and can be expressed as [45]

ρ = ∑
σ

ρσ (18)

The fluid–fluid interaction only considers the interaction between the nearest neigh-
bors and can be expressed by [44]

Fσ
f (x, t) = −ψσ(x, t)

S

∑
σ′

Gσσ′ ∑
a

ωiψ
σ′
(x + eaΔt, t)ea (19)

where Gσσ’ denotes the Green function reflecting the strength of the intercomponent poten-
tial between the σth component and the σ′th component, ψσ(x, t) is the effective density of
the σth component and is commonly taken as the fluid density.

At the fluid-solid interface, the solid wall can be treated as a component with constant
density. Therefore, the interaction force between the fluid and solid can be written as [44]

Fσ
ads(x, t) = −ψσ(x, t)

S

∑
σ

Gσ
s ∑

a
ωiψ(ρw)s(x + eaΔt, t)ea (20)

where Gσ
s denotes the Green function reflecting the strength of potential between the fluid

and the solid. s(x + eaΔt, t) is a function that is equal to 1 when the node is solid and zero
when the node is fluid. ρw is the density of the solid wall.

2.3. LBM-DEM Coupling

The moving boundary condition is very important for the coupled LBM and DEM
methods. Researchers have come up with numerous moving boundary conditions for
coupling. In this study, we employ a method proposed by Noble and Torczynski [25,26,47].
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In the coupling method, the collision operator in the LBM equation is expressed with the
solid fraction γ in each node (Figure 3). Thus, Equation (6) can be described as [18]

fa(x + eaΔt, t + Δt) = fa(x, t)− 1
τ
(1 − β)

[
fa(x, t)− f eq

a (x, t)
]
+ β f m

a (21)

where β is a weighting function which depends on the solid fraction γ in each node [18],

β =
γ(τ − 0.5)

(1 − γ) + (τ − 0.5)
(22)

 

Figure 3. Noble and Torczynski’s scheme.

f m
a is the collision term that represents the bounce-back of the non-equilibrium part of

the distribution function. It can be described by [18]

f m
a = f−a(x, t)− fa(x, t) + f eq

a (ρ, vb)− f eq
−a(ρ, v) (23)

where −a is the direction opposite of a. The hydrodynamic forces and torque acted on a
particle can be calculated as [18]

F f luid =
h2

Δt

[
∑
n

(
βn ∑

a
f m
a ea

)]
(24)

T f luid =
h2

Δt

[
∑
n
(xn − xc)× ∑

n

(
βn ∑

a
f m
a ea

)]
(25)

where n is the number of nodes covered by a particle. The process of coupled LBM and
DEM is shown in Figure 4.

2.4. Method Validation

In this section, we will verify the boundary condition for a solid that moves across the
lattice by simulating a single sphere settling into a low particle Reynold number. For this
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case, it has a specific analytical expression for both the force and the torque [3]. The force
for this case is given by

F =
−6πρνrv

1 − 0.6526(r/l) + 0.1475(r/l)3 − 0.131(r/l)4 − 0.0644(r/l)5 (26)

where ρ is the fluid density, ν is the fluid kinetic viscosity, v is the velocity of the particle, r
denotes the particle radius, and l represents the distance between the particle center and
the wall.

 
Figure 4. The cycle of computation for coupled LBM and DEM.

Our simulation was set up similarly to that by Strack et al. (2007). Two fixed walls
2l distance apart were employed in the transverse direction. The width and depth of the
computational domain were set to a relatively larger value of 8l to decrease the dependence
of the simulation results on the domain size. The walls were modeled with a bounce-back
boundary condition, and periodic boundary conditions were adopted in the other two
directions. A particle was initially located in the computational domain with a distance
of l to both the left and the top. The particle diameter was covered by 10 lattices, so
the computational domain was 40 × 160 × 160 lattices in the simulation. No body force
was applied to the fluid and the particle settled under the influence of gravity. Due to
the buoyancy force exerted on the particle, the gravitational force on the particle was
considered based on the density difference between the particle and the fluid. The number
of CPU cores is 4 in our simulation.

Figure 5a depicted the velocity of the particle and the force acting on the particle in
the simulation. The velocity was normalized by the final settling velocity. The final setting
velocity denotes the particle velocity in the steady state, which is defined by the relative
error of settling velocity between n and n − 1 time steps smaller than the convergence limit
1 × 10−6. The force was normalized by the analytical values based on the final settling
velocity and the vertical displacements were normalized by the lattice spacing. From the
figure, we can see that the velocity of the particle and the force exerted on the particle
changed synchronously. When the particle reached the final settling velocity, the force
exerted on the particle did not change anymore as well. The particle reached an equilibrium
state and kept settling at a constant speed.

We studied the computational error of this method and the cumulative error of simu-
lations under different Reynold numbers and lattice spacing can be seen from Figure 5b.
The cumulative error was calculated by

ε = ∑
∣∣∣∣ Fsim − Fa

Fa

∣∣∣∣ (27)
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where Fsim is the simulation results calculated by the LBM-DEM coupling method, Fa
denotes the analytical method. As we can see from the figure, the simulation results
become more and more accurate with the decrease of the lattice spacing. This is because
small lattice spacing means more lattices covered on the particle, which will reduce the
oscillation. It also can be spotted that the cumulative computational error is larger when
the Reynold number is larger. A larger Reynold number indicates larger particle velocity
and computational error is accumulated due to the update of the particle position and
recalculation of the solid fraction. Therefore, it should be noticed the displacement of each
step for particles should be shorter than the lattice spacing when employing this method to
ensure the accuracy and stability of the computation.

Figure 5. (a) Normalized velocity and Force for a spherical particle settling between infinite walls.
(b) Cumulative computational error under different Reynold numbers with different lattice spacing.

2.5. Model Setup

In this section, we used a 3D LBM-DEM approach to simulate the sand production
process. The cross-section of our model for the simulation of the sand production process
from a cemented reservoir is shown in Figure 6. Simulations were conducted to investigate
the migration of sand particles in different circumstances. In this simulation, the fluid
flows through a porous media from one end, which causes sand production at the other
end through a small outlet. As it is shown in Figure 6, the sand particles were generated
in the simulation region. The total length of the region was 60 mm and the length of the
porous media was 20 mm. Both the width and height of the computational domain were
20 mm. The outlet of the simulation region is a circle in the middle of the right plane and
its diameter equals 4 mm.

 

Figure 6. Cross-section of the simulation region.

Boundaries in both the y-direction and z-direction for the fluid were set as periodic
boundaries. The fluid was assumed to flow into the computational domain with a specific
velocity and a zero-pressure boundary condition was employed at the right boundary of
the computational domain. Particles were allowed to leave the simulation domain from
the small outlet. Body force was ignored in the simulation. The gravitational force on the
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particle was set according to the density difference between the particle and the fluid. The
fluid density was 1140 kg/m3, and the dynamic viscosity was 1.14 mPa·s. The simulation
parameters of sand particles can be seen in Table 1.

Table 1. Parameters for the sand particles in the simulation.

Parameter Value

Particle density ρs (kg/m3) 2700
Friction coefficient f r 0.45

Elastic modulus E (Pa) 5 × 106

Poisson’s ratio η 0.2

First, we conduct a simulation with fluid flow through the porous media to study
the change of force during waterflooding. Then, absolute and relative permeability before
and after the sand production process are calculated and the changes in the properties of
porous media are studied. Finally, the effect of injection flow rate, cementation strength,
and confining pressure are investigated.

3. Results and Discussion

3.1. Force Chain Network Analysis

Figure 7 shows the force chain of the porous media at different time steps after a
period of waterflooding. From the figure, we can see the evolution of the force chain with
the fluid injection. Comparing the force chain circled by the blue line in Figures 7a and 7b,
we can spot strong force chain rupture during this process and the sand particles detach
from the matrix and migrate through the porous media. Besides this, weak force chains
circled by the red line in Figure 7a transform into strong force chains, which can be clearly
recognized in Figure 7b. During sand production, the force chain network is reorganized
continuously until it reaches a steady state.

 
Figure 7. Force chain of the porous media. ((a) t = 0.05 s; (b) t = 0.1 s).

The force chain network can be analyzed by using complex network theory. The
complex network theory is one of the approaches to describe a granular system. Many
researchers used it to study granular packing in the past few decades [48,49]. Since the
unconsolidated rock can be regarded as sand packing, it is appropriate to use a contact
network to clarify the intrinsic mechanisms in the sand production process.

In our view, the network structure is full of randomicity and we can hardly see
any principles in it. However, the certainty of the network structure is often hidden in
the randomicity and we can reveal it by studying the statistical properties. Therefore,
the description and study of the statistical properties of complex networks are of great
significance for the development and application of complex network theory. In order to
effectively characterize the mathematical and statistical characteristics of complex network
structures, various scholars have proposed many methods and tried to use the network
parameters to describe the statistical characteristics of complex networks. The three most
basic and important parameters are the degree distribution, the mean shortest-path distance,
and the clustering coefficient.
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The adjacency matrix is often used in describing the information of a complex net-
work. For the weighted and undirected network, the weighted adjacency matrix W can be
expressed as [50]

Wij =

{
wij, if there is an edge between node i and node j
0, otherwise

(28)

where wij is the corresponding weight between node i and node j. For the rock system, wij
is the force between two particles and the adjacency matrix should be symmetric.

In the weighted network, the connectivity of nodes is also worth noticing regardless of
how strongly two particles interact with each other. Therefore, the binary adjacency matrix
A which only focuses on the link between nodes can be expressed as [50]

Aij =

{
1, if wij = 0
0, otherwise

(29)

The degree of a node can be described as the number of edges that are attached to it in
an undirected network. Therefore, the degree of the node i can be described as [50]

dei =
N

∑
j = 1

Aij (30)

where N is the number of nodes in the network. Therefore, the mean degree of the network
can be computed as [50]

〈de〉 =
1
N ∑

i
dei (31)

For the porous media system, it is easy to find that the node degree is exactly the
coordination number of the particle from its definition. Since the degree of nodes in the
network follows a certain probability distribution, the degree distribution is an important
topological factor to describe and analyze complex networks. The degree distribution
function p(k) represents the ratio of the number of nodes with degree equals to k to the
number of all nodes in the network, that is, the proportion of nodes with a degree of k in
the network.

The mean shortest-path distance L can be defined as the average of the distance
between any two nodes and can be calculated by [50]

L =
2

N(N − 1) ∑
i,j,i =j

dij (32)

where dij denotes the shortest distance between node i and node j. It should be noticed that
the distance should be calculated along edges in a path. The mean shortest-path distance,
also known as the characteristic path distance of a network, can be used to measure the
efficiency of information transfer between network nodes.

The local clustering coefficient Ci can be defined as the number of triangles containing
i divided by the number of triples centered at node i [51,52]. It can be expressed as [50]

Ci =

{∑hj Ahj Aih Aij
ki(ki−1) , ki ≥ 2

0, ki = 0, 1
(33)

Therefore, the global clustering coefficient C can be calculated as [50]

C =
1
N

N

∑
i

Ci (34)
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The clustering coefficient of a network describes the degree of the collectivity of a
complex network. The larger the clustering coefficient of the network, the higher collectivity
of the network, which means that the relationship between nodes is closer. The clustering
coefficient can also reflect the density of triangles from the definition. The triangles, also
known as three-cycles, are related to the stability of the network.

The mean degree change during the simulation and the comparison of degree distri-
bution between the initial and final time steps can be seen in Figure 8. The mean degree
of the porous media continues to increase in the simulation but the slope of the curve is
constantly decreasing and finally tends to be 0 at the end of the simulation. The larger
mean degree means more contact between particles and the porous media tends to reach a
steady state. This conclusion can also be revealed from the degree distribution since the
number of particles with a larger degree has increased after the simulation.

 
Figure 8. (a) Mean degree of porous media over time. (b) Comparison of degree distribution between
the initial and final time steps.

The mean shortest-path distance and the clustering coefficient during the simulation
process are presented in Figure 9. The mean shortest-path distance reduces gradually after
a sharp initial decrease. At the end of the simulation, the curve of the simulation tends to
be a horizontal line. The mean shortest-path distance indicates the efficiency of information
transmission within the network. In the contact force network, it represents the efficiency
of force transmission. Shorter mean shortest-path distance means higher force transmission
efficiency between particles, which results in a more stable porous media. The tendency
of the clustering coefficient is similar to that of the mean degree in the simulation. The
clustering coefficient shows the cohesive tendency of the sand particles and the measure
of the number of three-cycles in the network. A larger clustering coefficient means more
three-cycles in the network, which reflects the network is more stable. All the network
parameters indicate the porous media continues to evolve as simulations and gradually
becomes stable.

3.2. Absolute Permeability and Relative Permeability

In this section, we present the analysis of absolute permeability and relative perme-
ability of the porous media. For the absolute permeability, fluid flow was simulated by
employing the single-phase Lattice Boltzmann method. First, we extract the structure of
porous media at the different time steps of the sand production simulation for absolute
permeability calculation. Then the fluid with a lattice density of 1 and zero velocity can be
initialized throughout the simulation domain. A constant external body force F = 1 × 10−5

is applied along the x-direction to drive the flows. The periodic boundary condition is
employed in all directions of the simulation domain, while the boundary condition for the
solid particle is the bounce-back boundary condition. The simulation keeps calculating
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until reaching a steady state, which is defined by the relative error of permeability between
n and n-1 time steps and can be expressed as∣∣∣∣ kn − kn−1

kn−1

∣∣∣∣ < 1 × 10−8 (35)

 
Figure 9. The network parameters change over time for porous media. (a) mean shortest-path
distance. (b) clustering coefficient.

For the relative permeability, fluid flow was simulated by employing the two-phase
Shen–Chen Lattice Boltzmann model. Only the initial and the final structure of the porous
media in the sand production simulation was employed in the relative permeability calcu-
lation. Different water saturation was assigned in the simulation domain by initializing the
nodes with wetting fluid of different fractions. A constant external body force F = 1 × 10−5

is assigned to drive the fluid flow along the x-direction. The periodic boundary condition is
employed in the x-direction, while the bounce-back boundary condition is adopted for the y
and z directions. As with the absolute permeability calculation, the simulation should reach
a steady state to obtain reliable results. In relative permeability calculation, the relative
error of permeability for both fluids should be less than the convergence limit.

Figure 10a shows the porosity and the absolute permeability as the sand production
simulation. We can see both the porosity and permeability increase during this process and
finally becomes almost unchanged in the later stage of simulation. This can be explained
by the gradually steady state after a period of sand production. The relative permeability
of the porous media at the initial and final steps can be seen in Figure 10b. It can be spotted
that the connate water saturation and residual oil saturation become smaller at the end of
the simulation, which means wider saturation for two-phase flow than that at the initial
time step. Besides this, the figure also shows higher relative permeability at the endpoints.
This indicates that permeability and connectivity have improved after the sand production
process. Moreover, the figure also reveals that the points at which krw = 0 and kro = krw
shift to the right side of the relative permeability curve. This can reflect that the degree of
preferential wettability for water has increased after the sand production process.

3.3. The Effect of Injection Flow Rate

Sand production simulations with different injection rates at different confining pres-
sures are conducted in this section. The injection rates employed in the simulations are
2 × 10−6 m3/s, 4 × 10−6 m3/s, 2 × 10−5 m3/s, and 4 × 10−5 m3/s, respectively. The
confining pressures in the simulation are 0.8 MPa and 3 MPa. The cementation strength
employed in the simulation is 1 × 106 Pa. The cumulative weight of produced sand with
different injection rates at different confining pressures can be seen in Figure 11.
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Figure 10. (a) porosity and normalized permeability change over time for porous media. (b) compari-
son of relative permeability for porous media at the initial and final steps.

Figure 11. Cumulative weight of produced sand at different injection rates. (a) confining pressure
equals 0.8 MPa (b) confining pressure equals 3 MPa.

At lower confining pressure, we can clearly see that the curves of cumulative pro-
duced sand weight with larger flow rate are steeper than that with smaller flow rate from
Figure 11a. This is a direct reflection of more produced sand for the rock in larger injection
rate conditions. Due to the larger injection rate, the larger hydrodynamic force will exert
on the particles and lead to more bond failure. Furthermore, it can be spotted from the
figure that the rock under a larger injection rate produces sand earlier than the smaller ones.
This reveals that the bond in the rock is more easily broken with the larger injection rate.
Although the overall trend of the cumulative weight of produced sand keeps increasing for
all simulations, the increase becomes smaller in the later stage for the simulation with a
smaller injection flow rate. This indicates that the porous media will gradually tend to reach
a steady state. From the figure, we can find that the increment of cumulative produced sand
weight between different flow rates becomes larger as the flow rate increases. Therefore, we
can conclude that productivity can be improved by allowing a limited amount of produced
sand in the oil reservoirs, which corresponds with previous research [53,54].

However, the curves of cumulative produced sand weight reach a steady state after
the initial slow increase for smaller flow rate conditions at a higher confining pressure,
which can be clearly seen in Figure 11b. For injection rates equal to 2 × 10−5 m3/s and
4 × 10−5 m3/s, the cumulative weight of produced sand continuously increases as the
process goes by for simulations due to their larger injection rate. Compared with curves
at the lower confining pressure, their overall slopes are smaller at the higher confining
pressure. For injection rates equal to 2 × 10−6 m3/s and 4 × 10−6 m3/s, the curves of
cumulative produced sand weight tend to overlap each other as seen in the figure. This
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phenomenon can be explained by the existence of a critical flow rate. For the conditions
with a flow rate smaller than the critical value at a certain confining pressure, the total
amount of produced sand is a definite value no matter what the flow rate is. It is important
to determine the critical flow rate to avoid producing too much sand when the critical
flow rate is exceeded. Therefore, many researchers proposed methods for predicting the
critical flow rate [55–57]. In our simulation, the critical flow rate can be defined as the flow
rate below which a steady state can be reached. From the figure, the weight of produced
sand rapidly increases for flow rate larger than 4 × 10−6 m3/s, which reveals the flow rate
exceeds the critical flow rate at this confining pressure.

3.4. The Effect of Cementation Strength

We conduct sand production simulations with different cementation strengths at
different confining pressures in this section. The cementation strengths are 5 × 105 Pa,
1 × 106 Pa, and 5 × 106 Pa, respectively. The confining pressures in the simulation are
0.8 MPa and 3 MPa. The injection rate employed in the simulation is 2 × 10−5 m3/s. The
cumulative weight of produced sand with different cementation strengths at different
confining pressures can be seen in Figure 12.

 

Figure 12. Cumulative weight of produced sand at different cementation strength (a) confining
pres-sure equals 0.8 MPa (b) confining pressure equals 3 MPa.

For both higher and lower confining pressure, the overall trend of the cumulative
weight of produced sand keeps increasing for all simulations. The rock with smaller
cementation strength will produce more sand because weaker bonds are more easily
broken by the hydrodynamic force at the same injection rate. The curves of cumulative
produced sand weight at lower confining pressure are much steeper than that at higher
confining pressure. This is due to higher confining pressure which keeps the porous media
more stable. Besides this, the increase of cumulative weight of the produced sand tends to
be smaller in the later stage of simulation than that at the beginning at higher confining
pressure. This indicates that the porous media gradually evolve to steady conditions. In
this stage, the rock with larger cementation strength changes less because fewer bonds can
be broken due to the hydrodynamic force in this flow rate.

3.5. The Effect of Confining Pressure

Simulations with different confining pressure are conducted in this section. The con-
fining pressures employed in the simulations are 0.1 MPa, 1 Mpa, and 3 Mpa, respectively.
The injection rate employed in the simulations is 4 × 10−6 m3/s. The cementation strength
employed in the simulations is 1 × 106 Pa. The cumulative weight of the produced sand at
different confining pressure can be seen in Figure 13.
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Figure 13. Cumulative weight of produced sand at different confining pressure.

It can be spotted that the cumulative weight of produced sand continuously increases
as the process goes by for simulations with confining pressure equal to 1 MPa and 0.1 MPa.
For the simulation with injection rate equals to 3 MPa, the cumulative weight of produced
sand first slowly increases and then reaches a steady state in the simulation. Moreover,
the rock under higher confining pressure will produce less sand. This is due to the better
stability caused by the high confining pressure since it will increase the shear strength and
the friction resistance between sand particles. Therefore, there will be enough resistance in
the simulation with a smaller injection rate to avoid sand production at higher confining
pressure conditions.

4. Conclusions

This paper presents a coupled lattice Boltzmann method and discrete element method
(LBM-DEM) to study the sand production process of the formation. The method has been
validated by simulating the sedimentation of a single particle. Simulation of the sand
production process is conducted and the force chain network evolvement is analyzed. Ab-
solute and relative permeability before and after the sand production process are calculated
and the changes in the properties of porous media are studied. The effect of injection flow
rate, cementation strength, and confining pressure are investigated and conclusions are
listed in the following.

Strong force chain rupture can be recognized and force chain reorganization can be
identified. Sand particles will detach from the reservoir and the formation will reach
a steady state after a period. The total amount of produced sand first increases and
remains constant after the force chain reorganization. Meanwhile, the mean degree and
the clustering coefficient of the porous media continue to increase in the simulation but
the slope of the curve is constantly decreasing and finally tends to be 0 at the end of the
simulation. However, the mean shortest-path distance reduces gradually after a sharply
initial decrease. This reveals that the state of the porous media becomes more stable in the
sand production process.

By analyzing the change of relative permeability, wider saturation for two-phase flow
and higher relative permeability at endpoints can be spotted at the end of the process.
This indicates that permeability and connectivity have improved after the sand production
process. The degree of preferential wettability for water has increased after the sand
production process since the points at which krw = 0 and kro = krw shift to the right side of
the relative permeability curve.

The flow rate, cementation strength, and confining pressure have an important effect
on the sand production process. A higher injection rate leads to more sand production
than a lower injection rate. Besides this, a critical flow rate below which porous media
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can reach a steady state exists. Moreover, productivity can be improved by allowing a
limited amount of produced sand in the oil reservoirs. A reservoir with lower cementation
strength produces more sand than the higher one due to weak bonds. Results show that
porous media under higher confining pressure will be more stable due to the higher friction
resistance between particles to prevent sand production.
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Nomenclature

Symbols
m particle mass, kg
v particle velocity, m/s
t time, s
Fb body force, N
Fc contact force, N
Fh hydrodynamic force, N
I particle inertia, kg·m2

Tc torque generated by the contact force, N·m
Th hydrodynamic torque, N·m
kn normal stiffness, kg/m2

Fmax critical tensile force, N
x position in the lattice space, lu (lattice unit)
ea directional lattice velocity, lu/ts
f particle distribution function, dimensionless
feq equilibrium distribution function, dimensionless
a discretized direction, dimensionless
c basic speed on the lattice, lu/ts
u macroscopic velocity, m/s
cs lattice sound velocity, lu/ts
p pressure, Pa
f m
a bounce-back of the non-equilibrium part of the distribution function, dimensionless

Ff fluid-fluid interaction force, N
Fads fluid-solid interaction force, N
r particle radius, m
l distance between the particle center and the wall, m
Re Reynold number, dimensionless
E elastic modulus, Pa
fr coefficient of surface friction, dimensionless
Fsim force calculated by the simulaiton method, N
Fa force calculated by the analytical method, N
de degree of the node, dimensionless
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L mean shortest-path distance, dimensionless
C global clustering coefficient, dimensionless
k permeability, μm2

Q flow rate, m3/s
Greek Letters

ω particle angular velocity, rad/s
η Poisson’s ratio of the particle, dimensionless
δn overlapping length, m
τ collision relaxation time, dimensionless
Δt time interval, ts (time step)
Δx lattice spacing, lu
ν kinetic viscosity, m2/s
ρ fluid density, kg/m3

ρs particle density, kg/m3

γ solid fraction of a cell, dimensionless
β weighting function, dimensionless
ε cumulative error, dimensionless
σ cementation strength, Pa

Subscripts
b body
c contact
h hydrodynamic
a the ath
σ the σth
i the ith
j the jth

Superscripts
eq the equilibrium state
σ the σth
n the n step
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Abstract: Accurate identification of the lithofacies and sedimentary facies of coal-bearing series is sig-
nificant in the study of peat accumulation, coal thickness variation and coal-measured unconventional
gas. This research integrated core, logging and 3D seismic data to conduct a comprehensive seismic–
geological study on the sedimentary evolution characteristics and peat accumulation regularity of
the Shanxi Formation in the Xinjing mining area of the Qinshui Basin. Firstly, the high-resolution
sequence interface was identified, and the isochronous stratigraphic framework of the coal-bearing
series was constructed. Then, the temporal and spatial evolution of sedimentary filling and sedi-
mentary facies was dynamically analyzed using waveform clustering, phase rotation, stratal slice
and frequency–division amplitude fusion methods. The results show that the Shanxi Formation
in the study area can be divided into one third-order sequence and two fourth-order sequences. It
developed a river-dominated deltaic system, mainly with delta plain deposits, and underwent a
constructive–abandoned–constructive development stage. The locally distributed No. 6 coal seam
was formed in a backswamp environment with distribution constrained by the distributary channels.
The delta was abandoned at the later stage of the SS1 sequence, and the peat accumulation rate was
balanced with the growth rate of the accommodation, forming a large-area distributed No. 3 thick
coal seam. During the formation of the SS2 sequence, the No. 3 coal seam was locally thinned by
epigenetic erosion of the river, and the thin coal belt caused by erosion is controlled by the location
of the distributary channels and their extension direction. This study can provide a reference for
the research on the distribution of thin sand bodies, sedimentary evolution and peat accumulation
regularity in the coal-bearing series under the marine–continental transitional environment.

Keywords: seismic sedimentology; sedimentary facies evolution; peat accumulation regularity;
frequency–division amplitude fusion; thin sand bodies

1. Introduction

The study of sedimentary facies is important for the in-depth understanding of the
peat-forming environment, peat accumulation regularity and unconventional gas in coal
measures during the formation and evolution of a coal-bearing basin [1–6]. Previous studies
have shown that the Carboniferous–Permian coal-bearing series in the Yangquan mining
area of the Qinshui Basin was formed in the marine–continental transitional environment,
and the main coal-bearing strata, the Taiyuan Formation and Shanxi Formation, underwent
sedimentary evolution from barrier coast systems to deltaic systems [7–9]. Generally, the
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distribution characteristics of sand bodies and sedimentary facies near coal seams usually
have significant effects on peat accumulation, coal thickness variation, coalbed methane
enrichment and resource recoverability [8,10–12]. Therefore, it is significant to carry out
fine characterization of the sedimentary facies of coal-bearing series under small-scale
conditions and their controlling effect on coal seams.

Traditionally, the sequence classification, lithology and sedimentary facies distribution
characteristics of coal-bearing strata can be studied based on field outcrops, well logging
curves and core data [2,13]. However, there is a problem of low resolution in identifying the
lateral changes in sedimentary bodies due to the limitations of the research data. Meanwhile,
seismic data have the characteristics of dense spatial sampling, which can effectively make
up for this deficiency. The study of a stratigraphic sequence and sedimentary system using
seismic techniques can be traced back to the seismic stratigraphy proposed by Vail et al.,
in the 1970s [14]. The internal structure and external morphology of seismic reflections
are studied mainly based on the seismic facies, and the temporal and spatial distribution
of sedimentary systems is restored through the identification and combination of seismic
facies [15–17]. Seismic stratigraphy is more suitable for basin analysis, thick layer sequence
classification and early- to middle-term resource exploration and evaluation, but the control
accuracy of small-scale sedimentary units and thin sand bodies is still insufficient because
of the limitation of seismic resolution.

With the deepening of resource exploration and development, researchers have higher
requirements for the accuracy of seismic data interpretation in small-scale geological bodies.
Within this context, benefiting from the advancement of 3D seismic technology and the
improvement of the quality of seismic data, a new discipline—seismic sedimentology—
was developed [18,19]. Seismic sedimentology is based on the disciplines of geophysics,
seismic stratigraphy and sequence stratigraphy, and the technical means mainly include
90◦ phase rotation, stratal slice and frequency division calibration [20,21]. Seismic sedi-
mentology studies the stratigraphic lithology, sedimentary genesis, basin filling history
and sedimentary system through the integrated analysis of seismic lithology and seismic
geomorphology [18,22]. It has played an important role in delineating thin sand bodies,
predicting favorable reservoirs and comprehensively evaluating potential blocks in the
hydrocarbon-bearing sedimentary basin [20,23–25]. However, there are few studies on the
sedimentary facies of coal-bearing series by seismic sedimentology, and previous studies
have made preliminary attempts to investigate the sedimentary seal ability and the gas
content of coal seams by means of seismic sedimentology [11,26]. In fact, the lithological
distribution of coal-bearing basins in China is complex and thin layers are commonly
developed [2,12], which makes the relationship between lithology and wave impedance
more complicated. How to use 3D seismic technology, including but not limited to the
seismic sedimentology method, to predict the distribution of thin sand bodies and to finely
delineate sedimentary facies in coal-bearing series deserves further study.

In view of the characteristics of thin layers development and rapid lithological changes
in the coal-bearing series, this study comprehensively utilized core, well logging and
high-quality broadband 3D seismic data, and employed the high-resolution sequence
stratigraphy and various seismic interpretation methods, such as waveform clustering,
stratal slice and frequency–division amplitude fusion, to finely delineate the distribution
of sand bodies and sedimentary facies in each sequence of the Shanxi Formation of the
Xinjing mining area. Besides, the peat accumulation regularity of the main coal seams
and the applicability of seismic sedimentology in the prediction of sedimentary facies in
coal-bearing series were discussed.

2. Geological Background

2.1. Tectonic Setting

Qinshui Basin is a Mesozoic basin between the Taihang Uplift and the Lvliang Uplift,
presenting a large-scale NNE strike complex syncline [10]. The research area is located in
the northwest of the Yangquan mining area and the northeastern margin of the Qinshui

188



Energies 2022, 15, 1851

Basin. The main body of the stratigraphy is a monoclinic structure with NW strike and
SW dipping tendency, and the sublevel NNE-NE oriented spreading of the syncline and
anticline are developed alternately in en echelon pattern, and the geological structures are
relatively simple (Figure 1).

Figure 1. Map of the research area showing the geological structures and wells. (a) Location map of
the Qinshui Basin. (b) Location of the research area in Qinshui Basin. (c) The major structures and
wells in research area. Notably, the exploited area shows that coal seam was significantly affected by
erosion.

2.2. Coal-Bearing Formations and Coal Seams

In the research area, the strata preserved include Ordovician, Pennsylvanian, Permian,
Triassic to Quaternary units. The main coal-bearing strata are Pennsylvania Taiyuan For-
mation (C3t) and Permian Shanxi Formation (P1s). The thickness of the Shanxi Formation
ranges from about 45 to 72 m, with an average of 56 m (Figure 2). The No. 3 coal seam in
the Shanxi Formation has a thickness of 0.75 to 4.31 m (average 2.33 m), which is stable and
mineable in the whole area, while the No. 6 coal seam is 0 to 3.10 m thick (average 1.38 m),
which is unstable and locally recoverable. Other coal seams are unstable thin seams or coal
lines. Meanwhile, the exploited region in the southeastern part of the study area shows
that the No. 3 coal seam was obviously eroded by the river, and the sandstones on the roof
of the coal seam are in scour contact with the No. 3 coal seam (Figure 1). The coal seam was
thinned or even completely pinched out in the erosion zone, with coal loss of 10% to 60%
and ash content increasing by about 2%. This study focuses on the accumulation regularity
of the No. 3 and No. 6 coal seams.
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Figure 2. Main stratigraphy, logging curve, lithology, sedimentary facies, sedimentary structure and
sequence stratigraphic framework of the coal-bearing strata of well 3-193 in the Qinshui Basin. HSS:
high-stand sequence sets; TSS: transgressive sequence sets; LSS: low-stand sequence sets; HST: high-
stand systems tract; TST: transgressive systems tract; LST: low-stand systems tract; P1X: Xiashihezi
Formation. Note that the ancient water flow was modified from Ge et al., 1985.

2.3. Lithofacies and Sedimentary Facies Types

Previous studies have shown that the Shanxi Formation in the Yangquan mining
area of the Qinshui Basin developed a deltaic sedimentary system under the background
of the epicontinental sea [7–9]. According to the outcrops, well logging and core data,
the sedimentary facies of coal-bearing series of the Shanxi Formation in the study area
can be further subdivided into delta front and delta plain sub-facies, which developed
pebbled coarse sandstones, coarse- to fine-grained sandstones, siltstones, mudstones and
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coal seams (Figures 2 and 3 and Table 1). The sandstones mainly developed massive
bedding, parallel bedding, wedge cross-bedding and tabular cross-bedding; the mudstones
mostly developed massive bedding and horizontal bedding with fossil fragments of plant
relics.

Figure 3. Core information of the coal-bearing series, showing a typical deltaic sedimentary sequence
(well 3-193).
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Table 1. Sedimentary facies types, lithofacies and sedimentary structure characteristics of the Shanxi
Formation in the study area.

Sedimentary
Facies

Sedimentary
Sub-Facies

Sedimentary
Microfacies

Lithofacies and Sedimentary Structure

River-dominated
delta

Delta plain

Distributary channel
10 Greyish to dark grey medium sandstones with tabular

cross-bedding and wedge cross-bedding; poor to moderate
psephicity

Peat swamp 1,9 Coal and carbonaceous mudstones

Interdistributary bay 8 Gray–black mudstones and sandy mudstones with horizontal
bedding

Crevasse splay 7 Gray fine sandstones and siltstones with massive bedding

Distributary channel
5,6 Greyish to dark grey pebbled gritstone, coarse- to

medium-grained sandstones; tabular cross-bedding and groove
cross-bedding; poor to moderate psephicity

Delta front
River mouth bar 4 Gray–white medium sandstones and fine sandstones with wedge

cross-bedding

Distal bar 3 Gray–black siltstones with wavy bedding

Prodelta 2 Dark gray–black mudstones and sandy mudstones with massive
bedding and horizontal bedding

Note: the numbers 1–10 in the table correspond to Figures 2 and 3.

3. Data and Method

3.1. Data Base

3D seismic data with high signal-to-noise ratio, broad bandwidth and good amplitude
fidelity are conducive to the research work of fine characterization of sedimentary facies. In
the process of seismic data processing, on the one hand, well-controlled processing techniques,
such as well-constrained wavelet deconvolution and phase consistency adjustment, were
used to improve the resolution, wave group characteristics and well seismic matching degree.
Furthermore, five-dimensional interpolation in offset vector tile (OVT) domain, pre-stack
migration and anisotropy correction technologies were used to solve the amplitude distortion
caused by the uneven change of offset and azimuth. The 3D seismic grid covers an area of
about 20.04 km2, with a common-midpoint (CMP) bin size of 5 m × 10 m. Effective bandwidth
of the processed seismic data ranges from 20 to 100 Hz, and the dominant frequency is up to
approximately 60 Hz.

3.2. Method

Based on high quality 3D seismic data, the corresponding workflow was developed
with the integrated interpretation ideas of high-resolution sequence stratigraphy, seismic
sedimentology and multiple seismic attribute techniques (Figure 4), mainly including:
(1) identifying base level cycle interfaces and delineating high-resolution stratigraphic se-
quences using logging and core data, and interpreting single-well sedimentary microfacies;
(2) seismic data phase analysis and 90◦ phase adjustment, establishing seismic–geological
isochronous framework through frequency division calibration and tracking isochronous
marker layers; (3) petrophysical analysis of the target sequence to determine the correspon-
dence between different lithologies and seismic amplitudes/polarities; (4) making stratal
slices on the full-band or frequency–division tuning seismic data, interpreting the seismic
sedimentary facies under the constraints of core/logging facies and seismic facies and
analyzing the dynamic evolution process of sedimentary facies based on seismic lithological
information and seismic geomorphological features; (5) predicting the distribution of sand
bodies and the evolution characteristics of sedimentary facies, and further analyzing the
control of sedimentation on peat accumulation and coal thickness variation.
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Figure 4. Workflow of integrated seismic–geological interpretation for sedimentary microfacies
(referred to Zeng et al., 2012).

4. Results and Discussion

4.1. Isochronous Stratigraphic Frame
4.1.1. Sequence Classification
Identification of Sequence Boundary

The sequence strata can be classified by identifying key interfaces, such as the sequence
boundary, transgressive surface and maximum flooding surface [13]. In general, regional
unconformities, basal erosional surfaces of the fluvial incised valley, transgression direction
switching surfaces and associated paleosols can be taken as the third-order sequence
boundaries [12,13]. In terms of the Shanxi Formation in the study area, the large-scale
distributed sand bodies, such as Beichagou sandstone (K7 sandstone) and Luotuobozi
sandstone (K8 sandstone), are generally related to fluvial conditions. For instance, incised
valley filling deposits in the low-stand stage and their bottoms are a kind of erosional
unconformity, which can be taken as the third-order sequence boundaries. The bottom
boundaries of the K7 and K8 sandstones were regional scour surfaces formed by the
strong undercutting action of the river, and there are usually noticeable differences in
the depositional environment, terrestrial clastic composition and trace element above and
below them [9].

The fourth-order sequence boundaries are often marked by a fluvial erosion surface,
coal seam bottom, paleosol layer, etc. [9,12]. In the river deltaic sedimentary system, the
fourth-order sequence boundaries are often bounded by the fluvial erosion surface, for
example, the sandstones bottom surface in the central part of the Shanxi Formation.

Sequence Classification

In this study, the Shanxi Formation can be divided into a third-order sequence (SQ1)
from the bottom of the K7 sandstone to the bottom of the K8 sandstone, and this third-order
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composite sequence mainly consists of transgressive sequence sets (TSS) and high-stand
sequence sets (HSS), with local development of low-stand sequence sets (see Figure 2). The
SQ1 sequence was divided into two fourth-order sequences, namely SS1 and SS2. The
fourth-order sequences include the low-stand systems tract (LST) represented by the thick
channel-belt sands (e.g., K7, K8 sandstones) as the incised valley, the transgressive systems
tract (TST) represented by the sand–mud interbed and the high-stand systems tract (HST)
represented by the coal seam (Figure 2). The No. 3 coal seam, with stable distribution
throughout the area, was formed in the HST of the fourth-order sequence, indicating a
gradual increase in the increasing rate of the accommodation.

4.1.2. Seismic–Geological Isochronous Stratigraphic Framework

Tracing the reflection events on the seismic time section and establishing the isochronous
stratigraphic framework are the prerequisites to ensure that the stratal slices are close to
the isochronous sedimentary interface [18,20]. The sequence boundaries with isochronous
significance can be demarcated into the seismic time section by making a synthetic record
so that the seismic reflected waves can have clear geological meanings.

The seismic model observations, however, show that the seismic events do not simply
reflect the isochronous interface nor the lithologic interface but are controlled by the
frequency of the seismic data [22,27]. Using the wavelet transform method, the original
seismic data were decomposed into a series of data volumes with different dominant
frequencies, and, subsequently, the stable events K8, M3 and K7 that do not change with the
frequency were finally determined through frequency–division calibration. Geologically,
incised valley ravinement surface, thin limestone, coal seam, etc., usually have isochronous
significance, and their reflection characteristics can be used as good reference isochronous
events [21,27]. These isochronous horizons were systematically tracked in the seismic time
section, and a seismic–geological isochronous framework was constructed to ensure the
reliability of stratal slices, as can be seen in Figure 5.

Figure 5. Seismic–geological isochronous stratigraphic frame. The Shanxi Formation was divided
into two 4th-order sequences, SS1 and SS2.

4.2. Petrophysics and Seismic Lithology
4.2.1. Petrophysical Analysis

Petrophysical analysis can effectively obtain the differences in physical properties of
rocks with different lithologies in terms of velocity, density, gamma, resistivity, etc., which
is a prerequisite for whether seismic data can effectively identify different lithologies [28–30].
The petrophysical analysis results of the logging data (Figure 6) in the study area show that:
(1) P-wave velocity of the coal seam is the lowest, about 2200 to 2400 m/s; (2) the fine-grained
siltstones and sandy mudstones have part of the overlapping interval in velocity, but the overall
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velocity of the sandstones is larger than that of the mudstones, and the peak velocity statistic of
the sandstones is about 3600 m/s and that of the mudstones is about 3200 m/s; (3) impedance
difference between sandstones and mudstones is about 1000 g/cm3·m/s (density is estimated
by 2.5 g/cm3), which provides a petrophysical basis for seismic lithology interpretation.

Figure 6. Crossplot of P-wave velocity and gamma of different lithologies in the Shanxi Formation.

4.2.2. Seismic Lithology Characteristics

The relationship between lithology and seismic parameters, such as seismic amplitude,
polarity and phase, can be established through the analysis of seismic lithology, which
provides a basis for subsequent interpretation of stratal slices [18,19]. In the seismic–
geological isochronous framework (Figure 5), for the SS1 sequence of the Shanxi Formation,
the strong positive amplitude (black event) reflects thick sandstones, while the weaker
positive amplitude value represents thin sandstones or muddy sandstones and the negative
amplitude (red event) corresponds to mudstone deposits. Most of the wells conform to the
above relationships, but some cases do not follow, for example, wells 3-201 and 3-166, which
indirectly indicate the complexity of the lithological distribution of coal-bearing series in the
study area. Moreover, in view of the corresponding relationship between seismic waveform
characteristics (e.g., amplitude and polarity) and lithology in the SS1 sequence, seismic
waveform clustering was used to obtain the overall seismic facies characteristics of the
sequence and subsequently converted to the sedimentary facies under the constraint of
single well.

For the SS2 sequence, there is no clear indication relationship between lithology and
amplitude or polarity in the seismic time section (Figure 5). Therefore, the conventional
stratal slice technology cannot meet the lithology and sedimentary facies characterization
requirements of this sequence. Similar to the studied coal basin, the lithological distri-
bution of the coal-bearing basins in China is much more complex, and, in many cases,
sandstones, mudstones, limestones and coal seams coexist, and the wave impedance would
be multipolar [2,18,22], especially in areas where thin layers are commonly developed.

In general, coal-bearing strata can be simplified as a layered medium model for
geophysical research work, and the thickness of the sedimentary bodies is a key parameter
that needs to be considered [31,32]. When the thickness of the sedimentary body is thin, its
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top and bottom positions are difficult to determine due to the limited seismic resolution.
It has been shown that it would be difficult and limited to resolve geological bodies
smaller than 1/4 wavelength (1/4λ) based on the conventional idea of improving seismic
resolution [33–35]. Spectrum analysis found that the dominant frequency of the target layer
segment is about 60 Hz. Assuming that the formation velocity is 3600 m/s, the seismic
resolution can be estimated by 1/4λ to be about 15 m. The statistical results of the well
data show that the median thicknesses of the sandstones in the SS1 and SS2 sequences are
about 16 m and 7 m, respectively, with a large difference between them (Figure 7). The
sandstone thickness of the SS2 sequence is generally less than 1/4λ, and, thus, it may be
difficult to meet the needs of fine characterization of the SS2 sequence’s thin sand bodies
and sedimentary facies by using the amplitude information of the original data.

Figure 7. Thickness distribution characteristics of sandstones in the SS1 and SS2 sequences.

It is well known that the amplitude of seismic reflected waves in the layered medium
model has a tuning effect, and the amplitude is affected by the thickness of the layered
medium [32,36]. It has been reported in the literature that the interpretation of sedimentary
facies and the prediction of thin layer thicknesses less than 1/4λ have been achieved by
using the tuning amplitude [34,36,37]. Therefore, an attempt was made to use tuning
amplitude to predict the thin sand bodies of the SS2 sequence in the study area, and thus to
obtain higher resolution sedimentary facies interpretation results.

In summary, the waveform clustering method was adopted to study the overall
characteristics of the sedimentary facies of the SS1 sequence, and the stratal slice technology
was used to research the dynamic development process of the sedimentary facies. For the
SS2 sequence in the study area, where the thickness of the sand bodies is generally less
than 1/4λ, the method of frequency–division amplitude fusion was used to characterize
the distribution characteristics of thin sand bodies and sedimentary facies.

4.3. Coal-Bearing Series Sedimentary Facies and Evolution Characteristics
4.3.1. Sedimentary Facies Characteristics of SS1 Sequence

Waveform clustering mainly uses the similarity of seismic waveform to acquire the
spatial distribution of the same geological information and has promising effects in sedi-
mentary boundary detection and sedimentary facies identification [38,39]. The waveform
clustering was performed by the self-organizing neural network method, taking 5 ms
downward from the T7 reflected wave to 5 ms upward from the M3 reflected wave as
the time window (about 35 ms), to obtain the seismic facies characteristics of the SS1 se-
quence. Subsequently, the seismic facies were reasonably converted to the corresponding
sedimentary facies based on the core and log facies, and the results are shown in Figure 8.
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Figure 8. Waveform clustering results of the SS1 sequence, core and logging curve form characteristics.
Type I represents distributary channel or backswamp facies. Type II refers to natural levee and
crevasse splay facies. Type III reflects river mouth bar face.

Type I (red areas in Figure 8) waveform has the characteristics of higher amplitude
with two positive and two negative peaks, corresponding to two kinds of sedimentary
facies. One represents distributary channel facies, the gamma curves are box-shaped or
bell-shaped and obvious erosion surface could be seen from the core, and sandstones are
poorly sorted with low textural maturity. The other refers to backswamp facies, and the
logging curves are finger-shaped, representing the local development of No. 6 coal seam
(thickness > 1 m).

Type II (blue areas in Figure 8) waveform is a negative peak, the gamma curves are
mostly straight and the lithology is fine-grained sandstones, siltstones and mudstones,
representing the natural levees and crevasse splays. Type III (dark areas in Figure 8)
waveform is characterized by one positive and one negative peak, reflecting the river
mouth bar deposits of the delta front beneath the SS1 sequence. The gamma curves are
funnel-shaped, and the cores show well-sorted sandstones with high textural maturity. The
sand bodies are mostly elliptical in plane distribution, and the sand quality is relatively
pure due to the stronger effect of longshore current or tidal reformation.

In total, a large amount of debris was transported here during the formation of the
SS1 sequence, and the channel sand bodies as a whole bifurcate from west to east and
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southeast. The waveform clustering results are more indicative of the overall developmental
characteristics of the sedimentary facies of the SS1 sequence.

4.3.2. Sedimentary Facies Characteristics of SS2 Sequence

The net-to-gross ratio, reflecting the proportion of sandstone content in a section of the
stratum, is an important parameter for analyzing sand bodies distribution and sedimentary
microfacies [9,40]. An attempt was made to create stratal slices on the raw seismic data
to predict the net-to-gross ratio of the SS2 sequence, but the correlation coefficient was
about 0.5 when compared with the well data (Figure 9a–c), and the prediction results were
unsatisfactory. This also indirectly indicates that the resolution of the original seismic data
may not be able to meet the needs of finely delineating thin sand bodies of the SS2 sequence.
Thus, the frequency–division amplitude fusion method was used in order to predict the
thin sand bodies. Firstly, the original seismic data were spectrally decomposed to generate
low, medium and high frequency data volumes; Then, stratal slices were made on seismic
data volumes with different dominant frequencies, and the amplitude values at the well
points were cross-analyzed with the net-to-gross ratio to screen out the stratal slices with
high correlation. Finally, the selected stratal slices were weighted and fused under the
constraint of well data to predict the plane distribution characteristics of the net-to-gross
ratio of the SS2 sequence (Table 2).

Figure 9. (a–c) are the crossplot results of 30 Hz, 50 Hz and 70 Hz normalized amplitude and the
net-to-gross ratio of SS2 sequence, respectively. (d) Crossplot of the predicted net-to-gross ratio
of the SS2 sequence by frequency–division amplitude fusion method vs. the actual value. Note:
(1) net-to-gross ratio represents the proportion of sandstones content in a section of the stratum; (2) R2

was calculated only by participation wells; (3) the frequency–division amplitudes were normalized to
eliminate the effect of order of magnitude.
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Table 2. Results of regression analysis of the net-to-gross ratio and frequency division amplitude in
SS2 sequence.

Coefficients Standard Error p-Value Lower 95% Upper 95% VIF R Square F

Intercept −0.089 0.046 0.002 −0.254 −0.064 -
0.72 47.436NA50 Hz 0.480 0.102 0.001 0.273 0.687 1.179

NA70 Hz 0.592 0.099 0.000 0.392 0.795 1.179

Note: NA is the normalized amplitude; VIF is variance inflation factor.

Since there is no correlation between the 30 Hz amplitude and the target sequence
net-to-gross ratio (p > 0.05, as shown in Figure 9a), it was not involved in the regression
analysis. Meanwhile, the 50 Hz and 70 Hz amplitudes were used to build the SS2 sequence
net-to-gross ratio prediction model, as shown in Equation (1). It can be seen from Table 2
that the model passed the F test (F = 47.436), and the R2 of the model was 0.72, which
means that NA50 Hz and NA70 Hz can explain 72% of the variation in the net-to-gross ratio
of the SS2 sequence. In addition, the multicollinearity test of the model found that the VIF
values in the model were all less than 5, suggesting that there was no collinearity problem
and the model was good.

YSS2 = −0.089 + 0.480x1 + 0.592x2 (1)

where YSS2 represents the net-to-gross ratio of SS2 sequence; x1 is the normalized amplitude
of 50 Hz; x2 is the normalized amplitude of 70 Hz.

The correlation coefficient between the net-to-gross ratio predicted by the frequency–
division amplitude fusion method and the actual values reaches 0.71, and most of the
verification wells fall within the predicted trend (Figure 9d), suggesting that the prediction
results are credible. The method of frequency–division amplitude fusion has improved
the ability of seismic data to identify thin sand bodies in coal-bearing strata. However, the
stratigraphic structure of the study area is complex, and some factors were not considered
in the seismic lithology analysis, such as the influence of the surrounding rock on the
reflected signal [37], and there is still room for improvement in prediction accuracy.

The statistical results of well data show that the net-to-gross ratio of distributary
channels, natural levees and interdistributary bays in the Shanxi Formation are 0.5–1,
0.3–0.5, and 0–0.3, respectively. Taking the net-to-gross ratio as a sensitive parameter to
reflect sedimentary facies, the development characteristics of the sedimentary facies of the
target sequence were comprehensively interpreted under the constraints of the regional
depositional environment and single-well sedimentary facies (Figure 10a,b). The delta
plain sub-facies developed in the study area during the formation of the SS2 sequence. The
distribution of sand bodies is dominated by north–south trend, and the sand bodies in the
north are thicker (Figure 10a), indicating that the sediments continuously prograde toward
the center of the basin from north to south. Distributary channels are developed in the
eastern, northwestern and central-southern parts, and the sediments are mainly medium
sandstones and fine sandstones. Meanwhile, crevasse-splay deposits are developed locally.
There are natural levees on both sides of the distributary channels, and the sediments
are fine sandstones and siltstones. Other parts of the study area are mostly developed
interdistributary bays, which connected with the sea and had weak hydrodynamics. The
sediments in these parts are mainly mudstones, with a small amount of siltstones.
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Figure 10. (a) SS2 sequence frequency–division amplitude fusion results; (b) sedimentary microfacies
of the SS2 sequence; (c) thickness of the No. 3 coal seam obtained by Kriging interpolation.
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Notably, this study found that the thickness of the No. 3 coal seam has a good
correspondence on the plane with the distribution of the distributary channels of the
SS2 sequence. Comparing the thickness of the No. 3 coal seam and sedimentary facies
maps (Figure 10b,c), it can be seen that the coal thickness in the northwestern part of the
study area is significantly thinner (average less than 1.5 m), which coincides well with
the distribution position and extension direction of the sand bodies of the distributary
channels. The cores data show that the direct roofs of the No. 3 coal seams in most wells
in the northwest regions are coarse- to medium-grained sandstones, which are generally
thicker than those of other areas. This is clear evidence that the coal seam had been thinned
by river erosion. In addition, there are thin coal seams with banded or spotted distribution
in the northeast and central parts (such as the regions where wells 3-116, 3-152 and XJ-9 are
located), which is presumed to be caused by the lateral erosion of the distributary channels
on the concave bank.

4.3.3. Evolution Characteristics of Sedimentary Facies

On the basis of the seismic–geological isochronous stratigraphic framework, contin-
uous stratal slices of the Shanxi Formation in the study area were made to obtain the
lithological distribution characteristics of the coal-bearing series and the dynamic evolution
process of sedimentary facies. A total of thirty-six stratal slices were made between the
K7 and K8 isochronous layers, and four typical slices were selected for description and
interpretation, namely slice l to slice 4 from bottom to top. It should be noted that slice l to
slice 3 were acquired on the phase-rotated data volume of the original seismic data, mainly
to interpret the lithological distribution characteristics of the SS1 sequence in different
periods, while slice 4 was acquired on the frequency–division seismic data volume by
attribute fusion technique to better characterize the thin sand bodies in the SS2 sequence.

Stratal Slices Description and Interpretation

The stratal slice l reflects the sedimentary characteristics of the lower part of the SS1
sequence. The eastern part of the slice shows that the distributary channels (red areas in
Figure 11a, slice l) began to bifurcate to form two major branches, and the sand bodies
distributed in an east–west direction (Figure 11). The blue areas are relatively concave bay
areas, and there are sporadic deposits of river mouth bar and distal bar. This slice mainly
shows the depositional environment of the delta plain and delta front developed in the
deltaic system.

Stratal slice 2 reflects the sedimentary characteristics of the middle part of the SS1
sequence, and the sand bodies are characterized by widening from west to east. It can
be seen that the distributary channels (red areas in Figure 11a, slice 2) further advance to
the southeast and northeast. At the same time, the bifurcation and swing at the end of
the river were obviously enhanced, and the river mouth bars were developed (Figure 11).
This progradation feature is most obvious between well 3-189 and 3-152 in profile A–
A′ (Figure 12), and the sand bodies in different periods were arranged to the east in
imbricate arrangement. Profile B–B′ shows that the sand bodies were vertically incised
and superimposed, indicating that these areas have strong hydrodynamics, and some river
mouth bars or early channel sand bodies may be washed away by downward erosion
(Figure 13). Abandoned channels were identified in the logging data of XJ-4 and XJ-5,
indicating that the channels migrated frequently. This slice mainly shows the depositional
environment of the delta plain.
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Figure 11. Interpretations of typical stratal slices of the SS1 sequence (a) and SS2 sequence (b) in the
Shanxi Formation. Note that slices 1–3 reflect the sedimentary characteristics of the SS1 sequence
and were made on the basis of the phase rotation of the original seismic data. Slice 4 reflects the SS2
sequence, obtained by the frequency–division amplitude fusion method.
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Figure 12. Seismic–geological comprehensive interpretation of sand bodies distribution and sedimen-
tary facies ((A–A′) profile).

Figure 13. Seismic–geological comprehensive interpretation of sand bodies distribution and sedimen-
tary facies ((B–B′) profile).
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Stratal slice 3 mainly reflects the depositional characteristics of the late formation
stage of the SS1 sequence. In the northeast and southeast, there are three flaky backswamp
depositional areas, which are characterized by the deposition of the No. 6 coal seam, and the
coal thickness is generally greater than 1 m, and even more than 3 m in the northeast part
of the area (Figure 11a, slice 3). In addition, the logging curve shape and geomorphological
features suggest that crevasse splays are developed in the northwest part of the area with a
relatively complete morphology. It is worth noting that, due to the complex lithological
distribution of coal-bearing strata, sandstones, mudstones, limestones and coal seams
coexist in most cases, and the large differences in impedance between coal seams and
surrounding rocks may cause variations in reflected wave amplitudes. Therefore, the local
areas that do not conform to the geological laws need to be corrected in combination with
well data during the interpretation of stratal slices.

Stratal slice 4 comprehensively reflects the depositional characteristics of the SS2 se-
quence. This slice shows that the sand bodies are distributed in a north–south direction
as a whole and are thick in the north and thin in the south, and the sand bodies distribu-
tion direction is obviously different from the east–west oriented sand bodies of the SS1
sequence (Figure 11b, slice 4). This phenomenon was supposed to be mainly caused by
the diversion of rivers back to the study area. Combined with the sandstone percentage
of SS2 sequence and the logging curve characteristics, stratal slice 4 was interpreted as
sedimentary microfacies, such as distributary channels, natural levees and crevasse splays.

Sedimentary Evolution Characteristics of Shanxi Formation

The comprehensive analysis results of cores, log curves characteristics and seismic
interpretation results indicate that the Shanxi Formation in the study area developed a
deltaic sedimentary system, mainly with delta plain sub-facies (Figure 14). In the early
stage of the formation of the SS1 sequence, the base level rose slowly and the sediments
supply was sufficient. The sediments show the characteristics of high energy and high
construction during the process of progradation from west to southeast and northeast.
The mouth bars in the delta front are relatively developed, and the upper distributary
channel sand bodies are closely superimposed, with fewer muddy interlayers. During the
early delta construction stage, the palaeomires of No. 6 coal seams were developed in the
backswamp environment.

In the later stage of the SS1 sequence, it was speculated that the sediments supply was
significantly reduced due to the diversion of the river, resulting in a smaller distribution scale
of sand bodies. Eventually, the delta was abandoned and the interdistributary bays were
slowly filled and silted up to form a vast platform, and then palaeomires were developed,
where the precursor peats of the No. 3 coal seam were accumulated in a large area.

The sand bodies distribution direction of the SS2 sequence is obviously different from
that of the SS1 sequence (Figure 14), which is presumed to be caused by the diversion
of rivers and returning to the research area. This finding is consistent with previous
studies on the change of paleocurrent direction in the middle stage of the formation of
the Shanxi Formation in the entire Yangquan mining area [7,41]. After the accumulation
of the No. 3 coal seam, the delta began to enter the constructive stage again. The SS2
sequence is composed of several cycles, with a finer grain size upward, and developed
sedimentary microfacies, such as distributary channels, interdistributary bays, natural
levees and crevasse splays. To sum up, the Shanxi Formation in the study area developed
a deltaic sedimentary system and underwent the constructive–abandoned–constructive
development stage.
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Figure 14. Sedimentary evolution process of the Shanxi Formation. Note that the Shanxi Formation
was divided into SS1 and SS2 sequences.

4.4. Peat-Accumulating Regularity of Main Coal Seams

Peat accumulation often occurs in a certain evolution stage and specific part of the
sedimentary basin and shows a certain regularity in time and space [9,12,42]. Usually,
factors such as paleotectonic, paleogeography, paleoclimate and the peat-forming plants all
have certain influences on peat accumulation [1,2,5,43,44]. Nevertheless, in this study, we
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only focused on the control of sedimentation on the accumulation of the No. 3 coal seam
and the No. 6 coal seam in the Shanxi Formation.

The palaeomires of No. 6 coal seam were accumulated in the delta construction stage
and developed in the backswamp of the delta plain, which is conducive to the reproduction
of peat-forming plants and the accumulation of peat. The distribution of the No. 6 coal seam
is restricted by the distributary channels, and the extension direction is usually consistent
with the distributary channels. At the same time, the river diversion would destroy the
continuous accumulation of peat, resulting in a large variation in the thickness of the No. 6
coal seam in this environment, with coal thickness ranging from 0 to 3.1 m, average 1.4 m
and only locally mineable (see Figure 14).

There are many factors that affect the thickness variation of the No. 3 coal seam, mainly
due to the depositional environment during the peat accumulation period and the epigenetic
erosion of the river. The No. 3 coal seam is mainly distributed on the land side of the
delta plain and was formed near the maximum flooding surface. The higher rate of peat
accumulation rate was balanced with the higher growth rate of the accommodation, which
makes the No. 3 coal seam thicker, with a thickness of 0.5 to 4.3 m, an average of 2.3 m.

The abandoned stage of the delta during the formation of the SS1 sequence was very
favorable for peat accumulation. On the abandoned delta lobes, because of differential
compaction and imbalanced crustal subsidence, the terrain became low-lying to form an
interdistributary bay environment that connected with the sea. The filling and silting of the
interdistributary bays connected the peat-forming swamp on the abandoned delta lobes,
providing an ideal place for the accumulation of precursor peat of the No. 3 coal seam.
Since the early formation of the SS2 sequence, the delta entered the constructive stage
again, and the distributary channels caused local erosion of the deposited No. 3 coal seam
(Figure 10). The thin and unminable coal zones caused by river erosion are controlled by
the location of the channels and their extension direction.

5. Conclusions

The Shanxi Formation in the study area mainly developed delta plain sub-facies, in-
cluding sedimentary microfacies, such as distributary channels, natural levees, interdistribu-
tary bays and crevasse splays, and it can be divided into a third-order sequence, SQ1, and
two fourth-order sequences, SS1 and SS2. The sedimentary filling direction changed from the
west–east direction of the SS1 sequence to the north–south direction of the SS2 sequence, and
the delta development underwent a constructive–abandoned–constructive stage.

The palaeomires of the No. 6 coal seam in the Shanxi Formation developed in the
natural levee and backswamp depositional environment, and their distribution was con-
trolled by the distributary channels. The delta in the later stage of the SS1 sequence was
abandoned, and the filling and silting of the interdistributary bays provided an ideal place
for the precursor peat accumulation of the No. 3 coal seam. The higher peat accumulation
rate was balanced with the growth rate of the accommodation, resulting in the formation
of a thicker No. 3 coal seam over a wide area. Moreover, the No. 3 coal seam was locally
thinned by the epigenetic erosion of the river, and the thin coal zone caused by river erosion
is controlled by the location of the distributary channels.

By combining static and dynamic analysis methods, such as waveform clustering, stratal
slice and frequency–division amplitude fusion, the planar distribution of the sedimentary
facies and sedimentary evolution process of coal-bearing series in the study area can be finely
delineated with the comprehensive use of multi-source data, such as cores, logs and seismic
data. On the basis of tuning amplitude, the stratal slice technique has been improved to
enhance the prediction accuracy of thin sand bodies in the fourth-order sequence, extending
the application of seismic sedimentology in coal-bearing strata. Meanwhile, this research can
provide a reference for the study of sedimentary facies before and after peat accumulation in
coal-bearing strata under a marine–continental transitional environment.
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Abstract: The establishment of a rock constitutive model considering microcrack propagation charac-
teristics is an important channel to reflect the progressive damage and failure of rocks. The prepeak
crack strain evolution curve of rock is divided into three stages based on the triaxial compression test
results of granite and the definition of crack strain. According to the nonlinear variation characteristics
of crack strain in the stage of rock crack stable propagation, rock deformation is expressed as the sum
of matrix strain and crack strain. Then, the exponential constitutive relationship of rock crack stable
propagation is deduced. The axial crack strains of the rock sample and its longitudinal section are
equal. Thus, the longitudinal symmetry plane of the rock sample is abstracted as a model containing
sliding crack structure in an elastic body, and the evolution equation of crack geometric parameters
in the process of stable crack propagation is obtained. Compared with the experimental data, results
show that the rock crack stable propagation model based on crack strain can adequately describe the
evolution law of crack strain and wing crack length. In addition, the wing crack propagates easily
when the elastic body with small width contains an initial crack with a large length and an axial dip
angle of 45◦ under compressive load. This study provides a new idea for the analysis of the stable
propagation characteristics and laws of rock cracks under compressive load.
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1. Introduction

The damage and failure of rock mass are closely related to the evolution behavior of
cracks. For many rock engineering disasters, such as rock burst in deep tunnels, splitting
of high sidewalls of large caverns, and coal/water outburst in mining engineering, the
key to exploring their mesoforming mechanism is to understand the propagation and
evolution process of microcracks [1–3]. However, the fracture combination of natural
rock mass is complex and changeable, and the expansion and penetration path under
load cannot be determined easily; thus, the study of mesoscopic damage and fracture of
rock mass has always been a popular and difficult issue in rock mechanics [4]. In recent
years, acoustic emission (AE) and other methods have effectively identified the evolution
characteristics of cracks in loaded rock samples [5,6]. The corresponding relationship
between the evolution process of cracks in rocks and the stress–strain curve of rocks has
been also clarified. Therefore, the establishment of a rock stress–strain constitutive model
considering microcrack propagation is an important channel to reflect progressive damage
and rock failure. This approach is essential to understand the crack evolution law and
construct rock engineering disaster assessment and warning systems.

The deformation and failure of rocks result from closure, initiation, propagation,
and coalescence of the internal cracks under the action of external load. Theoretical
studies related to cracking processes can be broadly classified into three categories [7–10],
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namely, development and verification of crack initiation criteria, studies based on analytical
methods, and studies based on numerical methods. The effects of loading conditions,
sample boundary size, crack geometric characteristics, crack angle, crack number, and crack
surface mechanical parameters on crack phenomena and crack patterns on rock samples
were observed and studied through a large number of laboratory and numerical tests [11–16].
The effects of off-notch location on the crack initiation and propagation behaviors were
examined by in situ observation, which indicated that the strength, failure patterns, and
deformation properties of the rocks containing the pre-existing flaws evidently depended
on the crack evolution [17]. Lee et al. [18] carried out a numerical simulation for the
coalescence characteristics in Hwangdeung granite containing two unparallel fissures by
using PFC2D, and the simulated peak strength, crack initiation stress and ultimate failure
mode of Hwangdeung granite were compared with the experimental results. Martin
proposed the definition of crack strain [19,20] to describe the crack size quantitatively and
provided a method to determine the damage stress based on the inflection point of volume
crack strain. Cai et al. [21] proposed a generalized crack initiation stress and crack damage
stress threshold of rock mass according to crack strain.

The existence of initial cracks in hard and brittle rocks and the evolution of crack
propagation during loading have an important influence on the stress–strain relationship
of rocks. Liu et al. [22] and Zhao et al. [23] proposed the stress–strain relationship of porous
rock under different stress states by using the double-strain Hooke law. Li et al. [24] theo-
retically analyzed the macro stress–strain relationship of rocks caused by crack propagation
based on the airfoil crack model assuming crack angle. Zhang et al. [25] abstracted brittle
rock as fracture material and skeleton material. They also established a constitutive model
of brittle rock by considering initial void closure and its influence. Zuo et al. [26] regarded
rock matrix and porous materials as “hard part” and “soft part” and proposed axial crack
closure model and axial crack propagation model.

Mesoscopic damage and macroscopic deformation failure caused by crack evolution
in rocks have been widely studied, mainly because of the randomness of crack distribution
and uncertainty of evolution. However, the crack strain ignores the complex distribution
shape of the crack and only considers the overall macrodeformation of the crack, effec-
tively avoiding the difficulties caused by this uncertainty [27,28]. Based on the axial crack
strain, the prepeak crack evolution behavior and its propagation model of rock have been
preliminarily studied. However, the crack propagation in the model starts from the yield
damage of rocks. The crack has been generated and propagated slowly and stably before
the differential stress reaches the yield damage stress. When AE/microseismic technology
is used to monitor the damage degree of rock mass in the actual rock engineering site to
evaluate the stability of surrounding rock [29], the crack characteristics in the stable crack
propagation stage before the yield damage (long-term strength) of surrounding rock must
be mastered. Therefore, studying the stable propagation characteristics and laws of rock
cracks under compressive load is necessary.

Given the above knowledge, the evolution characteristics of crack strain in the process
of rock deformation and failure are analyzed in this study based on the stress–strain curve
data of typical granite peaks. A rock crack stable propagation constitutive model was also
established based on axial crack strain. This model was verified by comparing the results
with the experimental data. Based on the principle that the axial crack strains of a rock
sample and its longitudinal plane are equal, the equation describing the variation of crack
geometric parameters in the process of stable crack propagation of rock sample is deduced,
and the law of stable crack propagation is revealed.

2. Constitutive Model of Rock Crack Stable Propagation Based on Axial Crack Strain

Spatial AE for real-time positioning combined with stress–strain relationship is com-
monly used to describe the evolution process of crack damage during rock deforma-
tion [30,31]. Figure 1 shows the stage characteristics and stress levels at key points of the
prepeak deformation process of granite. In general, the prepeak stress–strain curve of rocks
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can be divided into four stages, namely, crack closure stage, linear elastic deformation
stage, stable crack propagation stage, and unstable crack propagation stage. The character-
istic stresses corresponding to different stages are crack closure stress σcc, crack initiation
stress σci, crack damage stress σcd, and peak stress σc. The crack initiation stress level is the
beginning of crack initiation and stable propagation, accompanied by AE events. The crack
damage stress level indicates the beginning of unstable crack propagation, which is usually
determined by the inflection point of volume strain. In addition, the crack in the rock may
close under hydrostatic pressure when the confining pressure is sufficiently large. Thus,
the differential stress–strain curve has no crack closure stage.

Figure 1. Stage division of the prepeak deformation and failure process of brittle rock. Reproduced
from [19], Elsevier Science Ltd.: 1994.

2.1. Evolution Characteristics of Prepeak Crack in the Rock

The closure, initiation, propagation, and coalescence of internal cracks in rocks under
compressive load cause rock deformation. The crack strain represents the rock deformation
caused by the crack or the deformation of the cracked body, and its value is equal to the
total measured strain minus the elastic strain of the rock. The crack strain ignores the
complicated distribution patterns of the crack in the rock deformation process and directly
represents the total macrodeformation of cracks, which can quantitatively describe the
characteristics of crack evolution. Under conventional triaxial compression, the crack
strain [19] can be expressed as follows:

εc
1 = ε1 − 1

E
(σ1 − 2μσ3) (1)

εc
v = εv − 1 − 2μ

E
(σ1 + 2σ3) (2)

where εc
1 and εc

v represent axial crack strain and volumetric crack strain, respectively; ε1
and εv are axial strain and volumetric strain, respectively; σ1 and σ3 represent axial stress
and lateral stress, respectively; E and μ are the elastic modulus and Poisson’s ratio at the
linear elastic stage, respectively.

This section analyzes the variation law of crack strain based on the triaxial compression
test data of typical rock to describe the prepeak crack evolution characteristics of the rock.
The triaxial test rock samples were taken from fine-grained granite with a buried depth of
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450–460 m, mainly composed of plagioclase, quartz, alkaline feldspar, and biotite. Figure 2
shows the prepeak stress–strain curve of granite under different confining pressures. The
increase in confining pressures increases the peak strength, elastic modulus, and peak
strain of granite, and the initial compaction stage almost does not appear. According to
the definition of crack strain in Equations (1) and (2), the variation trend of crack strain
before granite peak under 10 MPa confining pressure is calculated and plotted, as shown in
Figure 3. Under confining pressure, the prepeak differential stress–axial crack strain curve
can be roughly divided into three stages, namely, linear elastic stage, stable crack growth
stage, and unstable crack growth stage. First, the increase in the differential stress makes
the axial crack strain nearly equal to 0, indicating that the cracks in the rock are closed.
Second, the axial crack strain increases when the differential stress increases to the effective
crack initiation stress (σci–σ3). However, the rate of increase is slow, indicating that the
crack initiation and propagation in the rock are stable. The axial crack strain increases at
a fast rate when the differential stress reaches the effective crack damage stress (σcd–σ3),
indicating that the crack is in a state of unstable propagation. The variation trend of crack
volumetric strain can also reflect the evolution characteristics of cracks in the rock. The
variation law of crack volume strain is similar to that of axial crack strain, which is not
explained further.

Figure 2. Prepeak stress–strain curves of typical granites under different confining pressures.

Figure 3. Prepeak crack strain trend of typical granites under confining pressure (10 MPa): (a) the
differential stress–axial crack strain curve; (b) the axial strain–volume crack strain curve.
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2.2. Constitutive Model of Stable Crack Propagation

Rock is a natural heterogeneous material. Its physical composition includes hard
materials, such as rock grain skeleton, and soft materials, such as a large number of cracks
or pores. Therefore, the macroscopic deformation of rock can be expressed as the sum of
matrix strain and crack strain [22], as shown in Figure 4. The crack body is assumed as a
unique material with its own physical and mechanical properties to reflect reasonably the
deformation in the mechanical properties of soft and hard materials, and its deformation
can be described by natural strain [32]. In comparison, the rock matrix is an elastic material,
and its deformation is described by engineering strain. On the basis of this idea, Zuo
studied the stress–strain relationship model of the prepeak crack closure stage and the
unstable crack propagation stage [26] and regarded the stable crack propagation stage as
the linear elastic stage. However, the crack strain changes nonlinearly during the stable
crack propagation in rock, as shown in the above section. On the basis of the above ideas, a
model of stable axial crack propagation in front of rock peak is attempted to be established
in this section.

Figure 4. Schematic of rock deformation analysis: (a) mesoscopic treatment of rock; (b) rock deforma-
tion after loading.

The natural strain is the ratio of the absolute deformation to the existing size of the
sample, which is suitable for describing the deformation of soft matter. If the compression
direction is positive and the tensile direction is negative, then the strain of the crack body
during stable propagation is as follows:

dεc
1 =

dhc

hc
(3)

where hc is the equivalent height of crack in the process of stable crack propagation.
The crack propagation in the rock is stable when the differential stress is between the

effective crack initiation stress (σci–σ3) and effective crack damage stress (σcd–σ3). In this
study, the effective differential stress (σe) is defined, that is, the differential stress minus
the effective crack initiation stress, as expressed in Equation (4). A uniformly distributed
force is imposed on the surface of the rock specimen (including cracks and the matrix).
Therefore, the stress on the crack body in the process of stable crack propagation is the
effective differential stress σe.

σe = (σ1 − σ3)− (σci − σ3) (4)

dσe = Ec dεc
1 (5)

where Ec is the equivalent elastic modulus of the crack body.
The substitution of Equation (3) into Equation (5) and their integration obtain σe.

σe = Ec lnhc + C (6)
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where C is the integration constant.
Cracks in the rock begin to crack when the differential stress reaches the effective crack

initiation stress. Therefore, the crack initiation conditions can be obtained as follows: σe = 0,
hc = Hci ≈ 0. Hci is the equivalent crack height at the moment of crack initiation in rock.
However, this condition makes Equation (6) mathematically meaningless. Assuming that
the equivalent height of the crack is Hcd, the crack damage conditions can be obtained as
follows: σe = σcd − σci, hc = Hcd. The integral constant C can be obtained by substituting
this condition into Equation (6).

C = σcd − σci − Ec ln Hcd (7)

hc can be obtained by substituting Equation (7) into Equation (6).

hc= Hcd exp
[

σe − (σcd − σci)

Ec

]
(8)

Based on Equation (8), the relationship between axial crack strain and effective differ-
ential stress of the crack body at the stage of stable crack propagation can be obtained.

εc
1 =

Hcd
H

exp
[

σe − (σcd − σci)

Ec

]
(9)

where H is the height of the rock sample.
The stress–strain relationship model at the stage of steady crack growth can be obtained

by replacing Hcd/H with εcd
1 and substituting Equation (4) into Equation (9).

εc
1= εcd

1 exp
(

σ1 − σcd
Ec

)
(10)

where εcd
1 is the axial crack strain of rock under yield damage.

The relation between stress and axial strain can be obtained by substituting Equation
(10) into Equation (1) in the stable crack propagation stage (σci < σ1 < σcd).

ε1= εcd
1 exp

(
σ1 − σcd

Ec

)
+

1
E
(σ1 − 2μσ3) (11)

2.3. Model Validation

The stable crack propagation growth model is verified by the test data, as shown in
Figure 5. The test data were taken from the stable crack propagation stage of the typical
granite stress–strain curve (Figure 2). By using the definition of crack strain, the test data of
differential stress–axial crack strain and axial stress–axial strain of granite under different
confining pressures can be obtained. From Equations (10) and (11), combined with relevant
fitting parameters, the corresponding theoretical curve can be drawn. Figure 5a shows that
the stable crack growth model is highly consistent with the test data of differential stress–
axial crack strain, and the model can well describe the nonlinear evolution characteristics
of crack strain in the stable crack growth stage before the rock peak. The stress–strain
constitutive relation curve obtained based on this model at the stage of stable crack growth
also coincides well with the test data, verifying the correctness of the model again, as shown
in Figure 5b. The relevant fitting parameters are shown in Table 1.

The evolution starting point of axial crack strain shown in Figure 5a is not zero because
a certain number of wing cracks are generated at the moment of crack initiation under
low confining pressure. The axial crack strain at the moment of crack initiation in rock
is denoted as εci

1 , and its theoretical value can be obtained by substituting σ1= σci into
Equation (10). εci

1 is related to the confining pressure, and the model parameters εcd
1 and Ec

are affected by the confining pressure.
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Figure 5. Stress–strain test values and theoretical curves at the stage of stable crack propagation in
rock: (a) differential stress–axial crack strain; (b) axial stress–axial strain.

Table 1. Theoretical parameters of granite crack stable propagation model.

σ3/MPa E/GPa μ σcd/MPa
εcd

1 /10−3

Ec/MPa
Test Value Theoretical Value

0 64.05 0.15 103.70 0.1281 0.1284 16.81
5 75.69 0.17 161.27 0.0709 0.0710 21.14

10 77.98 0.19 174.47 0.0580 0.0583 22.15

The effects of low confining pressure σ3 (0–10 MPa) on the damage axial crack strain
εcd

1 , crack equivalent elastic modulus Ec, and instantaneous crack initiation axial crack
strain εci

1 are shown in Figure 6. The equivalent elastic modulus Ec of crack increases
with the increase in confining pressure, whereas the damage axial crack strain εcd

1 and the
instantaneous crack initiation axial crack strain εci

1 show a decreasing trend. Compared with
no confining pressure, the confining pressure of 10 MPa increased Ec by 31.8%, whereas εcd

1
and εci

1 decreased by 54.6% and 71.7%, respectively. These results indicate that confining
pressure has an obvious inhibition effect on crack initiation and stable propagation.

Figure 6. Effect of confining pressure on model parameters εcd
1 , Ec, and εci

1
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3. Evolution Model of Crack Geometric Parameters in the Process of Stable Crack
Propagation in Rock

3.1. Mechanical Model of Structures with Cracks

New cracks begin to sprout in the rock when the axial stress reaches the crack initiation
stress σci. A large number of microscopic observation test results [33,34] show that the
new cracks generated at the end of the initial crack are tensile cracks. Most of them are
consistent with the direction of the maximum compressive stress, and the new cracks
only expand to some extent under a given stress increment. On the basis of this finding,
some scholars proposed a two-dimensional plane strain model with crack structure and
performed mechanical analysis. If the rock sample is considered an assembly of extremely
thin longitudinal sections, the axial crack strain of the rock sample is equal to the axial crack
strain of each longitudinal section. Therefore, the longitudinal plane of symmetry of the
rock sample is abstracted as a model containing a sliding crack structure in an elastic body.
An equation that can characterize the change of crack geometric parameters (wing crack
length) during the stable crack propagation process of the rock sample can be obtained by
calculating the axial crack strain and combining this calculation with the formula of the
axial crack strain of the rock sample proposed above.

No interaction exists between microcracks at the stage of stable crack propagation.
Each microcrack extends along different propagation paths until the axial stress reaches
the crack damage stress σcd, and the intersection and penetration occur between them.
Therefore, the deformation caused by each microcrack in the longitudinal symmetry plane
of the rock sample in the process of stable expansion is superimposed as equivalent to
the impact of a single crack structure on the rock, as shown in Figure 7a. Some scholars
proposed an actual sliding crack model with a curved wing crack, but the stress intensity
factor solution of this structure has no analytical form [35]. Therefore, the sliding crack
model with straight axial wing crack is often adopted, as shown in Figure 7b, and this
structure is confirmed to be an effective approximation in the analysis [36].

Figure 7. Rock model with crack structure: (a) superposition equivalence of microcracks; (b) sliding
cracks with long wing crack limit.

3.2. Evolution Equation of Crack Geometric Parameters

In the two-dimensional plane strain mechanical model shown in Figure 7b, the length
of the elastic body is 2w, the height is 2h, the sliding crack with half-length a is at an angle θ
with the horizontal plane, and the initial length of the wing crack is l. They are subjected
to axial and lateral compressive stresses σ1 and σ3 and resist sliding through friction. The
stress intensity factor solution for this structure [21] is as follows:

KI =
2aτcosθ√

πl
− σ3

√
πl (12)
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where KI is the I-type stress intensity factor at the crack tip. When KI = KIC, the crack begins
to grow stably; KIC is the fracture toughness of the rock. τ is the driving shear stress, which
is expressed as follows:

τ =
1
2
{(σ1 − σ3)sin 2θ − λ[σ 1+σ3+(σ 1 − σ3)cos 2θ]} (13)

where λ is the coefficient of friction.
The axial displacement of the model is the sum of the axial displacement caused

by the applied stress in the noncracked body and the axial displacement caused by the
sliding crack. The axial displacement caused by sliding cracks can be derived from elastic
strain energy, and the derivation process can be referred to in Reference [37]. The effective
axial strain of the crack under the applied load is finally obtained by dividing the axial
displacement by the height of the model.

εc
1 =

2a sin θ
(

1 − μ2
)

Ewh

[
πτa

4 cos θ
+

2aτ cos θ

π
ln

l
a
− σ3(l − a)

]
(14)

where E is Young’s modulus, and μ is Poisson’s ratio.
The stress–strain curves of the crack body are obtained by abstracting the rock sample

and its longitudinal symmetry plane into a matrix–crack composite model and an elastomer–
slip crack structure model, respectively, i.e., Equations (10) and (14). The evolution equation
with the geometric parameters of the crack in the stable crack propagation stage (σci < σ1 < σcd)
under low confining pressure can be obtained by combining the two models.

εcd
1 exp

(
σ1 − σcd

Ec

)
=

2a sin θ
(
1 − μ2)

Ewh

[
πτa

4 cos θ
+

2aτ cos θ

π
ln

l
a
− σ3(l − a)

]
(15)

3.3. Evolution of Wing Crack Length in the Stage of Stable Crack Propagation

The relevant parameters in the evolution equation of geometric parameters with cracks
in the stable crack propagation stage (σci < σ1 < σcd) of rock are assigned, the variation law
of wing crack length with axial stress is analyzed, and the influence of some parameters on
it is discussed. The related parameters are assigned as follows: the height of the elastic body
with sliding crack structure 2h = 100 mm and its mechanical parameters (E, μ) are the same
as those of the rock sample at the linear elastic stage, and λ = 0.3 is the friction coefficient
between initial cracks. Other related parameters are shown in Table 1. The effects of the
initial crack inclination angle θ and the elastic half-width w on the evolution of the wing
crack length with the axial stress are analyzed and compared with the experimental results
by taking the case without confining pressure as an example. The effect of the initial crack
half-length a on the wing crack growth is also discussed.

Figures 8 and 9 show the growth of wing crack length with axial stress under different
initial crack inclination angles θ and different model half-widths w, respectively. In the
stable crack growth stage, the wing crack length increases slowly at first, and then the
increasing rate increases continuously. When the initial crack inclination angle is 45◦, the
wing crack tends to expand. Cracks in the narrow elastic body spread easily. The results of
the progressive compression test of a prefabricated single crack in PMMA plates carried out
by Ashy [36] showed that the cracks grow much more easily in narrow samples and cracks
which lie near 45◦ to the compression axis grow most easily, though all those in the range
30 < θ< 60 nucleated wings at nearly the same stress. These results are consistent with
the results of the test carried out by Ashy, which verified the correctness of the geometric
parameter equation with cracks in the stable crack propagation stage proposed in this study.

The initial crack length a also has an important influence on the wing crack growth,
as shown in Figure 10. The increase in the initial crack length simplifies wing crack
propagation. The longer the initial crack is, the larger the total length of the compacted
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cracks in the rock is, or the greater the number of microcracks is. The new cracks may be
initiated under a low axial compression.

Figure 8. Variation curves of wing crack length during stable crack propagation under different initial
crack inclination angles θ (σ3 = 0, w = 25 mm, a = 5 mm).

Figure 9. Variation curves of the wing crack length during stable crack propagation of rock under
different model half-widths w (σ3 = 0, θ = 30◦, a = 5 mm).

Figure 10. Variation curves of the wing crack length in rock crack stable propagation stage under
different initial crack lengths a (σ3 = 0, θ = 45◦, w = 25 mm).
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4. Conclusions

The evolution characteristics of crack strain before peak are analyzed in this study
based on the triaxial compression test results of typical granite and the definition of crack
strain. On this basis, the constitutive relationship of stable crack propagation and the
evolution equation of crack geometric parameters are derived by abstracting the rock
sample and its longitudinal symmetry plane into a matrix–crack composite model and
an elastomer–slip crack structure model, respectively. Moreover, the law of stable crack
propagation is revealed. The main conclusions are listed below.

(1) The prepeak differential stress–axial/volume crack strain curve of granite can be
roughly divided into three stages: linear elastic stage (crack strain is approximately 0),
stable crack growth stage (nonlinear change with slow crack strain growth), and
unstable crack growth stage (nonlinear change with fast crack strain growth).

(2) The exponential constitutive relation of rock crack stable propagation derived from
the matrix–crack composite model can thoroughly describe the nonlinear evolution
characteristics of crack strain in the stage of stable crack propagation.

(3) Based on the principle that the axial crack strain of the rock sample and its longitudinal
section are equal, the equation of the change of crack geometric parameters in the
process of rock crack stable propagation can well reflect the evolution law of wing
crack length.

(4) The crack equivalent elastic modulus increases with the increase in confining pressure,
whereas the damage axial crack strain and the instantaneous crack initiation axial
crack strain show a decreasing trend. The initial crack inclination angle is 45◦, the
elastomer width is small, the initial crack length is large, and the wing crack is easy
to expand.

(5) The stable crack propagation model of rock based on axial crack strain supplements
the neglect of the stable crack growth stage in previous studies and can semiquanti-
tatively describe the evolution law of crack strain and wing crack length with fewer
parameters. By embedding the proposed model into numerical software, more exten-
sive studies on crack stable propagation can be carried out in the future.
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Abstract: In order to reveal the distribution characteristics of functional groups and the difference
of microcrystalline structure parameters between outburst coal and primary coal, the coal samples
inside and outside the outburst holes of the Sanjia coal mine were examined. The functional groups
and microcrystalline structure parameters of outburst coal and primary coal in the Sanjia coal mine
were studied by infrared spectroscopy, X-ray diffraction (XRD) experiment and peak-splitting fitting
method. The results showed that the substitution mode of the benzene ring in an aromatic structure
was mainly benzene ring tri-substituted, with primary coal of 32.71% and outburst coal of 31.6%. The
primary coal contained more functional groups, from which hydrogen bonds can easily be formed,
meaning that gas is not easily adsorbed by coal. The aromatic hydrogen rate (fHa) of the outburst coal
was 0.271, the aromatic carbon rate (ƒC) was 0.986, the aromaticity I1 was 0.477, I2 was 0.373 and the
length of the aliphatic branched chain (ACH2/ACH3) was 0.850. Compared with the primary coal, the
aromatic hydrogen rate, aromatic carbon rate and the aromaticity of the outburst coal were higher,
indicating that the hydrogen and carbon elements in the aromatic functional groups of outburst coal
were higher and that the aliphatic functional group was higher than the aromatic structural functional
group. ACH2/ACH3 and maturity (Csd) were slightly lower than those of primary coal, indicating
that the coal has more straight chains than side chains, while aliphatic hydrocarbons are mostly short
chains and have high branched degree. There were obvious 002 and 100 peaks in the XRD pattern.
The d002 and d100 of outburst coal were 3.570 and 2.114, respectively, while the number of effective
stacking aromatics was 3.089, which was lower than that of primary coal, indicating that the structure
of the dense ring in the coal saw certain changes.

Keywords: outburst coal; primary coal; structural parameters; infrared spectrum; XRD

1. Introduction

Guizhou Province in south China has abundant coal resources, wide distribution
and complete coal types; however, the natural occurrence conditions of coal seams in
Guizhou are poor, the occurrence of gas is complex and its control is difficult at under-
ground mines [1–3]. In its natural state, gas exists in coal or surrounding rock in a free
state and suction state [4–8]. The functional group of coal determines the chemical adsorp-
tion characteristics of coal, which is mainly controlled by the maceral and mineralogical
compositions of coal seams and could indirectly affect the adsorption state of gas by coal
seams [9–18]. Therefore, it is of great significance to study the functional group distribution
and microcrystalline structure parameters of coal in order to understand gas occurrence
and predict gas disasters.

Due to the complex microstructure characteristics of coal, our understanding of coal
chemical composition is still limited and under discussion. For a long time, the research
on the chemical structure of coal and the characteristics of functional groups in coal has
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been the mainly focus of several studies [19–23]. Infrared spectroscopy is a non-destructive
structural characterization technique that is especially suitable for qualitative and semi-
quantitative study of functional groups in coal [24–28]. It is very suitable for characterizing
insoluble organic compounds in coal. It is the comprehensive absorbance estimation of
organic components based on the main functional groups (such as alkyl CH, CH2 and CH3,
aromatic C=C and C-H, carbonyl/carboxylic acid C=O, hydroxyl-OH) [29,30]. Based on
this, several studies have been conducted during the last two decades. Ibarra et al. [31]
assigned the absorption peak of the whole spectrum and divided the whole spectrum
into four parts, namely, aromatic structure, oxygen-containing functional group, fatty
functional group and hydroxyl functional group. Sobkowiak et al. [32] studied the dis-
tribution characteristics of aromatic and aliphatic functional groups in coal by infrared
spectroscopy. Rosa et al. [33] and Alemany et al. [34], who focused on the characterization
of Illinois No.6 coal samples, found that the aromaticity of the coal was 0.72, 0.7 and 0.68.
Painter et al. [35] summarized the assignment of hydroxyl absorption peaks in infrared
spectroscopy coal, finding that hydroxyl hydrogen bonds are mainly OH-π, OH-OH, OH-
ether oxygen. Orrego-Ruiz et al. [36] used FTIR spectroscopy to determine five Colombian
coals and obtained the contents of aliphatic hydrogen and aromatic hydrogen. Cao et al. [37]
found that the substitution degree of high maturity coal decreases rapidly in the early
stage of coalification. There are a large number of aromatic clusters in semi anthracite and
anthracite, and the average aromatic ring size is above 3–4.

X-ray diffraction (XRD) is an important technique for determining the structural pa-
rameters of crystalline matter in coal, which is also widely used in studying the polynuclear
aromatic structure and the composition of microcrystal aromatic ring lamellae of amor-
phous materials [38–42]. Saikia et al.’s [43] XRD and FTIR analysis of the coal samples from
Makum and Assam states in India indicated that the intensities of carbonyl groups content
in coal was related to the metamorphic degree of coal. Wu et al. [44] found that there was
an exponential relationship between XRD structure parameters and C/H by analyzing
the XRD spectra of nine coals. Jiang et al. [45], according to the XRD pattern of medium
and high rank coal, concluded that there is a linear relationship between XRD structural
parameters and vitrinite reflectance (%Ro). Boral P et al. [46] studied five coal samples
selected from different coal pools in India using X-ray diffraction. It was found that d002
and fa values depend on coal rank, not only carbon content.

Even though the previous studies mainly focused on the functional groups and mi-
crostructure of primary coal and tectonic zone coal, the research on functional groups and
the microstructure of coal samples in outburst sites is limited, and the above research is less
related to the research and analysis of outburst coal in the Guizhou mining area. In order
to explore the distribution of functional groups in outburst coal and the characteristics of
microcrystalline structure parameters, this paper intends to use an infrared spectroscopy
test and peak fitting method to study the infrared spectrum of coal samples and determine
the structural parameters of its coal samples. Secondly, the microcrystalline structure
parameters of coal samples were calculated by XRD analysis. Finally, the functional groups
and microcrystalline structure parameters of outburst coal samples and primary structure
coal samples were compared, and the differences between the two were analyzed to better
explain the influence of outburst coal on gas occurrence.

2. Sample Preparation and Test Method

2.1. Sampling Cite

The Sanjia coal mine is located in the south-west section of the Guiyang complex
tectonic deformation zone of Tailong in the north of the Yangtze platform in the south-east
wing of Guanzhai syncline. In general, it is a monoclinic structure, with strata moving
towards the northeast, tending to the northwest, and with inclination of about 10◦. The
faults found in the mining area are located in the southern part of the mining area and its
edge. Affected by the faults, the strata have changed. On 25 November 2019, a prominent
accident occurred at the heading face of the 41,601 transport roadway in Sipan District. The
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sampling point selected in the 41,601 transport roadway heading face was located near the
northern boundary of the mining area. See Figure 1.

 

Figure 1. Prominent position diagram. Note: (A,B) are the geographical location of the mine; (C) is
the geological structure near the mine; (D) is a prominent geological structure.

2.2. Proximate and Ultimate Analyses of Coal Samples

Samples were gathered soon after the outburst accident. The surface oxide layer of the
sampling point was stripped and the outburst coal samples were taken in the outburst hole
by the groove method, while the primary coal samples were taken outside the outburst
hole. The collected coal samples were immediately sealed in the coal sample tank to reduce
exposure to the external environment, the oxidation of the samples were slowed down
during the period before the start of the experiment, and the sampling point information
was recorded. The tank was fixed in the transport process to prevent secondary damage to
coal. The samples were sent to the laboratory and ground into the specified particle size by
agate bowl. According to GB/T 214-2007 and SN/T 4764-2017, coal ash, moisture, volatile
content and C, H, N, O, S and other elements were determined by industrial analyzer and
elemental analyzer.

2.2.1. Infrared Spectroscopy Experiments

The experiment was carried out by Nicolet 6700 Fourier transform infrared spectrome-
ter. Before the experiment, the coal samples were placed in a constant temperature oven at
80 ◦C for 5 h for drying treatment. After drying, the coal samples were fully mixed with
potassium bromide (KBr) at a ratio of 1:100, and then loaded into the grinding tool to make
transparent sheets of 0.1–1 mm thickness on the tablet press. The equipment test conditions
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were: a wave number test range of 7800–375 cm−1, a scanning rate of 0.158–6.33 cm/s, an
infrared spectral resolution of 4 cm−1 and scanning times of 32.

2.2.2. X-ray Diffraction (XRD) Analysis

The X-ray diffractometer used the X-ray with a fixed wavelength to irradiate the coal.
When the wavelength of the X-ray was consistent with the magnitude of the lattice in
the coal, the diffraction phenomenon occured. Different diffraction light was formed at
different positions. A series of X-rays irradiated at different angles were recorded to form.
According to the map, the data provided about the crystalline structure of the coal was
analyzed [47]. In the experiment, the X-ray diffractometer Shimadzu XRD-6100 was used
for analysis and testing, and the coal samples that had been prepared in advance were
loaded onto the support. Setting working conditions, the light source was an X-ray tube
copper that targeted radiation (γ = 0.15405 nm) and that had a voltage of 40 kV, a current
of 40 mA, a scanning speed of 10/mm and a scanning range of 0–90◦.

3. Experimental Results and Analysis

3.1. Standard Coal Quality Parameters

It can be seen from the composition analysis of the coal samples that the outburst coal
has higher volatile matter and ash content than the primary coal and that the moisture
content of the primary coal is higher than that of the outburst coal. Except hydrogen, the
elements of outburst coal are higher than that of the primary coal. The test results are
shown in Table 1.

Table 1. Coal sample analysis table.

Coal Samples

Component Proximate Analysis Ultimate Analysis

Aad/% Vad/% Mad/% C H N S O

outburst coal 6.1 5.4 4.6 82.9 2.87 1.51 0.42 4.05
primary coal 9.3 4.7 4.3 81.7 2.69 1.65 0.38 3.92

Note: Mad = moisture content (wt%, dry basis), Aad = ash (wt%, dry basis), Vad = volatile (wt%, dry basis),
FCad = fixed carbon (wt%, dry basis).

3.2. FTIR Fitting Spectral Characteristics Analysis

The infrared spectra of raw coal and outburst coal samples were obtained by an
infrared spectrum test of coal samples, as shown in Figure 2 and Table 2. In the process of
the infrared spectrum test, due to the complex composition of coal, the absorption bands
of many functional groups in coal provided the infrared spectrum. In addition, the wave
number distribution range of the spectrum is wide, meaning that it is easy to cause spectral
superposition and difficult to determine the position and intensity of absorption peaks.
Through the peak fitting of the original spectrum of the coal samples, the parameters
and attribution of absorption peaks are determined, and the change characteristics of
infrared spectrum of coal samples are thus more truly reflected. The infrared spectrum
of coal samples can be divided into four absorption bands: aromatic structure absorption
band, oxygen-containing functional group absorption band, fat structure absorption band
and hydroxyl absorption band. The corresponding wave numbers are 700–900 cm−1,
1000–1800 cm−1, 2800–3000 cm−1, 3000–3600 cm−1, respectively, as shown in Figure 2.
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Figure 2. Fourier infrared spectra of coal samples.

Table 2. Ratios of various functional groups.

Coal Samples

Component Functional Groups Ratios

AS/% OC/% FS/% HY/%

outburst coal 2.19 16.10 7.38 43.34
primary coal 2.71 24.58 7.27 42.31

Note: AS = aromatic structure absorption band; OC = oxygen-containing functional group absorption band;
FS = fat structure absorption band; HY = hydroxyl absorption band.

3.2.1. Absorption Band of Aromatic Structure

It can be seen from Figure 3 that the original spectra of aromatic structures in the
two coals are different. There are three peaks in the primary structure coal and four
peaks in the outburst coal. In order to make the fitted spectra closer to the experimental
results, 11–14 peaks were fitted, and the correlation coefficients were more than 99.9%.
The 700–900 cm−1 absorption band is the absorption vibration of the aromatic structure,
which is an important characteristic peak for identifying the substitution mode of the
aromatic rings in the coal. Among them, 730–750 cm−1 is the disubstituted absorption peak,
750–810 cm−1 is the trisubstituted absorption peak, 810–850 cm−1 is the tetrasubstituted
absorption peak and 850–900 cm−1 is the pentasubstituted absorption peak.
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Figure 3. FTIR Spectra of Aromatic Structure.
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According to the above four kinds of wave number classification statistics, the different
benzene ring substitution column diagram was obtained (see Figure 4). The substitution of
the benzene ring in the aromatic structure was mainly the trisubstituted benzene ring, and
the proportion of primary structure coal reached 32.71%. With the increase of heating im-
pact, the outburst coal decreased to 31.6%, and the difference was small. The disubstituted
benzene ring decreased from 19.56% to 12.98%, the tetrasubstituted benzene ring increased
from 8.93% to 16.89% and the pentasubstituted benzene ring increased from 10.91% to
22.10%. Among them, the values of the tetrasubstituted benzene ring and the pentasubsti-
tuted benzene ring are 1.89 times and 2.02 times of primary coal, respectively. The factors
that cause this phenomenon are diverse, but may include the substitution reaction of the
cyclization of the aliphatic chain and the positioning group on the aromatic ring.
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Figure 4. Statistical distribution of substituted benzene rings.

3.2.2. Absorption Band of Oxygen Functional Groups

It can be seen that the absorption band of 1000–1800 cm−1 is the stretching vibration
of oxygen-containing functional groups, and the absorption peaks of 1000–1300 cm−1 are
mainly attributable to the C-O stretching vibration of phenols, alcohols, ethers and esters
(Figure 5). The peak positions at 1375–1460 cm −1 were symmetric and antisymmetric
deformation vibrations of methyl, while the peak at 1800–1530 cm−1 had the stretching
vibration of -COOH- and CO.
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Figure 5. FTIR Spectra of Oxygen Functional Group Structure.
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The percentage of C-O, C=O and C-C in these two coal samples were counted and the
histogram was obtained, as shown in Figure 6. It can be concluded that with the increase
of heating impact, the content of C-O increased from 14.97% of the primary structure
coal to 19.86% of outburst coal, and the content of C-C increased from 17.33% of primary
structure coal to 19.47% of outburst coal. Among them, the content of C=O changed most
obviously, from 3.82% of primary structure coal to 6.84% of outburst coal, which increased
by 44.15%, indicating that the content of carbon and oxygen elements in outburst coal was
accumulated due to increased temperature during outburst.
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Figure 6. Statistical distribution histogram of oxygen-containing functional groups’ structure content.

3.2.3. CHal Structure Absorption Band

It can be seen from Figure 7 that the absorption band of 2800–3000 cm−1 was the
absorption vibration of CHal stretching structure. The spectrum was fitted with 6–7 peaks,
and the fitting degree reached more than 99.9%. The coal contains methyl, methylene and
methylene. The peak at 2853 cm−1 is the symmetric stretching vibration of methylene, the
peak at 2871 cm−1 is the symmetric stretching vibration of methyl, the peak at 2895 cm−1 is
the stretching vibration of methylene, the peak at 2923 cm−1 is the antisymmetric stretching
vibration of methylene and the peak at 2953 cm−1 is the antisymmetric stretching vibration
of methyl.

2800 2900 3000

0.0

0.1

0.2

0.3

raw spectra
fitted curve
peak fitting

Wave number/cm-1

In
te

ns
ity

(c
ou

nt
s)

 
2800 2900 3000

0.00

0.05

0.10

0.15

 raw spectra
 fitted curve
 peak fitting

In
te

ns
ity

(c
ou

nt
s)

Wave number/cm-1

 

(a) primary coal (b) outburst coal 

Figure 7. FTIR spectra of CHal structure.

The aliphatic bands in the studied coal samples were statistically analyzed to get the
histogram (see Figure 8). The content of methylene symmetric stretching vibration in raw
coal and outburst coal was 18.73% and 20.10%, respectively. The content of symmetric
stretching vibration of methyl was 7.14% and 2.31%, respectively. Compared with the
primary coal, the outburst coal had a significant downward trend, which was reduced by
67.65%. The content of methylene stretching vibration was 8.47% and 35.11%, respectively.
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The stretching vibration of outburst coal methylene increased rapidly, and the change
value increased 4.15 times. The content of antisymmetric stretching vibration of methylene
was 45.95% and 24.02%, respectively. The content of antisymmetric stretching vibration
of methyl was 18.87% and 13.33%, respectively. It may be that the thermal effect of the
outburst process leads to the volatilization of hydrogen or the fracture of the fat chain.
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Figure 8. Statistical distribution histogram of CHal.

3.2.4. Hydroxyl Absorption Band

It can be seen from Figure 9 that the absorption band of 3000–3600 cm−1 was the
absorption vibration of the hydroxyl structure. The spectrum was fitted with 4~5 peaks,
and the fitting degree reached more than 99.9%, which was closer to the original spectrum.
There are several O-H stretching vibration absorption peaks in 3200–3516 cm−1, forming a
wide and scattered absorption band. There is a sharp absorption peak at 3611 cm−1, which
is the absorption peak of free-OH.
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Figure 9. FTIR fitting spectra of hydroxyl structure.

The types of hydrogen bonds in the coal hydroxyl groups were analyzed, and the
histogram was obtained, as shown in Figure 10. Hydrogen bonds exist in coal, and the
content of cyclic associative hydrogen bonds in primary coal and outburst coal accounts
for 13.97% and 11.24%, respectively. The content of self-associated hydroxyl accounted
for 50.40% and 60.60%, respectively; the increase of self-association hydroxyl content is
due to the tighter internal structure of the molecule, which increases the probability of
self-association hydroxyl synthesis. When water molecules and methane compete on
the surface of coal, water molecules are more likely to seize the adsorption site. Water
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molecules’ adsorption replaces gas adsorption and indirectly reduces gas adsorption in
coal seams.
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Figure 10. Column diagram of hydrogen bond type statistical distribution in hydroxyl group.

3.3. Analysis of FTIR Structural Parameters

In order to analyze the macromolecular structure of coal, the chemical structure pa-
rameters and significance of coal are generally quantitatively analyzed through structural
parameters such as aromatic hydrogen rate, aromatic carbon rate, aromaticity, polycon-
densation degree of the aromatic ring, length of aliphatic chain, branching degree and the
maturity of the coal.

3.3.1. Hydrogen Aromaticity ƒHa

Aromatic hydrogen rate [44] is the percentage of hydrogen atoms in aromatic com-
pounds. It is assumed that only aromatic hydrogen and aliphatic hydrogen exist.

fHa =
Ha

H
A900∼700cm−1

A900∼700cm−1 + A3000∼2800cm−1
(1)

where Ha is the number of H atoms of aromatic compounds. H is the number of H atoms.

3.3.2. Aromatic Carbon Ratio ƒC

Aromatization rate indicates the proportion of carbon atoms in aromatic hydrocar-
bons. Calculation of aryl carbon ratio supposes only aryl carbon and lipocarbon exist in
carbon atom.

fC = 1 − Ca

C
(2)

Ca

C
=

(
Ha
H · H

C

)
Ha
Ca

(3)

Ha

H
=

A3000∼2800

(A900∼700 + A3000∼2800)
(4)

where Ca/C is the proportion of fat carbon in the carbon element, H/C is the ratio of
hydrogen to carbon and Ha/Ca is the proportion of hydrogen and carbon atoms in fat clusters
(generally about 1.8. Ha/H is the percentage of aliphatic hydrogen in hydrogen atoms).

3.3.3. Aromaticity I

Aromaticity is an important parameter used to determine the aromaticity of substances.
Aromaticity is defined by the ratio of aromaticity to aliphatic carbon.

I1 =
A3100∼3000

A3000∼2800
(5)
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I2 =
A900∼700

A3000∼2800
(6)

where 3100–3000 cm−1 is mainly aromatic C-H stretching vibration, 3000–2800 cm−1 is
aromatic CHx stretching vibration and 900–700 cm−1 absorption position of aromatic
structure.

3.3.4. Degree of Aromatic Ring Condensation DOC

The degree of aromatic ring condensation can also be used to judge the degree of coal
rank. The higher the coal metamorphism, the more the internal carbon content, and the
more condensed aromatic substances.

DOC =
A700∼900

A1490∼1600
(7)

where the ratio of 900–700 cm−1 to 1490–1600 cm−1 indicates the degree of aromatic ring
condensation.

3.3.5. ACH2/ACH3

ACH2/ACH3 is the fat structure parameter [48]. CH2 mainly has a chain, ring and
aromatic side hydrocarbon straight chain, while CH3 mainly has a chain, ring side chain
and aromatic side hydrocarbon branched chain.

ACH2

ACH3

=
A2920

A2950
(8)

3.3.6. Maturity Csd

The maturity of coal is indicated by the large change in the carbon–oxygen double
bond relative to the carbon-carbon double bond.

Csd =
A1800∼1650

A1800∼1650 + A1600
(9)

3.4. Summary of Structural Parameters of Infrared Spectroscopy

The outburst coal and primary coal ƒHa, ƒC, I1, I2, DOC, ACH2/ACH3 and Csd are
calculated by Equations (1)–(9). The calculation results are shown in Table 3.

Table 3. Structure parameters summary table.

Coal Samples

Component
ƒHa ƒC I1 I2 DOC ACH2/ACH3 Csd

outburst coal 0.271 0.986 0.477 0.373 1.560 0.850 0.969
primary coal 0.229 0.984 0.454 0.298 1.010 0.916 0.976

The analysis shows that the aromatic hydrogen rate (ƒHa) and aromatic carbon rate
(ƒC) of outburst coal are higher than those of primary coal, indicating that the hydrogen
and carbon elements in aromatic functional groups are higher. The aromaticity I1 and I2 of
outburst coal were higher than those of raw coal, indicating that the aliphatic functional
group of outburst coal was higher than that of the aromatic structural functional group. The
aromatic ring polycondensation degree (DOC) of the outburst coal is higher than that of the
primary coal and the hydrogen content is also higher than that of the primary coal, while
ACH2/ACH3 and maturity (Csd) are slightly less than native coal, indicating that native coal
has more straight chains than side chains, while aliphatic hydrocarbons are mostly short
chains and have high branched degree. The results are consistent with previous studies,
i.e., coal degree is inversely proportional to ACH2/ACH3.
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3.5. X-ray Diffraction (XRD) Analysis of Coal Samples
3.5.1. XRD Peak Fitting

In order to analyze the microstructure of outburst coal, the XRD patterns of coal
samples were fitted by peak separation, as shown in Figure 11. The original spectrum
was divided into 002 peaks, γ peaks and 100 peaks by Guassian [41] formula. The fitting
formula is:

y = y0 +
A

w ·
√

π
2

· e−2( x−xc
w )

2
(10)

where y0 is the baseline position, w is the diffraction peak width, A is the diffraction pattern
area and xc is the 2θ angle of the diffraction center.
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Figure 11. Peak separation fitting results of coal samples.

It can be found from Figure 11 and Table 4 that the 2θ angle range of 002 diffraction
peak is 24.92◦–25.08◦, with high intensity and good symmetry. Moreover, the 2θ angle
range of 100 diffraction peaks is 42.73◦–42.85◦ and the diffraction peaks are wide and low,
indicating that the degree of aromatic ring condensation in coal is not high. For the γ band,
it can be clearly seen from the graph that its area is large, reflecting the rich branched chain
structure of aliphatic hydrocarbons and aliphatic hydrocarbons in coal.

Table 4. Diffraction peak fitting of the main 2θ parameters.

Coal Samples

Diffraction Peak
002 Peak 100 Peak γ Peak

outburst coal 24.92 42.73 15.87
primary coal 25.08 42.85 16.15

3.5.2. Structure Analysis of Aromatic Microcrystals

The layer spacing of d002 and d100, the average stacking height of Lc and the ductility
of La of the aromatic layer can be calculated from the diffraction angle and the half-peak
width [49].

d002/100 =
λ

2 sin θ002/100
(11)

Lc =
K1λ

β002 cos θ002
(12)

La =
K2λ

β100 cos θ100
(13)

Mc =
Lc

d002
(14)

where λ is the wavelength of X-ray, and 0.15405 nm is used for the experiment with copper
target irradiation; θ002/100 is the Bragg angle of 002 diffraction peak and 100 diffraction
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peak, respectively; β002 and β100 are the half-peak widths of 002 diffraction peak and
100 diffraction peak, respectively; K1 and K2 are Debye-Scherrer constants, with K1 as 0.89,
K2 as 1.84 and Mc as the number of effective stacked aromatic slices.

In general, the interlayer spacing of the coal aromatic layer is between cellulose
(d002 = 3.975 × 10−1 nm) and graphite (d002 = 3.354 × 10−1 nm). Therefore, the coalification
degree P is used to determine the percentage of condensed aromatic ring, and the relative
content of aromatic layer and aliphatic layer structure is obtained. The calculation formula
is as follows:

P =
3.975 − d002

3.975 − 3.354
× 100% (15)

The calculation results are shown in Table 5. It can be found from the table that d002 of
primary coal is 3.548, indicating that its coalification degree is high. The number of effective
stacking aromatic slices of primary coal is about 4, and the coalification degree is 68.83%,
indicating that the coal sample has a high degree of coalification, with fewer side chains
and functional groups, and the internal arrangement of molecules is orderly and stable,
and the condensation degree of aromatic nucleus is high. Combined with the data of d002
and d100, the number of aromatic flakes in outburst coal is lower than primary coal, which
suggests that the prominent heating effect increases the degree of aromatization, increases
the d100 and d002 values and, finally, changes the dense ring structure in coal. Through the
coal degree index P, it can be seen that the primary coal is slightly higher than the outburst
coal. Combined with the analysis of d002 and d100 as basically unchanged, this shows that
the content of side chain in the primary coal is lower than that of the outburst coal, resulting
in the increase of the relative number of aromatic rings, which is finally reflected in the
increase of P.

Table 5. XRD microstructure parameters of coal samples.

Coal Samples

Structural Parameters
d002 d100 Lc La Mc P

outburst coal 3.570 2.114 13.016 3.089 3.646 65.22%
primary coal 3.548 2.109 12.951 3.240 3.651 68.83%

4. Conclusions

(1) The proximate analysis results show that the volatile matter and moisture content of
outburst coal are higher than those of primary coal, but that the ash content is lower
than that of primary coal. The ultimate analysis shows that the proportions of N and
S in outburst coal and primary coal are small.

(2) The aromatic structure absorption band analysis showed that the trisubstituted ben-
zene ring and the disubstituted benzene ring in the primary coal were higher than that
in outburst coal, and that the tetrasubstituted benzene ring and the pentasubstituted
benzene ring in outburst coal were higher than that in primary coal. This may be due
to the substitution reaction of fat chain cyclization and the orientation group of the
aromatic ring. The absorption band of fat structure indicates that hydrogen volatiliza-
tion or fat chain rupture is caused by thermal effect in the outburst process. Moreover,
the hydroxyl absorption band shows that the internal structure of the molecule is
tighter, which increases the probability of self-association hydroxyl synthesis.

(3) By analyzing and calculating the structural parameters of infrared spectroscopy, it
is concluded that the aromatic hydrogen rate, aromatic carbon rate and I1 and I2
of outburst coal are higher than those of primary coal. The ACH2/ACH3 raw coal
is relatively low, and the maturity is slightly higher than that of the outburst coal,
indicating that the raw coal has more straight chains than side chains and that the
aliphatic hydrocarbons are mostly short chains and have high branched degree.

(4) Through the analysis and calculation of XRD microcrystalline structure parameters,
the number of aromatic flakes in outburst coal is lower than in primary coal, which
suggests that the prominent heating effect increases the degree of aromatization,
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increases the d100 and d002 values and, finally, changes the dense ring structure in coal.
Moreover, from the coal degree index P, it can be seen that the primary coal has a
smaller increase than the outburst coal.
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Abstract: In the oil shale in situ conversion project, it is urgent to solve the problem that the reaction
degree of organic matter cannot be determined. The yield and composition of organic products in
each stage of the oil shale pyrolysis reaction change regularly, so it is very important to master the
process of the pyrolysis reaction and reservoir change for oil shale in situ conversion project. In the in
situ conversion project, it is difficult to directly obtain cores through drilling for kerogen maturity
testing, and the research on judging the reaction process of subsurface pyrolysis based on the maturity
of oil products has not been carried out in-depth. The simulation experiments and geochemical
analysis carried out in this study are based on the oil shale of the Nenjiang Formation in the Songliao
Basin and the pyrolysis oil samples produced by the in situ conversion project. Additionally, this
study aims to clarify the evolution characteristics of maturity parameters such as effective biomarker
compounds during the evolution of oil shale pyrolysis hydrocarbon products and fit it with the
kerogen maturity in the Nenjiang formation. The response relationship with the pyrolysis process of
oil shale is established, and it lays a theoretical foundation for the efficient, economical and stable
operation of oil shale in situ conversion projects.

Keywords: oil shale; in situ conversion project; biomarker; pyrolysis process; organic geochemistry

1. Introduction

Oil shale is an important strategic resource, which has the characteristics of wide
distribution and huge resources and has always been widely concerned [1]. The devel-
opment methods of converting oil shale into usable petroleum resources are divided into
ground retorting technology and in situ conversion technology [2–6]. The application of
ground retorting technology is mainly for oil shale occurring at shallow burial depth, which
limits the number of available resources, and the technology itself has problems such as
environmental pollution [7–12]. Oil shale in situ conversion technology can exploit deep
oil shale and has the advantages of green environmental protection, small footprint and
low cost [12–19]. In Songliao Basin, Jilin University built two pilot test bases for oil shale
in situ conversion and successfully produced oil in 2016 and 2020, respectively. The pilot
experiments accelerated the industrialization of oil shale, but the difficulty in monitoring
the process of pyrolysis of oil shale organic matter has become more and more prominent
in the project [20–23].

Studies showed that the production and composition of organic products in each
stage of oil shale pyrolysis change regularly [1–5,21,22]. Therefore, it is very important to
master the process of pyrolysis in oil shale in situ conversion project for efficient cracking
and maximizing economic benefits [24–28]. However, the process of pyrolysis reaction

Energies 2022, 15, 3715. https://doi.org/10.3390/en15103715 https://www.mdpi.com/journal/energies237



Energies 2022, 15, 3715

can be analyzed by the maturity of oil shale kerogen [29–32]. This method necessitates
coring in the pyrolysis reaction formation with additional drilling, which can destroy the
subsurface thermal reaction environment and cause serious adverse effects on the mining
industry. In addition, the current research on the maturity of oil shale organic matter
fails to fully consider the complex subsurface conditions and artificial thermal reaction
environment of oil shale and is not suitable for in situ conversion of oil shale [33–36].
Based on the experience of in situ conversion pilot experiments, the study proposes that
oil and gas products are to be obtained through production wells during the operation of
the project, and the maturity information of oil and gas products can be fed back to the
reaction process of oil shale pyrolysis, but related research has not yet been conducted
in-depth development.

In this study, the research on the dynamic evolution of the maturity parameters of oil
shale pyrolysis hydrocarbon products was carried out, and the applicable maturity parame-
ters were selected to accurately feedback the maturity of kerogen in the Nenjiang formation.
Then, the response to the oil shale pyrolysis process relationship was established, and the
real-time situation of the yield and composition of organic products in the underground
kerogen pyrolysis reaction was informed. This study is a necessary way to dynamically
monitor the oil shale in situ cracking reaction process, and it is also the key to ensuring the
high efficiency, economy and stability of the oil shale in situ conversion project.

2. Samples and Methods

2.1. Research Methodology

In this study, core samples from oil shale exploration drilling in the Nongan (NA)
experimental area were selected for this research, which included core logging, strati-
graphic age division, and high-precision geochemical logging (total organic carbon). The
preliminary results revealed the target sampling horizon of subsequent experiments. Then,
the experiment began with high-temperature and high-pressure reactions on oil shale
samples from the Nenjiang Formation in the reactor. Vitrinite reflectance tests, rock-eval
pyrolysis and elemental analyses were performed on the semicoke products. The pyrolysis
oil extracted from oil shale semicoke was quantitatively separated and analyzed by gas
chromatography–mass spectrometry (GC-MS). The related tests performed on pyrolysis
oil samples collected from the Nongan oil shale in situ production product include group
component separation and GC-MS analysis (Figure 1).

Figure 1. Experiment flow chart.
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2.2. Selection of Oil Shale Samples
2.2.1. Stratigraphy of the Nenjiang Formation

The lower part of the Nenjiang Formation is a dark mudstone, and the upper part is
composed of grey-green mudstone and glutenite deposits (Figure 2) [37,38]. These strata
can be further divided into 5 members based on lithology. The first member of the Nenjiang
Formation is composed of dark mudstone and thin oil shale. In the second member, the
stable thick layer of oil shale in the whole area is at the bottom, and it transitions to grey
mudstone and grey-green mudstone upward. The third to fifth members are eroded in the
southeastern part of the basin, and the main parts are greyish green mudstone and greyish
white sandstone, followed by a transition to purplish-red mudstone in the central part of
the basin, and the Nenjiang group formation is the horizontal stratum of Shenzhen Lake
phase in the research area [37–39] (Figure 3).

Figure 2. Geological map of the Songliao Basin.

The Nongan oil shale in situ conversion project is located 110 km north of Changchun.
The total drilling depth is 135 m, and the drilling technique is full-core drilling. After
a thin layer of Quaternary deposits, the strata that have been encountered are the Cre-
taceous upper Yaojia Formation (8 m) and the Nenjiang Formation (112 m). Based on
core descriptions and lithofacies divisions of drilling cores in Nongan, we have a prelimi-
nary understanding of the overall features and sedimentary environment of the Nenjiang
Formation and provide an important basis for selecting appropriate samples for testing
and analysis. According to core records during drilling in Nongan, Quaternary sands are
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located 10 m from the surface to the ground, and no sampling has been carried out in this
interval (Figure 3). Sampling was performed every 1 m for the cores until 133 m of depth.
The main core samples from 66 to 74 m from the Nongan oil shale in situ conversion test
area. The drilling fluid was washed off in distilled water and then dried at a constant
temperature of 60 ◦C for 12 h [22,23].

Figure 3. Stratigraphic log of the Nongan oil shale.

2.2.2. Sampling of Shale Oil Samples for In Situ Conversion Project

As shown in Figure 4, the process mainly involves drilling thermal injection wells
and production wells in the ground facing the oil shale layer and performing conventional
work, such as casing running and cementing after drilling. Then, the conventional hy-
draulic fracturing method is used for fracking the heat injection wells so that the heat
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injection wells and the production wells are connected through the fractures formed by
fracturing. After the connection between the heat injection well and the production well is
established, high-temperature nitrogen (450 ◦C) is introduced into the heat injection well
on the ground surface, and nitrogen flows to the production well through the fractures
formed by hydraulic fracturing. During the flow of high-temperature nitrogen, nitrogen
contacts the oil shale layer to conduct convective heat conduction, thereby heating the oil
shale layer [22,23], and this convection keeps it warm for the experiment. After heating for
a period of time, the produced oil and gas and nitrogen flow to the production well and are
recovered in the production well, and the generated oil, gas and mixed vapor and gas are
sent to the surface. Two-stage cooling and separation are carried out to separate pyrolysis
oil, pyrolysis gas and water. The heat carrier, nitrogen, used in the process of heating the
oil shale layer, is obtained by separating the air from the pressure swing adsorption (PSA)
air separation nitrogen generator and is heated to the designed temperature by ground
heating equipment.

Figure 4. Scheme for the Nongan oil shale in situ conversion technology.

2.3. Experimental Methods

(1) High-pressure pyrolysis experiment

This experiment was carried out using a high-pressure nitrogen pyrolysis oil shale test
device. The oil shale core samples were subjected to high-pressure heating treatment, and
the samples were dried and put into the reactor, the reactor was filled with nitrogen and
the pressure in the reactor was increased to the lithostatic pressure of the formation; the
nitrogen was turned off, the reactor was heated up and the heating rate was 10 ◦C/min.
The end-point temperatures of different samples were selected as 150 ◦C, 200 ◦C, 250 ◦C,
300 ◦C, 350 ◦C, 375 ◦C, 400 ◦C, 425 ◦C, 450 ◦C, 475 ◦C and 520 ◦C. After reaching the end
temperature, keep the temperature for 6 h, then keep the pressure in the kettle unchanged
for 2 h, open the inlet and outlet of the reaction kettle and pass nitrogen for 2 h, and the
N2 flow rate is 1 L/min. At the outlet, the cracked oil product was received through
a water-cooled tube, and the cracked gas product was collected by an air bag. After
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reaching the termination time, the temperature of the reactor was lowered, the pressure
was reduced, and the oil shale semicoke product in the reactor was taken out and stored in
a sealed [16–18,27].

(2) Rock pyrolysis evaluation experiment with oil shale semicoke

Different oil shale semicoke samples were crushed into size 200 mesh for pyrolysis
evaluation. A Rock Eval-6 analyzer developed by the French Academy of Petroleum Sci-
ences was used for the experimental analysis of rock pyrolysis. S1, S2, S3 and Tmax were
measured [40–42].

(3) Total organic carbon

The total organic carbon (TOC) of all oil shale semicoke samples was determined by
vario PYRO cube elemental analyzer produced by Elementar, UK, which conformed to the
GBT-19145-2003 standard [43].

(4) Separation of pyrolysis oil components

In the separation and analysis of group components in organic matter extracts of oil shale
semicoke, the selected oil shale semicoke samples were extracted with a dichloromethane and
methanol (93:7) mixture by an automatic Soxhlet apparatus. Then, sulfur was removed
from the organic extracts of oil shale semicoke and other pyrolysis oil samples by active
copper, and asphaltene was precipitated from n-hexane dichloromethane (DCM) solution
(80:1). After centrifugation, the extracted organic matter was separated into saturated hy-
drocarbons and NSO by liquid chromatography. The experiment was carried out according
to the SY/T5119-2008 standard [35,36,41–43].

(5) Gas chromatography-mass spectrometry

After obtaining the saturated hydrocarbon components separated from the organic
group components, the saturated components were dissolved in petroleum ether. The rela-
tive abundance of related biomarker compounds in saturated hydrocarbons and aromatic
hydrocarbons was calculated from the manually integrated peak areas of the relevant ion
chromatograms. Compared with the indicated range and the evolution law of natural hy-
drocarbon generation, the analysis process follows the GBT-30431-2013 standard [35,36,39].

(6) Organic lithofacies observations and vitrinite reflectance (Ro) test

Petrological observations were performed using a high-power optical microscope
(Zeiss axioscope A1) equipped with a photometric system with fluorescent lamps. According
to ASTM standard d7708-14 (2014), the average random vitrinite reflectance (%), Ro was
carried out [39,41].

3. Results and Discussion

3.1. Evolutionary Characteristics of Organic Matter at Different Pyrolysis Temperatures
3.1.1. Analysis of the High-Pressure Pyrolysis of Oil Shale

In the pyrolysis experiments of Nongan oil shale samples at different temperatures,
all reaction temperatures can be divided into 20 ◦C to 300 ◦C, 300–475 ◦C and 475–520 ◦C.
At 20–300 ◦C, the yield of pyrolysis oil is very low, reaching 0.76%, the total organic
carbon content of semicoke decreases slightly, from 8.09% to 6.22%, and the amount of
gas produced also increases slightly. At 300–475 ◦C, the main product of the emission was
thermal solution oil, and the output increased significantly, up to 6.37%, and the output of
water at the same time increased [44–47]. At 475–520 ◦C, the output of oil and water only
increased slightly [46–50] (Figure 5, Tables 1 and 2).
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Figure 5. Nongan pyrolysis oil yield.

Table 1. Results of pyrolysis products at different temperatures.

Pyrolysis
Temperature (◦C)

Oil Yield
(wt%)

Moisture
Content (wt%)

Semicoke Yield
(wt%)

Gas and Loss
(wt%)

150 0 0.78 98.83 0.39

200 0 0.96 98.39 0.65

250 0.16 1.73 97.68 0.43

300 0.76 2.7 96.16 0.38

350 1.25 3.46 93.89 1.4

375 1.53 3.86 93.43 1.18

400 1.76 4.36 92.91 0.97

425 2.55 4.83 90.88 1.74

450 6.24 5.31 87.02 1.43

475 6.37 6.56 82.35 4.72

520 6.58 6.55 82.46 4.41

Table 2. TOC, Ro and Tmax values of Nongan samples at different pyrolysis temperatures.

Pyrolysis Temperature, ◦C TOC, wt% Ro, % Tmax, ◦C

original sample 8.09 0.266 430

150 7.46 0.284 433

200 6.84 0.455 437

250 6.59 0.584 439

300 6.22 0.643 440

350 4.55 0.846 440

375 3.78 0.864 441
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Table 2. Cont.

Pyrolysis Temperature, ◦C TOC, wt% Ro, % Tmax, ◦C

400 3.41 0.887 443

425 2.94 0.946 445

450 2.88 1.143 566

475 2.65 1.257 590

520 2.63 1.376 600

3.1.2. TOC Content

The average TOC content of the oil shale in this study is 8.09 wt% [35,36]. The TOC
content of the 150 ◦C sample in each heating process is slightly lower than that of the original
sample, which may be due to the fact that the water in the oil shale was dried in the previous
test [33,34]. The TOC content of the pyrolyzed samples decreased slightly at 150–300 ◦C,
and the S1 value gradually increased. It is because free hydrocarbon expulsion leads to
a reduction in TOC [35,36,44,46]. In the 300–450 ◦C stage, TOC decreased significantly,
corresponding to a large amount of oil generated from oil shale. In the 450–520 ◦C stage,
TOC decreased slowly and tended to be stable (Table 2).

3.1.3. The Evolutionary Trend of Ro% and Tmax

Vitrinite reflectance is used to judge the kerogen thermal maturity and is generally
divided into five stages according to Ro: <0.5% immature, 0.5–0.7 early mature stage of oil
generation, 0.7–1.0 mature middle stage of oil generation, 1.0–1.3 late mature stage of oil
generation, >1.3 main gas generation stage [39–41,51–53]. In this experiment, the Ro value
of agricultural dried samples was between 0.266% and 1.376%, indicating that the kerogen
maturity from immature to mature (Table 2).

When Tmax is lower than 435 ◦C, the organic matter is in the immature stage. When
Tmax is 435–440 ◦C, the kerogen is low mature. When Tmax is 440–450 ◦C, kerogen is mature.
When Tmax is higher than 450 ◦C, it is in the high-maturity stage [54–56]. The Tmax of
Nongan oil shale is 430 ◦C, which indicates that the kerogen is immature [57]. The results
show that the Tmax of the semicoke sample increases with the increase in the pyrolysis
temperature. The Tmax of samples below 450 ◦C varies between 430 and 445 ◦C, indicating
the gradual maturity of kerogen, while the Tmax from 450 ◦C to 520 ◦C is 566–600 ◦C.
According to the spectrum, the peak value of S2 may be too low, while the instrument
system calculates the maximum peak value, which may be caused by rapid pyrolysis.
Therefore, when the pyrolysis temperature reaches 450 ◦C, it may be inaccurate to judge oil
shale maturity by Tmax [57].

3.1.4. Changes in Pyrolysis Oil Composition

Studies showed that the production and composition of organic products in each stage of
oil shale pyrolysis change regularly, so it is very important to master the composition changes
in pyrolysis oil in oil shale in situ conversion project for efficient pyrolysis [35,36,41–43]. In
this study, it was found that the components of pyrolysis oil in the organic matter extract of
oil shale semicoke showed regular changes. When the temperature is lower than 350 ◦C,
the proportion of non-hydrocarbon components to asphalt is the highest, but when the
pyrolysis temperature exceeds 375 ◦C, the value of the ratio is sharply reduced to 0.17.
Additionally, when the pyrolysis temperature exceeds 375 ◦C, the oil yield starts to rise
(Figure 6). Saturated hydrocarbons were the main component, followed by aromatic
hydrocarbons, while NSO and asphaltene were the main components. A calculation of
the composition of total pyrolysis oil from oil shale revealed that asphaltene accounted
for the largest proportion in the pyrolysis oil at the initial stage of the pyrolysis reaction
(room temperature to 250 ◦C, reaching 0.626%), while saturated hydrocarbons and aromatic
hydrocarbons accounted for a small proportion (0.25% and 0.124%, respectively). Within
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250–375 ◦C, the amount of pyrolysis oil increased gradually (0.16–1.35%). When the
cracking temperature reaches 375 ◦C, the cracked oil is mainly saturated hydrocarbon, and
the proportion of each component is relatively stable (Figure 6, Table 3).

Figure 6. Variation in the pyrolysis oil composition.

3.2. Biomarker Maturity Parameter of Pyrolysis Oil

When the pyrolysis temperature is lower than 375 ◦C, a small amount of pyrolysis
oil is sealed in the pores of oil shale because the pores in oil shale are nanopores [58–61].
In this study, oil shale semicoke at all temperature stages was pulverized and subjected
to extraction of organics. The semicoke extracts and the pyrolysis oil collected from the
simulation experiment were tested for group composition and analysed by GC-MS.

The carbon number distribution ranged from C11 to C33, and the main carbon peak
decreased with increasing temperature from C23 to C16. Therefore, the main carbon peak
also moved forward (Figure 7). The carbon preference index (CPI) (an odd and even
dominance index) values of Nongan samples decreased with increasing pyrolysis temper-
ature, gradually decreased to 1.025 at 400 ◦C, and reached relatively stable values, all at
approximately 1.0 [60].

N-alkanes in organic matter rich in terrigenous clastic rock series have obvious odd
carbon predominance. It is generally believed that these n-alkanes are derived from the
wax of higher plants, are directly synthesized by plants or are from acid alcohol esters, even
with carbon in early diagenesis [48,60,61]. The CPI represents the molecular ratio of odd
carbon to even carbon of n-alkanes in the range of C25–C33 [62].

CPI = 1/2
[

∑(C25 ∼ C33)
∑(C24 ∼ C32)

+
∑(C25 ∼ C33)
∑(C26 ∼ C34)

]
(1)

As organic matter matured, the carbon preference gradually disappeared and ap-
proached 1. The CPI can identify organic matter maturity; the index cannot differentiate
between thermal evolution stages.
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Figure 7. TIC diagrams in each stage.

Biomarkers are mainly used to study the source, maturity and paleosedimentary
environment of organic matter in sediments [36,61,62]. In this study, the composition and
biomarker characteristics of n-alkanes, isoprenoids, steranes, hopanes and other organic
matter in the semicoke and pyrolysis oil of Nenjiang Formation oil shale in Nongan were
investigated (Figures 8 and 9; Table 3) and selected to analyze the change in thermal.

A previous study found that the maturity parameter based on the relative stabil-
ity of C27 hopanes ranged from immature to mature, but it was strongly dependent on
the source [36]. The stability of C27 17α-trinorhopane (Tm) is better than that of C27
18α-trinorhopane II (Ts). As organic matter matures, the Ts/(Ts + Tm) value increases.
Ts/(Ts + Tm) is a relatively reliable maturity index for evaluating samples from the same
source rock location [62]. It was found that the Ts/(Ts + Tm) ratio increases with the
increase in pyrolysis temperature. It seems that the value from the ratio increases gradually
from 20 to 425 ◦C [61,62] (Figures 8 and 9, Table 3).

The isomerization index 22S/(22S + SSR) of hopane is feasible to evaluate the maturity
from the immature to low maturity [36]. The isomerization of C31–C35 17α-hopane on C-22
can be used to evaluate the maturity of crude oil or asphalt. The biogenic hopane precursor
has a 22R configuration, and it gradually transforms into a mixture of 22R and 22S isomers.
After the oil generation stage reaches equilibrium, the 22S/(22S + 22R) value remains
unchanged, so it is impossible to obtain further maturity information from it [36,61–64].
The change in hopane C32 22S/(22S + 22R) in Nongan samples in the range of 20–520 ◦C
can be divided into two stages, which increase from 0.341 to 0.447 within 0–400 ◦C. The
hopane C32 22S/(22S + 22R) in samples increases suddenly to 0.52 at 425◦C and slowly
from 0.52 to 0.584 within 425–520 ◦C (Figures 8 and 9).
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Figure 8. MS at different temperatures with mass chromatogram m/z = 191.

Figure 9. MS at different temperatures with mass chromatogram m/z = 217.
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In this study, the CPI and hopane 22S/(22S + 22R) have mutations when the tempera-
ture reaches 350–400 ◦C, indicating the kerogen has reached the maturity stage. The value
of Ts/(Ts + Tm) can indicate that the organic matter has never matured to the peak of the
oil generation window.

The C29 ααα20R of sterane is the biological configuration of the sterane precursor
that exists only in living organisms, while C29 ααα 20S, C29 αββ 20R and C29 αββ 20S
have stable chemical structures [36,65]. As the kerogen matures, the C-20 bond of the C29
ααα20R configuration is isomerized. The bond converts the C29 ααα20R configuration to a
C29 ααα20S configuration and forms a mixture of 20R and 20S, which increases the ratio of
20S/20 (R + S) of sterane from 0 to 0.5 [36,65,66]. The isomerization of 20 s and 20 R regular
steranes at the C-14 and C-17 sites leads to the formation of isomers ββ/(αα + ββ). The
ratio increases from nearly 0 to approximately 0.7 with increasing thermal maturity [67–69].
This study found that with the increase in pyrolysis temperature, the evolution of sterane
C29 20S/20(R + S) and ββ/(αα + ββ) can be subdivided into three stages. In the immature
stage of the non-oil shale semicoke, the ββ/(αα + ββ) ratio sample range from 0.165 to
0.214 and from 0.071 to 0.201, respectively, when the pyrolysis temperature is 0–250 ◦C.
The temperature increases gradually and rapidly in the range of 250–450 ◦C leading
to ββ/(αα + ββ) values from 0.243 to 0.424 and from 0.233 to 0.390, respectively. As
the pyrolysis temperature continues to increase to 520 ◦C, only C29 20S/20(R + S) and
ββ/(αα + ββ) increase slowly, and this also shows that the kerogen is in the mature stage
(Figures 8 and 9, Table 3).

3.3. Feedback of Maturity Parameters on the Progress of the Pyrolysis Reaction

The production and composition of organic products in each stage of oil shale pyroly-
sis change regularly. Therefore, it is very important to master the process of underground
pyrolysis reaction in oil shale in situ conversion project for efficient cracking and maximiza-
tion of economic benefits. Although the process of pyrolysis reaction can be analyzed by the
maturity of oil shale kerogen, the existing theoretical research on oil shale organic matter
maturity can only analyze the maturity of oil shale core samples Ro and Tmax [29–34,36].
However, drilling and coring in the process of in situ conversion of oil shale not only greatly
increases the cost of the project. Moreover, it destroys the underground thermal reaction
environment and causes serious disadvantages to the exploitation. In order to realize
the dynamic feedback of the in situ pyrolysis process of oil shale, this time, combined
with the experience of in situ conversion pilot experiments, it is proposed that oil and gas
products can be obtained through production wells during project operation. By testing
the maturity information of biomarker compounds of oil and gas products, the reaction
process of subsurface oil shale pyrolysis can be feedback.

As shown in Figure 10, as organic matter decreased, six different maturity indicators
changed differently with thermal maturity. The Tmax can define the reaction process of
oil shale with pyrolysis temperatures at a temperature lower than 425 ◦C, but the small
change in Tmax can be used only as an indicator to judge the maturity stage [29], and it is
difficult to give feedback on the kerogen pyrolysis process. In the simulation experiment,
the Ro and biomarker compounds at various temperature stages change regularly with the
increase in the pyrolysis temperature, especially for the stage of rapid reduction in TOC;
these thermal maturity parameters have obvious changes.
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Figure 10. The changes in the six maturities and TOC contents of Nongan samples at different
pyrolysis temperatures.

3.4. Analysis of Pyrolysis Process of Nong’an Oil Shale In Situ Conversion Project

The pyrolysis oil samples obtained on-site were geochemically tested, including group
component separation and GC-MS analysis. The test results of the on-site cracking oil group
components revealed that the sum of saturated hydrocarbons and aromatic hydrocarbons
accounted for approximately 90%, non-hydrocarbon accounted for 10%, and asphaltene
accounted for less than 1% (Table 4). The high-temperature and high-pressure simulation
experiment of Nongan oil shale revealed that the proportion of non-hydrocarbon to as-
phaltene is more than 10% (Figure 6), but the sum of non-hydrocarbons and asphaltene in
the group components of pyrolysis oil in the in situ conversion project is lower than 10%.
When combined with field project analysis, it is necessary to pass through 66 m of strata
from the thermal reaction strata at the bottom of the well to the wellhead of the mining
well; this separation may have been due to the large molecular weight of asphaltene and
non-hydrocarbon during the migration from the bottom of the well to the surface.
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Table 4. Composition of pyrolysis oil in the Nongan in situ conversion project.

Sample Asphaltene, %
Saturated

Hydrocarbon, %
Aromatic

Hydrocarbon, %
Non-Hydrocarbon,

%

NA 1 0.51 60.26 30.42 8.80

NA 2 0.82 54.70 35.21 9.25

The two collected pyrolysis oils were subjected to group composition tests and GC-MS
analysis together, with three parallel samples for each test and six samples in total. The
results showed that the carbon number distribution range was between C11 and C33, and
the main peak carbon was between C19 and C22. The CPI (the odd-even advantage index)
was between 0.95 and 1.07, and the change was not significant. The average values of
the two samples were 1.01 and 1.05, respectively, indicating that the organic matter in
underground oil shale was mature (Figure 11).

Figure 11. GC-MS analysis of field oil shale pyrolysis oil and 400–425 ◦C simulated pyrolysis
oil samples.

The homohopane isomerization index 22S/(22S + SSR) has high feasibility for eval-
uating the maturity from the immature to early oil generation stages [65,66]. According
to the identification integral of the mass spectrum at m/z = 191, the ratio of the homo-
hopane isomerization index C32 22S/(22S + SSR) of on-site pyrolysis oil samples remained
between 0.41 and 0.49, and the average values were 0.45 and 0.47, respectively, reaching
the hydrocarbon generation threshold [67,68]. The Ts/(Ts + Tm) ratios of the samples
were maintained between 0.41 and 0.46, and the average values of the two samples were
0.43 and 0.44, respectively, which had reached the mature stage (Figures 11–13, Table 5).
Additionally, this study found that sterane C29 20S/20 (R + S) and ββ/(αα + ββ) were
0.29–0.34 and 0.28–0.34, respectively, indicating that organic matter had entered the mature
stage [62–66] (Table 5).
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Figure 12. Analysis of C29 sterane 20S/(20S + 20R) and C29 sterane ββ/(αα + ββ) on maturity.

Figure 13. Analysis of C29 sterane 20S/(20S + 20R) and C32 hopane 22S/(22S + 22R) on maturity.

Table 5. Geochemical parameters of field pyrolysis oil.

Sample

N-Alkanes and Isoprenoids Terpanes (m/z = 191) Steranes and Rearranged Steranes (m/z = 217)

CPI Ts/(Ts + Tm) C32 22S/(22S + 22R) C29 20S/(20S + 20R) C29ββ/(αα + ββ)

1 2 3 Average 1 2 3 Average 1 2 3 Average 1 2 3 Average 1 2 3 Average

NA-1 1.07 1.04 1.05 1.05 0.46 0.41 0.46 0.44 0.46 0.47 0.41 0.45 0.31 0.33 0.33 0.32 0.28 0.31 0.33 0.31

NA-2 1.02 0.95 1.06 1.01 0.42 0.46 0.41 0.43 0.48 0.44 0.49 0.47 0.29 0.34 0.34 0.32 0.30 0.32 0.34 0.32

By comparing the maturity parameters of biomarkers in the simulation results of
Nongan oil shale, the experimental field data are similar to the simulation data at 400 and
425 ◦C. The projection plots in Figures 12 and 13 also showed that the field cracking oil
projection is uniform and concentrated for the maturity indicator, including the immature
to overmature sterane C29 20S/20(R + S) and ββ/(αα + ββ) projection plots. In the isomer-
ization diagram, the input point of hopanoids is relatively dispersed because the indicating
ability is only to the hydrocarbon generation threshold, but the lateral concentration is also
in the range of 400–425 ◦C. The target heating formation is in the maturity stage [62–66]
(Table 5, Figures 11–13).

3.5. Calculation and Application Feasibility of the In Situ Conversion Degree of Nongan Oil Shale

Organic geochemistry of pyrolysis oil samples obtained in the in situ conversion
project of the Nongan oil shale was carried out. In summary, the organic matter reaction
process of subsurface oil shale in the in situ conversion project of Nongan oil shale is
equivalent to the reaction of Nongan oil shale in the high-temperature and high-pressure
simulation laboratory in the range of 400–425 ◦C. The TOC test of the Nongan subsurface
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oil shale reaction layer shows that the peak period of hydrocarbon generation is in the
range of 400–425 ◦C, which also corresponds to the oil yield in the high-pressure thermal
weightlessness experiment and high-pressure distillation experiment. Therefore, the pyrol-
ysis oil is equivalent to the 400–425 ◦C range of the pyrolysis test samples and should be
the best temperature for heating the oil shale formation to the oil production peak [35,36].
The previous paper on the area also points out that 425 ◦C is the key heating control point,
and there is a turning point within 425–450 ◦C [39]. If heating continues, the input energy
is wasted, and the economic benefits are reduced. Therefore, the research on the pyrolysis
oil of the mining well in the in situ conversion project of Nongan oil shale reveals that the
heating technology used in site construction corresponds to the original purpose of project
experiments and has economic value.

In this paper, the analysis of biomarker compounds in pyrolysis oil is essential for the
in situ mining of oil shale in other areas. Early resource evaluation should be undertaken, as
well as tracking evaluation during the project and evaluation of surplus resource potential
at the end of the project. It is necessary to conduct a detailed simulation study on the
target horizon in early resource evaluation by comprehensive geochemical research. The
geochemical characteristics of hydrocarbon gas and cracked oil samples discharged from
mining wells were analyzed during project construction, and the reaction process of organic
matter in subsurface oil shale was estimated. The total organic carbon reduction, as well
as the oil and gas production rates, were calculated to aid in decision-making for the
temperature increase and project process.

4. Conclusions

The results of high-pressure heating experiments show that when the pyrolysis tem-
perature is 300–475 ◦C, the main emission products are pyrolysis oil, and the TOC of the
semicoke sample decreases from 8.06% to 2.65%, and the yield is significantly improved. A
transition point appeared between 425 ◦C and 450 ◦C, and the TOC of the oil shale above
the temperature of the transition point decreased slowly. This temperature node is of great
significance for the selection and control of the subsurface temperature during the original
production of oil shale.

The research on the parameters of pyrolysis oil biomarker compounds found that
the four parameters Ts/(Ts + Tm), C32 22S/(22S + 22R), C29 20S/(20S + 20R), and C29
ββ/(αα + ββ) also have a good feedback effect on the progress of Nongan oil shale pyroly-
sis reaction.

A comprehensive analysis of the current in situ conversion project of Nongan oil
shale shows that the pyrolysis stage of the Nongan oil shale in situ conversion project is
equivalent to the 400–425 ◦C simulated experiment, which is at the peak of the oil window.
The heating process that is currently used corresponds to the experimental purpose and
has economic value.

If the evolutionary trend of maturity parameters of pyrolysis oil biomarker compounds
during in situ conversion of oil shale is studied, and accurate feedback of the maturity
of kerogen in the formation is obtained, it can reveal its response principle to the organic
matter pyrolysis process. The study is of great significance to the efficient, economic and
stable development of oil shale in situ conversion projects.
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