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1. Introduction

Metrology is the science of measurement and can be divided into three overlapping
activities: (1) the definition of units of measurement, (2) the realization of units of measure-
ment, and (3) the traceability of measurement units. Manufacturing metrology originally
referred to the measurement of components and inputs in a manufacturing process to
ensure that they are within the required specifications. It also referred to measuring the
performance of manufacturing equipment. This Special Issue presents a wide selection
of papers on novel measurement methodologies and instrumentations for manufactur-
ing metrology, from conventional industries to frontiers in advanced, hi-tech industries.
Twenty-five papers are included in this Special Issue. These published papers can be
categorized into four main groups, including length measurement, surface profile and form
measurements, angle measurement, and laboratory systems. Detailed descriptions of these
groups are introduced below.

2. Length Measurement

For the distance between two parallel surfaces, such as long gauge blocks, three
methods are proposed. Using a combination of a laser interferometer and white light inter-
ference, the practical positioning method in end-plate surface distance measurement can
achieve nanometer-scale precision [1]. Using a combination of laser triangulation sensors
and a contact probe, not only the distance of two parallel surfaces but also the difference
between surface shape contours can be measured to micrometer-scale accuracy [2]. With
a multi-path laser interferometer, a new computational model for step gauge calibration
was proposed based on synthesis technology [3], and a differential quadrature Fabry–Pérot
interferometer was proposed separately [4]. In this measurement system, the nonlinearity
error can be improved effectively and the DC offset during the measurement procedure can
be eliminated. The turbine blade vibration was obtained by the blade tip timing (BTT) tech-
nique using the time of arrival (ToA) of the blade tip passing the casing mounted probes [5].
A fast laser adjustment-based laser triangulation displacement sensor was designed for
dynamic measurement of a dispensing robot [6]. An invited paper contributed by Prof.
S.W Kim’s group from KAIST reported an absolute interferometer configured with a 1 GHz
microwave source photonically synthesized from a fiber mode-locked laser with a 100 MHz
pulse repetition rate [7]. This photonic microwave interferometer is expected to replace
conventional incremental-type interferometers in diverse long-distance measurement ap-
plications, particularly for large machine axis control, precision geodetic surveying, and
inter-satellite ranging in space.

3. Surface and Profile Measurement

On this topic, 12 papers were collected. A novel design for a surface topography
measurement system was proposed in a relatively large area of 100 mm × 100 mm to
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achieve nanometer-scale accuracy [8]. The motion error of the stage was separated by a
differential measurement configuration for a confocal sensor and a film interferometry
module. The same group further designed an internal scanning mechanism for a confocal
sensor [9]. By synchronizing the local scan, enabled by the internal actuator in the confocal
sensor, and the global scans, enabled by external positioners, the developed system was
able to perform noncontact line scans and area scans. Thus, this system was able to measure
both surface roughness and surface uniformity. A non-scanning 3D imaging system with a
single-pixel detector was reported to achieve 3D imaging of a target via compressed sensing
to overcome the shortcomings of existing laser 3D imaging technology [10]. In order to
solve the problems in the accuracy and adaptability of existing methods for blade twist
measurement, a high-precision and form-free metrological method of blade twist based
on the parameter evaluation of twist angular position and twist angle was proposed [11].
A rapid optical gear measurement system was developed for measuring the irregular
tooth contours of large ring parts: the tooth root, tooth height, and tooth thickness of
the workpiece [12]. The measured diameter was approximately 200 mm, and the radial
inspection accuracy was within ±20 μm. Compared with the conventional stylus contacting
method, which takes a long time, this image processing method can be performed in one
minute. An off-axis differential method for improvement of a femtosecond laser differential
chromatic confocal probe was set up to obtain the normalized chromatic confocal output
with a better signal-to-noise ratio. It achieved a Z-directional measurement range of
approximately 46 μm as well as a measurement resolution of 20 nm [13]. For the purpose
of in situ measurement, a design framework for optimizing spectral-domain low-coherence
interferometric sensors was proposed for profilometry measurements to optimize system
performance [14]. Another in situ measurement system dealing with the on-machine
precision form truing of resin-bonded spherical diamond wheels was also proposed [15]. A
novel nanotechnology presented a method for measuring the high-precision cutting edge
radius of single point diamond tools using an atomic force microscope (AFM) and a reverse
cutting edge artifact based on the edge reversal method [16]. For precision measurement of
miniature internal structures with high aspect ratios, a spherical scattering electrical field
probe (SSEP) was proposed based on charge signal detection. The developed SSEP has
great potential to be the ideal solution for precision measurement of miniature internal
structures with high aspect ratios [17]. For the evaluation of roundness of small cylinders,
the linear-scan surface form stylus profilometer was employed. The technique used to
compensate for the influences of measuring angular misalignments was also proposed,
and the measurement uncertainty was analyzed [18].

Finally, in this category, the quality of wafer fabrication was studied in two papers.
The first one was on the development of a dynamic pad monitoring system (DPMS) for
measuring the surface topography of wafer polishing pads using a chromatic confocal sen-
sor. It is applicable to monitoring the pad dressing process and CMP parameter evaluation
to produce IC devices [19]. The second one used deep learning methods to develop a set
of algorithms to detect wafer die particle defects from the captured images [20]. Both are
practical in industrial applications.

4. Angle Measurements

Three papers on angle measurement technology were included. An innovative dual-
axis precision level based on the light passing through a liquid container was designed
and commercialized [21]. It works better than the current commercial levels as it is light
weight, has a low cost, and has two axes for pitch and roll error measurement of machine
tool stages. For the squareness measurement of five-axis machine tools, a technique using
circular trajectories to identify the eccentricity and squareness error of the B and C axes
was proposed [22]. Prof. Wei Gao’s group from Tohoku University provided a review
article on the optical angle sensor techniques based on the mode-locked femtosecond
laser [23], which includes (1) the angle scale comb, which can be generated by combining
the dispersive characteristic of a scale grating and the discretized modes in a mode-locked
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femtosecond laser, and (2) mode-locked femtosecond laser autocollimators. This is so far
the most cited paper in this Special Issue.

5. Laboratory Systems

Two papers were related to laboratory metrology systems. A GD&T-based benchmark
for evaluating the performance of different CMM operators in computer-aided inspection
(CAI) was proposed [24]. This, in turn, emphasized the importance of GD&T training
and certification in order to ensure a uniform understanding among different operators,
combined with a fully automated inspection code generator for GD&T purposes. An-
other paper dealt with the development of an enhanced circulating cooling water (CCW)
machine [25]. It can simultaneously achieve high temperature stability and dynamic per-
formance in CCW temperature control. The developed machine can satisfy the challenging
requirements in precision manufacturing.
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Abstract: End-plate surface distance is important for length value dissemination in the field of
metrology. For the measurement of distance of two surfaces, the positioning method is the key for
realizing high precision. A practical method with nanometer positioning precision is introduced
in consideration of the complexity of positioning laser sources of the traditional methods and new
methods. The surface positioning is realized by the combination of laser interference and white
light interference. In order to verify the method, a 0.1 mm height step is made, and an experiment
system based on the method is established. The principle and the basic theory of the method are
analyzed, and the measures to enhance the repeatability from optical and mechanical factors and
signal processing methods are presented. The experimental result shows that the surface positioning
repeatability is in the order of 10 nm. The measurement uncertainty evaluation shows that the
standard uncertainty is 21 nm for a 0.1 mm step. It is concluded that the method is suitable to be
applied to the length measurement standard of the lab.

Keywords: white light interference; laser interference; surface positioning; end-plate surface
distance measurement

1. Introduction

End-plate surface distance is one of the important geometric parameters that are widely used
in industry and science. The end-plate surface distance objective standards such as gauge block,
step master or step height gauge, and step gauge are extensively applied to the calibration of length
instruments. Besides, the end-plate surface distance such as the length of glass cavity is one of important
parameters for the frequency stabilization of the laser and the performance of the F–P interferometer,
so accurately measuring the end-plate surface distance measurement is needed. The end-plate surface
distance of objective length standards is in the range from a few tens of nanometers to one meter.
Different sizes of objective length standards have respective calibration applications. For example, the
step gauge with nanometer size is generally used for calibration of relevant measurement instruments
such as AFM(Atomic Force Microscope) and SPM(Scanning Probe Microscope) [1–3]. The step
master with micrometer size is generally used for the z-axis (vertical direction) calibration of optical
instruments. No matter what size of gauge block it is, the positioning of surface is the key to realizing
high precision. Generally, interference methods are used for the measurement of end-plate surface
distance with high precision. The traditional interference method is the excess fraction method [4],
known from the CMCs(Calibration and Measurement Capabilities) published at the website of BIPM

Appl. Sci. 2019, 9, 4970; doi:10.3390/app9224970 www.mdpi.com/journal/applsci5
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(International Bureau of Weights and Measures Metre Convention signatories); this method has about
20 nm positioning expansion uncertainty for end surface distance measurement of the gauge block.
Although the positioning precision is very high for the excess fraction method, it needs at least two kinds
of frequency stabilized lasers with different wavelength. Nowadays new methods using a femtosecond
mode-locked pulse laser have appeared with the development of laser technology; researchers in [5]
gave a description of this method and showed a measurement repeatability of 19 nm. Due to use
of the femtosecond mode-locked pulse laser, the system is very complex. The common shortfall of
both methods is that they are not easy to popularize because of their high cost and the complexity.
For these reasons, a practical method realized by the combination of white light interference and laser
interference is presented in this paper. The feature of this method is that it takes advantage of the
positioning function of white light interference and good coherence of the laser. An experimental
system was created to verify this method, by optimizing the different parts of the system such as the
signal processing part, and by using dynamic measurement, 10 nm measurement repeatability was
obtained in ordinary laboratory conditions. The measurement repeatability should be better if using
this method to the standard device.

2. System Description

The system block diagram is shown in Figure 1. The system is mainly composed of two parts that
realize positioning and measuring function. The positioning part is the key of the system. The measured
0.1 mm step is made first, as shown in Figure 1, where A, B, and C are the standard gauge blocks.
The optical path of positioning interference is the simple Michelson type. The laser beam and white
light beam are polarized first by polarizer and then separated by PBS and NPBS (PBS is polarizing
beam splitter, NPBS is non-polarizing beam splitter) to transmit to each receiver. Three photoelectric
receivers are used for receiving three interference signals, i.e., the positioning signals of white light
interference and laser interference as well as laser interference signal. The positioning laser and
displacement measurement laser use the same laser source of semiconductor laser. The positioning
laser and displacement measurement laser are separated by a splitter and transmitted into each optical
path. The light beam collimating and expanding unit is used for reducing the error caused by the
diffraction of the Gaussian laser beam. The signal processing system can simultaneously sample and
record the position interference signal and laser interference displacement signal, and then process
these signals to get the value of the height of the step. There are two design features. The first feature
is the position optical path, which is designed to be suitable for the cooperation of laser and white light
interference, and the other feature is the signal processing system designed for dynamic measurement.
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Figure 1. Block diagram of the system.

3. Positioning Principle

White light interferometry is used to position the surface. In order to describe the process clearly,
it is necessary to give a theoretical introduction about white interference. For single wavelength
interference, the interference pattern can be expressed as Equation (1), where γ is the contrast ratio of
the interference pattern, I0 is the background intensity of light, and d is the difference between the
measurement surface and the reference surface in the interferometer.

Iλ(d) = I0(1 + γ cos
2πd
λ

) (1)

The interference pattern of white light is considered as the incoherent superposition of three
colors of lights. Assuming that γ and I0 are the same, the RGB light interference pattern can then be
expressed as Equation (2). ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Iλr
(d) = I0(1 + γ cos 2πd

λr
)

Iλg(d) = I0(1 + γ cos 2πd
λg

)

Iλb(d) = I0(1 + γ cos 2πd
λb

)

(2)

I(d) = Im

{
1 + sin c[

2(d− d0)

λ2/Δλ
)] · cos[2π(d− d0)/λ0 + φ0]

}
(3)

where I(d) is the intensity of white light interference; Im is the maximum intensity of the interference
signal; d0 is the position of maximum intensity of interference signal; d is the position of the surface of
measured; λ0 is the average wavelength of white light; φ0 is the initial phase; and Δλ is the wavelength
range above half intensity of light.

The intensity of white light interference is expressed with Equation (3), which can be derived
from Equation (2). From Equations (2) and (3), the interference patterns of three colors of lights and
white light are shown in Figure 2, and the white light interference intensity signal is shown in Figure 3.
As seen from the curve of Figure 3, a maximum point represents the surface position, i.e., the zero
optical path difference position. Then by scanning to find the zero order interference fringe of white
light, the position of the surface can be assured rapidly. Figure 3 shows two positioning signals of the
0.1 mm step surface obtained by the white light interference.

7
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2. The interference pattern of white light and RGB light interference components. (a) White
light interference pattern; (b) red light interference pattern; (c) green light interference pattern; (d) blue
light interference pattern.
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Figure 3. Positioning signal of 0.1 mm step surface.

In fact, the noise and error are inevitable, and actual white interference signal is shown in
Figure 4; the noises and shape defection is obvious by comparison with the theoretical signal shown in
Figure 5. The noise and shape defection are the main factors that reduce the positioning repeatability
of measurement. How to reduce the error caused by the noise and the defection is to be studied.
The basic measure is to enhance the signal to noise ratio of the interference signal by optimizing the
system and filtering the signal. For this purpose, the surface is positioned by the combination of laser
interference and white light interference, the rough position is obtained by the white light interference
signal, and the accurate position is obtained from the laser interference positioning signal.

Figure 4. Actual white light positioning signal for surface.
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Figure 5. Theoretical white light interference signal.

4. Accuracy Enhancing Methods

Known from experience of the length measurement, as for a small space of 0.1 mm of length,
the measurement repeatability component is the main part of measurement uncertainty. Thus, the
measurement to improve the measurement repeatability is important. The two aspects of optical and
mechanical factors and electronic factors to improve measurement repeatability are mainly studied in
this paper.

4.1. Optical and Mechanical Aspects

The relevant errors generated from optical and mechanical parts of the experiment system
include the mechanical vibration and the stability of moving table, the quality of optics, and the laser
wavelength stability.

4.1.1. Vibration

Among the mechanical error sources, the vibration is a leading factor that affects the repeatability.
The vibration isolation is a necessary step that is relatively easy to do. Generally, it is effective to
eliminate the vibration coming from outside the system when the measurement system is mounted in
a whole on the isolation platform. For the vibration generated from inside the system, it is not easy to
eliminate vibration by isolating only. The vibration elimination in this case is studied. Figure 6 is the
layout of experiment system.

Figure 6. The layout of positioning unit.
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A kinetic characteristic of the system is expressed by Equation (4).

M
..
ϕ+ C

.
ϕ+ Kϕ = Q (4)

where C is the system damping matrix; K is the system stiffness matrix; Q is the systematic general
force matrix; M is the mass matrix; φ is the modal coordinates describing the flexible deformation of

the system; and
•
φ is the first derivative and second derivative of φ.

Based on Equation (4), the equation for solving the natural frequency of the system can be obtained
as Equation (5).

det(p2I −M−1K) = 0 (5)

where p is the natural frequency of the system and I is the unit matrix.
As seen from Equation (5), the natural frequency of the system is determined by the mass matrix

M and the stiffness matrix K. M and K are related to the structural and motion parameters of the system,
respectively. For structural parameters, if the height of the light beam (the height of step mounting)
is decreased, the stiffness of the system will increase, and the same goes for natural frequency of
the corresponding system. The repeatability experimental results confirmed that when the height
of step mounting was decreased from 50 mm to 30 mm, the repeatability was better than 20 nm.
For motion parameters, the moving speed V is one of the adjustable parameters to obtain the better
signal. The experiment result showed that when the moving speed V was 50 μm/s, the best signal was
obtained. The positioning signal at different moving speeds is presented in Figures 7–9. In the case of a
relative lower speed at 30 μm/s, it was easy to be affected by different frequencies of vibration. In case
of a relative higher speed at 80 μm/s, although the signal SNR was good, the symmetrical characteristics
of the signal were poor, which also affected the signal to reduce the positioning repeatability.

 

Figure 7. Positioning signal at moving speed of 30 μm/s.

The moving stability of table is another factor to affect repeatability. Figure 10 shows the length
interference signals of different motion tables. Automatic interference comparator (AIC) is a specialized
length measurement with a high precision. The uniformity and smoothness of the interference signal
are very good because the motion slide is driven by hydraulics [6,7]. The vibration from the driven
unit is negligible. The motion driven part used in this paper is a step motor, and the vibration from the
motor is inevitable. Then, if the driven mode changes, the uniformity and smoothness of the motion
will be improved. Estimating from the measurement experience of AIC, at least 5 nm of repeatability
will be reduced.
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Figure 8. Positioning signal at moving speed of 50 μm/s.
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Figure 9. Positioning signal at moving speed of 80 μm/s.
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Figure 10. Signal difference in different driving modes. AIC is automatic interference comparator.
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4.1.2. Laser Wavelength

The laser wavelength is an important parameter for length measurement with a high precision.
In order to ensure the length measurement accuracy, the length measurement system should use
the frequency stabilized laser. Furthermore, the interference system should be placed in vacuum
environment for length measurement with nanometer precision [8–11]. The experiment measurement
repeatability was affected by laser wavelength stability. Both an ordinary semiconductor laser and
HP5517 frequency stabilized laser as input light sources were experienced, respectively. The results
show that the measurement repeatability was better than 5 nm when using the HP5517 frequency
stabilized laser. The wavelength of the semiconductor laser was monitored by the laser wavelength
meter with a precision of 2 × 10-8. The result is shown in Figure 11 that there was about a maximum of
0.06 nm variation for about 40 min of continuously monitoring. It was indicated that for the average
wavelength of 634.286 nm, the correspondent relative variation was 9 × 10-5, and for about 15 min
of repeatability measurement, the relative variation of the wavelength was 4 × 10-5. For the length
of 0.1 mm, the correspondent variation was about 4 nm. Analytical results are consistent with the
experiment results.
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Figure 11. The semiconductor laser wavelength stability monitoring.

4.1.3. Combination of Laser Interference and White Light Interference

As described in Section 3, the laser interference and white light interference have respective
advantages. The white light interference has surface positioning advantages for its incoherence and
the laser interference has a good interference fringe because of its good coherence. The combination of
two ways of interference has advantages for improving measurement results. The signal obtained by
the combination of two ways of interference is shown in Figure 12.

The signal center of zero-order interference fringes of white light represents the position of surface.
It is easy to ensure the rough position by processing the white light interference signal first. Then
according to the rough position obtained from white light interference signal, accurate position is
further calculated from the laser interference signal. The processing method for signal is critical to
obtaining good repeatability. The methods include center strategy, the signal filtering, etc., which will
be described in the following section.
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Figure 12. The signal of the combination of laser interference and white light interference.

4.2. Signal Processing System

Signal processing system is also import for measurement repeatability. As seem in Figure 13, the
feature of the system has both manual and automatic signal processing functions in the soft layer of
the system. Every unit realizes its corresponding function. Among them, signal shaping is the basic
function causing the trigging signal for synchronous sampling. Its working principle is shown in
Figure 14. The white light interference fringes generate a group of pulse outputs. The rising edge of
first pulse is used to start signal sampling, and the falling edge of the last pulse is used to stop signal
sampling. The signal processing methods are also critical to obtain good measurement repeatability.
The signal processing methods include signal smooth filtering, the positioning strategy, bidirectional
measurement, and averaging the multiple measurement results, etc.
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Figure 13. Block diagram of signal processing system.
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Figure 14. The shaping of white light interference signal.

4.2.1. Signal Processing Methods

The center of the zero-order fringe in white light interference means the position of the surface.
The methods to obtain the center from the positioning signal are studied. There are many kinds
of methods for line scale signal processing. Generally, they are classified as two classes. One is
determined by a few points to the left and right edges of the signal [12], and the other is determined by
multiple points to the left and right edges of the line scale signal [13]. Since the positioning signal of
the surface is familiar to the positioning signal of the line scale, the signal processing method used for
line scale is suitable for surface positioning. Due to the advantage of reliability, the multiple point
method was adopted in this paper. For the multiple point method, one important step is to ensure
the section of signal for processing in an appropriate section, beneficial to enhance the positioning
accuracy Figures 15 and 16 show the positioning signal of the first and second surface of the step tested,
respectively. The section of signal to be processed was the rectangular area below the peak of signal,
determined by the value V1 and V2. As showed in Figure 16, when V1 and V2 were appropriate, the
area A1 was a good area, and when V1 and V2 were not appropriate, the area was the bad area A2.
In the case of A1, the computed result was accurate to the center, while in the case of A2, the computed
result was left to the center, causing the positioning error. In fact, there are many cases that were worse
than the case of A2, so the parameters V1 and V2 should be automatically adjusted to fit different poor
positioning signals. Furthermore, for more complex cases, when it is difficult to select automatically,
the processing section should be decided by the system operator. After confirming the processing
section of signal, the result is automatically computed as Equation (6).

C(l) =

∫ l2
l1

s(l)ldl∫ l2
l1

s(l)dl
(6)

where l is the length; C(l) is the center computed; l1 is the length l when s(l) is V1; and l12 is the length l
when s(l) is V2.
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S l

 

Figure 15. Positioning signal of first surface.

S l

Figure 16. Positioning signal of second surface.

Considering the importance of the values V1 and V2, the measurement repeatability affected with
value V1 and V2 were also done. The experiment result was that if the signal was good in uniformity,
the optimal values of V1 and V2 were 20% and 40% of the peak-to-peak value, respectively. However,
if the signal was bad in uniformity, the suitable value of V1 and V2 were those as close as possible to
the peak value of the signals.

4.2.2. Measurements

Besides the signal processing methods, the bidirectional measurement and averaging multiple
measurement were adopted. The measurement experiment for the same step in two measurement
directions was done in two days. In Figure 17, it is obvious that when the measurement direction
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was different, the result was relatively changed. On the first day, the measurement results were
unsymmetrical to the direction in an approximate stair shape. On the second day, the measurement
result was symmetrical to the direction in an approximate triangle shape. A system error was coupled
into the measurement result, and it was changed with the time and the measurement direction. If
there was no averaging, the measurement result difference was divergent and the maximum different
was more than 0.7 μm. If averaging, the final result was convergent, and the difference was less than
0.03 μm.
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Figure 17. Bidirectional measurement results and the convergence of average result.

5. Measurement Uncertainty Evaluation

Acquiring optimal measurement uncertainty is the target of a measurement system. In this paper,
the methods to decrease every possible error were the emphasis. Limited by the experiment condition
and hardware of the system, the measurement uncertainty was a few tens of nanometers, obtained by
estimation. The analysis on measurement uncertainty of the system is given in this section.

Firstly, the mathematical model is given in Equation (7):

l =
Nλ0

2n(p, tair, f )
+ αL(20− ts) + δldi f + δlAbbe + δh + δlcos (7)

where λ0 is vacuum wavelength of laser, n(p, tair, f ) is air refractive index obtained by Edlen’s formula
(1998 Version), p is air pressure, f is air humidity, tair is air temperature, a is the linear thermal expansion
coefficient, ts is the material temperature, δldif is the correction for the laser beam diffraction, δlAbbe is
the correction for the Abbe error, δh is the correction for the flatness derivative of the step, and δlcos is
the correction for the cosine error.

In Equation (7), δldif is expressed as follows:

δldi f =
λ2

4π2ω2
0

L (8)

where, L is the measured length, λ is laser wavelength, and ω0 is the radius of waist of laser beam.
Since the laser source used for length measurement was a semiconductor laser and the laser beam

directly output without any collimation, the beam waist radius of the laser is estimated to be 0.1 mm,
δldif 0.1 nm for L 0.1 mm was obtained by Equation (8).
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Table 1 gives the information used for the measurement uncertainty evaluation. As a whole, error
sources can be classified into two types: random errors and system errors. For random errors, the Type
A evaluation method based on statistics is used. For example, the measurement uncertainty component
caused by the repeatability is obtained by Type A method. For system errors, the Type B evaluation
method is used [14–16]. The detailed evaluation information and combined standard uncertainty are
also given in Table 1. Since the length value was 0.1 mm, the length-dependent components were so
small to be negligible, so the length-independent components were the main contributions to total
measurement uncertainty. These components included repeatability, resolution, Abbe error, and the
surface flatness of the step measured.

Table 1. Measurement uncertainty evaluation.

Error Sources xi u(xi) Prob. ci=δl/δxi Unit ui(l)

Repeatability S 10.0 nm N 1.0 10.0 nm
Resolution N 0.58 nm R 10 5.8 nm

Laser wavelength λ0 2.3 × 10-5 × λ0 R L/λ0 (2.3 × 10-5) × L
Diffraction of laser δldi f 0.1 nm R 1.0 × 10-6 L/nm (1.0 × 10-7) × L

Edlen formula n 1.0 × 10-8 R 1.0 L (1.0 × 10-8) × L
Air pressure p 10 Pa 2.70 × 10-9 L/Pa (2.7 × 10-9) × L

Air temperature tair 0.5 °C R 0.923 × 10-6 L/◦C (0.5 ×10-6) × L
Air humidity f 30 Pa R 0.367 × 10-9 L/Pa (11 × 10-9) × L

Thermal linear expansion coefficient α 2.0 × 10-6 °C R 0.5 L/◦C (1.0 × 10-6) × L
Material temperature ts 0.5 °C R 11.5 × 10-6 L/◦C (5.8 × 10-6) × L

Abbe error δlAbbe 17.3 nm R 1.0 17.3
Flatness of surface δh 5 nm R 1.0 5

Cosine error δlcos 29 × 10-6 rad R 50 × 10-6 L/rad (1.45 × 10-9) × L
Standard uncertainty (when L is 0.1 mm) 21

6. Conclusions

The length value disseminated in the way of end-plate surface distance is widely used in industry
and science. Surface positioning is an important step for end-plate surface distance measurement.
In this paper, a practical method is introduced for realizing the surface positioning with nano-meter
precision. The method was used experimentally by making 0.1 mm step sizes in the measurement
system. The measurement uncertainty analysis shows that the measurement uncertainty is 21 nm.
Since the 0.1 mm length is relatively small, the main contribution of measurement uncertainty is the
repeatability, and the measures to enhance repeatability are studied as the emphasis of the paper.
The measures include the optimization of optical and mechanical parts of the system, using appropriate
signal processing methods, and the appropriate measurement methods, etc. In conclusion, the
combination of laser interference and white light interference for positioning of the surface is the
effective measure to obtain good measurement repeatability. The method is verified to be effective.
It will be applied to the length measurement primary standard (AIC) of NIM(National Institute of
Metrology of China) in future studies.
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Abstract: The resin-bonded spherical diamond wheel is widely used in arc envelope grinding, where
the demands for form accuracy are high and the form truing process is challenging. In this paper,
on-machine precision form truing of the resin-bonded spherical diamond wheel is accomplished
by using a coarse-grained diamond roller, and in-situ measurement of the form-truing error is
conducted through a laser scan micrometer. Firstly, a novel biarc curve-fitting method is proposed
based on the in-situ measurement results to calculate the alignment error between the diamond roller
and the spherical diamond wheel. Then, on-machine precision form truing of a D46 resin-bonded
spherical diamond wheel is completed after alignment error compensation. The in-situ measurement
results show that the low-frequency form-truing error is approximately 5 μm. In addition, the actual
form-trued diamond wheel has been employed in grinding a test specimen, and the resulting form
accuracy is approximately 1.6 μm without any compensation. The ground surface profile shared
similar characteristics with the roller-trued diamond wheel profile, confirming that the diamond
roller truing and in-situ measurements methods are accurate and feasible.

Keywords: spherical diamond wheel; diamond roller; form truing; in-situ measurements

1. Introduction

The spherical diamond wheels can be used for the grinding of complex surfaces, such as aspheric
surfaces, off-axis surfaces, free-form surfaces, and also play a significant role in the optical manufacturing
industry [1,2]. However, ultra-precision grinding is only possible provided that a periodic form truing
of the diamond wheels is conducted over the whole grinding cycle [3,4]. The resin-bonded spherical
diamond wheels are especially beneficial for obtaining better ground surface quality but are more
susceptible to wear [5]. A high-efficiency on-machine precision form truing process and a form-truing
error in-situ measurement method are therefore necessary to reduce the influence of grinding wheel
wear on the resulting accuracy of the grinding surface profile, thus allowing for efficient and precision
grinding of complex surfaces of hard and brittle materials [6].

On-machine precision form truing is primarily aimed to eliminate the errors caused by installation,
manufacturing, wear, and other factors of the grinding wheel [7]. The error elimination could improve
the rotation and profile accuracy of the grinding wheels, which is crucial for obtaining good surface
accuracy and quality [8,9]. The common form-truing methods that can be used for resin-bonded
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diamond wheels include diamond pen truing, pulsed laser truing, abrasive block truing, diamond roller
truing, etc. [10]. The single point diamond pen can achieve the purpose of truing by extruding it on the
grinding wheel surface and shedding the bond materials [11]. This method is simple, but the diamond
pen wears out quickly when truing large diamond wheels. In addition, the single point diamond pen
is not suitable for truing grinding wheels with complex profile [12]. The pulsed laser truing method
can sharpen and profile the grinding wheel in radial and tangential directions, respectively [13,14].
Although it can be used for truing resin-bonded grinding wheels, the resulting form accuracy is usually
not impressive. The main difference between abrasive block truing and diamond roller truing lies in
the truing tools. For abrasive block truing, in order to make the grinding wheel bond materials wear
and fall off to achieve the truing purpose, sintered corundum and green silicon carbide truing tools on
the diamond wheel are often used [15]. Due to the rapid wear of the abrasive block truing tools, it is
difficult to control the form-truing accuracy of the grinding wheels. However, abrasive block truing
has the advantages of low cost, small truing force, and good sharpening effect [16]. The diamond roller
can achieve from truing of the grinding wheels by both grinding and rolling effects under high rotation
speed [17]. The coarse-grained electroplated diamond wheels are generally used for diamond roller
truing, which results in a large truing force and has high requirement on the rigidity of the truing
spindle, tool spindle, and machine tool. As the diamond roller is resistant to wear, it is easy to control
the grinding wheel shape, and the resulting truing efficiency is high [18].

Although the truing and dressing techniques of resin-bonded diamond wheels have been widely
reported, relatively few reports focusing on the precision form truing of spherical diamond wheels.
Chen et al. [19] applied the generating method to precision form truing of a micro-spherical diamond
wheel, where the cup truer and the grinding wheel rotate around their respective axes and make axial
feed to generate the spherical surface of the grinding wheel. By this method, the profile PV (peak to
valley) value of the grinding wheel with a diameter of 1 mm is approximately 1–2 μm. Based on the
generating method, the cup truer can be replaced with an electrode tool for truing the metal bonded
spherical diamond wheels. Wang et al. [20] applied the electrical discharge truing method to profile
a metal-bonded spherical diamond wheel with a diameter of 3.8 mm. The profile graph showed
that the achieved form-truing error can be less than 2 μm under the optimal process parameters.
More research on precision form truing of spherical diamond wheel is of great significance to further
improve the grinding surface form accuracy and reduce the machining allowance in the subsequent
polishing process.

The in-situ measurements of the dimension and form accuracies of the grinding wheels are
the critical process of on-machine form truing. The common measurement methods of grinding
wheel profile include contact measurement, image acquisition method, graphite copy method, and so
on [21,22]. The detection probe in contact measurement is highly liable to be damaged since sharp
diamond abrasive particles are randomly distributed on the grinding wheel surface, which could
substantially affect the detection result [23]. The image acquisition and graphite copy methods
are not suitable for profile measurement of grinding wheels with large-size and complex surface.
Chromatic confocal displacement sensor and laser displacement sensor are commonly used in
non-contact measurement systems. Chromatic confocal displacement sensor is based on wavelength
displacement modulation technique, and possesses a sub-micron meter accuracy over a millimeter
order range [24]. Chromatic confocal profilometer has been widely used in science investigation and
industry fields for its high precision and great measurement range [25]. Zou et al. [26] integrated a
chromatic confocal measurement probe with an ultra-precision turning machine, and on-machine
measurement with nanometer-level accuracy was achieved. Laser scan micrometer is based on the
triangulation measurement principle, which is characterized by good stability, large measurement
range, and high efficiency [27]. It has become widely available in measurements of dimension, surface
profile, and even 3D shape [28–30]. However, the measurement accuracy is affected by the geometrical
and optical conditions [31]. For non-contact measurement of grinding wheel profile accuracy, the sensor
needs to meet the requirements of precision, range, and working distance at the same time.
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In this paper, the coarse-grained diamond roller is applied to perform precision form truing of
the resin-bonded spherical diamond wheel. The non-contact in-situ measurement method of the
form-truing error and the alignment error are proposed and verified by using a laser scan micrometer.

2. System and Methods

2.1. Inclined Axis Grinding System

Figure 1 shows the inclined axis grinding system. The machine tool has a self-leveling system for
air vibration isolation dampers. The run-out errors of the two ultra-precision aerostatic spindles are less
than 10 nm, and the minimum infeed resolution of slides is 1 nm. The ground surface can be measured
by an on-machine workpiece measurement system with an air bearing linear variable differential
transformer (LVDT) measurement probe. The surface form error that can be measured and corrected is
less than 0.1 μm. Precision grinding of various axisymmetric optical elements can be realized through a
spherical diamond wheel and the 3-axis linkage platform. The truing spindle and laser scan micrometer
are located on both sides of the workpiece spindle and move along the x- and y-axis. The tool spindle
is fixed on the z-axis guide rail, and adjusted perpendicular to the truing spindle. The inclined angle
between the tool spindle and the z-axis is 15◦ to avoid the low speed zone of the spherical diamond
wheel from participating in grinding. The tool spindle is extended to accommodate concave surface
grinding, and the extended range (ER) collets are adopted to connect the spherical diamond wheels of
different sizes and models. The laser scan micrometer is installed on the positioning surface, and can
be removed in the grinding and truing processes. The on-machine precision form truing and form
error measurement is carried out by using a coarse-grained electroplated diamond roller and a laser
scan micrometer fixed on both sides of the workpiece, respectively.

 
Figure 1. Inclined axis grinding system with a spherical diamond wheel.

2.2. In-situ Measurement System

The system composition and working principle of the in-situ measurement of the grinding wheel
form-truing error is illustrated in Figure 2. The operation parameters of the laser scan micrometer,
such as the sampling frequency and data storage capacity, are set in the host computer and sent to
the controller. The numerical control (NC) programs are coded by the host computer. The initial
relative position between the laser scan micrometer and the diamond wheel is adjusted manually.
Then, the computer numerical control (CNC) system controls the machine tool to move according to
the NC programs to realize the laser scan micrometer to scan the grinding wheel surface and collect the
profile information. Finally, the laser scan micrometer collected profile dates are transferred back to the
host computer by the controller and analyzed to determine the form accuracy of the diamond wheel.
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Figure 2. Principle of in-situ measurement system.

Due to the random distribution of sharp diamond grains on the surface of the grinding wheel,
the contact measurement probe is easily damaged, which affects the accuracy of the measurement
results. The laser scan micrometer used in this research needs to meet the requirements of precision,
range, and working distance. The model and working parameters are listed in Table 1.

Table 1. Working parameters of the laser scan micrometer.

Details Values

Type Keyence LK-G5000
Sampling frequency/kHz 10

Resolution/μm 0.1
Measuring range/mm 6
Working distance/mm 20

Grinding wheel RPM/rpm 0 and 600
Scanning speed/mm/min 30

2.3. Precision Form Truing of Spherical Diamond Wheel

Figure 3 shows the diamond roller truing process of the resin-bonded spherical diamond wheel.
In the yoz-plane of the machine tool coordinate system, the rotary axes of the tool spindle and the
truing spindle are perpendicular to each other. During the truing process, the hemispherical diamond
wheel and the diamond roller rotate at speed ωt and ωd, respectively. The diamond roller cuts in along
the x-axis direction from the top of the spherical diamond wheel, then feeds along the generatrix of
the spherical surface through the x-, y-, and z-axes interpolation motion to achieve the truing process.
Finally, the diamond roller cuts out parallel to the tool spindle axis. The truing depth should be set in
both x and z directions, and the detailed on-machine form truing parameters are shown in Table 2.
The diamond roller is a disc-shaped coarse-grained electroplated grinding wheel (type 1A1). As the
diamond roller has good wear resistance, the truing process can be approximated as a deterministic
material removal process.

22



Appl. Sci. 2020, 10, 1483

 

Figure 3. Precision form truing of the spherical diamond wheel.

Table 2. Form truing parameters.

Details Values

Truing Spindle RPM ωd/rpm 7200
Tool spindle RPM ωt/rpm 900
Depth of truing/μm/pass 5–20

Feed rate/mm/min 10
Diameter of grinding wheel/mm ≈50

Grain size and concentration D46 C100
Coolant, Challenge 300-HT 3 vol% in water

According to the diamond roller truing principle shown in Figure 3, the form-truing error is not
introduced from tool setting in the y- and z-axes directions as the 1A1 type diamond roller is used.
However, the alignment error in the x direction has a great influence on the form-truing accuracy of
the spherical diamond wheel. The tool setting in the x direction involves finding the x-axis coordinates
of the machine tool that make the diamond roller rotation axis and the diamond wheel rotation axis
coplanar. The difference between the practical tool position and the ideal tool position Δx is the
alignment error in the x direction, as shown in Figure 4.

Figure 4. Influence of the alignment error on the profile of the spherical diamond wheel: (a) diamond
roller not to center, (b) diamond roller past center.
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3. Measurement and Compensation of the Alignment Error

The position of the spherical diamond wheel and the laser scan micrometer in the measuring
process is shown in Figure 5a. The laser beam by the laser scan micrometer is adjusted to parallel
to the yoz-plane of the machine tool coordinate system, and coplanar with the axis of the diamond
wheel. Then, the laser scan micrometer is controlled by the CNC system to scan the diamond wheel
surface bottom-up linearly. The scanning direction is perpendicular to the axis of the diamond wheel.
The sampling points of the laser scan micrometer are the height information of the diamond wheel
surface, and the continuous sampling data constitute the profile of the spherical diamond wheel.
As shown in Figure 5b, the arc AC in the measurement results corresponds to the AC section profile
of the spherical diamond wheel. After truing the spherical diamond wheel, the AC section is tested,
and the least square fitting is performed. The fitting radius and residual value are the measuring radius
and profile error of the spherical diamond wheel, respectively.

  

Figure 5. In-situ measurement of spherical diamond wheel profile: (a) measurement, (b) results.

Based on the measurement results shown in Figure 5b, a biarc curve-fitting method is proposed to
calculate the alignment error between the truing spindle and tool spindle. As displayed in Figure 6,
the arc A’B’C’ represents the ideal spherical diamond wheel profile, and the arc ABC is the actual
diamond roller trued profile. The DE arc is intercepted and fitted from the AB segment of the detected
profile, and the coordinates (xl, yl) of the circle center Ol as well as the arc radius rl, are then calculated.
Similarly, the GF arc is intercepted and fitted from the BC segment of the detected profile, and the
position coordinates (xr, yr) of the circle center Or as well as the arc radius rr are then obtained.
The distance OlOr between the center of the two circles is the alignment error in the x direction. When xr

> xl, the roller is not trued to the center of the spherical diamond wheel, as shown in Figure 6a. When xr

< xl, the roller has passed by the center of the spherical diamond wheel, as shown in Figure 6b.

 
Figure 6. Schematic of the biarc curve-fitting method: (a) diamond roller is before the center, (b) diamond
roller is past the center.
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Figure 7 shows a set of center coordinates and radius fitting values obtained by the biarc
curve-fitting method. It is seen that the alignment error between the roller and the spherical
diamond wheel is approximately 0.28 mm, and the diamond roller is not trued to the center
of the spherical diamond wheel. The alignment error can be eliminated by introducing a
“truing-detection-compensation” process. Then, the precision form truing of the resin-bonded spherical
diamond wheel can be achieved. The diameter of diamond roller can be approximately considered as
fixed in the actual truing process of the resin-bonded diamond wheel.

  
Figure 7. Principle of biarc curve-fitting error analysis for the spherical diamond wheel: (a) profile
fitting of the left side, (b) profile fitting of the right side.

Figure 8 displays scanning electron microscope (SEM) micrographs showing the surface
topography of the resin-bonded spherical diamond wheel after the diamond roller truing. The flat
and regular surface of the spherical diamond wheel proves the good truing effect of the diamond
roller. Part of the diamond grains were broken during the truing process, and the micro-breakage
of the abrasive grains generates new sharp cutting edges. The diamond roller truing method can
achieve the purposes of both shaping and sharpening. It is conducive to enhancing the grinding
ability of the spherical diamond wheel, and improving both the ground surface form accuracy and the
surface quality.

 

Figure 8. Surface morphology of the form-trued spherical diamond wheel.

4. Results and Discussion

Figure 9a shows the measured line-profile of the spherical diamond wheel after diamond roller
truing. The spherical diamond wheel is stationary during the measuring process. The measuring
radius and the two-dimensional (2D, along the generatrix direction) form-truing error of the spherical
diamond wheel can be obtained by least square fitting. As affected by the abrasive grain size and the
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surface micro-roughness, the measuring radius possesses a certain deviation from the actual radius,
which needs to be compensated according to the ground surface form error of the test specimen. The 2D
form-truing error of the spherical diamond wheel is the deviation between the measured surface profile
and the fitted curve. As shown in Figure 9b, the obtained 2D form-truing error is approximately 40
μm, which is slightly less than the average grain size of the spherical diamond wheel.

  
Figure 9. Line-profile of the form-trued spherical diamond wheel: (a) measurement results and data
fitting, (b) 2D from-truing error.

In order to validate the accuracy of the in-situ measurement results, the 2D form-truing error
of the spherical diamond wheel are also measured by stylus profilometer (Form Talysurf PGI 1240,
Taylor Hobson Ltd., Leicester, UK), as shown in Figure 10. By comparing the error curves in Figures 9b
and 10, it is observed that the two measurement results have a high degree of consistency, especially
the high-frequency form error of the spherical diamond wheel. The high-frequency error signals in
the measurement results mainly originate from the protruding diamond grains and bond pits on the
surface of the spherical diamond wheel. These grains and pits are extremely random and can be
expressed by the signal amplitude in the measurement results. In addition, the amplitude detected by
the stylus profilometer is less than that of the laser scan micrometer. Due to the limitation of the profiler
probe size and shape, it cannot detect the bottom of the pits in the contact measurement process, this
may generate an error in the peak to valley value. The 2D form-truing errors obtained by both the
laser scan micrometer and the stylus profilometer cannot accurately characterize the form accuracy of
the grinding wheel, as only the protruding diamond grains on the whole grinding wheel surface is
functional for the ground surface form accuracy.

 
Figure 10. The form-truing error detected by a stylus profilometer.

The highest point of the protruding diamond grains on the rotation circumference of the spherical
diamond wheel is the actual effective profile in the grinding process. Therefore, the surface profile can
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better reflect the form accuracy of the spherical diamond wheel rather than the line-profile. One of
the advantages of non-contact measurement is that the spherical diamond wheel can rotate in the
detection process to obtain the surface profile. Figure 11 shows the surface profile information of the
form-trued spherical diamond wheel detected by the laser scan micrometer under a rotation speed of
600 rpm. It can be seen from Figure 11a that the measured profile of the spherical diamond wheel
is in good consistency with the fitted curve. However, the rotation of the spherical diamond wheel
causes continuous change and rapid fluctuation of the measured surface, the high-frequency signals
are introduced into the measured results. These high frequency signals contain not only the form error
in the rotation direction but also noise signals. According to the original form error signals shown in
Figure 11b, the maximum amplitude exceeds 150 μm. In order to obtain the effective information about
the enveloping profile of the protruding diamond grains, the noise signals are removed by low-pass
filtering. Along with cut-off frequency increasing, more information of form-truing error in the rotation
direction as well as more noise signals will be retained. However, the cut-off frequency needs to be
greater than the rotational frequency of the spherical diamond wheel to avoid the radial run-out error
signals being filtered out. The rotational frequency fr of the diamond wheel is expressed as:

fr =
nt

v f
, (1)

where, nt is the rotation speed of the spherical diamond wheel (rpm), and vf is the scanning movement
speed in the measurement process (mm/min). According to Equation (1), under the experimental
conditions of a grinding wheel rotation speed of 600 rpm and a scanning feed rate of 30 mm/min,
the rotational frequency is 20 Hz. As shown in Figure 11c, the 3D (along the generatrix and the rotation
direction) form-truing error of the spherical diamond wheel is approximately 5 μm by setting the
cut-off frequency of the low-pass filter to 32 Hz. The form-truing error is distributed symmetrically on
both sides of the grinding wheel center.

  
Figure 11. Surface profile of the form-trued spherical diamond wheel: (a) measurement results and
data fitting, (b) original form error signals, (c) 3D form-truing error after low-pass filtering.

The form accuracy of the spherical diamond wheel can be verified by grinding a test specimen,
and the actual radius of the spherical diamond wheel can also be calculated based on dimension error
of the ground surface. In this paper, the hot-pressed ZnS with a diameter of 20 mm is selected as the
test specimen, which incurs little wear to the spherical diamond wheel. The grinding wheel rotation
speed is 12,276 rpm, the feeding speed is 5 mm/min, and the grinding depth is 2 μm. The grinding
surface of the test specimen is a sphere with a target radius of 25 mm in the NC program. As shown in
Figure 12a, the ground surface form error is approximately 1.6 μm without any compensation, which
is determined mainly by the form-truing accuracy of the spherical diamond wheel. It can be found
from Figure 12b that the surface form error of the test specimen is mainly resulted from low-frequency
fluctuations with a space period of about 2 mm, which is equivalent to the low-frequency fluctuation
period of the spherical diamond wheel surface profile shown in Figure 11c. The test specimen grinding
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results verified the accuracy of the 3D form-truing error that was obtained by laser scan micrometer
non-contact measurement. By comparing the obtained 3D form-truing error and ground surface form
error values, it is confirmable that the uncertainty of the measured form-truing error is about 3 μm
for aspherical diamond wheel with a diameter of about 50 mm. In addition, the sphere radius of the
test specimen is 24.9896 mm, which is 10.4 μm less than the target radius. Therefore, the measuring
radius of the spherical diamond wheel is 10.4 μm smaller than the actual value. The uncertainty of the
measuring radius is high related to the size and surface state of the grinding wheel, but the measuring
error can be compensated by test specimen grinding. In conclusion, the accurate form-truing error as
well as the actual size of the spherical diamond wheel can be obtained by combining the laser scan
micrometer non-contact measurement and test specimen grinding.

  

Figure 12. Grinding results of the ZnS test workpiece: (a) grinding surface, (b) surface form error.

5. Conclusions

In this paper, the coarse-grained diamond roller is applied to perform on-machine precision form
truing of the resin-bonded spherical diamond wheel. The non-contact in-situ measurement based on a
laser scan micrometer is proposed to achieve the measurement of form and alignment errors. The main
conclusions include:

(1) The diamond roller truing is an efficient and feasible method for conditioning the resin-bonded
spherical diamond wheel. The grinding wheel surface after truing is flat and regular, and micro-breakage
of the abrasive grains generated new sharp cutting edges. The form truing of a resin-bonded spherical
diamond wheel with a radius of about 24 mm and particle size of D46 was conducted after alignment
error compensation, and the obtained form-truing error is approximately 5 μm.

(2) The alignment error between the diamond roller and the spherical diamond wheel can be
accurately calculated by applying the proposed biarc curve-fitting method. The spherical diamond
wheel with good form accuracy can be obtained by introducing a “truing-detection-compensation”
process to eliminate the alignment error.

(3) The laser scan micrometer is used for non-contact in-situ measurement of the form-truing error
of the spherical diamond wheel. The accuracy of the measurement results is validated by comparing
with the results of the stylus profilometer. Besides, the actual form-trued diamond wheel has been
employed in grinding a ZnS spherical surface, and the form accuracy is approximately 1.6 μm without
any compensation. The ground surface profile shared similar characteristics with the roller-trued
diamond wheel profile, confirming that the diamond roller truing and in-situ measurements methods
are accurate and feasible.
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Abstract: In this paper, a novel design of a surface topography measurement system is proposed, to
address the challenge of accurate measurement in a relatively large area. This system was able to
achieve nanometer-scale accuracy in a measurement range of 100 mm × 100 mm. The high accuracy in
a relatively large area was achieved by implementing two concepts: (1) A static coordinate system was
configured to minimize the Abbe errors. (2) A differential measurement configuration was developed
by setting up a confocal sensor and a film interferometry module to separate the motion error. In order
to accommodate the differential measurement probes from both sides of the central stage and ensure
the system rigidity with balanced supports, separate linear guides were introduced in this system.
Therefore, the motion Degree of Freedom (DoF) was analyzed in order to address the challenge of
an over-constrained mechanism due to multiple kinematic pairs. An optimal configuration and a
quick assembly process were proposed accordingly. The experimental results presented in this paper
showed that the proposed modular measurement system was able to achieve 10 nm accuracy in
measuring the surface roughness and 100 nm accuracy in measuring the step height in the range
of 100 mm × 100 mm. In summary, the novel concept of this study is the build of a high-accuracy
system with conventional mechanical components.

Keywords: topography measurement; differential measurement system; modular design; confocal
sensor; film interferometry; over-constrained mechanism

1. Introduction

Surface topography measurement [1–3] is an important metrological tool for quality assessment
in industries that include semiconductors [4,5], micro-electromechanical system (MEMS) [6], additive
manufacturing [7], and aerospace [8]. A common challenge with developing surface metrology
technologies is the achievement of multi-scale measurement capability, which means high accuracy
over a large measurement area.

Optical approaches that are playing important roles in this area [9,10], such as confocal
microscopy [11,12], coherence scanning interferometry [13], and focus variation [14], are able to
meet nanometer accuracy, but the measurement range is within a few millimeters or even smaller.
The data stitching technique is able to expand the measurement range, but it relies heavily on common
features of the overlapping area from neighboring data sets [15]. If the overlapping area does not show
distinct features, the stitching accuracy will rely heavily on the performance aspects of the motion
system, such as the straightness and flatness [16].

Therefore, high-precision 2D/3D positioning [17] is a key technical enabler for multi-scale
measurement systems. In reference [18], an optical probe was mounted on a Coordinate Measuring
Machine (CMM). In references [19,20], Scanning Probe Microscopy (SPM) probes were equipped
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with high-precision positioning systems, to achieve a sub-nanometer resolution in a millimeter
measurement area.

When integrating a high-accuracy probe with a motion system, there are two types of critical
measurement errors that researchers have to consider. They are the motion error, introduced by
the imperfect straightness of the guideway [21,22], and the Abbe error, introduced by the system
design [23,24]. Motion errors can be minimized by using high-precision components as geometric
references [25]. However, the accuracy loss of mechanical references is inevitable after heavy usage.
The motion error can also be compensated by implementing differential measurement [26,27] or by
introducing additional optical measurement systems [28,29]. The Abbe error can be minimized by
employing a static coordinate system in which the position sensors track the central stage along the
coordinate axis [30,31]. In reference [30], three laser interferometers that formed a static coordinate
system were used to track the position of the central stage. In reference [31], the central stages
were mechanically tracked by optical encoders. However, both concepts have their drawbacks.
Optical tracking is very sensitive to environmental disturbances such as temperature and airflow.
Mechanical tracking systems require a very complicated assembly and adjustment process due to the
over-constrained mechanism. Furthermore, the geometric accuracy of the mechanical components will
significantly affect the measurement accuracy.

In order to address the challenges discussed in the above paragraph, a modular system for
surface topography measurement was developed using conventional components. The central stages
were mechanically tracked by optical encoders with consideration of the cost and robustness [31].
An optimal system design was proposed in order to address the challenge of the over-constrained
mechanism. A film interferometer was developed to compensate for the straightness error from the
motion system.

The motivation and scope of the presented work can be illustrated by the graphic abstract shown
in Figure 1.

 
Figure 1. Graphic abstract.

2. Overall System Design

The system configuration of the proposed design is shown in Figure 2. The overall dimension of the
system is L 890 mm ×W 820 mm ×H 675 mm. The measurement range is 100 mm × 100 mm × 50 mm.
Like the first prototype, this system was built of aluminum alloy. The central stage was supported by
two sets of 2D sliders and driven by a pair of actuators (Zolix uKSA 100, Zolix Instruments CO.,LTD,
Beijing, China). Each uKSA 100 is able to achieve a travel range of 100 mm, which determined the
measurement range of the presented system.
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(a) Side view (b) Top view 

Figure 2. System design: (a) Side view, (b) Top view.

A confocal sensor, Precitec CHRocodile SE (Precitec Group, Germany), was mounted on the main
spindle to measure the height at each location of the test piece. This confocal sensor was able to achieve
3 nm resolution in a measurement range of 600 μm. An optical flat [32] (ϕ 300 mm × T 30 mm, K9 glass)
was placed in the center of the stage as the geometric datum. A film interferometer was developed
in order to configure a differential measurement system with the confocal sensor. During the lateral
movement, the film interferometer was used to compensate for the straightness error by measuring the
fluctuation of the optical plat from the bottom.

The XY positions were measured by linear encoders, which were coupled with the central stage
through contact kinematic pairs. Each contact kinematic pair consisted of two optical flats, which
helped to minimize the coupling errors. The linear encoders only moved along the measurement
axes. In the XY plane, therefore, a static coordinate system was formed by the linear encoders, and the
system complied with the Abbe principle [23,24].

In this system, the position measurement accuracy relied on the datum features formed by the
optical flats, instead of the mechanical translation components. All of the linear guides used in this
system were within the ordinary accuracy range.

The geometric error factors for the height measurement are shown in Figure 3. The actual height
of the measurement point could be expressed as:

h = h1 − h2 − h3 −
( T

cosθ
− T

)
. (1)

 
(a) Straightness and flatness 

Figure 3. Cont.
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(b) Tilting angle 

Figure 3. Geometric error factors: (a) Straightness and flatness, (b) Tilting angle.

In Equation (1) h1 is the height measured by the confocal sensor, h2 represents the motion error
caused by the linear guides, and h3 is the height fluctuation due to the flatness error of the optical flat.
T is the thickness of the optical flat and θ is its tilting angle during the movement.

In this system, the flatness of the optical flat was ±25 nm. The thickness of the optical flat was
30 mm. By assuming that the angular motion error was no greater than 20”, the maximum height
measurement error T(1− cosθ) could be calculated to be 0.14 nm. Therefore, the values of h3 and
T(1− cosθ) were very insignificant and Equation (1) could be simplified as:

h = h1 − h2, (2)

where h2 was mainly contributed by the straightness error of the linear guide and it could be measured
by the film interferometer.

Instead of an all-in-one structure, the concept of modular design was employed in the proposed
system. As shown in Figure 2, the system was assembled with a few functional modules:

(1) An actuating module, which consisted of two motorized stages.
(2) Supporting modules, each of which consisted of pre-assembled 2D sliders
(3) A differential height measurement module, which consisted of a confocal sensor and a

film interferometer
(4) A displacement measurement module, which consisted of an optical gratings couple with the

central stage through optical flats.
(5) A datum module, which consisted of three optical flats.

Since these functional modules were all commercially available components, no special design or
assembly processes were needed in the proposed system.

3. Motion Error Compensation Based on a Film Interferometer

As described in the section above, the motion error caused by the linear guide represented by h2

was measured by an in-house developed film interferometer. The principle is shown in Figure 4.
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(a) Principle (b) Off-line testing setup 

Figure 4. Principle of the film interferometer: (a) Principle, (b) Off-line testing setup.

The key specifications of the components used in this system are listed in Table 1.

Table 1. Component specifications in the film interferometer.

Components Specifications

Camera Basler acA2000-165um, frame rate 165 fps, resolution 2048 × 1088 (2 MP)
Lens Moritex ML - MC50HR, 0.8×, focal length 50 mm

Right-angle prism 25.4 mm × 25.4 mm × 25.4 mm, K9 glass, refractive index 1.5163

As shown in Figure 4a, the film interferometer included two optical components, the optical
flat and the right-angle prism. The optical flat moved with the stage and the right-angle prism was
stationary. The two optical surfaces formed an air gap between themselves with a gradually changing
thickness. The incident laser beam was split and reflected by the two optical surfaces. When the angle
of the air gap was very small, the reflected laser beams propagated along the same path and generated
an interferogram that was detected by the camera. By analyzing the phase shift of the interferogram, the
distance variation between the optical flat and the right-angle prism could be measured. This distance
variation represented the motion error caused by the imperfect straightness of the linear guide.

The root cause of the interferogram was the optical path difference of the reflected beams from the
two optical surfaces. As shown in Figure 4a, the optical path difference D could be expressed as:

D = n1(FG + GH + KN) + n2·HK− n2(FI + IL + LM), (3)

where n1 and n2 are the relative refractive indexes of the air and glass, respectively, and λ/2 represents
the half-wave rectification. Based on geometrically analyzing the optical path, it could be concluded that:

(1) Since the angle of the air gap was very small, FG was approximately equal to GH:

FG = GH. (4)

(2) Since HK and IL could be seen as the same light beam in the same medium, HK was equal to IL:

HK = IL. (5)

(3) Since LM and KN could be seen as the same light beam in different media, they had the same
length of the optical path:

n2·LM = n1·KN (6)

It should be highlighted that Equations (4)–(6) were approximately true because the optical flat
was not ideally parallel with the bottom of the right-angle prism. When the angle between the two
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reflective surfaces was very small, the optical path differences FG−GH, HK − IL, and n2·LM− n1·KN
could be considered as a higher-order infinitesimal of the angle.

With Equations (5)–(7) substituted into Equation (4), the optical path difference could be expressed
as:

D = 2n1·FG− n2·FI. (7)

By assuming that the current distance between the two optical surfaces was GR = d, D could be
modified as:

D =
2n1d

cosθ4
− 2n2d sinθ3

tanθ4
. (8)

Based on Shell’s law, {
n2sinθ3 = n1sinθ4

n1sinθ1 = n2sinθ2
. (9)

Substituting into Equation (8):

D = 2dn1

(
1

cosθ4
− sin2θ4

cosθ4

)
,

= 2dn1cosθ4,
= 2d

√
n1

2 − n22sin2θ3,

= 2d
√

n1
2 − n22sin2

(
π
4 − θ2

)
,

= d

√
4n1

2 − 2n22 + 4n1n2sinθ1

√
1− n1

2

n22 sin2θ1

(10)

If half-wave rectification was considered, then

D =
λ
2
+ d

√√√
4n1

2 − 2n22 + 4n1n2sinθ1

√
1− n1

2

n22 sin2θ1. (11)

Therefore, the interferogram, represented by D, was dependent on the distance d, the refractive
indexes n1 and n2, and the incidence angle θ1. The accurate measurement of n1, n1, and θ1 was
difficult. In this project, therefore, a calibration process was conducted to model the relationship
between D and d. When a constant C was defined as:

C =

√√√
4n1

2 − 2n22 + 4n1n2sinθ1

√
1− n1

2

n22 sin2θ1 (12)

Equation (11) could be modified as:

D =
λ
2
+ C·d. (13)

During the movement, the phase shift of the interferogram was correlated with the changing of D,
instead of the absolute value. Thus, Equation (13) could be modified as:

ΔD = C·Δd. (14)

This linear relationship could be determined by observing the phase shift of the interferogram
and measuring the distance h with a reference sensor:

As shown in Figure 5, a small angle was intentionally set between the optical flat and the moving
axis of the stage. During the axial movement of the stage, the distance between the two optical surfaces
gradually changed. The distance was measured by both the confocal sensor and the film interferometer.
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The images of the interferogram were captured continuously and the phase value of the central point
was computed based on image processing, as shown in Figure 6.

 

Figure 5. Calibration setup of the film interferometer.

 

Figure 6. Image processing for phase calculation.

The interfergram did not show an ideal sinusoidal wave cycle due to high-order harmonics.
Therefore, the edge detection technique was applied to identify the signal cycle. The position of the
central point indicated its phase shift ω:

ω =

(
m +

l
T

)
·2π, (15)

where m is the number of wave cycle shifts.
Although the angular motion errors may have changed the density and orientation of the

interference stripes, the calculation of the phase using Equation (16) was not affected. The phase shifts
calculated with Equation (16) and the distance change measured by the confocal sensor were plotted in
the characteristic curve, as shown in Figure 7.

In order to generate the fringe-type interferogram, the two reflective surfaces could not be exactly
parallel with each other. A small angle was set to form an air wedge. During the movement, this
angle might change due to the imperfect straightness of the guideway. In order to verify the model
consistency when the angle changed, a simulation-based on Zemax was conducted. Different angles,
20”, 30” and 40” were set. As shown in Figure 7b, despite the different fringe densities, the relationship
between distance and phase shift remained consistent. Therefore, the angle between the two reflective
surfaces won’t significantly affect the distance measurement at the central point.

It worth highlighting that the proposed film interferometer showed better stability compared
with conventional Michelson interferometry designs. As shown in Figure 4, the interference occurred
in the thin gap between the two optical surfaces, which was considered a relatively enclosed space.
This optical structure, therefore, showed better robustness against temperature change and airflow.
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(a) Actual calibration results of the film interferometer 

 
(b) Simulation results with different angles set between the reflective surfaces 

Figure 7. Relationship between phase shift and distance.

4. Analysis of the Degree of Freedom

In order to allow a long travel range and to accommodate a differential measurement setup,
the proposed system needed separate supporting and guiding mechanisms, as discussed in
Section 2. Furthermore, the Abbe error-free design may have also introduced a separate guiding
mechanism [31,33,34]. To avoid an over-constrained mechanism, a strict alignment and adjustment
process was needed. The straightness and parallelism of the linear guides are very critical to such
systems. In order to address this challenge, the proposed modular system was developed based on
DoF analysis:

As shown in Figure 8, the key points of designing and assembling the system were those
listed below:

(1) There were one actuating module and two supporting modules in this system. Each supporting
module consisted of two perpendicularly placed sliders, which were pre-assembled. This 2D
sliding pair could be considered a plane contacting pair that allowed free movement in a horizontal
plane despite possible in-plane placement errors.

(2) The sliders were well leveled to the horizontal reference, assisted by an LVDT (Linear Variable
Differential Transformer)

(3) The stage top was rigidly connected with the actuating module, and it was coupled with the two
supporting modules through ball hinges.
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Figure 8. XY motion system.

The following paragraphs provide the DoF analysis of the mechanism.
Traditional DoF theory does not cover the scenarios of imperfect straightness or parallelism, and

parallel linear guides are often considered redundant constraints [35]. This methodology, however,
does not apply to precision positioning systems. Based on the traditional theory, the structure shown
in Figure 8 could be simplified to the mechanism shown in Figure 9a. When imperfect straightness
and parallelism were considered, the linear guides had to be represented by two-point contacting pairs
instead of sliding pairs, as shown in Figure 9b. The DoF of the mechanism shown in Figure 9b could
be expressed by:

DoF = 3·n− 2·p− 1·q. (16)

 

(a) Theoretical model: ideal components and 
ideal assembly  

(b) Actual model: imperfect straightness 

parallelism 

Figure 9. Mechanical model for DoF analysis: (a) Theoretical model: ideal components and ideal
assembly, (b) Actual model: imperfect straightness parallelism.

In Equation (16), n is the number of components: n = 6. p is the number of revolving pairs (ball
hinges M and N), each of which was constrained to 2 DoF: p = 2. q is the number of contacting pairs
A to L, each of which was constrained to 1 DoF: q = 12. The DoF of this mechanism could then be
calculated to be two, which met the requirement of 2D motion.

Therefore, it was concluded that when the sliders were all well leveled and the 3D model could
be projected to a 2D plane, an over-constrained mechanism would not be a concern for the proposed
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system. When a bigger measurement range is demanded in the future, this system can be easily
reconfigured by replacing the actuating and supporting module with longer travel ranges.

With the assistance of an LVDT, the error of leveling could be controlled within a micrometer level,
which would not affect the motion smoothness. The motion error due to the imperfect leveling can be
detected by the film interferometer and compensated accordingly.

When a bigger measurement range is demanded, the system may need more supporting modules.
As shown in Figure 9, one more supporting module would introduce two more components, one more
revolving pair, and four more contacting pairs. By using Equation (16), it could be calculated that the
additional DoF introduced by one more supporting module was zero, which meant more additional
supporting modules would not affect the system DoF. With this modular design, therefore, the system
had good scalability.

5. Experimental Verification

In order to verify the system performance, experimental tests were conducted. This section
provides the details for the experimental methodology and data analysis.

5.1. D Topography Measurement

A coin was scanned using the proposed system, with a scan range of 2 mm × 2 mm and a spacing
of 10 μm. The experimental setup and the scanned image are shown in Figure 10.

 

Figure 10. Experimental setup and coin scanning results.

In order to quantitatively evaluate the topography measurement performance, a set of roughness
comparators was measured. Table 2 shows the comparison of the roughness parameters measured
by the proposed system, namely, the HQU and a reference system, Mahr XR20. Each measurement
was repeated five times. The average values are listed in Table 2. The standard deviation of each
measurement was within 0.005 μm.

It was shown that the proposed system was able to achieve nanometer accuracy when measuring
surface roughness.
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Table 2. Roughness measurement results.

Sample

Ra (μm)
Deviation

(μm)
Deviation

(%)

Rq (μm)
Deviation

(μm)
Deviation

(%)HQU
Mahr
XR20

HQU
Mahr
XR20

1 0.589 0.602 0.602 2.2% 0.735 0.714 0.021 2.9%
2 1.493 1.471 1.471 1.5% 1.746 1.737 0.009 0.5%
3 2.736 2.728 2.728 0.2% 3.238 3.234 0.004 0.1%
4 5.842 5.810 5.810 0.6% 6.753 6.728 0.025 0.4%

5.2. Step Height Measurement in a Large Area

The step height made by gauge blocks was measured at four different locations in the system
measurement area of 100 mm × 100 mm. The scan length of each measurement was 50 mm. At each
location, the measurements were repeated five times. Figure 11a shows the experimental setup and
Figure 11b shows the profile measured by the differential sensors. The differential setup is discussed in
Section 2. Sensor 1 (confocal sensor) was used to measure the heights from the top, while sensor 2
(film interferometer) was used to measure the straightness error from the bottom.

 
 

(a) Step height measurement setup (b) Measured profile 

Figure 11. Step height measurement: (a) Step height measurement setup, (b) Measured profile.

It was shown that the straightness error of the linear guide was effectively compensated for.
Table 3 shows the measurement results.

Table 3. Step height measurement results.

Location 1 Location 2 Location 3 Location 4

100.1910 100.1073 99.9984 99.9834
Step height measured (μm) 100.1284 100.2008 99.9857 99.9637

100.1179 100.1414 99.9284 99.9806
(Nominal: 100.080 μm) 100.2042 100.1783 100.0852 100.0523

100.2156 100.1290 99.985 100.0361
Average (μm) 100.1715 100.1514 99.9965 100.0032

Repeatability σ (μm) 0.0451 0.0378 0.05648 0.03859
Reproducibility σ’ (μm) 0.09293
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The standard deviations of the repeated measurements at the same location and different locations
were calculated, in order to represent the system’s repeatability and reproducibility. The data in Table 3
shows that the repeatability and the reproducibility were within 100 nm.

6. Conclusions and Discussion

In this paper, a concept of modular design for a high-accuracy measurement system is proposed.
In the presented system, all of the components were standard components and easily available in the
market. Instead of customizing high-accuracy built-in references, optical flats were applied in the
proposed system to separate the geometric error caused by the mechanical components. The DoF
analysis showed that this system could be easily assembled without special adjustment process.
This system could also be easily scaled up for a bigger measurement range by introducing sliders with
longer travel lengths.

The experimental results showed that the developed system was able to achieve nanometer
repeatability and reproducibility for a surface topography measurement in the range of 100 mm ×
100 mm.

The motivation for developing this system was to explore a generic methodology of setting up
systems for high-accuracy topography measurements in a large area. Table 4 is the comparison between
the presented system and other topography measurement technologies.

Table 4. Technology comparison.

Technologies
Measurement

Resolution
Measurement

Area
Probe

Motion Error
Compensation

Confocal microscopy ~10 nm ~1 mm Optical No
coherence scanning interferometry ~1 nm ~1 mm Optical No

Focus variation ~20 nm ~1 mm Optical No
Stylus profilometry ~1 nm ~100 mm Contact No

HQU developed system ~10 nm 100 mm Optical Yes
STM with high-precision stage [19] Sub-nanometer ~1 mm STM Not stated
AFM with high-precision stage [20] Sub-nanometer ~1 mm AFM Yes

As shown in Table 4, the optical topography measurement technologies, such as confocal
microscopy, coherence scanning interferometry and focus variation are able to achieve nanometer
vertical resolution in a millimeter measurement area. The measurement resolution and area are
determined by the optical DOV (depth of view) and FOV (field of view) respectively. Stylus profilometry
is able to perform the high-resolution measurements in a larger area but the contact probing mechanism
limited its applications if the target surfaces are soft or have cleanliness requirements.

Compared with the measurement systems based on scanning tunneling microscopy (STM) or
atomic force microscopy (AFM) [19,20], The proposed system is not an ideal solution for ultra-precision
applications. The objective of this study was to develop a measurement system with sub-micron level
accuracy in a measurement area up to 100 mm × 100 mm. Targeted applications of the proposed
system include the metrological tasks in advanced manufacturing industries, such as semiconductor,
consumer electronics, aerospace, etc.

This system is now working as a research platform for the authors’ team. The authors’ team
has published some relevant work, including a confocal measurement system with expanded
vertical measurement range [36], fast chromatic confocal sensor development [37], and image grating
development for displacement measurement as an alternative of linear encoders [38]. These in-house
developed technologies will be integrated into the prototype presented in this paper.
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Abstract: Some methods to identify geometric deviations of five-axis machining centers have been
proposed until now. However, they are not suitable for multi-tasking machine tools because of the
different configuration and the mutual motion of the axes. Therefore, in this paper, an identification
method for multi-tasking machine tools with a swivel tool spindle head in a horizontal position
is described. Firstly, geometric deviations are illustrated and the mathematical model considering
the squareness of translational axes is established according to the simultaneous three-axis control
movements. The influences of mounting errors of the measuring instrument on circular trajectories
are investigated and the measurements for the B axis in the Cartesian coordinate system and the
measurements for the C axis in a cylindrical coordinate system are proposed. Then, based on the
simulation results, formulae are derived from the eccentricities of the circular trajectories. It is found
that six measurements are required to identify geometric deviations, which should be performed
separately in the B axis X-direction, in B axis Y-direction, in C axis axial direction, and three times in C
axis radial direction. Finally, a numerical experiment is conducted and identified results successfully
match the geometric deviations. Therefore, the proposed method is proved to identify geometric
deviations effectively for multi-tasking machine tools.

Keywords: geometric deviations; multi-tasking machine tools; identification method; squareness of
translational axes

1. Introduction

In recent years, multi-tasking machine tools have become widely popular in industry because of
their growing capabilities in performing complex motions and in reducing machining time and cost.
Therefore, many researchers research their machining capabilities and processing technology [1–3].
Based on the basic configuration of a lathe or turning machine, multi-tasking machine tools are
developed by equipping with a swivel tool spindle head, which can perform not only a turning
operation but also a drilling or milling operation [4]. With the increase of the functionality and the
number of simultaneously controlled axes, multi-tasking machine tools are difficult to achieve high
machining accuracy and efficiency. Therefore, it is essential to investigate the factors affecting the
accuracy of finished products which are machined by multi-tasking machine tools. There are two kinds
of factors which could affect the machining accuracy, which are geometric errors of machines operating
under no-load or quasi-static conditions and kinematic errors during processing. The geometric errors
of machines include the geometric errors of the components and the accuracy of assembly of machine
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tool executive units. The kinematic errors during processing may be caused by thermal distortion [5],
chatter vibrations [6], cutting force or component stiffness [7]. The research in this paper is to establish
an effective measurement method for identifying geometric errors of multi-tasking machine tools to
improve the motion accuracy under a no-load condition.

Up to now, identification methods of the geometric deviations for five-axis machining centers by
using the ball bar, the R-test, a touch-trigger probe or other measuring instruments have been proposed
by many researchers. For example, J.R.R. Mayer et al. proposed five tests by the ball bar with a single
setup to assess the axis motion errors of a trunnion-type A-axis [8]. W.T. Lei et al. used the ball bar to
inspect motion errors of the rotary axes on five-axis machining centers. As a result, the servo mismatch
of the rotary axes was successfully detected and the gain mismatch errors could be eliminated by tuning
the velocity gains of the position control loops of all servo-controlled linear and rotary axes [9,10].
Tsutsumi et al. proposed an algorithm for identifying particular deviations relating to rotary axes in
five-axis machining centers [11]. Tsutsumi et al. applied the ball bar to diagnose the motion accuracy
of simultaneous four-axis control movements for identifying the eight deviations inherent to five-axis
machining centers [12]. Tsutsumi et al. also investigated the kinematic accuracy of five-axis machining
centers with a tilting rotary table by two different settings of the ball bar in simultaneous three axis
motion [13]. They corrected the squareness deviations of three translational axes for identifying the
geometric deviations inherent to five-axis machining centers with an inclined A-axis [14]. S.H. Yang et
al. measured and verified the position-independent geometric errors of a five-axis machining center
using the ball bar [15]. In addition, other researchers also used the ball bar to explore the measurement
and identification methods for geometric errors of five-axis machining centers with a tilting rotary
table [16–18] or in universal spindle head type five-axis machining centers [19]. On the other hand,
R-test has been applied recently to investigate the geometric deviations identification method for
the five-axis machining centers with a swiveling head [20,21]. Ibaraki et al. identified the kinematic
errors of five-axis machining centers by developing a simulator and a set of machining tests [22,23].
The simulator graphically presented the influence of rotary axis geometric errors on the geometry
of a finished workpiece measured by R-test [24–28]. Furthermore, other measuring instruments and
methods are also developed to investigate the geometric deviations for five-axis machining centers.
Ibaraki et al. applied a touch-trigger probe to calibrate the error map of the rotary axes for five-axis
machining centers by means of on-the-machine measuring of test pieces [29]. J.R.R. Mayer et al.
estimated all axis to axis location errors and some axis component errors of a five-axis horizontal
machining center by probing a scale enriched reconfigurable uncalibrated master balls artefact [30].
Beñat Iñigo et al. proposed a new strategy to simulate the calibration and compensation of volumetric
error in milling machines of medium and large size and laser trackers are used to optimize volumetric
error calibration processes [31]. E.Diaz-Tena et al. studied a radical new ‘multitasking’ machine model
to give a useful outcome regarding the sensitivity of the machine with respect to the feasible assembly
errors or errors produced by light misalignments caused by the machine tool continuous use [32].

However, identification methods for multi-tasking machine tools are seldom reported in this
field. In fact, due to the special topological structure of the multi-tasking machine tools, the
identification method of geometric deviations is different from that of five-axis machining centers,
which are introduced in the aforementioned works. Therefore, the accuracy measurement method for
multi-tasking machine tools has not clarified and standardized. This is still a critical issue to be solved
in field of precision machining.

In this paper, geometric deviations of multi-tasking machine tools are investigated in two different
coordinate systems. Simulation results clarify that the measurements for the B axis in Cartesian
coordinate system and the measurements for the C axis in cylindrical coordinate system are proposed
to eliminate the influence of mounting errors of the ball bar on circular trajectories. Moreover, the
formulae and the identification procedures for geometric deviations are concluded in consideration
with the squareness of translational axes. The numerical experiment is conducted to verify that the
proposed method is effective to identify the deviations accurately for multi-tasking machine tools.
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2. Coordinate System and Geometric Deviations of Multi-Tasking Machine Tools

Figure 1 shows the schematic view of a multi-tasking machine tool with a swivel tool spindle
head in horizontal position. The structural configuration of this multi-tasking machine tool can be
expressed as w-C’bZYXB (C1)-t if it is displayed from the work spindle side (w) to the tool spindle side
(t), through the bed (b).

Figure 1. Schematic view of a multi-tasking machine tool with a swivel tool spindle head in
horizontal position.

Although there are five controlled axes in the multi-tasking machine tools, the number of geometric
deviations is different from that of five-axis machining centers according to the axis configuration and
the mutual motion of the axes. Figure 2 shows the geometric deviations and the relation of each axis
of the considered machine. Based on the theory of form-shaping system for machine tools [33], the
negligible deviations of each axis are deleted from the possible deviations in order from 1� to 5� shown
in Figure 2. Therefore, there are 10 geometric deviations related with two axes of rotation—B and C
axes, and three geometric deviations between three translational axes—X, Y, and Z axes, which should
be identified to improve the motion accuracy of multi-tasking machine tools. In Figure 2, δx, δy, and
δz represent the positional deviations in X-, Y-, and Z-direction, respectively. Similarly, α, β, and γ
represent the angular deviations around X-, Y- and Z-axis, respectively. The large suffixes indicate two
neighboring axes. For example, δxBT presents the positional deviation in X-direction of the tool spindle
axis of rotation with respect to B axis origin. The variable αBT presents the squareness error of B axis
with respect to the tool spindle axis of rotation about X axis.

Figure 2. Definition of geometric deviations according to the considered multi-tasking machine tool.

The definitions of thirteen geometric deviations are summarized in Table 1 and illustrated in
Figure 3. There are four coordinate systems, which are machine coordinate system (OM-XYZ), B
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axis coordinate system (OB-XBYBZB), C axis coordinate system (OC-XCYCZC) and tool spindle axis
coordinate system (OT-XTYTZT). The machine coordinate system is defined as the reference system,
whose origin is the intersection of the rotational center of B axis and the rotational center of C axis
when the geometric deviations are all zero and the command values for each axis are set to its initial
values. Since B axis and C axis are not directly connected, the upper surface of the C axis table is set as
the origin of the machine coordinate system for the convenience.

Table 1. Symbols of geometric deviations and descriptions.

Symbol Description

δxBT X-direction offset of tool spindle axis of rotation with respect to B axis origin
δzBT Z-direction offset of tool spindle axis of rotation with respect to B axis origin
αBT Squareness error of B axis with respect to tool spindle axis of rotation about X axis
αXB Squareness error of B axis of rotation with respect to Z axis motion
βXB Initial angular position error of B axis of rotation with respect to X (Z) axis motion
γXB Squareness error of B axis of rotation with respect to X axis motion
γXY Squareness error between X axis motion and Y axis motion
αYZ Squareness error between Y axis motion and Z axis motion
βYZ Squareness error between Z axis motion and X axis motion
δxCZ X-direction offset of C axis origin with respect to machine coordinate origin
δyCZ Y-direction offset of C axis origin with respect to machine coordinate origin
αCZ Parallelism error of C axis of rotation with respect to Z axis about X axis
βCZ Parallelism error of C axis of rotation with respect to Z axis about Y axis

Figure 3. Illustration of coordinate systems and geometric deviations.

3. Simultaneous Three-Axis Control Movements and Mathematical Model

3.1. Simultaneous Three-Axis Control Movements

Simultaneous three-axis control movements which include two linear axes and one rotary axis
can be conducted by means of the ball bar both in cylindrical coordinate system and in Cartesian
coordinate system. The motions are named according to the sensitive direction of the ball bar as radial
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direction, tangential direction, axial direction in cylindrical coordinate system, illustrated in Figure 4,
and X-, Y- and Z-direction in Cartesian coordinate system, illustrated in Figure 5.

Figure 4. (a) B axis radial measurement; (b) B axis tangential measurement; (c) B axis axial measurement;
(d) C axis radial measurement; (e) C axis tangential measurement; (f) C axis axial measurement.

Figure 5. (a) B axis X-direction measurement; (b) B axis Y-direction measurement; (c) B axis Z-direction
measurement; (d) C axis X-direction measurement; (e) C axis Y-direction measurement; (f) C axis
Z-direction measurement.

3.2. Mathematical Model

Since the angular deviations are generally less than 1◦, the small angle approximation (sinθ ≈ θ

cosθ ≈ 1, if the angle θ < 0.244 radians (14◦), the relative error does not exceed 1%) is assumed and
second order errors are neglected. Moreover, for small rotation matrices, the order of rotation matrix
could be interchanged and it is possible to add and subtract matrices. Therefore, according to this
minute rotation approximation theory, homogeneous transformation matrix (HTM) can be simplified
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in the mathematical model to express the center coordinates of both the tool spindle side ball (T-side
ball) and the work spindle side ball (W-side ball) viewed from the machine coordinate system.

3.2.1. Determination of Center Coordinate T of the T-Side Ball Viewed from the Machine
Coordinate System

When the distance from the rotational center of B axis to the center of the T-side ball is RB, the
center coordinates TT of the T-side ball in the tool spindle axis coordinate system are expressed by
Equation (1).

TT =
[

0 0 −RB 1
]T

(1)

As there are angular deviation αBT and positional deviations δxBT, δzBT between B axis and the tool
spindle axis, the homogeneous transformation matrix MBT from the tool spindle axis coordinate system
to the B axis coordinate system is expressed by Equation (2) if the above simplified homogeneous
coordinate transformation is used.

MBT =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0
0 1

0 δxBT

−αBT 0
0 αBT

0 0
1 δzBT

0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (2)

In the same way, the homogeneous transformation matrix MXB between the X axis and B axis is
defined as following.

MXB =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −γXB

γXB 1
βXB 0
−αXB 0

−βXB αXB

0 0
1 0
0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)

The T-side ball circularly moves around the B axis with radius RB. The circular motion of the
T-side ball is expressed by the transformation matrix EB shown in Equation (4), using the rotation angle
ϕ of the B axis.

EB =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cos∅ 0

0 1
sin∅ 0

0 0
− sin∅ 0

0 0
cos∅ 0

0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (4)

The squareness of the X, Y and Z translational axes can be expressed by the homogeneous
transformation matrix MYZ and MXY based on the theory of form-shaping system, as followings.

MYZ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0
0 1

βYZ 0
−αYZ 0

−βYZ αYZ

0 0
1 0
0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (5)

MXY =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −γXY

γXY 1
0 0
0 0

0 0
0 0

1 0
0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (6)

If the translational motion controlled by the command values of X, Y and Z axis is respectively
expressed by EX, EY and EZ, the center coordinate of the T-side ball viewed from the machine coordinate
system is denoted as following.

T = EZMYZEYMXYEXMXBEBMBTTT (7)

50



Appl. Sci. 2020, 10, 1811

3.2.2. Determination of Center Coordinate W of the W-Side Ball Viewed from the Machine
Coordinate System

If the initial position of the center coordinate of the W-side ball in the C axis coordinate system is
WC (xwC, ywC, zwC), the center coordinates W of the W-side ball viewed from the machine coordinate
system are calculated as following.

The homogeneous transformation matrix MCZ between the C axis and Z axis is expressed by
Equation (8).

MCZ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0
0 1

βCZ δxCZ

−αCZ δyCZ

−βCZ αCZ

0 0
1 0
0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (8)

The rotation of C axis around Z axis is defined by the transformation matrix EC when the rotation
angle θ of the C axis is used.

EC =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cosθ − sinθ
sinθ cosθ

0 0
0 0

0 0
0 0

1 0
0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (9)

Therefore, the center coordinate W of the W-side ball viewed from the machine coordinate system
is denoted as following.

W = MCZECWC (10)

3.2.3. Determination of the Initial Position WC of Center Coordinate of the W-Side Ball

The W-side ball is positioned based on the center coordinate of the T-side ball, so it is necessary to
add the influence of geometric deviations to the initial position of the W-side ball.

The mounting position W′C of the W-side ball in the machine coordinate system is same with the
center coordinate T of the T-side ball in the machine coordinate system. Further, the initial position
of the W-side ball is decided only by the command values of the translational axes without the B
axis rotation. Therefore, it can be calculated by removing EB from the Equation (7), expressed as the
following Equations (11) and (12) for setup of the B and C axes measurements, respectively.

When W-side ball is set for the B axis measurement,

W′C =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0

0 1

0 0

0 0

0 0

0 0

1 ZC + RB

0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 −γXY

γXY 1

βYZ 0

−αYZ 0

−βYZ αYZ

0 0

1 0

0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0

0 1

0 0

0 0

0 0

0 0

1 0

0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 −γXB

γXB 1

βXB δxBT

−αXB − αBT 0

−βXB αXB + αBT

0 0

1 δzBT

0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

0

−RB

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(11)

When W-side ball is set for the C axis measurement,

W′C =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0

0 1

0 0

0 0

0 0

0 0

1 ZC + RB

0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 −γXY

γXY 1

βYZ 0

−αYZ 0

−βYZ αYZ

0 0

1 0

0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0

0 1

0 RC

0 0

0 0

0 0

1 0

0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 −γXB

γXB 1

βXB δxBT

−αXB − αBT 0

−βXB αXB + αBT

0 0

1 δzBT

0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

0

−RB

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(12)

The transformation matrix from the machine coordinate system to the C axis coordinate system is
performed by the inverse transformation of Equation (8). Moreover, when the W-side ball is mounted,
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the command value of the C axis is zero, so there is no need to consider the C axis rotation in the
Equation (10). Therefore, the conversion from W′C to WC is expressed by Equation (13).

WC =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0
0 1

−βCZ −δxCZ

αCZ −δyCZ

βCZ −αCZ

0 0
1 0
0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦W′C (13)

3.2.4. Calculation of the Difference ΔL between Reference Length and Measured Length of Ball Bar

From the above equations, the relative distance L between the T-side ball and the W-side ball can
be calculated by the center coordinate T (xt, yt, zt) of the T-side ball and the center coordinate W (xw,
yw, zw ) of the W-side ball when a command value is given to each axis. The relative distance L is
different from the reference length LB of the ball bar because of the existence of geometric deviations in
the multi-tasking machine tools. Therefore, the ball bar length change amount ΔL can be obtained
from the relative distance L by subtracting the ball bar reference length LB as written in Equation (14).

ΔL =

√
(xt − xw)

2 + (yt − yw)
2 + (zt − zw)

2 − LB (14)

4. Simulation

Influence of each deviation on the eccentricity is investigated by using the above mathematical
model. The commands separately given to each axis during simulation are shown in Table 2.

Table 2. Commands given to each axis during simulation.

Cylindrical
B Axis C Axis

Radial Tangential Axial Radial Tangential Axial

Command X (LB + RB) sin ϕ RBT sin (ϕ +
tan−1LB/RB) a RB sin ϕ (RC − LB) cos θ RCT cos (θ +

tan−1LB/RC) b RC cos θ

Command Y 0 0 LB (RC − LB) sin θ RCT sin (θ +
tan−1LB/RC) b RC sin θ

Command Z ZC + (LB + RB) cos
ϕ

ZC + RBT cos (ϕ +
tan−1LB/RB) a ZC + RB cos ϕ ZC + RB ZC + RB ZC + LB + RB

Command B ϕ ϕ ϕ 0 0 0
Command C 0 0 0 θ θ θ

Cartesian X-direction Y-direction Z-direction X-direction Y-direction Z-direction

Command X LB + RB sin ϕ RB sin ϕ RB sin ϕ LB + RC cos θ RC cos θ RC cos θ
Command Y 0 LB 0 RC sin θ LB + RC sin θ RC sin θ

Command Z ZC + RB cos ϕ ZC + RB cos ϕ LB + ZC + RB cos
ϕ

ZC + RB ZC + RB LB + ZC + RB

Command B ϕ ϕ ϕ 0 0 0
Command C 0 0 0 θ θ θ

a RBT =
√

R2
B + L2

B; b RCT =
√

R2
C + L2

B.

The simulation of the simultaneous three-axis control movements is conducted at the condition
of LB = 100 mm, ZC = 100 mm, RB = 200 mm, RC = 50 mm. ±0.005 degrees and ±20 μm are given
as angular deviations and positional deviations, respectively. Then, simulation results are obtained
as shown in Table 3. The dotted circle represents theoretical trajectory when there is no geometric
deviation and the red or blue one represents changed trajectory affecting by geometric deviations. The
figures show that if only one of the thirteen geometric deviations exist, the red or blue circular trajectory
will appear and reflect the effect of the given deviation on the eccentricity. The blank part shows that
there is no influence of the geometric deviation on trajectory. For example, for B axis radial direction
measurement, when a value of +20 μm is given to δxBT while other twelve geometric deviations are all
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zero, eccentricity of trajectory occurs in -X axis direction. On the contrary, when a value of −20 μm is
given to δxBT, eccentricity of trajectory occurs in +X axis direction.

Table 3. Effect of geometric deviations on the eccentricities of circular trajectories in cylindrical
coordinate system and in Cartesian coordinate system.

δxBT δzBT αXB βXB γXB αBT δxCZ δyCZ αCZ βCZ αYZ βYZ γXY

B axis
Radial

B axis
Tangential

B axis Axial

B axis
X-direction

B axis
Y-direction

B axis
Z-direction

C axis
Radial

C axis
Tangential

C axis Axial

C axis
X-direction

C axis
Y-direction

C axis
Z-direction

: +20 μm, +0.005◦, : −20 μm, −0.005◦, Blank: No influence.

The eccentricities occur by the following three reasons.

• The position of trajectory center is changed; for example, the effect of δxBT on eccentricity in case
of the B axis radial measurement.

• The size of trajectory radius is changed; for example, the effect of δzBT on eccentricity in case of
the B axis radial measurement.

• The shape of trajectory is changed; for example, the effect of βYZ on eccentricity in case of the B
axis radial measurement.

4.1. Influence of Mounting Errors of Ball Bar on Circular Trajectories

Considering the influence of mounting errors of the T-side ball, the center offset of the T-side
ball (xT, yT, zT) with respect to the tool spindle axis is added to the initial center coordinate TT in the
Equation (1), expressed as the following Equation (15). In the same way, the center offset of the W-side
ball (xW, yW, zW) with respect to the C axis origin is added to the initial center coordinate WC in the
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Equation (13), expressed as the following Equation (16). The simulation is performed in two coordinate
systems at the condition that the offset is 20 μm and the obtained results are shown in Table 4.

TT =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xT

yT

zT

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
−RB

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (15)

WC =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xW

yW

zW

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0
0 1

−βCZ −δxCZ

αCZ −δyCZ

βCZ −αCZ

0 0
1 0
0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦W′C (16)

Table 4. Influence of mounting errors of ball bar on the eccentricity of circular trajectories.

xW yW zW xT yT zT

Cylindrical
coordinate

system

B axis Radial

B axis
Tangential

B axis Axial

Cartesian
coordinate

system

B axis
X-direction

B axis
Y-direction

B axis
Z-direction

Cylindrical
coordinate

system

C axis Radial

C axis
Tangential

C axis Axial

Cartesian
coordinate

system

C axis
X-direction

C axis
Y-direction

C axis
Z-direction

In Table 4, a dotted circle represents theoretical trajectory when there is no mounting errors of
ball bar and the red circle represents changed trajectory affecting by one mounting error for each
measurement. The blank indicates the trajectory has not changed. It is found that the eccentricity
of circular trajectories in these two coordinate systems are strongly affected by the mounting errors
of the T-side ball. Therefore, it is crucial to coincide the center of the T-side ball to the tool spindle
before conducting measurements. However, the mounting errors of the W-side ball do not affect the
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eccentricity in Cartesian coordinate system for the B axis measurements, and in cylindrical coordinate
system for the C axis measurements. Therefore, to eliminate the influence of mounting errors of
the W-side ball on the eccentricities of circular trajectories, the B axis measurements in Cartesian
coordinate system and C axis measurements in cylindrical coordinate system are proposed to identify
the geometric deviations of multi-tasking machine tools.

4.2. Influence of Squareness of Translational Axes

The influence of squareness deviations of translational axes, αYZ, βYZ, and γXY, on the eccentricity
of circular trajectories are shown at the last three columns in Table 3. It is observed that the squareness
deviation γXY only affect the eccentricity of circular trajectory in case of the C axis Y-direction
measurement in Cartesian coordinate system. Therefore, it is indispensable to conduct C axis
Y-direction measurement for identifying the squareness deviations γXY. However, measurement
accuracy of the eccentricity for the C axis Y-direction is strongly affected by the mounting errors of
W-side ball and T-side ball, shown in Table 4. Besides, γXY is very small theoretically and it is difficult
to identify γXY correctly by my proposed identification method. Therefore, the identification for γXY

will not be researched in this study.

5. Identification Procedures and Validity

5.1. Mathematical Expressions between Eccentricities and Geometric Deviations

Mathematical expressions between eccentricities of circular trajectories and geometric deviations
are summarized in Table 5 according to the simulation results. ex, ey and ez represent the components of
eccentricities in X-, Y- and Z-direction, respectively. The subscripts indicate the type of measurements,
for example, CA and BY represent measurements of the C axis axial direction and B axis Y- direction,
respectively. Among the eccentricity, the positional deviation appears as eccentricity is, while the
angular deviation, multiplied by coefficient ZC, RB or RC, appears in eccentricity. The deviation is
positive if the direction of the deviation is identical with the direction of the eccentricity. On the
contrary, the deviation is negative.

Table 5. Mathematical expressions between eccentricities and geometric deviations.

ex ey ez

B: X-direction δzBT — δxBT − RBβXB − RBβYZ

B: Y-direction −RBγXB — RBαXB + RBαYZ

B: Z-direction RBβXB − δxBT δzBT

C: Radial −δxBT + RBβXB + δxCZ +
ZCβCZ + RBβYZ

−RBαXB − RBαBT + δyCZ −
ZCαCZ − RBαYZ

—

C: Tangential RBαXB + RBαBT − δyCZ +
ZCαCZ + RBαYZ

−δxBT + RBβXB + δxCZ +
ZCβCZ + RBβYZ

C: Axial RCβCZ − RCβYZ RCαYZ − RCαCZ —

It is found that the expressions of the C axis tangential measurement have only opposite arithmetic
signs comparing to those of the C axis radial measurement, and the expressions of the B axis X-direction
measurement is similar with those of the B axis Z-direction measurement. Furthermore, it has been
known that a pitch error of the worm gear affects the eccentricity of circular trajectory measured in the
tangential direction. Thus, the C axis tangential measurement and B axis Z-direction measurement are
not discussed to identify geometric deviations in this study.

In summary, considering the squareness of translational axes, twelve geometric deviations for
multi-tasking machine tools can be identified by measuring the eccentricities of circular trajectories of
the B axis X-direction, B axis Y-direction, C axis radial direction and C axis axial direction.
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5.2. Formulae Considering Squareness of Translational Axes to Calculate Geometric Deviations

To determine 12 variables from eight expressions obtained from above four sensitive direction
measurements, measurement conditions should be devised as following.

Firstly, as only one geometric deviation affects the X axis component of eccentricity in the B axis
X-direction and Y-direction measurements, two deviations γXB and δzBT are directly identified based
on the corresponding eccentricities measured from the B axis X-direction and Y-direction, expressed as
Equations (17) and (18).

γXB = − exBY

RB
(17)

δzBT = exBX (18)

Secondly, when the distance between the center of the W-side ball and the workbench surface of
the C axis is changed from ZC to Z′C, new eccentricities ex′CR and ey′CR are obtained by measuring the
radial direction of the C axis again. Then, another six geometric deviations δxCZ, βCZ, βYZ, αCZ, αYZ

and αXB are calculated by the following Equations (19)–(24).

δxCZ = exCR + ezBX −
ZC

(
ex′CR − exCR

)
Z′C −ZC

(19)

βCZ =
ex′CR − exCR

Z′C −ZC
(20)

βYZ =
ex′CR − exCR

Z′C −ZC
− exCA

RC
(21)

αCZ =
eyCR − ey′CR

Z′C −ZC
(22)

αYZ =
eyCR − ey′CR

Z′C −ZC
+

eyCA

RC
(23)

αXB =
ezBY

RB
− eyCA

RC
− eyCR − ey′CR

Z′C −ZC
(24)

Thirdly, when the radius value is changed from RB to R′′B , new eccentricities ex′′CR and ey′′CR are
obtained from the C axis radial measurement. The remaining deviations δxBT, βXB, αBT and δyCZ are
calculated by the following Equations (25)–(28).

δxBT = ezBX +
RB

(
ex′′CR − ex′CR

)
R′′B −RB

. (25)

βXB =
ex′CR − ex′′CR

RB −R′′B
− ex′CR − exCR

Z′C −ZC
+

exCA

RC
. (26)

αBT =
ey′′CR − ey′CR

RB −R′′B
− ezBY

RB
(27)

δyCZ =
RB

(
ey′CR − ey′′CR

)
R′′B −RB

+
Z′CeyCR −ZCey′CR

Z′C −ZC
(28)
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5.3. Measurement to Identify Geometric Deviations

To identify 12 geometric deviations based on the eccentricity of circular trajectory controlled
by simultaneous three-axis motions, the following six measurements by means of the ball bar are
indispensable, as shown in Figure 6.

Step 1: Four measurements, which are the B axis X-direction, B axis Y-direction, C axis axial
direction and C axis radial direction, are conducted at the condition of LB, ZC and RB.

Step 2: The C axis radial measurement is conducted for the second time at the condition of LB, Z′C
and RB.

Step 3: The C axis radial measurement is conducted for the third time at the condition of LB, Z′C
and R′′B .

As a result, a ball bar measurement should be conducted once in the B axis X-direction, B axis
Y-direction, C axis axial direction, and three times in C axis radial direction. After that, including the
squareness of translational axes, 12 geometric deviations can be calculated by Equations (17)–(28).

Figure 6. Measurement procedures to identify twelve geometric deviations.

5.4. Validity of the Proposed Identification Method

Numerical experiments are performed to confirm the validity of the formulae for geometric
deviations. At first, by using a random number table, the initial values of geometric deviations are
selected and substituted into the mathematical model. Six numerical experiments are conducted at
RC = 50 mm, RB = 360 mm, R′′B = 410 mm, ZC = 300 mm and Z′C = 340 mm. Table 6 summarizes the
eccentricities obtained at each measurement. Finally, the eccentricities are substituted into the above
formulae to calculate the geometric deviations. The differences between the initial values and the
identified values are shown in Table 7.

From the results, it is found that the difference of angular deviations is less than 0.12 arcsecond
and the difference of positional deviations is smaller than 0.37 μm. Therefore, 12 geometric deviations
of multi-tasking machine tools, including the squareness deviations, αYZ and βYZ, can be identified
correctly by using the above formulae.
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Table 6. Eccentricities of circular trajectories in numerical experiments.

Direction B Axis (μm) C Axis (μm)

X a Y a Axial a Radial a Radial b Radial c

ex 16.63 −11.24 0.29 25.73 26.89 28.97
ey - - 0.05 −19.59 −20 −23.26
ez −4.02 10.05 - - - -

a RB = 360 mm; ZC = 300 mm; b Z′C = 340 mm; c R′′B = 410 mm.

Table 7. Difference between initial values and identified values.

Initial Values Identified Values Difference

δxBT (μm) 11.00 10.96 −0.04
δzBT (μm) 17.00 16.63 −0.37
αBT (”) 7.63 7.69 0.06
αXB (”) 3.51 3.44 −0.07
βXB (”) 3.92 3.80 −0.12
γXB (”) 6.39 6.44 0.05
αYZ (”) 2.27 2.32 0.05
βYZ (”) 4.74 4.79 0.05
δxCZ (μm) 13.00 13.01 0.01
δyCZ (μm) 7.00 6.96 −0.04
αCZ (”) 2.06 2.11 0.05
βCZ (”) 5.98 5.98 0.00

6. Conclusions

In this paper, a method to identify geometric deviations which exist in multi-tasking machine tools
on the basis of the trajectories of simultaneous three-axis control motions is investigated. The proposed
method is applied to a multi-tasking machine tool with a swivel tool spindle head in horizontal position
and the identification of the deviations is carried out. From the numerical experiments, the validity of
the proposed identification method is clarified. Conclusions are summarized as following.

(1) The identification method for 12 geometric deviations, in which two squareness deviations of
translational axes αYZ and βYZ are included, is proposed.

(2) From the simulation results, it is confirmed that in order to eliminate the influence of the mounting
errors of the W-side ball on the eccentricities of the circular trajectories, measurements for the
B axis should be performed in Cartesian coordinate system and those for the C axis should be
performed in cylindrical coordinate system.

(3) Considering the squareness of translational axes, six measurements by means of the ball bar are
necessary to identify twelve geometric deviations.

(4) The results of numerical experiments agree well with the given intentional deviations. Therefore,
the influence of the analysis accuracy of the formulae on the identification could be considered to
be negligible.

It can be concluded that the proposed identification method and the measurement procedure can
be sufficiently utilized to identify geometric deviations for multi-tasking machine tools, in which the
squareness of translational axes is taken into consideration.

At the next stage, the validity of the proposed method will be verified by an actual measurement
of a multi-tasking machine tool. According to the proposed identification method, six measurements
by using a ball bar will be conducted firstly and the eccentricities in each translational axis are
obtained. Then, 12 geometric deviations of the considered machine tool will be calculated based on the
formulae proposed in this paper. Finally, the measurements by a ball bar will be conducted again with
compensation of deviations. If the eccentricities would disappear after the compensation, it can be

58



Appl. Sci. 2020, 10, 1811

concluded that the proposed method is effective to identify the geometric deviations accurately for
multi-tasking machine tools.
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Featured Application: Inspired by the principle of closed-loop vector model, this paper proposes

a new computational model to realize the high precision calibration of the step gauge based on

the commercial CMM platform and laser interference technology. According to this method, only

real-time measurements of the attitude and displacement changes in the movement of the step

gauge are needed for the accurate length value of the step gauge to be obtained.

Abstract: A step gauge is a commonly used length standard for international comparison, and its
calibration accuracy is often used as a sign to measure a country’s length Calibration and Measurement
Capability (CMC). Based on this, some developed countries and developing countries all over the
world have been carrying out the research of precision calibration technology for step gauge. On the
basis of summarizing the current situation of step gauge calibration technology in other countries,
this paper presents a new computational model of step gauge calibration based on the Synthesis
Technology of Multi-Path Laser Interferometers (SMLI) and an auto-collimator, which can synthesize
the three laser light paths into the measured centerline of step gauge. It is very important to obtain a
good measurement accuracy for the step gauge, conformed to the Abbe principle, no matter where it
is installed on the CMM measurement platform. In this paper, the development of the mathematical
model, the data collection algorithms, data analysis techniques, and measurement uncertainty budgets
are discussed. Finally, the experimental measurement is carried out and the measurement accuracy is
verified to be effective. The results show that this method can effectively avoid the influence of Abbe
error in length measurement, and significantly enhance the calibration accuracy of the step gauge.

Keywords: metrology; step gauge; length calibration; multi-path laser synthesis technology

1. Introduction

As a universal length standard for calibrating instruments, step gauges are widely used in the
precision calibration and error compensation of high-precision instruments, such as the Coordinate
Measuring Machine (CMM), numerical control machine tool, optical instruments and so on.

Moreover, the International Bureau of Metrology (BIPM) has also listed the step gauge as a
key length comparison, making it an important component in measuring the metrological capacity
of a national geometric measurement calibration laboratory [1–4]. Many ambitious countries have
established their own step gauge calibration devices [5–7].

On the basis of Leitz CMM, the National Metrology Institute of Japan (NMIJ) realize their step
gauge calibration by use of the large displacement measurement of a laser interference measuring
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system, and the micro displacement of the probe of the CMM, thereby obtaining the dimension values
of the measured step gauge. The measurement uncertainty of this device is U= (0.06 + 0.22L) μm [8].

Based on the Moore M48 CMM, the National Institute of Standards and Technology (NIST)
has developed a step gauge calibration device using a specially designed induction type probe that
provides a short-term repeatability of 7 nm [9].

The above two calibration systems are based on the measurement platform of CMM, but the Abbe
error, pitch and yaw errors are considered only as the error sources of measurement uncertainty, rather
than being directly measured and compensated.

The National Institute of Metrology of Finland (VTT MIKES) has constructed a step gauge
calibration system on a vibration isolated stone table with a 1D movable guide rail, rather than CMM,
to eliminate mechanical disturbances [10]. The measurement uncertainty of the system is U = Q[0.090;
0.14L] μm. This system also considers the pitch and yaw errors as the error sources of measurement
uncertainty, and so does not directly measure them.

At Physikalisch-Technische Bundesanstalt (PTB), the Nanometer Comparator is upgraded with a
tactile sensor system to add the capability to measure step gauges. The 1σ repeatability of the device is
better than 7 nm [11]. The system adopts the precise displacement measurement method based on the
principle of vacuum interference, which has high precision, but is relatively complex.

Based on the analysis of the advantages and disadvantages of the above-mentioned instruments,
this paper proposes a new computational model of step gauge calibration based on the Synthesis
Technology of Multi-Path Laser Interferometers (SMLI), in which three of four interferometers are
used for distance measurement, and the fourth channel is used for the wavelength compensation
of the laser [12–14], thereby establishing our own step gauge calibration device on the platform of
Leitz CMM. By adding four laser interferometers in the measurement platform, the spatial position
relationship model of three out of four lasers is constructed, and the synthetic optical path of these
lasers is translated to the measurement line of the measured step gauge, which can effectively eliminate
the influence of the Abbe error of the CMM on the measurement result, and compensate the errors of
pitch and yaw. Based on the presented calculation model of the closed-loop vector principle, the error
caused by pitch and yaw can be corrected to the measured length in real time by measuring attitude
change with an auto-collimator to obtain a better calibration accuracy.

This paper will firstly introduce the composition and structure of the developed step gauge
measurement system by in detail. Then, the principle and implementation of the measurement method
are be addressed systematically. Finally, the experimental results are given and discussed to provide
a conclusion.

2. The Mathematical Modeling and Simulation

In order to eliminate the Abbe measurement error, we designed a mathematical model of SMLI
which can synthesize the three laser light paths into the one measured center line of the step gauge,
as shown in Figure 1. The P1, P2 and P3 are the installation points of three reflector mirrors, and the
O is the measurement point of the step gauge. The three reflector mirrors and the step gauge are
installed in the same moveable platform. The P1P′1 is the first laser measurement path during the
measurement that is marked as l1u1 (l1 is the measurement value of the first interferometer, and u1 is
its unit directional vector), the P2P′2 is the second laser measurement path that is marked as l2u2 (l2 is
the measurement value of the second interferometer, and u2 is its unit directional vector), the P3P′3
is the third laser measurement path that is marked as l3u3 (l3 is the measurement value of the third
interferometer, and u3 is its unit directional vector), and the O O ′ (the O point is the first measurement
position and the O’ is the nth measurement position) is the synthesized measurement path of the
measured step gauge that is marked as r (r is the only unknown quantity). The βi is the angle between
the direction of OPi and X axis of coordinate system, which is known and definite. The θi is the angle
between the direction of PiPi’ (i = 1,2,3)and the Z axis of the coordinate system, which represents the
change of pitch angle and yaw angle during the measurement and is measured by the auto-collimator.
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Figure 1. Mathematical model of Synthesis Technology of Multi-Path Laser Interferometers (SMLI).

According to Figure 1, the mathematical model based on the closed-loop vector principle [15–17]
is as follows.

→
r =

→
e i + li

→
u i −

→
e
′
i, i = 1, 2, 3, (1)

where
→
ei = ei

(
cos βi sin βi 0

)T
(i = 1, 2, 3),‖ →OPi‖ = ‖→ei‖,it is known.

where
→
ui = (sinθi cos βi sinθi sin βi cosθi)

T,it is known. Then, li is also known.
Changing Equation (1) to Equation (2):

(r− ei − liui)
T(r− ei − liui) = e2

i . (2)

Expanding Equation (2) to Equation (3) is done as follows.[
(r− ei)

T − (liui)
T
]
[(r− ei) − (liui)] − e2

i = 0. (3)

Then, Equation (3) is expanded as follows.

⇒ (r− ei)
T(r− ei) − (r− ei)

T(liui) − (liui)
T(r− ei) + l2i − e2

i = 0,

⇒ (r− ei)
T(r− ei) + l2i − e2

i − (r− ei)
T(liui) − (liui)

T(r− ei) = 0.

Suppose the coordinate of point O is (0,0,0), and the coordinate of point O’ is (x,y,z), then:

Gi − lirTui + lieT
i ui − liuT

i r + liuT
i ei = 0, (4)
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where:

Gi = (r− ei)
T(r− ei) + l2i − e2

i = rTr− rTei − eT
i r + eT

i ei + l2i − e2
i

= x2 + y2 + z2 −
(

x y z
)⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

ei cos βi
ei sin βi
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠− (
ei cos βi ei sin βi 0

)⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
x
y
z

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠+ e2
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i

= x2 + y2 + z2 − 2xei cos βi − 2yei sin βi + l2i

lirTui = li( x y z )( sinθi cos β sinθi sin βi cosθ i)
T

= li(x sinθi cos βi + y sinθi sin βi + z cosθi)

lieT
i ui = 1i( ei cos βi ei sin βi 0 )( sinθi cos βi sinθi sin βi cosθi )

T

= li(ei sinθi cos2 βi + ei sinθi sin2 βi)

= eili sinθi

liuT
i r = li( sinθi cos βi sinθi sin βi cosθi )( x y z )

T

= li(x sinθi cos βi + y sinθi sin βi + z cosθi)

liuT
i ei = li( sinθi cos βi sinθi sin βi cosθi )( ei cos βi ei sin βi 0 )

T
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Then, Equation (4) can be extended to Equation (5).

x2 + y2 + z2 − 2xei cos βi − 2yei sin βi + l2i − 2li(x cos βi + y sin βi − ei) sinθi − 2liz cosθi = 0 (5)

Considering that Equation (5) is the function of (x,y,z), we can get Equation (6):

fi(x, y, z) = x2 + y2 + z2 + l2i − 2(li sinθi + ei) cos βix− 2(li sinθi + ei) sin βiy + 2liei sinθi−2liz cosθi = 0. (6)

Let t=(x y z), t (k) is the k-th approximation of the solution t, f i(t) is expanded in vector form by
Taylor series to Equation (7).

fi(t) ≈ fi(t
(k)) + ∇fi(t

(k))
T
(t− t(k)), (7)

that is:

f
′
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T
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T

...
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂ f1(t)
∂t1

∂ f1(t)
∂t2

· · · ∂ f1(t)
∂tn

∂ f2(t)
∂t1

∂ f2(t)
∂t2

· · · ∂ f2(t)
∂tn

...
... · · · ...

∂ fm(t)
∂t1

∂ fm(t)
∂t2

· · · ∂ fm(t)
∂tn

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

By using the Newton iterative method to solve the formula, the solution t can easily be
calculated:t(k+1) = t(k) + Δt(k).

The procedure of the MATLAB simulation is as follows.

(1) The initial values of coordinate point t0 =
(

x0 y0 z0
)T

are assigned for the Newton
iterative method;

(2) Calculate the initial value of the function according to the initial value t0;
(3) Calculating the initial Hesse matrix f

′
0(t);

(4) According to the formula f
′
(t(k))Δt(k) = −f(t(k)), the value Δt(0) can be calculated;

(5) According to the formula t(k+1) = t(k) + Δt(k), the value t(1) can be obtained;
(6) Judge whether the end condition of the iteration is met. If not, return to step (2) to

continue iteration.
In order to verify the accuracy of the mathematical model, according to the actual operation state

and the actual situation of the measuring device, we design two sets of the angles θ, θ ∈ [−2◦, 0◦]
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and θ ∈ [0◦, 2◦] respectively, and generate the deflection angle according to the interval of 0.5◦.
The simulation results are shown in Figure 2.

  
(a) (b) 

Figure 2. Simulation distribution of measurement length deviation of different distances of step gauge
with different attitude angle θ; (a). θ is a negative angle, which means the normal direction of the
measured surface and the starting zero plane of the step gauge is opposite; (b) when θ is a positive
angle, the normal direction of the measured surface and the starting zero plane of the step gauge are
the same.

It can be seen from Figure 2 that the maximum length error of the simulation results is less than
3 nm.

3. Device and Experiment

According to the above-mentioned mathematical model, the step gauge calibration system is
developed, as shown in Figure 3.

  
(a) (b) 

Figure 3. The step gauge measurement system; (a) actual calibration scenario of step gauge measurement
system; (b) the critical optical system. Among this, 1 is the refractive index tracker to compensate the
laser wavelength change, 2 is the plane interferometer, 3, 4 and 5 are the three-way length measuring
interferometers from a single-frequency laser.

The trigger signal of the probe of CMM is used to determine the position of the measuring surface
of the step gauge.

Before the experiment, it is necessary to calibrate the trigger accuracy of CMM probe. In this
system, we adopt the trigger probe with a parallel leaf spring structure, and the displacement change
of the probe can be measured by a Linear Variable Differential Transformer (LVDT).

The measuring principle of the probe is shown in Figure 4. Given the Uprim signal at the input
end of LVDT, when the probe moves to the left side, it drives the core to move to the left, which
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leads to the greater voltage Uleft in the left than the voltage Uright in the right, so the output voltage
Usec is displayed as a sinusoidal positive signal; otherwise, it is a sinusoidal negative signal. After
shaping, subdividing and amplifying the output voltage Usec, it is converted into digital voltage
signal via an 18-bit analog-to-digital conversion(AD) card first, and then converted into the moved
displacement value.

Figure 4. Measuring principle diagram of precision displacement probe for Coordinate Measuring
Machine (CMM). (a) Mechanical schematic diagram of the CMM probe; (b) circuit schematic diagram
of the CMM probe; (c) schematic diagram of the voltage of the probe signal changing with time during
the contact measurement of the probe.

In this system, the trigger sampling interval of the probe is in the linear region of the falling edge
of the probe voltage signal shown in Figure 4c.

The key technology of the step gauge measurement system in realizing the high measurement
accuracy is to realize the synchronous sampling and signal synthesis of the probe voltage signal of the
CMM and the displacement measurement data of the laser interferometer. The probe of CMM produces
the voltage signal with linear change in the measurement process, as shown in Figure 5a. Through
synchronous dynamic sampling, the corresponding laser interferometer displacement measurement
signal is obtained, as shown in Figure 5b. After the two signals are synthesized, the constant coordinates
of the measuring points at the time of triggering are obtained, as shown in Figure 5c.

   
(a) (b) (c) 

Figure 5. Signal synthetic diagram of probe voltage and displacement of laser interferometer: (a) the
sampled voltage value via AD card after triggering during measurement; (b) the sampled laser value
after triggering; (c) the combined value of laser value and voltage value obtained by synchronous
sampling after triggering.

Before calibration, we first use the known high-level standard ball (its sphericity is 0.03 μm, its
diameter is 29.98604 mm) to calibrate the diameter of the CMM probe. The two-side measurement points
of the standard ball are measured 10 times, and the measurement results are shown in Table 1 below.
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Table 1. The measurement results for calibrate the diameter of the CMM probe.

Measurement
Number

The Measured Laser Value(mm)

left side right side

1 713.81023 678.82778

2 713.81020 678.82771

3 713.81024 678.82777

4 713.81029 678.82778

5 713.81028 678.82775

6 713.81026 678.82778

7 713.81031 678.82779

8 713.81024 678.82773

9 713.81023 678.82773

10 713.81030 678.82777

Std. Deviation 0.000034 0.000026

Average Value 713.81026 678.82776

Then, the calibrated diameter of the probe can be calculated by Equation (8).

Dprobe = LleftLaser −RrightLaser −DsphereNom. = 713.81026− 678.82776− 29.98604 = 4.99646 mm. (8)

In order to verify the correctness of the mathematic model and this device, a step gauge made
by the KOBA company of Germany is calibrated. The maximum deviation of measurement results
between this device and the Deutscher Kalibrierdienst (DKD) device is less than 0.5 μm, as shown in
Figure 6.

 

Figure 6. The variation trend of differences between Deutscher Kalibrierdienst (DKD) data and our
device with measurement length.

In order to verify the measurement accuracy of this device, a second-grade standard gauge block
of 500 mm was repeatedly calibrated 10 times. The deviation between the measurement results of this
device and the nominal value of the gauge block is shown in Figure 7.
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Figure 7. The trend chart of deviation of measurement result of this device from nominal value.

4. Measurement Uncertainty

From this device, we can evaluate the uncertainty in measurement in accordance with the GUM
(ISO, "Guide to the Expression of Uncertainty in Measurement," Switzerland, 1993, corrected and
reprinted 1995). The calibration value is obtained by Equation (9) [8,18].

Lstepgage = Lmeasured − LmeasuredαstepgageΔtstepgage + δAstepgage + δAlaser + δprobing + δsphere, (9)

where:
Lstepgage: the measured distance of the step gauge at the reference temperature of 20 ◦C.
Lmeasured: the distance of the step gauge from the calculated measurement value of SMLI.
αstepgage: the thermal expansion coefficient of the step gauge.
Δtstepgage: the difference between the step gauge temperature and the reference temperature of

20 ◦C.
δAstepgage: the uncertainty of the step gauge alignment.
δAlaser: the uncertainty of the laser alignment.
δProbing: the reproducibility of the probing.
δsphere: the uncertainty of the standard sphere calibration.
The uncertainty of the step gauge calibration is calculated by Equation (10).

u(Lstepgage)
2 = u(Lmeasured)

2 + L2
Nom. × u(αstepgage)

2 × Δt2
stepgage

+L2
Nom. × α2

stepgage × u(Δtstepgage)
2 + u(δAstepgage)

2+u(δAlaser)
2

+u(δProbing)
2 + u(δsphere)

2.
(10)

Table 2 shows the uncertainty components in the step gauge calibration.
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Table 2. Uncertainty budget in step gauge calibration.

No. Sources of Nncertainty Magnitude Type Uncertainty

1 Probing repeatability 0.034 μm A 0.034 μm

2 Calibration of probe 0.030 μm B 0.030 μm

3 Uncertainty of standard sphere 0.030 μm B 0.030 μm

4 Temperature measurement 5 mK B 0.143 Lμm

5 Temperature distribution 10 mK A 0.286 Lμm

6 Wavelength (frequency) 1.5 MHz B 0.002 Lμm

7 Wavelength (temperature) 95 mK A 0.053 Lμm

8 Wavelength (air pressure) 53 Pa A 0.081 Lμm

9 Wavelength (humidity) 0.64 % A 0.008 Lμm

10 Wavelength (CO2) 50 ppm B 0.004 Lμm

11 Thermal expansion coefficient 1.0 × 10−6 /K B 0.365 Lμm

12 Error of cosine (step gauge) 0.1 mm/ 1020 mm B 0.005 Lμm

13 Error of cosine (laser) 0.1 mm/1020 mm B 0.005 Lμm

In Table 2, 1–3 are the independent sources of uncertainty, and 4–13 are dependent on thermal
expansion uncertainties and have been converted to the length L.

Then, the uncertainty in measurement of the step gauge calibration using our instrument is
as follows.

U = (k×
√

0.0542 + (0.50L)2)μm; L:m; k:coverage factor.

5. Conclusions

In order to achieve the high calibration accuracy of the step gauge, we proposed acomputational
model of step gauge calibration based on SMLI technology, completed the corresponding mathematical
modeling and simulation, and established a set of calibration device. We also carried out experimental
verification and uncertainty analysis.

From the measurement results, we find that, although the measurement repeatability of this
calibration device is stable over a short distance, it has a divergence trend over a long distance.
Although the deviation of the measurement results is in accordance with the uncertainty analysis
conclusion claimed by the device, the specific causes of this phenomenon will be further analyzed
and studied.

In the future, we will further reduce the measurement uncertainty and improve the calibration
accuracy according to the error source. It is hoped that this paper will provide a new measurement
method reference for related researchers.
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Abstract: The position error of two parallel surfaces is generally constrained by parallelism. However,
as a range of change, it cannot represent the positional relation between two parallel surfaces.
Large-scale equipment such as machine tools are complex and difficult to move. It is also an
engineering problem to perform field measurements on it. To this end, a method of describing the
positional relation between two horizontal parallel surfaces and two vertical parallel surfaces on-site
is proposed in this paper, which is a novel kind of position error, enriching the form of parallel surface
position error, and solves the inconvenience problem of large equipment position error measurement.
The measurement mechanisms are designed, and the measurement principle is given. Firstly, the
combined projection waveform of the measured surface can be obtained by the geometric relationship
between the measurement mechanism and the measured surface. Secondly, an algorithm is studied
to process the obtained waveform, and the combined projection curve of the measured surface is
acquired. Then, under the condition of considering the shape contours of the two surfaces, an
algorithm is developed to acquire the calculated shape contour of the measured surface. According
to the difference between the calculated surface shape contour and the known shape contour of the
measured surface, the positional relation of the two surfaces can be determined. Meanwhile, the
mathematical models of algorithms are established, and the measurement experiments are carried
out, and the algorithms are verified by the mutual measurement method of the two surfaces. The
results show that this method can accurately obtain the positional relation of two horizontal parallel
surfaces and two vertical parallel surfaces.

Keywords: measurement mechanism; machine tool; surface shape contour; on-site measurement;
positional relation

1. Introduction

The CNC machine tool is an important piece of equipment in the traditional manufacturing
industry. Two positioning surfaces of the machine tool serve as the datum surface for the mounting
rails, and their position error plays a vital role in the accuracy of the machine tool. In the modern
manufacturing industry, the position error of two parallel surfaces is generally constrained by
parallelism, and parallelism is orientation error, which is the total allowable variation of the measured
element in the direction relative to the datum. Therefore, the orientation error has the function of
controlling the direction, that is, controlling the direction of the measured elements relative to the
datum elements. However, the calculation method of parallelism is very mature. Firstly, we need
to establish a datum direction on the datum plane. The method is to fit a straight line (as shown in
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Figure 1a) or a surface (as shown in Figure 1b) as a datum direction. The obtained parallelism is a
number. The key to parallelism evaluation is to determine the datum direction.

 
Figure 1. Evaluation method of parallelism: (a). Line-to-line (b). Surface to surface.

With the development of the manufacturing industry, the requirements for machine tools are
increasing. In order to improve the performance of the machine tool, we study the impact of the
positioning accuracy of the machine tool on the accuracy of the machined parts and maintain the
accuracy of the machine tool itself. The more we know about position errors, the better for us. Therefore,
this paper proposes a method of describing the positional relation between two parallel surfaces
on-site, which is a novel kind of position error. It has no datum direction, enriching the form of parallel
surface position error. The significance of obtaining the positional relation curve of the two positioning
surfaces on the machine tool is that, on one hand, the positional relation curve can guide the subsequent
modification, grinding, bed fitting and quantitative analysis of the machined parts. On the other hand,
the positional relation curve can also be used to evaluate the torsional state of the surface.

In the development of shape error detection methods, there are several novel methods are used
to obtain straightness [1–4], flatness [5–10], roundness [11,12]. However, because the method of
evaluating the parallelism in position error is relatively simple, there is relatively little research on
this aspect. Hsieh et al. [13] proposed a method for measuring the parallelism of static and dynamic
linear guideways. Hwang et al. [14] proposed a three-probe system, which can be used to acquire the
parallelism and straightness of a pair of guideways simultaneously. The parallelism measurements are
based on an expanded reversal method and the straightness measurements are based on a sequential
two-point method. Bhattacharya et al. [15] described an interferometric method for measuring the
parallelism of an end face of a transparent material. Lee et al. [16] developed a double ball-bar method
to measure parallelism errors of the spindle axis of machine tools. Maurizio et al. [17] discussed
two methods for measuring the parallelism error of gauge blocks. It can be known from searching
literatures that in the study of shape and position errors, there is very little description of the positional
relation between two parallel surfaces. Moreover, the above methods need to be carried out using
specific equipment and in a specific environment, and the layout of the measurement mechanism
is very complex and needs enough space, but the operating space of machine tools is often limited.
Especially for two vertical surfaces, it is more difficult to perform field measurement. However,
Jywe et al. [18] performed an online measurement of the machine tool’s two-axis straightness error.
Hsien et al. [19] designed an online measurement system for measuring the linearity and parallelism of
linear guides. Unfortunately, these two measurement systems cannot measure the positional relation
of two parallel surfaces.

The parallelism measurement in industry commonly uses specific tools, such as micrometer,
deflection instrument, coordinate measuring machines etc. In fact, micrometer has great randomness,
which is greatly influenced by the operator’s proficiency and experience. In the detection process, the
operator can only judge the quality by observing the change range of the micrometer, and the detection
data cannot be directly saved to the computer. The coordinate measuring machine can record the test
data with high precision, but it can’t measure the machine tool and large equipment on site. Therefore,
from the above introduction, for machine tools with limited operating space, developing a simple
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and easy-to-operate measuring instrument will be an effective method to on-site obtain the positional
relation of two positioning surfaces.

In this paper, a method of describing the positional relation of the two horizontal parallel surfaces
and two vertical parallel surfaces on-site is proposed. This method can separate the shape contours of
the two surfaces and obtain the real positional relation curve of the two surfaces. At the same time,
the laser displacement sensor, which can record the detection data to the computer, is selected as the
detection element, a continuous measuring mechanism suitable for manual operation is developed,
and the corresponding algorithms are studied. Finally, the calculation results are drawn into a curve,
which makes the description of the positional relation more intuitive. This method can also be used to
measure two working surfaces and two guideways of large equipment.

The rest of this paper is organized as follows. In Section 2 the principle of the measurement
mechanism is depicted. In Section 3, the method for describing the positional relation between two
surfaces is introduced. In Section 4, mathematical models of the algorithms are established. In Section 5,
the measurement experiment is carried out and the results are analyzed. Finally, a conclusion is given
in Section 6.

2. Principle of the Measurement Mechanism

2.1. Measuring Mechanism for Measuring Two Horizontal Parallel Surfaces

Figure 2 shows the measurement mechanism for measuring the positional relation between two
horizontal parallel surfaces. The laser displacement sensor (triangulation) ILD-2300 is selected as the
detection element and the technical parameters of the sensor are shown in Table 1.

 
Figure 2. Measurement mechanism for measuring two horizontal parallel surfaces.
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Table 1. Laser displacement sensor parameters.

Model Parameter

Frequency 20 kHz
Resolution 0.3 μm

Absolute error 4 μm (≤±0.02%) full scale
Starting measurement range 50 mm

Light source semiconductor laser (1 mW, 670 nm red)
Impact resistance 15 g/6 ms

Operating temperature 0–50 ◦C
Power requirements 24 VDC (11 . . . 30 VDC), Max 150 mA

Security Level Class 2 according to DIN EN 60825-1: 2001-11
Spot diameter SMR140 × 200 μm, MMR46 × 45 μm, EMR140 × 200 μm

The measurement mechanism consists of slider, guideway, spring limit block, laser receiving plate,
counterweight block, spring, contact line A and B, and detection line C. The length of contact line A, B
and detection line C are 50 mm, and the distance between contact line A and detection line C is 60 mm.
The contact line A, B and detection line C are ground after processing, and the processing accuracy
grade is IT3.The measurement mechanism is in equilibrium with the counterweight, and contact lines
A and B are fixed contact lines. Detection line C is connected with the measurement mechanism
through micro-guideway and springs, the slider block is fixed on the measurement mechanism, the
laser receiving plate is integrated with the micro-guideway and detection line C. In the process of
measurement, the measurement mechanism is manually driven to move in a fixed direction, under
the function of the spring, the detection line C fluctuates up and down with the change of shape
contour the measured surface, the fluctuation is transmitted to the laser receiving plate through the
micro-guideway. At this time, the laser displacement sensor detects the fluctuation and the computer
records the measurements.

It is known that the surface contour consists of roughness contour, waviness contour and surface
shape contour. The surface shape contour is macroscopic. In this paper, the three-dimensional shape
of the measured surface is projected on a plane perpendicular to it, and the macroscopic contour curve
obtained is the surface shape contour, as shown in Figure 3. Therefore, the motion trajectories of the
contact lines A, B, and detection lines C are surface shape contour.

 
Figure 3. Detection path.

As shown in Figure 4a, according to Table 1, the initial measuring range is 50 mm. When the
detection line C and the contact line A are collinear, the detection data should be a fixed value, defining
it as the initial value X0. When considering the shape contours of the two surfaces, the position of the
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detection line C may change, as shown in Figure 4b. The difference between the measurements and the
initial value is the displacement of the detection line C relative to the contact line A.

  
Figure 4. The positional relation between contact line A and detection line C: (a). Contact line A and
detection line C are collinear; (b). Contact line A and detection line C are not collinear.

The advantage of this mechanism is that it easy to operate, and suitable for field measurement.
It can continuously obtain the stored data which change with the shape contour of the measured
surface, instead of some discrete points on the same straight line along the measuring direction.
Meanwhile, it can separate the shape contours of the two surfaces, which cannot be achieved by
ordinary testing equipment.

2.2. Measuring Mechanism for Measuring Two Vertical Parallel Surfaces

Figure 5 shows the measuring mechanism for measuring the positional relation of two vertical
parallel surfaces. Contact lines A and B are fixed, and the detection line C is movable. The length of
contact lines A and B are 70 mm, and detection line C is 50 mm. The contact line A, B, and detection
line C are ground after processing, and the processing accuracy grade is IT3.

 
Figure 5. Measuring mechanism for measuring two vertical parallel surfaces.

During the detection process, the fixed contact lines A and B move in one surface, the variable
contact line C moves in another detection surface, and the contact lines A, B and the detection line C
form a caliper. Under the clamping action of the caliper, the spring generates tension and compression
with the shape contour of the measured surface. At the same time, the fluctuate is transmitted to the
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laser receiving plate along the guide rail, and the laser displacement sensor detects the weak change of
the laser receiving plate and records the change through the computer.

As shown in Figure 6a, according to Table 1, start measuring range is 50 mm. When the surface
where the contact line A and the detection line C are located are absolutely parallel and the surfaces are
absolutely smooth, the detection data is a fixed value and is defined as the initial value X1. When the
shape contours of the two surfaces are considered, the position of the detection line C may change,
as shown in Figure 6b. At this time, fluctuating measurements will be generated, and the difference
between the measurements and the initial value is the displacement of the detection line C relative to
the contact line A.

  

Figure 6. The positional relation between contact line A and detection line C: (a) The distance between
the contact line A and the detection line C is unchanged (b) Contact line A and detection line C are
located in two surfaces with shape contours.

3. The Method for Describing the Positional Relation of Two Parallel Surfaces

3.1. The Description Method of Positional Relation between Two Horizontal Parallel Surfaces

On the basis of the measurement mechanism in Section 2.1, when A, B, and C are in an absolute
smooth surface, the spring is in the initial compression state, this moment, the data recorded by laser
displacement sensor is X0, and X0 is defined as the initial value.

Figure 7 shows the measurement model of two horizontal parallel surfaces. With PA as the datum
surface, PB as the measured surface. Ls is defined as the starting position, Le is defined as the terminal
position. By coinciding contact line A with Ls, the measurement mechanism is driven to move in the
direction indicated in Figure 7, and the measurement mechanism is clinging to the auxiliary surface to
ensure that there will be no sliding during the measurement process. When contact line A reaches to Le,
the measurement is completed, and the data obtained in this process represent effective measurements.

Figure 8a shows the geometric model of PA and PB cross section direction. The shape contour of
PB is determined by the shape contour of PA, the relative height difference of PA surface shape contour
relative to PB surface shape contour and the positional relation of the two surfaces. According to the
mathematical relationship between the effective measurements and X0, the extraction algorithm for
combined projection waveform is developed and the combined projection waveform can be obtained.
Next, since the measurements of the laser displacement sensor change with time, a time-space
conversion algorithm is developed. This algorithm is used to map the time series waveform to the
coordinate position of PB surface, which is called the spatial sequence waveform. Then the trend curve
of this waveform is found by the method of neural network fitting (a fitting method in the toolbox of
MATLAB), which is named as the combined projection curve. This curve is the height difference of PB
surface shape contour relative to PA surface shape contour. Due to the shape contour of each surface
have been measured before, so they are known quantities. According to the combined projection curve
of the PB and the surface shape contour of PA, the separation algorithm for the combined projection
curve is studied. The shape contour of PB surface can be obtained by this algorithm, which is called
the calculated surface shape contour. When the two surfaces PA and PB are coplanar, as shown in
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Figure 8b, the positional relation between the two surfaces is zero, and the calculated surface shape
contour is the same as the known shape contour of PB surface. If the two results are different, it proves
there exists positional relation between two surfaces. Therefore, a description algorithm for positional
relation curve between two surfaces is studied. According to the difference between the calculated
surface shape contour and the known shape contour of the measured surface, the positional relation
between two surfaces can be determined.

 
Figure 7. Detection model of two horizontal parallel surfaces.

 
Figure 8. Geometric model of PA and PB cross section direction: (a) Positional relation exists between
PA and PB surfaces. (b)Positional relation does not exists between PA and PB surfaces.

3.2. The Description Method of Positional Relation between Two Vertical Parallel Surfaces

Figure 9 shows the detection model of two vertical parallel surfaces. The detection process and
algorithm flow are the same as the detection of two horizontal parallel surfaces
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Figure 9. Detection model of two vertical parallel surfaces.

Figure 10 shows the geometric model of PC and PD cross section direction. When PD is the
measured surface with PC as the datum surface. If there is no positional relation between the PC and
PD surfaces, as shown in Figure 10a. The existed geometric relationship is the surface shape contour
and relative displacement of the two surfaces. Since both are known. Therefore, the calculated surface
shape contour is the same as the known surface shape contour. If there is an unknown positional
relation between the PC and PD surfaces, the relative distance between the shape contours of the two
surfaces will change, as shown in Figure 10b. At this time, the shape contour of PD surface cannot be
obtained only from the known shape contour of PC surface and relative displacements. Therefore, the
calculated shape contour of PD surface is different from the known shape contour of PD surface. Their
shape difference is the positional relation curve.

 

 
Figure 10. Geometric model of PC and PD cross section direction: (a) Positional relation does not exists
between PC and PD surfaces. (b)Positional relation exists between PC and PD surfaces.

Due to the existing methods can only perform the parallelism evaluation, but the spatial position
curve of the two parallel surfaces cannot be depicted. Therefore, it is difficult to carry out a comparative
test to verify the test results in this paper.
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By definition, parallelism is different to the positional relation of this article. Parallelism requires
a datum direction as a datum, which is an orientation error. The positional relation has no datum
direction. In this paper, the method of mutual detection by the two surfaces is used to verify the
correctness of this detection method. The significance of mutual detection is that, ideally, the positional
relation curve obtained by PA, PB mutual detection must be the same shape and opposite direction.
The positional relation curve obtained by PC, PD mutual detection must be the same shape. When
different measuring mechanisms are used to measure two horizontal parallel surfaces and two vertical
parallel surfaces, the same positional relation description method is used to obtain the positional
relation curves. However, the datum surface and the measured surface have changed, that is, the
movement trajectories of the detection lines A, B, and the contact line C have changed. Under this
condition, if the results of the mutual detection are all consistent with the objective law, the correctness
of the description method of the positional relation can also be proved.

4. Mathematical Model of the Algorithm

4.1. Mathematical Model for Describing Positional Relation between Two Horizontal Parallel Surfaces

4.1.1. Extraction Algorithm for Combined Projection Waveform

When measuring PB with PA as the datum, the measurements is Xs1. When the shape contour of
PB surface is higher than PA, the guideway moves upwards, Xs1 < X0. When the shape contour of PB
surface is lower than PA, the guideway moves downward, Xs1 > X0, then the combined projection
waveform can be defined as

C1 = Xs1 −X0 (1)

When measuring PA with PB as the datum, the measurements is Xs2, and the moving direction
of guideway is opposite to that of measuring PB with PA as datum. When the shape contour of PB
surface is higher than PA, the guideway moves downward, Xs2 > X0. When the shape contour of PB
surface is lower than PA, the guideway moves upwards, Xs2 < X0. Then, the combined projection
waveform can be defined as

C2 = Xs2 −X0 (2)

4.1.2. Time-Space Conversion Algorithm

Because the combined projection waveform is time series, it is necessary to converse the
measurement waveform of time series into the measurement waveform of spatial sequence. It
is known that the sampling frequency of the sensor is as high as 20 kHz, which means that only
0.00005 s is needed to obtain measurement data, indicating that the sampling density is extremely high.
At such a high sampling density, the measurements at different times are the same, which means that
duplicate measurements are obtained at some detection position, as shown in Figure 11.

 
Figure 11. Structure of measurements.

Further, due to the high resolution of the sensor, the two adjacent measurements may be at the
same position even if the data are not identical. In fact, each detection position only corresponds to one
real measurements. Duplicate measurements will interfere with the shape recognition of waveforms.
Therefore, the purpose of the time-space conversion algorithm is to extract the measurements at
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different positions that can recognize the shape of the measurements. These extracted measurements
are defined as characteristic measurements.

It is known that sampling frequency and the total number of measurement data, the measurement
time t can be expressed as

t =
NLp

f
(3)

where f is the sampling frequency, NLp is the total number of sampling data corresponding to the
moving distance Lp.

Since the speed of the detection mechanism is randomly changed, it is assumed that the average
speed of the mechanism travel is 100 mm/s. Taking the sampling interval of the characteristic
measurements is 1 mm. At this moment, the time between the two characteristic measurements is
0.01 s. When the velocity between the two characteristic measurements is 50 mm/s and the passing
time is 0.01 s, the sampling distance between the two characteristic measurements is 0.5 mm, which is
0.5 mm different from the sampling interval under the average speed, which is insignificant for the
overall curve shape of long surface. By extracting the trend curve through the neural network, the
effect of the above errors can be eliminated, and only the shape of the whole curve of the waveform can
be retained. Therefore, the influence of the driving speed on the detection position can be neglected.
Therefore, the average velocity can be selected as the calculation parameter. The average speed of the
measurement mechanism is

v =
Lp

t
(4)

where Lp represents the moving distance of the measurement mechanism.
Let M represent the data set of the combined projection waveform. Then, the variables a, j, i, s are

created, the initial value of a is 1, j = 1, 2, 3, . . . , NLp , i = a, . . . , NLp .
Then, Equation (5) is defined as the objective function.∣∣∣M(i) − s

∣∣∣ < d (5)

where d is a given value; d is selected according to the actual time series waveform.
If d is too large, the sampling interval of the spatial sequence waveform will be too large, resulting

in distortion of the curve shape. If the d is too small, the redundant data cannot be filtered out. M(i)
represents the i-th data in the set M. The initial value of s is M(1).

When j = 1, Equation (5) is executed to perform data search, when the searched data meets the
objective function condition, a = a + 1, when the condition of the objective function is not met, the data
is stored, at this time, the redundant data is filtered out, and the equation can be expressed as follows{

F( j) = a
K( j) = M(a)

(6)

where F(j) represents the position of K(j) in M; K(j) represents the set of characteristic measurements.
Then, perform new calculations on s, and the equation can be expressed as

s = M(a) (7)

After Equation (7) is completed, j = j + 1, next, repeat Equations (5)–(7). When a = NLp , the loop
is completed. The flow chart of the algorithm is shown in Figure 12.
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Figure 12. Flow chart of the algorithm.

At this time, the number of data in the sets F and K is Nc. It is known that the sampling interval
of the measured surface is two characteristic measurements with a certain value difference, so the
measurement time between the two characteristic measurements can be expressed as

tc(u) =
F(u)t
NLP

(8)

where F(u) represents the u-th data in set F, u = 1, 2, 3, . . . , Nc;
The measurement waveform of spatial sequence corresponding to the coordinate position on the

measured surface can be obtained according to Equation (9), so the time-space conversion of the data
can be realized and Equation (9) can be expressed as follows

vtc(1) → K(1)
vtc(2) → K(2)
· ·
· ·
· ·

vtc(Nc) → K(Nc)

(9)

where tc(1, . . . , Nc) is derived from Equation (8); K(1, . . . , Nc) is derived from Equation (6).
At this time, the spatial sequence waveform corresponding to the combined projection waveform

C1 can be represented by R1, and the spatial sequence waveform corresponding to the combined
projection waveform C2 can be represented by R2. After that, the trend curves Δ1 and Δ2 of R1 and R2

are extracted respectively, and Δ1 is defined as the combined projection curve of R1, Δ2 is defined as
the combined projection curve of R2.

4.1.3. Separation Algorithm for Combined Projection Curve

The separation algorithm model of the combined projection curve is shown in Figure 13.
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Figure 13. Separation algorithm model of the combined projection curve.

With PA as the datum surface and PB as the measured surface, the calculated shape contour can
be defined as

SPB = ZPA ± |Δ1| (10)

where ZPA is the shape contour of PA surface, when Δ1 < 0, uses ‘+’, when Δ1 > 0, uses ‘−’.
With PB as the datum surface and PA as the measured surface, the calculated shape contour can

be defined as
SPA = ZPB ± |Δ2| (11)

where ZPB is the shape contour of PB surface, when Δ2 < 0, uses ‘+’, when Δ2 > 0, uses ‘−’.

4.1.4. Description Algorithm for Positional Relation

When PB is the measured surface, PA as the datum, the positional relation curve of PB relative to
PA can be expressed as

GB = SPB −ZPB (12)

where ZPB is the shape contour of PB surface.
When PA is the measured surface, PB as the datum, the positional relation curve of PA relative to

PB can be expressed as
GA = SPA −ZPA (13)

where ZPA is the shape contour of PA surface.

4.2. Mathematical Model for Describing Positional Relation between Two Vertical Parallel Surfaces

4.2.1. Extraction Algorithm for Combined Projection Waveform

Three kinds of situations may occur during the measurement of two vertical parallel surfaces.
As the detection model shown in Figure 14, when PD is measured surface with the PC as the datum
surface, the measurements is Xs3. When the contact line A is at P0 and the detection line C is at P1, the
distance between the surface where the contact line A is located and the surface where the detection
line C is located is the same as the distance between the two surfaces which are absolutely parallel, and
both are L. At this time, the measurement is fixed, defined as X1. Ideally, in the case where there is
no positional relation between the two surfaces, the detection line C should be located at P2, and the
contact line A should be located at P0. Since two absolutely parallel surfaces do not exist, the actual
detection line C should be located at P3.
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Figure 14. Separation algorithm model of the combined projection curve: (a) Model 1; (b) Model 2; (c)
Model 3.

In the detection model shown in Figure 14a,b, the spring is in compression state, at this time, Xs3

< X1. In the detection model shown in Figure 14c, the spring is in the stretching state, at this time, Xs3 >

X1. Then, the combined projection waveform can be defined as

C3 = Xs3 −X1 (14)

When measuring PC with PD as datum, the measurement is Xs4, when the spring is in compression
state, Xs4 < X1, and when the spring is in stretching state, Xs4 > X1. Then, the combined projection
waveform can be defined as

C4 = Xs4 −X1 (15)

At this time, the spatial sequence waveform corresponding to the combined projection waveform
C3 can be represented by R3, and the spatial sequence waveform corresponding to the combined
projection waveform C4 can be represented by R4. After that, the trend curves Δ3 and Δ4 of R3 and
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R4 are extracted respectively, and Δ3 is defined as the combined projection curve of R3, while Δ4 is
defined as the combined projection curve of R4.

4.2.2. Separation Algorithm for Combined Projection Curve

The separation algorithm model of the combined projection curve is shown in Figure 14. With PC
as the datum surface, PD as the measured surface, the calculated shape contour can be defined as

SPD = −Δ3 −ZPC (16)

where ZPC is the shape contour of PC surface.
With PD as the datum surface, PC as the measured surface, the calculated shape contour can be

defined as
SPC = −Δ4 −ZPD (17)

where ZPD is the shape contour of PD surface.

4.2.3. Description Algorithm for Positional Relation

When PC is the measured surface, PD as the datum, the positional relation curve of PD relative to
PC can be expressed as

GD = SPD −ZPD (18)

When PC is the measured surface, PD as the datum, the positional relation curve of PD relative to
PC can be expressed as

GC = SPC −ZPC (19)

5. Experimental Validation

5.1. Measuremen Texperiment of Two Horizontal Parallel Surfaces

5.1.1. Experimental Step

In order to verify the correctness of this measurement method, the measurement experiment was
carried out. Before measuring, a marble flat ruler with class 000 precision as shown in Figure 2 was
selected as the datum surface, the size of the marble flat ruler selected in this paper is 500 × 100 ×
50 mm, and its flatness is 1.5μm. Therefore, it can be regarded as an approximately absolute horizontal
plane. Then, the measurement mechanism was placed on the surface of marble ruler to calibrate the
initial value X0. It is assumed that contact line A and detection line C are on the same horizontal
surface. Place the detection mechanism at different positions on the marble flat ruler and find the
average of the five measurements, then the initial value X0 can be obtained, and X0 is 32.92014 mm.

Taking PA and PB surfaces with a length of 500 mm and a width of 50 mm, the distance between
the two surfaces is 60 mm. Calibrating the starting and ending positions, ensure that the spring is
in compression. Firstly, the PB surface was detected by using PA surface as the datum surface, as
shown in Figure 15a, and then the PA surface was detected by using PB surface as the datum surface,
as shown in Figure 15b. The measurement method is described in Section 3.1. Each surface was
measured four times. During the measurement process, the measurement mechanism moves along
the auxiliary surface toward the arrow direction. Under the constraint of an auxiliary surface, the
detection mechanism will not slide.

84



Appl. Sci. 2020, 10, 2152

  
Figure 15. Measurement system of two horizontal parallel surfaces. (a) PB is the measured surface.
(b) PA is the measured surface.

5.1.2. Results and Analysis

The measurements of laser displacement sensor are shown in Figures 16 and 17. When the contact
line A is located at the starting position, computer begins to record the data. After the contact line A
reached the end position, where it necessary to save the data, the measurement mechanism is in a static
state, and the measurements of this process represent a straight line approaching the level. It is known
that the measurements between starting position and end position is defined as valid measurements.
Therefore, the suspended time series waveforms need to be separated and the effective measurements
were obtained.

 

 
Figure 16. The measurements when PB is the measured surface (a) measurements 1 (b) measurements
2 (c) measurements 3 (d) measurements 4.
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Figure 17. The measurements when PA is the measured surface (a) measurements 1 (b) measurements
2 (c) measurements 3 (d) measurements 4.

When the effective measurements and X0 were obtained, the combined projection waveforms were
calculated according to Equations (1) and (2). Figure 18 shows the combined projection waveforms. It
can be seen that the waveforms change with sampling time, and the measurement time is different,
which has greater randomness.

 
Figure 18. Combined projection waveforms. (a) PB is the measured surface (b) PA is the
measured surface.

The measurements in Figure 18 are sequenced according to the measurement time from short to
long. Then, FFT is carried out to obtain the amplitude frequency characteristics, as shown in Figure 19.
It can be seen from the analysis of the amplitude of the low-frequency band that the amplitudes of
the spectrum graphs corresponding to different waveforms are basically identical. Further, the peak
mainly occurs near 0 Hz and there is no frequency doubling relationship in the amplitude frequency
characteristics. This is because the measurements changes with the shape of the measured plane
and is not affected by other factors. When 2–28 Hz is amplified, it is found that the amplitude does
not increase or decrease monotonously with the increase of measurement time. It shows that the
measurement time has no effect on the amplitude frequency characteristics of the measurements. It
can also be understood that when four waveforms are converted into spatial sequences, the overall
shape of the waveforms does not change significantly.
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Figure 19. Amplitude frequency characteristics of measurements. (a) PB is the measured plane (b) PA
is the measured plane.

Extracting the amplitude corresponding to the 2 Hz, 4 Hz, 6 Hz, 8 Hz, as shown in Figure 20,
it can be seen that the amplitude corresponding to the same frequency has little difference with
varying measurement time, indicating that different driving speed has little impact on the attribute of
measurements. Therefore, the average velocity can be used as the calculation parameter.

Figure 20. Amplitude corresponding to frequency 2 Hz, 4 Hz, 6 Hz, 8 Hz. (a) PB is the measured plane
(b) PA is the measured plane.

Then the waveforms in Figure 18 are processed by the time-space conversion algorithm. The
converted spatial sequence waveforms are shown in Figure 21. Because the positional relation curve is
macro geometric, therefore, the trend curves of the waveforms in Figure 21 are extracted, which are
called the combined projection curves, as shown in Figure 22. It can be seen from Figures 21 and 22,
when the measurement mechanism detects the identical surface, A, B, and C always pass the shape
contours of the identical surfaces. Although the characteristic measurements at the same position are
not exactly the same, but the overall shape of the waveform trend curve is constant, the combined
projection curves on the identical measured surfaces are close to coincidence. This shows that the
detection mechanism has good repeatability and stability, and the time–space conversion algorithm
successfully converts the waveforms of time–deviation into the position–deviation.
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Figure 21. Combined projection waveforms of spatial sequence (a) PB is the measured surface. (b) PA
is the measured surface.

 

Figure 22. Combined projection curves. (a) PB is the measured surface. (b) PA is the measured surface.

Figure 23 shows the average of combined projection curve of the PA and PB surfaces. Here, the
data structure is the same as that of the known surface shape contours in Figure 24, and each datum
corresponds to the identical detection position. As can be seen from Figure 23 the combined projection
curves obtained by mutual measurement of the two surfaces are symmetrically distributed with 0 as
the center, which accords with the mathematical relationship of the data corresponding to the same
position in the two surfaces in Figure 13.

Figure 23. The average of the combined projection curves of the PA and PB surfaces.
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Figure 24. Known surface shape contours.

Based on the above analysis, substituting the data in Figures 23 and 24 into Equations (10) and (11),
the calculated surface shape contours are obtained, as shown in Figure 25. It can be seen from Figure 25
that the calculated surface shape contours are different from the known surface shape contours, which
indicates that there exists a positional relation between two surfaces PA and PB.

Figure 25. Comparison between the calculated surface shape contour and known surface shape contour:
(a) PB is the measured surface. (b) PA is the measured surface.

Finally, the data in Figure 25 were substituted into Equations (12) and (13) to obtain the difference
curve between the calculated surface shape contour and the known surface shape contour, as shown in
Figure 26. The curve describes the positional relation of the two surfaces. It can be seen from Figure 26.
The positional relation curve obtained by mutual check has the same shape and symmetric distribution,
which is consistent with the principle of a positional relation between two horizontal parallel planes.
The maximum error is 4.07 μm, which has little effect on the overall shape of the curve. The correctness
of this detection method can be proved.
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Figure 26. Two positional relation curves.

5.2. Measuremen Texperiment of Two Vertical Parallel Surfaces

5.2.1. Experimental Step

In order to verify the correctness of the algorithm for describing the positional relation between
two vertical parallel surfaces, a measurement experiment was performed using a homemade measuring
instrument, and the measurement site is shown in Figure 27. Before measurement, choosing a class
000 marble ruler with length of 100 mm, width of 60 mm, and height of 50 mm. As its parallelism
is 1μm, the surfaces on both sides of the marble ruler can be approximately regarded as absolutely
smooth parallel surfaces. Firstly, place the contact lines A, B, and the detection line C on both sides of
the marble ruler, and tightly clamp the marble ruler. Then, the initial value X1 can be obtained and X1

is 24.1379 mm.

 
Figure 27. Measurement system of two vertical parallel surfaces.

The method for detecting the positional relation between two vertical parallel surfaces is the same
as the method for detecting the positional relationship between two horizontal surfaces. Firstly, use
the PC as the datum surface to detect the PD surface, and then use the PD surface as the datum surface
to detect the PC surface. Repeat the measurement four times for each surface.

5.2.2. Results and Analysis

The original measurement data recorded by the computer is shown in Figures 28 and 29. When
the contact line A is located at the starting position, computer begins to record the data. After the
contact line A reached the end position, where it is also necessary to save the data, the measurement
mechanism is in a static state, and the measurement of this process is a straight line approaching the
level. It is known that the measurement between starting position and end position is defined as a
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valid measurement. Therefore, the suspended time series waveforms need to be separated and the
effective measurements were obtained.

 

 

Figure 28. The measurements when PD is the measured surface (a) measurements 1 (b) measurements
2 (c) measurements 3 (d) measurements 4.

 

 
Figure 29. The measurements when PC is the measured surface (a) measurements 1 (b) measurements
2 (c) measurements 3 (d) measurements 4.

Extract the effective measurements, according to Equations (14) and (15), and the combined
projection waveform will be obtained, as shown in Figure 30.
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Figure 30. Combined projection waveforms: (a) PD is the measured surface (b) PC is the
measured surface.

It can be seen from the Figures 19 and 20 that the measurement time has no effect on the overall
shape of the waveforms. Then, use the space-time conversion algorithm to obtain the spatial sequence
waveform, as shown in Figure 31. The trend curve of the waveform in Figure 31 is extracted to
obtain a combined projection curve, as shown in Figure 32. The projection curves obtained from
multiple measurement are close to coincidence, which shows that the detection mechanism also has
high repeatability and stability when applied to the detection of vertical surface, which proves the
rationality of the design of the detection mechanism in the vertical direction.

Figure 31. Combined projection waveforms of spatial sequence: (a) PD is the measured surface (b) PC
is the measured surface.
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Figure 32. Combined projection curves (a) PD is the measured surface (b) PC is the measured surface.

Figure 33 shows the average of the combined projection curve of PC and PD surfaces. It can be
seen from Figure 33 that the combined projection curves are close to coincide. It is proved that the
relative displacement of the two vertical surfaces is only related to the distance of the detection line C
relative to the datum surface, independent of the direction, and in line with the geometric relationship
in the detection model in Figure 14.

Figure 33. The average of the combined projection curves of the PC and PD surfaces.

Based on the above analysis, the data in Figures 24 and 33 are substituted into Formulas (16)
and (17) to obtain the calculated surface shape contours, as shown in Figure 34. It can be seen from
Figure 34 that the calculated surface shape contour is different from the known surface shape contour,
indicating that there exists a positional relation between the two surfaces.

Figure 34. Comparison between calculated surface shape contour and known surface shape contour:
(a) PD is the measured surface (b) PC is the measured surface.

Finally, the data in Figure 34 are substituted into Equations (18) and (19) to obtain the difference
curve between the calculated surface shape contour and the known surface shape contour, as shown
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in Figure 35. The curve describes the spatial relationship between PC and PD surfaces. As can be
seen from Figure 35, the shape of positional relation curves obtained by mutual detection are close to
coincidence, which id consistent with the principle of positional relation between two vertical parallel
surfaces. The maximum error of the two positional relation curves is 4.56 μm, which has little effect on
the overall shape of the curve. The correctness of this detection method can be proved.

Figure 35. Two positional relation curves.

5.3. Discussion

In order to verify whether this method is correct and whether the detection instruments are
designed reasonably, only short span tests are carried out in this paper. When measuring the two
surfaces with large span, as long as the detection mechanisms are in a balanced state, there will be no
sliding. Therefore, this method can still be used for measurement of large span surfaces.

Because the contact lines A, B, and detection line C have shape errors, and the combined projection
waveform is equal to the measurements minus the initial value, therefore the influence of the shape
errors of the contact lines A, B, and detection line C on the measurement results can be eliminated.

During the detection progress, the measurements will be affected by motion error, surface
roughness, spring damping and other factors. However, the influence of these factors accounts for
a small proportion of the measurements. Since the position relation curve is macro, the trend curve
reflects the overall shape of the measurements. The extracted trend curve has a certain inclusiveness to
the peak and valley of the waveform. When the trend curve of the waveform is extracted, the error
components in the measurements will be largely separated. Therefore, the error has little effect on the
shape of trend curve and the error of the final positional relation curve mainly comes from the method
of extracting the trend curve.

The article focuses on verifying the correctness of the detection method and whether the detection
mechanism can be applied to actual measurement. The next work will focus on the analysis of the
uncertainty of detection methods and the detection process.

6. Conclusions

This paper proposed a method for describing the positional relation of two parallel surfaces
on-site. The extraction algorithm for combined projection waveform, time-space conversion algorithm,
the separation algorithm for combined projection curve, and the description algorithm for positional
relation are successfully developed. It can be seen from the experimental results that the combined
projection curves obtained by detecting the same surface are nearly coincident, indicating that the
detection mechanism has high repeatability. The extracted trend curve has a certain inclusiveness to
the peak and valley of the waveform. Although the measurements affected by motion error, surface
roughness, spring damping, and others factor, the error has little effect on the shape of trend curve.
The results of the mutual detection of the two examples are in accordance with the objective law.
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The maximum error of the positional relation curve obtained by the mutual detection of the two
horizontal parallel surfaces is 4.07 μm, and the maximum error of the position relation curve obtained
by the mutual detection of the two vertical parallel surfaces is 4.56 μm, which has little effect on the
curve shape, indicating that this method can accurately obtain the positional relation between two
horizontal parallel planes and two vertical parallel planes. The measurement mechanisms are designed
reasonably, and the measurement method is correct. It is operable in practical application.

Moreover, it can be completed in two minutes from the acquisition of the detection data to the
drawing of the positional relation curve of two surfaces, which means high efficiency. Compared with
the existing parallelism evaluation method, the positional relation curve obtained by this method makes
the description of the position error of two parallel planes more specific. Compared with the existing
measurement instruments, the mechanisms are more suitable for field measurement of large equipment.
This research demonstrates innovation, and it is also of great significance to the requirements of modern
industries such as field measurement and the digitalization of assembly processes.
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Abstract: Existing scanning laser three-dimensional (3D) imaging technology has slow measurement
speed. In addition, the measurement accuracy of non-scanning laser 3D imaging technology based
on area array detectors is limited by the resolution and response frequency of area array detectors.
As a result, applications of laser 3D imaging technology are limited. This paper completed simulations
and experiments of a non-scanning 3D imaging system with a single-pixel detector. The single-pixel
detector can be used to achieve 3D imaging of a target by compressed sensing to overcome the
shortcomings of the existing laser 3D imaging technology. First, the effects of different sampling rates,
sparse transform bases, measurement matrices, and reconstruction algorithms on the measurement
results were compared through simulation experiments. Second, a non-scanning 3D imaging
experimental platform was designed and constructed. Finally, an experiment was performed to
compare the effects of different sampling rates and reconstruction algorithms on the reconstruction
effect of 3D imaging to obtain a 3D image with a resolution of 8 × 8. The simulation results show
that the reconstruction effect of the Hadamard measurement matrix and the minimum total variation
reconstruction algorithm performed well.

Keywords: scanless 3D imaging; compressed sensing; depth detection; single-pixel detector

1. Introduction

At present, using three-dimensional (3D) imaging technology to obtain 3D information about the
surrounding environment is important in many application fields, particularly in the fields of autonomous
driving, 3D printing, machine vision, and virtual reality [1,2]. Traditional laser 3D imaging is divided into
two main types: scanning and non-scanning. Scanning technology performs a point-by-point measurement
of the target through a mechanical scanning device. The entire system occupies a large volume and has low
measurement efficiency [3,4]. Non-scanning technology usually uses an area array detector to measure
the reflected light at every point in the target area simultaneously. However, imaging using an area array
detector has problems, such as a low signal-to-noise ratio, limited imaging resolution, and limited response
frequency; these lead to low imaging resolution and accuracy [5–7].

Nyquist sampling theory requires that the sampling rate must be more than twice the signal
bandwidth to reconstruct the original signal without distortion from the discrete sampling signal,
but a large amount of redundant information occupies the resources of the signal sampling system.
In 2006, Donoho, Candes, and Tao proposed the theory of compressed sensing [8–10]. It was proven
that for sparse or sparsely expressed signals, the original signal can be reconstructed accurately with
a high probability using a small number of measurement times. This resolves the contradiction between
measurement resolution and measurement efficiency in traditional 3D imaging signal sampling and
makes 3D imaging possible with a single-pixel detector. In 2008, Takhar of Rice University developed
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a single-pixel camera using the theory of compressed sensing; Takhar first applied compressed sensing
to imaging systems [11]. In 2011, Howland of the University of Rochester used a photon-counting
method to achieve 3D compressed sensing imaging [12] using a pulsed laser with a wavelength of
780 nm and achieved a distance resolution of 30 cm. In 2014, Guo of Beijing Institute of Technology
proposed a 3D compressed sensing imaging method based on the phase method ranging principle [13]
and conducted preliminary simulation verification of the entire system but did not study 3D imaging
experiments further. In 2015, Sun of Beihang University used a slicing method and a pulsed laser
to realize 3D compressed sensing imaging [14] and accurately reconstructed a target scene with
a resolution of 128 × 128, achieving an accuracy of 3 mm within a distance of 5 m.

In this paper, a single-pixel non-scanning 3D imaging system was designed, and the system
was investigated in terms of theories, simulations, and experiments. First, the effects of different
sampling rates, sparse transform bases, measurement matrices, and reconstruction algorithms on the
measurement results were compared through simulation experiments. Second, a non-scanning 3D
imaging experimental platform, based on a single-pixel detector, was designed and constructed. Finally,
an experiment was performed to compare the effects of different sampling rates and reconstruction
algorithms on the reconstruction effect of 3D imaging to obtain a 3D image with a resolution of 8 ×
8. The results of the experiment showed that the 3D imaging system works, and its reconstruction
of the Hadamard measurement matrix and the minimum total variation reconstruction algorithm
performed well.

2. Three-Dimensional Imaging Theory

2.1. System Structure

In this study, the non-scanning 3D imaging system with a single-pixel detector is based on the
traditional compressed sensing two-dimensional imaging. Meanwhile, modulation information is
added to the laser light intensity. We can obtain the distance information about the target area by phase
detection to complete the 3D imaging. The system structure is shown in Figure 1.

PC
Single pixel

detector

Receiving
lens

DMD

Laser

Target

Capture
card

Collimating
lens

Beam expander

Figure 1. System structure.

The 3D imaging process of the system works as follows. The laser emits a continuous modulated
beam with a sine wave modulation. The continuous laser enters the mirror area of a digital micro-mirror
device (DMD) after collimation. The DMD’s micro-mirror array flips according to the elements of the
first row in the measurement matrix, which are input in advance. The laser beam reflected by the DMD
is irradiated onto the target through an expanded beam. The reflected laser from the target surface is
focused by the condensing lens on the photo-sensitive element of the single-pixel detector, which then
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receives an electrical signal after photo-electric conversion. The signal is collected by the capture card,
and a measured value is obtained after the phase detection process.

The remaining elements of the measurement matrix are entered in sequence, and the above
operation is repeated to obtain a number of measured values that correspond to the required sampling
rate. After performing the compressed sensing reconstruction processing on the obtained measurement
values, the delay phases of the modulated laser at various points in the target area are obtained.
Finally, according to the phase method ranging principle, the distance of each point in the target area is
calculated, and the 3D information about the target can be obtained.

2.2. Measurement Principle

The two-dimensional signal of the target image, with a resolution of n × n, can be connected in
columns or rows, and converted to a one-dimensional discrete signal x. There are N = n2 elements in x,
of which there are K non-zero values. After obtaining the linear measurement values y ∈ RM under the
measurement matrix Φ ∈ RM×N(M < N), the compressed sensing sampling process can be described
as follows [15]:

y = Φx. (1)

Equation (1) is solved by the reconstruction algorithm; a one-dimensional signal x can be
reconstructed from y, and then restored to a two-dimensional signal by x.

According to the above-mentioned compressed sensing imaging theory, M measurements must be
performed by the system used in this study. That is, the DMD needs to be flipped M times. Each row
element (1 or 0) in the pre-selected measurement matrix Φ (M × N) corresponds to the switching state
of the micro-mirror at each pixel of the DMD in a single measurement. The resolution of the DMD
micro-mirror array is n × n. Let the horizontal and vertical coordinates of the DMD pixel be i and j,
respectively. In the kth measurement of these M measurements, the state of a single micro-mirror in (i,
j) in DMD is

Φk
i j =

{
1
0

. (2)

Φk
i j = 1 means that the micro-mirror is on (+ 12◦ flip), and Φk

i j = 0 means that the micro-mirror is
off (−12◦ flip). The transmitted laser signal after sine wave modulation is

Xk
T(t) = Mk

T cos(wt + ϕ0), (3)

where Mk
T is the amplitude of the transmitted signal, w is the modulation angular frequency of the

transmitted signal, and ϕ0 is the initial phase of the transmitted signal. The optical signal after DMD
modulation can be expressed as

Xk
T(t) = Φk

i j·Mk
T cos(wt + ϕ0). (4)

Because the distance from each point of the target surface to the transmitting end is different,
the transmitted signal will have different phase delays at each point. After the emitted light is reflected
by the target, the reflected signal at the corresponding pixel point (i, j) is

Xk
Rij
(t) = Φk

i j·Mk
Rij

cos(wt + ϕ0 + Δϕi j), (5)

where MRij is the amplitude of the reflected signal at (i, j) due to the attenuation of light intensity,
and Δϕi j is the delay phase of the reflected signal at (i, j) relative to the transmitted signal.
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The total reflected light received at the kth time step can be expressed as the sum of the reflected
light at each point:

Xk
R(t) =

n∑
i=1

n∑
j=1

Φk
i j·XRij(t)

= cos(wt + ϕ0)·
n∑

i=1

n∑
j=1

(Φk
i j·MRij cos Δϕi j)

− sin(wt + ϕ0)·
n∑

i=1

n∑
j=1

(Φk
i j·MRij sin Δϕi j)

(6)

The total reflected light can be received by a single-pixel photo-detector and measured. The total
reflected signal amplitude is Mk

R, and the delay phase relative to the transmitted signal is ΔΦk.
An alternative expression of the total reflected light is

Xk
R(t) = Mk

R cos(wt + ϕ0 + ΔΦk)

= Mk
R

[
cos(wt + ϕ0) cos ΔΦk − sin(wt + ϕ0) sin ΔΦk

] (7)

Comparing Equations (6) and (7), the following can be obtained:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
n∑

i=1

n∑
j=1

Φk
i j·MRij cos Δϕi j = Mk

R cos ΔΦk = ak

n∑
i=1

n∑
j=1

Φk
i j·MRij sin Δϕi j = Mk

R sin ΔΦk = bk
. (8)

After M measurements, two sets of measurement values, A and B, are obtained from Equation (8):⎧⎪⎪⎪⎨⎪⎪⎪⎩ A =
[
a1, a2, a3, · · · · · · , ak, · · · · · · , aM

]T

B =
[
b1, b2, b3, · · · · · · , bk, · · · · · · , bM

]T . (9)

Equation (9) expresses the product of the sine and cosine of the phase difference of each pixel and
the signal amplitude as two column vectors:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

x1 =

[
MR11 sin Δϕ11, MR12 sin Δϕ12, · · · · · · , MR1n sin Δϕ1n, · · ·
· · · , MRn1 sin Δϕn1, · · · · · · , MRnn sin Δϕnn

]T

x2 =

[
MR11 cos Δϕ11, MR12 cos Δϕ12, · · · · · · , MR1n cos Δϕ1n, · · ·

· · · , MRn1 cos Δϕn1, · · · · · · , MRnn cos Δϕnn

]T . (10)

According to Equations (8)–(10), and the measurement matrix Φ corresponding to M measurements,
we can obtain {

A = Φx1

B = Φx2
. (11)

The two equations in Equation (11) are solved by the compressed sensing reconstruction algorithm,
and the vectors x1 and x2 are reconstructed. We can eliminate the unknown parameter MRij in x1

and x2, and we then get the delay phase Δϕnn of the target. The distance of each point is calculated
according to the phase method ranging principle to complete the compressed sensing 3D imaging of
the target.

3. Simulation Experiments

3.1. Simulation Process

To study the effects of different sampling rates, sparse transform bases, measurement matrices,
and reconstruction algorithms on the effect of 3D imaging reconstruction in compressed sensing,
simulation experiments were performed in the MATLAB software environment. Figure 2 is the
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simulation target used in the simulation experiment. In the figure, the distance d1 of the grayscale
value 255 (white) of the pixel is 1 m, and the distance d2 of the grayscale value 0 (black) is 6 m.

 
Figure 2. An 8 × 8 target map.

The laser modulation frequency was f = 5 × 106 Hz, and the sampling frequency was fs = 1 × 109

Hz. Comparative experiments were conducted using the following compressed sensing parameters:

1. Sampling rate: 0.2, 0.4, 0.6, and 0.8.
2. Sparse transformation basis: Discrete cosine transform (DCT) and fast Fourier transform (FFT).
3. Measurement matrix: Partial Hadamard matrix (HA) [16] and Bernoulli matrix (BE) [17].
4. Reconstruction algorithm: Basis pursuit (BP) [18], orthogonal matching pursuit (OMP) [19],

and minimum total variation (TV) [10,20].

Because the DMD micro-mirror can only represent 1 or 0, we select as the measurement matrix the
partial Hadamard matrix and Bernoulli matrix, and we replace -1 in the matrix by 0 [21]. TV is an image
restoration method based on the discrete gradient of an object. The discrete gradient of most natural
images is sparse, so this algorithm does not need to perform sparse transformation. The simulation
uses the root mean square error (RMSE) of the delay phase obtained after reconstruction, at each point,
as a metric to evaluate the reconstruction effect.

3.2. Simulation Experiment Conclusion

The simulation results are shown in Figure 3.

  
(a) (b) 

Figure 3. Cont.
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Figure 3. Reconstruction results of three reconstruction algorithms, based on different measurement
matrices and sparse transforms. (a) Basis pursuit (BP) algorithm; (b) orthogonal matching pursuit
(OMP) algorithm; (c) total variation (TV) algorithm.

The results show that under the same sparse transform basis, measurement matrix,
and reconstruction algorithm, increasing the sampling rate reduces the phase RMSE and improves the
reconstruction effect. When the TV algorithm has the same sampling rate and a different measurement
matrix, the phase RMSE after reconstruction is not much different, indicating that the two measurement
matrices have a considerable impact on the reconstruction effect. The reconstruction effect of the TV
algorithm is better than the effect of the BP or OMP algorithm. The reconstruction effect of the BP
algorithm is better than that of the OMP algorithm. The reconstruction effect using FFT sparse transform
is clearly better than when using DCT sparse transform. When the sampling rate is the same and the
measurement matrix is different, the Hadamard matrix is slightly better than the Bernoulli matrix.

A comparison of the three reconstruction algorithms is shown in Figure 4 using the Hadamard
matrix and FFT sparse transform.

Figure 4. Comparison of the results of three reconstruction algorithms.

Figure 4 shows that the BP algorithm can reconstruct the target map more accurately at a higher
sampling rate (0.8 or 0.6), but its phase RMSE is larger at a low sampling rate. The OMP algorithm
cannot reconstruct the target image accurately. The phase RMSE of the TV algorithm is maintained at
approximately 0.03, and the reconstruction effect is good.
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The simulation results show that the reconstruction effect of the FFT sparse transform is obviously
better than that of the DCT sparse transform; the reconstruction effect of the Hadamard measurement
matrix is slightly better than that of the Bernoulli measurement matrix; and the TV reconstruction
algorithm is slightly better than BP, with OMP producing the worst results.

Figure 5 shows the 3D image recovered by the TV reconstruction algorithms and Hadamard
matrix. When the sampling rate is 0.8 or 0.6, the 3D imaging effect is good.

Figure 5. Three-dimensional image reconstructed by TV reconstruction algorithms when the sampling
rate is 0.8, 0.6, 0.4, and 0.2.

In order to further verify that this scheme is also feasible for a complex target, we increased
the resolution of imaging and the complexity of the imaging target in the simulation experiments.
Figure 6 shows the target with a resolution of 16 × 16. Figure 7 shows the reconstructed 3D image
using TV reconstruction algorithms. This illustrates that the complex target can also be successfully
reconstructed at a sampling rate of 0.8.

 

Figure 6. A 16 × 16 target map.
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Figure 7. Reconstructed three-dimensional image of a complex target when the sampling rates are 0.8,
0.6, 0.4, and 0.2.

4. Imaging Experiments

4.1. Experimental Process

According to the system structure described in Section 2.1, we constructed an experimental
system platform, as shown in Figure 8. The experimental device was installed on a vibration isolation
platform, and the position and relative distance of the lens and other experimental devices were
manually adjusted.

 

Figure 8. Experimental system platform.

In the experiment, four different sampling rates (0.2, 0.4, 0.6, and 0.8) were selected, and compressed
sensing 3D imaging was performed at these sampling rates. The test target is shown in Figure 9.
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Figure 9. Experimental test target.

The target to be measured was a square target with a set distance of 2 m and a modulation
frequency of 5 × 106 Hz. The measurement matrix was a Hadamard matrix, the sparse transform was
FFT, and the reconstruction algorithms were BP, OMP, and TV.

4.2. Experimental Results and Discussion

After multiple experiments and post-processing, 3D imaging phase RMSE comparison maps of
the three reconstruction algorithms were obtained, as shown in Figure 10. Figure 11 shows the 3D
image recovered by the three reconstruction algorithms.

Figure 10. Comparison of 3D imaging phase root mean square error (RMSE) with three
reconstruction algorithms.
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(a) 

(b) 

Figure 11. Cont.
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(c) 

Figure 11. Three-dimensional image reconstructed by three reconstruction algorithms when the
sampling rates are 0.8, 0.6, 0.4, and 0.2. (a) BP algorithm; (b) OMP algorithm; (c) TV algorithm.

Figure 10 shows that the phase RMSE of the three reconstruction algorithms decreases as the
sampling rate increases, which indicates a better 3D imaging effect. The TV reconstruction algorithm
has the best reconstruction effect, followed by BP, with OMP being the worst, which is consistent
with the simulation results of Section 3.2. From the experimental 3D image in Figure 11, it can be
observed that when the TV algorithm has a sampling rate of 0.8, the imaging effect of the square
target can maintain the basic contour shape (dashed box). When the sampling rate is reduced to 0.6,
the edge information of the 3D imaging is partially missing, and the basic contour shape is not obvious.
When the sampling rate is 0.4 or 0.2, the noise is large, and the target shape contour can no longer
be discerned at all. BP and OMP cannot display the basic shape of the target well for any sampling
rate. The experimental results verify the effectiveness of the single-pixel detector non-scanning 3D
imaging system, and they further verify that the TV reconstruction algorithm is far better than the BP
and OMP algorithms.

In the experiment, the imaging results are blurry. Limited by the existing laboratory conditions,
we set the DMD resolution to 8 × 8, which resulted in a low lateral resolution of the imaging. A weak
reflected laser from the diffuse target and a limited laser modulation frequency result in low longitudinal
accuracy. In future work, we will optimize the optical path system to reduce the laser power loss in
the optical system and increase the laser modulation frequency to improve the longitudinal accuracy.
Then, a high imaging resolution can be obtained by setting the DMD to high resolution.

5. Conclusions

In this paper, a single-pixel non-scanning 3D imaging system was designed, which combines
compressed sensing technology with phase method laser ranging technology. It can use a single-pixel
detector to achieve 3D imaging of a target. Parametric simulation studies and actual imaging
experiments prove that the Hadamard measurement matrix and the TV reconstruction algorithm
produce better imaging results at the same sampling rate. In the future, we will attempt to increase the
laser modulation frequency and imaging resolution to further improve the measurement accuracy and
imaging resolution. This system will have even wider application prospects in the field of 3D imaging.
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Abstract: Rotating blade vibration measurements are very important for any turbomachinery research
and development program. The blade tip timing (BTT) technique uses the time of arrival (ToA) of the
blade tip passing the casing mounted probes to give the blade vibration. As a non-contact technique,
BTT is necessary for rotating blade vibration measurements. The higher accuracy of amplitude and
vibration frequency identification has been pursued since the development of BTT. An improved
circumferential Fourier fit (ICFF) method is proposed. In this method, the ToA is not only dependent
on the rotating speed and monitoring position, but also on blade vibration. Compared with the
traditional circumferential Fourier fit (TCFF) method, this improvement is more consistent with reality.
A 12-blade assembly simulator and experimental data were used to evaluate the ICFF performance.
The simulated results showed that the ICFF performance is comparable to TCFF in terms of EO
identification, except the lower PSR or more number probes that have a more negative effect on ICFF.
Besides, the accuracy of amplitude identification is higher for ICFF than TCFF on all test conditions.
Meanwhile, the higher accuracy of the reconstruction of ICFF was further verified in all measurement
resonance analysis.

Keywords: blade tip timing; circumferential Fourier fit; synchronous vibration

1. Introduction

Rotating blade vibration measurements are of great significance for any turbomachinery research
and development program [1–4]. As a non-contact measurement technique, the blade tip timing (BTT)
technique has been widely used in blade vibration measurements, such as in aero-engines, turbines,
and compressors [5–9]. This technique uses the time of arrival (ToA) of the blade tip passing the
casing-mounted probes to give the blade vibration. Compared with traditional strain gauges [10],
BTT has the advantages of low equipment cost, easy installation, and monitoring vibration of each
blade that passes through the probe [11]. However, BTT signals are typically under-sampled. It brings
difficulty for blade vibration analysis.

In BTT analysis, the character of the blade response is usually grouped into two distinct classes,
namely, asynchronous vibration and synchronous vibration. Asynchronous vibration mainly occurs in
the abnormal vibrations, such as rotating stall, surge, flutter, and bearing vibration [12–14]. In these cases,
the blade vibration frequency is a non-integer multiple of the rotating frequency and the phase of
the response can be arbitrary, which is shown in Figure 1a. Synchronous vibration is excited by the
multiples of the rotating frequency [15,16]. At constant speed, the probe can only monitor the blade
response at a fixed point since the phase of the response remains fixed relative to a stationary datum
at a given speed. The under-sampling of synchronous vibration is shown in Figure 1b. Therefore,
the degree of under-sampling is much higher for synchronous vibration, which leads to more difficultly
in identifying the blade vibration parameters from raw data.

Appl. Sci. 2020, 10, 3675; doi:10.3390/app10113675 www.mdpi.com/journal/applsci109
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Figure 1. (a) Under-sampling of asynchronous vibration and (b) under-sampling of synchronous vibration.

Up to now, the identification methods for BTT signals are divided into two categories; one is
spectrum analysis and the other is curve fitting. The spectrum analysis method generally maps BTT
signals to frequency domain space to obtain information about blade vibration. This type of method
usually requires that the sampling frequency is kept constant, that is, the signal is sampled on a constant
rotating speed. Spectrum analysis methods mainly include a traveling wave analysis (TW) [17],
the “5 + 2” method [18], the minimum variance spectrum estimation (MVSE) [19], non-uniform discrete
Fourier transform (NUDFT) [20], cross-spectrum estimation (CSE) [21], sparse reconstruction (SR)
method [22], etc. The spectrum method mainly is used to analyze asynchronous vibration. However,
the results of spectrum analysis are always corrupted with aliases and replicas of the true frequency
components. Consequently, the real spectrum recovery needs to further make use of the knowledge of
the blade’s dynamic properties, which is usually obtained based on the finite element method (FEM) [23].
The curve fitting method usually uses sine functions to fit the blade vibration displacements, which are
obtained by speed sweeping through the resonance region. The curve fitting method mainly used
to analyze synchronous vibration. These methods mainly include the single-parameter method [24],
the two-parameter plot method [25], autoregressive (AR) method [26,27], the circumferential Fourier
fit (CFF) method [28], the method without once per revolution [29,30], and so on. The accuracy of these
curve fitting methods is often related to the amount of fitted data and the inter-blade coupling of the
mistuned blade.

The CFF method is highly recommended for synchronous vibration analysis by Hood Technology
Corporation, which is a commercial vendor of BTT systems [28]. This method can identify the amplitude
and phase of vibration on the conditions that the engine order (EO) is known. Tao Ouyang proposed
a traversed EO method based on CFF, which is no longer limited to known EO [31]. In this paper,
we refer to the Ouyang CFF as the traditional CFF (TCFF). An improved formulation for the calculation
of the TOA was proposed by S. Heath and M. Imregun, who proved the BTT analysis technique has
limitations regarding synchronous response, in that the blade vibration was not considered in the
TOA [32]. In this paper, an improved CFF (ICFF) method is proposed, which considers the influence of
blade vibration when measuring the ToA of the blade tip. The ICFF is more robust with more probes
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employed to complete the parameter identification rather than the single-parameters or the improved
single-parameters method that just used one probe. Compared to the AR method that requests the
probes are equally spaced installed, the ICFF method has not got so strict limitations for probe layout.
Moreover, the ICFF introduced into the EO traversed thought that proposed by the literature [31] and
a more precision calculation method proposed by the literature [32]. These improvements are more
consistent with reality. A 12-blade assembly simulator and experimental data were used to evaluate the
performance of ICFF. In both simulated and experimental tests, the ICFF performed better than TCFF.

2. The Improved Circumferential Fourier Fit (ICFF) Method

2.1. A Brief Introduction to TCFF

The theory of TCFF is consistent with the CFF method. It uses multiple sensors (usually four)
distributed at different positions in the circumferential direction of the casing to monitor blade vibration.
On the condition that the EO is known, TCFF is equivalent to the CFF method, and the blade vibration
parameters can be directly calculated according to the CFF method. In the case that the EO is unknown,
the blade amplitude, vibration phase, direct current offset, and fitting residual error are calculated using
the CFF method with each possible EO, which is selected within a certain range. After the traversal is
completed, according to the principle of least squares, the EO corresponding to the minimum fitting
residual error is the true EO, and the blade vibration parameters calculated using this EO are the true
vibration parameters. More details about TCFF are provided by the literature [31]. The TCFF method
introduces the idea of EO traversal to overcome the shortcomings of CFF, which must rely on known
EO to identify blade vibration. Although TCFF did not make any changes to the CFF theoretical
method, except to introduce EO traversal, to a certain extent, TCFF has wider engineering applicability
than the CFF method. However, neither TCFF nor the CFF method takes into account the influence of
blade vibration on the ToA. The ICFF method proposed in this paper further considers the effect of
blade vibration on the ToA to achieve a higher accuracy of blade amplitude identification. Considering
that TCFF can perform EO traversal, which overcomes the disadvantage that CFF must rely on known
EO, this paper uses TCFF as a comparison object to illustrate the performance improvement of ICFF.

2.2. The Theoretical Basis of ICFF

Assuming the blade response is of single-frequency vibration:

y = A sin(ωt + ϕ) + d (1)

where y represents the vibration displacement of the blade tip, A represents the amplitude, ω represents
the angular frequency, t represents the ToA, φ represents the phase, and d represents the direct current
offset. For the synchronous vibration, there is:

ω = EO ·ωv (2)

where ωv represents the rotor rotating frequency. This is based on the BTT measurement principle,
assuming that the blade rotates to the monitoring position β at time t. The geometry relationship between
the rotation angular, monitoring position, and blade vibration is shown in Figure 2. The equivalence
relationship can be given by:

ωvt =

∫ t

0
ωvdt = 2πn + β+ ε− y/R (3)

where ωv is the average rotating speed, and n is the number of revolution. In the Equation (3), it can be
seen that the time t (that is ToA) is not only dependent on the rotating speed and monitoring position,
but also on the blade vibration.
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Let:
β̃ = β+ ε− y/R (4)

According to Equations (1)–(4), the blade vibration displacement monitored by the probe mounted
at the position β can be given:

y = A sin(EOβ̃+ ϕ) + d. (5)

Equation (5) is the mathematical model for monitoring the vibration displacement of the blade tip
under the influence of blade vibration that is considered. According to the literature [32], in the case of
large vibration displacement or mistuning, the improved single-parameter method that considers the
influence of blade vibration has higher accuracy than the traditional method. ICFF is a combination of
the theory of the improved single-parameter method and TCFF.

vω

Figure 2. The schematic of the blade tip timing (BTT) measurement. The once per revolution (OPR)
sensor monitors the rotating speed through the mark on the shaft and provides a timing reference
for the BTT measurement system. The probe is responsible for monitoring the ToA. R represents the
distance from the blade tip to the center of the rotor, and y/R represents the circumferential angle of the
blade vibration. β represents the monitoring position, and ε represents the angle of the blade from the
first probe when the mark passes the OPR sensor.

2.3. The Derivation of ICFF

Equation (5) is transformed by triangle formulas:

y = A sin(EOβ̃) cos(ϕ) + A cos(EOβ̃) sin(ϕ) + d (6)

TCFF usually needs at least four probes to monitor blade vibration. In this section, assuming
that there are g probes, the blade vibration displacement sequence can be represented according to
Equation (6): ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

y1

y2
...

yg

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
sin(EOβ̃1)

sin(EOβ̃2)
...

sin(EOβ̃g)

cos(EOβ̃1)

cos(EOβ̃2)
...

cos(EOβ̃g)

1
1
...
1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

A cos(ϕ)
A sin(ϕ)

d

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (7)

That is:
Y = BX (8)

where Y is the displacement vector, B is the coefficient matrix, and X is the parameter matrix. The main
difference between ICFF and TCFF is the constituent parameters of the coefficient matrix B, although
Equation (7) in this paper is the same in form as TCFF. For the TCFF method, the coefficient matrix B

is completely determined by the probe mounted position β and the initial angle ε, that is, once the

112



Appl. Sci. 2020, 10, 3675

probe installation scheme is determined, the coefficient matrix B is also determined. This means
that the coefficient matrix B is a constant in the TCFF method. The same applies to the CFF method.
However, the coefficient matrix B in ICFF is a function of three parameters: the probe installation
angle β, the initial angle ε, and the blade vibration displacement y/R. According to the derivation
in Section 2.2, blade vibration displacement is also one of the most important parameters affecting
the ToA. In this case, the coefficient matrix B is no longer a constant but can be adjusted in real-time
according to the actual vibration displacement of the blade.

Based on the principle of least squares and EO traversal, when the possible engine order EOk
(k = 1, 2, 3 . . . ) is selected, there is:

Xk = (BT
k Bk)

−1
BT

k Y. (9)

The condition number is the indicator of the quality of the matrix B, which influence the accuracy
of X directly. The larger the condition number, the more ill-condition matrix B is, and the more sensitive
of the calculated results are to the measurement error. An effective way to improve the quality of the
matrix B is to adjust the sensor layout. Therefore, based on the minimization the condition number
of matrix B, a method about determining the sensor layout can be derived. The condition number
mentioned above and the probe spacing of the resonance (PSR) used later in the paper as an indicator
of sensor distribution both are methods essentially to determine how the sampled interval of periodic
signals are arranged. However, PSR is more common.

Define the corresponding fitted residuals as Sk:

Sk =
‖BkXk −Y‖2√

g− 1
(10)

For the number of revolution n that contains the blade synchronous resonance, Sk can be instead
by S̃k:

S̃k =

∑
Sk

n
(11)

The EOk (k = 1, 2, 3 . . . ) that minimizes S̃k is the true EO. After the true EO and parameter
matrix X are determined, the amplitude, phase, and direct current offset can be further obtained by the
following formula:

A =

√
X(1)2 + X(2)2

ϕ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩ arctan(X(2)
X(1) ) X(1) > 0

arctan(X(2)
X(1) ) + π X(1) < 0

d = X(3)

(12)

where X(i) (i = 1, 2, 3) represents the ith row element of the matrix X. For n revolutions, after obtaining
each revolution of A, φ, and d through Equation (12), it is necessary to calculate the respective averages
to get the final value.

3. Method Evaluation Using Simulated Data

3.1. Simulated Model

For the actual blade vibration measurement, even if the blade dynamic behavior is fully understood,
it is still difficult to eliminate uncertainties in the measurement data [33,34], such as speed fluctuations,
system random errors, etc. These uncertainties will affect the evaluation accuracy, therefore, it is
better to use simulated data without measurement uncertainties to evaluate the accuracy of the
reconstruction methods. A 12-blade assembly simulator was used to evaluate the ICFF performance.
The schematic of the simulated model was shown in Figure 3. A mass-spring-damper system
represents each blade, which is coupled to its two neighbors through two further spring–damper
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assemblies. A mathematical model was employed to simulate the forced vibration of the rotating
bladed assembly. This mathematical model ignored the effects of the centrifugal force and temperature
on the blade stiffness.

 

Figure 3. The simulated model. mi, ki, and ci (i = 1, 2, 3... 12) represent the mass, stiffness, and damping
coefficient of blade i, respectively. ki, j and ci, j (|i − j| = 1) represent the coupling stiffness and coupling
damping coefficient between adjacent blades.

The mathematical model of the bladed assembly is given by:

M
..
y + C

.
y + Ky = F(t) (13)

where M, C, K, and F(t) represent the mass matrix, damping matrix, stiffness matrix, and excitation
force vector, respectively. Let W(i, j) (1 ≤ i ≤ 12 and 1 ≤ j ≤ 12) represents the element at the ith row and
jth column of the matrix W, and above matrixes can be expressed as:

M(i, j) =

{
mi i = j
0 others

C(i, j) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ci, j−1 + cj + ci, j+1 i = j
−ci, j

∣∣∣i− j
∣∣∣ = 1

0 others

K(i, j) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ki, j−1 + kj + ki, j+1 i = j
−ki, j

∣∣∣i− j
∣∣∣ = 1

0 others

(14)

In Equation (14), use 1 for subscripts greater than 12 and 12 for subscripts less than 1. The excitation
force fi (t) on blade i is given by:

fi(t) = Fi sin(EOωvt +
2πEO

N
i), f or i = 0, 1, . . .N (15)

where Fi is the amplitude of the excitation force, and N represents the count of the blade. N was set to
12 in this paper.

The quality of probe distribution is represented by the probe spacing on the resonance (PSR).
The PSR is the ratio of the difference between the times of arrival of a blade at the first and last probe to
the period of the blade response at resonance [35], i.e.,:

PSR = ωn(ToAlast − ToA f irst)/(2π), (16)

where ωn represents the natural angular frequency.
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Further details on the mathematics of the simulator are given by the literature [36]. According to
the literature [37,38], the mistuning coefficient Δfi and the coupling coefficient hi are defined to
characterize the degree of blade mistuning and the coupling between blades. The concrete expressions
of these two parameters are:

Δ fi = ki
k − 1

h2
i =

ki, j
ki

,
∣∣∣i− j

∣∣∣ = 1
(17)

where the subscripts i and j represent the blade number, and k represents the blade nominal stiffness.
Let the nominal mass m, stiffness k, and damping c be 1 kg, 8.1 × 105 N/m, and 9 N·s/m, respectively.
Then, the nominal natural frequency of the blade is 900 rad/s according to Equation (18):

ωn =
√

k/m (18)

Let the distribution of the mistuning coefficients Δfi of the 12-blade assembly simulator conform
to a Gaussian distribution with a mean of 0 and a standard deviation of 0.04. The distribution of Δfi is
shown in Table 1. Assume that the blade actual mass mi (i = 1, 2, 3 . . . 12) is equal to nominal mass m.
The actual natural frequency of the blade was calculated according to Equations (17)–(18) and Table 1,
which is shown in Figure 4.

Table 1. The distribution of the mistuning coefficient Δf i (%).

Δf 1 Δf 2 Δf 3 Δf 4 Δf 5 Δf 6 Δf 7 Δf 8 Δf 9 Δf 10 Δf 11 Δf 12

−0.706 3.165 −5.328 −9.319 −5.796 1.334 1.565 1.806 −0.521 0.734 −1.904 3.448
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Figure 4. The mistuning frequency of the blade.

3.2. Simulated Test

The object of the simulated test was to assess analysis techniques for determining the EO and
amplitude. Several exhaustive tests were performed using BTT data obtained from the simulator to
evaluate the accuracy of the reconstruction method and their sensitivity to various test parameters.
These parameters were:

(1) Probe spacing on the resonance (PSR);
(2) The number of revolution (n);
(3) Engine order (EO);
(4) Inter-blade coupling of the mistuned blade (ICoMB);
(5) The number of probes (g);
(6) Noise-to-signal ratio (NSR).

The NSR is defined as the ratio of the r.m.s. value of the noise to the value of the ‘clean’ amplitude
of the blade. The NSR was set to 100 points averagely distributed in the range from 0.01 to 0.3.
For the same NSR, a white noise generator was used to create 100 distinct noise sequences with which
to corrupt the data obtained from the simulator. Each test was repeated using all the white noise
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sequences for each method on each NSR value. When there is noise in the data, the reconstruction
method will contain two types of error [39]:

(1) Bias is where the estimates are incorrect. It is caused by a summated squared noise term in the
BTB matrix that does not tend to zero but increases with increasing noise levels. This is an effect
of the ICFF model that is used.

(2) Scatter, where there is a range of estimates spread about the mean value, is caused by random
variations in the data.

The mean and variance of the recovered EO and amplitude were computed, from which 95 percent
confidence intervals were obtained. The best method will exhibit the lowest bias and, preferably,
lowest scatter. Six test cases were designed to analyze and compare the performance of the TCFF and
ICFF under different test conditions. These are shown in Table 2. Test 1 was specifically chosen to be a
very difficult case to analyze. Hence, the other tests were used to investigate whether specific changes
in the parameters improve or degrade the performance of the method.

Table 2. The simulated test.

Test PSR n True EO g ICoMB

Test 1 98% 30 10 4 No
Test 2 55% 30 10 4 No
Test 3 98% 50 10 4 No
Test 4 98% 30 13 4 No
Test 5 98% 30 10 7 No
Test 6 98% 30 10 4 Yes

The parameters whose background was shaded were the changed parameters relative to Test 1.

The PSR is a key factor that affects the performance of all BTT algorithms. It is also commonly
used to determine the quality of probe distribution for blade synchronous vibration measurement.
Currently, there are corresponding methods for optimizing the probe installation layout [40]. Combined
with the FEM, the optimization of probe layout can be achieved in actual engineering measurement.
Therefore, we set the PSR to a high value (98%) in Test 1. In engineering applications, the probe is
inevitably affected by the temperature, airflow, etc., and in severe cases, the measurement data will not
be available. In this case, where a limited number of probes were used to measure blade vibration,
the failed probe could not participate in the blade vibration analysis, which destroyed the optimization
of the probe layout and resulted in a decrease of the PSR. For this reason, the PSR was set to a low
value (55 percent) in Test 2.

For TCFF, the blade vibration parameters can be calculated based on the single-revolution data
obtained by multiple probes (usually four). However, it is impractical that the single-revolution
data are used to identify the blade vibration parameters in engineering applications, considering
the effects of system measurement errors. Just as the AR method does [39], it is reasonable to select
multi-revolution data, including the blade synchronous resonance region, to determine the true
vibration parameters based on the average of the calculation results. For any curve fitting algorithm,
such as the single-parameter method, the amount of selected data should include the complete blade
resonance response region as much as possible, although there are no specific rules on how many data
points should be selected. In the simulated tests, 30 (Test 1) and 50 (Test 3) data points were selected
for identifying the vibration parameters to demonstrate the effects of the data amounts on the quality
of the identification of each method.

BTT technology is sensitive to a mode with a large amplitude at the blade tip, such as the
first-order bending mode. In actual rotating machinery operation, due to mechanical structure or
airflow disturbance, the same vibration mode of the blade may be excited at different resonance rotating
speeds corresponding to different EO. For BTT algorithms, analysis of the blade vibration at different
resonance rotating speeds is essentially a process of reconstructing signals with different degrees of
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under-sampling. The EO (Test 1: EO = 10; Test 4: EO = 13) was used to analyze and compare the
sensitivity of TCFF and ICFF to different degrees of under-sampling, and the EO was also an important
parameter for the blade vibration analysis.

Based on the CFF theory, at least three probes are needed to monitor blade synchronous vibration.
The least-square method is used to calculate the blade synchronous vibration parameters if more
than three probes are used. The TCFF usually uses four probes to increase robustness. However,
Tao OuYang used seven probes in the experimental verification of TCFF [31]. So far, there is no optimal
choice for the number of probes. Test 5 was designed to verify the performance of TCFF and ICFF on
the different number of probes.

Mistuning is a universal feature of the objective existence of the blades, and if inter-blade coupling
of the mistuned blade exists, it will affect the performance of the BTT algorithms that only analyze
single-frequency signals, such as the single-parameter method, the two-parameter plot method, CFF,
and TCFF. The same applies to the ICFF method proposed in this paper. Therefore, Test 6 was specially
designed to analyze and compare the sensitivity of TCFF and ICFF to ICoMB.

The noise in the measurement data is difficult to eliminate. The “clean” simulated data was
polluted by noise in all simulated tests to make the data closer to the real measurements. The anti-noise
performance of each method was verified by using simulated data of different pollution degrees that
were represented by the NSR value.

The monitor positions of the probes in Test 1, Test 3, and Test 6 were 0◦, 13.1◦, 25.3◦, and 35.3◦.
The monitor positions of the probes in Test 4 were 0◦, 11.3◦, 13.3◦, and 25.3◦. In Test 2, the monitor
positions of the probes were 0◦, 6.3◦, 10.1◦, and 19.8◦. In Test 5, the monitor positions of the probes
were 0◦, 6.3◦, 13.1◦, 19.1◦, 25.3◦, 30.2◦, and 35.3◦. The PSR in Table 2 was calculated according to
Equation (16). If the option of the ICoMB is “NO”, it means that the coupling coefficient is set to
zero; if it is “Yes”, it means the coupling coefficient is set to nonzero. In this paper, the coupling
coefficient hi (i = 1, 2, 3 . . . , 12) was set to 0.1 for the option “Yes”. It is must be stressed that the
blade vibration does not influence the adjacent blades when the coupling coefficient is set to zero,
even under the condition that the blade is mistuned. For this, it is still a single-frequency vibration for
the single blade. However, the synchronous resonance of the single blade will be a superposition of
multiple-frequency vibration under the condition that the coupling coefficient is set to nonzero, and it
is difficult to distinguish. The coupled vibration of the mistuned blade is a serious challenge for TCFF,
since it assumes the blade response is of single-frequency vibration. According to the results shown
in Figure 4, the natural frequency of blade 7 is close to that of the adjacent blades. To evaluate the
performance of ICFF under the condition of blade mistuning and inter-blade coupling, the simulated
data of blade 7 were selected in the simulated tests. The rotating speed was set to accelerate uniformly
from 300 to 2400 rpm, which included the resonance rotating speed for all simulated tests. Take the
resonance rotating speed as the reference and select half n points before and after the reference point to
compose the number of revolutions n. The results of each simulated test were analyzed as follows.

• Test 1:

As expected, Test 1 was a very difficult case. As shown in Figure 5a, the EO identification started
to produce biased results at about NSR 0.16 for both methods. For tests with correct EO identification,
the 95% confidence intervals of the relative error of the amplitude identification were calculated, which
was shown in Figure 5b. The intervals increased with the increase of the NSR for both methods.
However, the relative error of amplitude identification of ICFF was lower than that of TCFF.
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Figure 5. Results of Test 1. (a) 95% confidence intervals of the engine order (EO) identification and
(b) 95% confidence intervals of the relative error of the amplitude identification.

• Test 2:

Reducing the PSR value to 55 percent produced the most dramatic degrade in the quality of the
identification. The correct EO identification did not occur for ICFF before NSR 0.15, and the deviation
of EO identification was very large for both methods compared with Test 1. In order to compare the
two methods synchronously, Figure 6a only showed that the results of the EO identification in the
NSR range of 0.15 and 0.30. The relative error of amplitude identification was calculated after NSR
0.15. The scatter of the relative error was higher than that of Test 1. As already discussed by other
literature [35,36,39], curve fits of lower PSR data are generally not conducive to parameter identification.
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Figure 6. Results of Test 2. (a) 95% confidence intervals of the EO identification and (b) 95% confidence
intervals of the relative error of the amplitude identification.

• Test 3:
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Increasing the number of revolutions over which data were used for the identification process
can improve the results. The results of EO identification started to be biased when the NSR increase
to about 0.18 for both methods, which was shown in Figure 7a. The NSR corresponding to unbiased
identification was higher 0.03 than Test 1. However, relative error for amplitude identification increased
with increasing the number of data, which was caused by a summated squared noise term in the BTB

matrix. This is an effect of the method model that is used. Although the relative error was increased
for both methods, the ICFF error increased less than the TCFF.
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Figure 7. Results of Test 3. (a) 95% confidence intervals of the EO identification and (b) 95% confidence
intervals of the relative error of the amplitude identification.

• Test 4:

The results of Test 4 were shown in Figure 8. Increasing the EO of the tip timing data had no
visible effect on the accuracy of the EO identification for ICFF. However, the relative error of amplitude
identification was higher than that of Test 1. For the same natural frequency, the larger EO, the higher
degree of under-sampling. That means the number of samples was less for a period of vibration of
the blade. The amplitude that recovered was more sensitive to the number of samples than the EO
identification. Although the relative error was increased for both methods, the quality of ICFF was still
higher than TCFF.
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Figure 8. Results of Test 4. (a) 95% confidence intervals of the EO identification and (b) 95% confidence
intervals of the relative error of the amplitude identification.

• Test 5:

Increasing the number of probes made the scatter of EO identification get larger for ICFF, which
was shown in Figure 9a. Meanwhile, the relative error of amplitude identification was increased for
both methods, which was shown in Figure 9b. The summated squared noise term in the BTB matrix
would increase with the number of probes. Then the squared noise term was transferred to amplitude
identification. Figure 9b still showed the relative error of ICFF was smaller than TCFF.

 
Figure 9. Results of Test 5. (a) 95% confidence intervals of the EO identification and (b) 95% confidence
intervals of the relative error of the amplitude identification.
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• Test 6:

The existence of the ICoMB did not have an effect on the EO identification for both methods,
which was shown in Figure 10a. BTT data that consists of two modes corresponding to different EO
generally had negative effects on the quality of identification, especially for the reconstruction method
that processes the single-frequency signals. However, it did not belong to the range considered in this
paper. It needs some future work for processing the multi-frequency signals based on ICFF. The ICoMB
made the quality of amplitude identification degrade, which was shown in Figure 10b. However,
the relative error of ICFF was still lower than that of TCFF.
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Figure 10. Results of Test 6. (a) 95% confidence intervals of the EO identification and (b) 95% confidence
intervals of the relative error of the amplitude identification.

3.3. Summary

The percentage of correct EO identification and the mean relative error of amplitude identification
were summarized in Tables 3 and 4 respectively for all simulated tests at the NSR 0.01, 0.05, 0.10, 0.15,
0.20, 0.25 and 0.30.

Table 3. Percentage of correct EO identification following the noise-to-signal ratio (NSR) values.

NSR
Test 1 Test 2 Test 3 Test 4 Test 5 Test 6

TCFF ICFF TCFF ICFF TCFF ICFF TCFF ICFF TCFF ICFF TCFF ICFF

0.01 100% 100% 0 0 100% 100% 100% 100% 100% 100% 100% 100%
0.05 100% 100% 1% 0 100% 100% 100% 100% 100% 100% 100% 100%
0.10 100% 100% 14% 0 100% 100% 100% 100% 100% 91% 100% 100%
0.15 100% 100% 19% 2% 100% 100% 99% 100% 100% 87% 100% 100%
0.20 98% 97% 29% 5% 100% 100% 96% 99% 98% 66% 98% 100%
0.25 96% 98% 12% 15% 98% 99% 88% 100% 92% 46% 96% 99%
0.30 88% 88% 18% 11% 96% 96% 78% 96% 89% 55% 87% 94%

The results of the EO identification that were less than 80 percent were marked in red.
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Table 4. Mean relative error of the amplitude identification following NSR values.

NSR
Test 1 Test 2 Test 3 Test 4 Test 5 Test 6

TCFF ICFF TCFF ICFF TCFF ICFF TCFF ICFF TCFF ICFF TCFF ICFF

0.01 13.49% 4.06% — — 28.74% 23.82% 29.41% 20.04% 15.97% 14.53% 18.29% 10.32%
0.05 13.42% 4.00% — — 28.59% 23.64% 29.29% 19.96% 15.87% 14.46% 18.19% 10.19%
0.10 13.03% 3.56% — — 28.29% 23.37% 28.70% 18.97% 15.59% 14.25% 17.97% 10.02%
0.15 12.69% 3.35% 18.63% 19.07% 27.63% 22.48% 27.62% 17.53% 15.72% 14.47% 17.38% 9.30%
0.20 12.23% 2.98% 19.10% 19.38% 26.83% 21.63% 26.39% 15.25% 15.24% 14.16% 16.58% 8.47%
0.25 11.30% 1.92% 18.30% 19.50% 26.22% 20.94% 24.54% 11.78% 15.78% 14.92% 15.56% 7.65%
0.30 10.54% 1.23% 17.32% 18.29% 24.73% 19.32% 22.72% 9.24% 14.35% 13.70% 15.19% 7.17%

The results of amplitude identification that were higher than 20 percent were marked in red.

The results of the EO identification that were less than 80 percent were marked in red in Table 3.
Curve fits of lower PSR data are generally not conducive to parameter identification, especially for the
EO identification, which was demonstrated by Test 2. Increasing the number of probes would have
some negative effect on the EO identification for ICFF, and the degree of influence became significantly
larger when the data noise up to 0.20 (Test 5). The higher PSR value and the larger amount of fitted
data were conducive to EO identification for both methods. The higher EO value (higher degrees of
under-sampling) and coupling between mistuning blades (unconsidering multi-frequency vibration)
had little effect on the results of EO identification. Through the comparison from Test 1, Test 3, Test 4
and Test 6, ICFF performance was comparable to TCFF in terms of EO identification.

The relative error for amplitude identification increased with the number of fitted data, which was
verified by the results of Test 3. Higher EO value has a more negative effect on the amplitude
identification of TCFF than that of ICFF (Test 4). Table 4 showed that the results of amplitude
identification of ICFF were more accurate than TCFF, except that the low PSR (Test 2) resulted in
the little difference between ICFF and TCFF. The larger number of fitted data and the number of
probes would lead to a higher error of amplitude identification for both methods, which was caused
by the squared noise term in the BTB matrix that increased with the number of fitted data or probes.
Compared with TCFF, ICFF considers the influence of blade vibration on the ToA of the blade tip.
This improvement is more consistent with reality and leads to more accuracy of the amplitude
identification. This was demonstrated through all of the simulated tests.

Conclusions drawn above were based only on the numerical simulations but not based on the
analysis of real signals measured during the experimental tests for a real object under loading conditions.
In the experimental tests, different factors may affect the accuracy of the reconstruction method. So,
the proposed method will be verified by experimental measurements and analysis in the next section.

4. Method Evaluation Using Experimental Data

The experimental data that was provided by the author of the literature [36] was used to further
verify the feasibility of the reconstruction method proposed in this paper. The test rig in the literature [36]
was shown in Figure 11a. The radius of the rotor is 60 mm, and there are eight blades. The once
per revolution (OPR) sensor was installed near the shaft to provide the rotating speed and a timing
reference through detecting a marking on the shaft. Seven optic probes were installed on the casing to
measure the blade vibration. The installation angles of the probes were 0◦ (P0), 18.56◦ (P1), 36.17◦ (P2),
53.75◦ (P3), 72.42◦ (P4), 119.82◦ (P5), and 239.06◦ (P6). The nitrogen shock was used as an exciting force
to the rotating blades.

The mode frequency was plotted on the vertical axis in the Campbell diagram of Figure 11b.
The diagram plotted the resonant frequency on the vertical axis and the rotating speed on the horizontal
axis. The EO lines showed a range from 9 to 15 (blue lines). The seven black dots in the Campbell
diagram represent the intersection of the EO lines with the mode frequency. The nominal resonant
speeds corresponding to these seven intersections are 7081 rpm (EO = 15), 7613 rpm (EO = 14),
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8202rpm (EO = 13), 8907 rpm (EO = 12), 9724 rpm (EO = 11), 10,710 rpm (EO = 10), and 11,890 rpm
(EO = 9), respectively.

V
ib

ra
tio

n
fr

eq
ue

nc
y

(H
z)

Figure 11. (a) The test rig and (b) the blade Campbell diagram.

The displacement of blade 7 measured by probe P0 for rotating speed 6500–12,100 rpm was
shown in Figure 12. In the whole speed up, there were seven resonances excited by the nitrogen
shock, although the vibration intensity was not completely the same. The EO corresponding to each
resonance was predicted through the Campbell diagram (Figure 11b), which was labeled in Figure 12.
The similar resonances were also measured by other probes, and here it did not show these vibration
waveforms one by one. In the engineering applications, the EO can be predicted through the Campbell
diagram, like the experiment in this paper. The EO identification step can be skipped on the condition
that the true EO had been known before parameter identification. In this case, the correct EO would be
used directly by identification methods to calculate the amplitude, phase, and direct current offset.
In this section, the other parameters would be calculated based on the EO that was from prediction
rather than identification. Therefore, the reconstruction accuracy was compared for each method base
on the EO known.

EO: 15

2000 4000 6000 8000 10,000 12,000
Revolution

-110

-90

-70

-50

-30

-10

10

30

50

70

90

110

D
is

pl
ac

em
en

t(
m

)

6000

7000

8000

9000

10,000

11,000

12,000

13,000

Ro
ta

tin
g

sp
ee

d
(r

pm
)

Rotating speed
Displacement

EO: 14
EO: 13 EO: 12

EO: 11
EO: 10

EO: 9

Figure 12. The displacement of blade 7 measured by probe P0.

Although the EO corresponding to each resonance can be predicted through the Campbell diagram,
the corresponding amplitude can not be known exactly, which was not the same as the simulated
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tests where the true signal was obtained in advance. Even if the strain gauges were applied, it also
needs a very complex technique for converting the strain to the amplitude of the blade tip, and the
strain measurement error as an integrated part of strain data was also transmitted to the amplitude.
Therefore, where the true amplitude is unknown, the relative error of reconstruction (REoR) was used
to evaluate the quality of reconstruction. If the REoR is greater than zero, the higher REoR, the higher
quality of reconstruction for ICFF. In contrast, if the REoR is negative that means the reconstruction
accuracy of ICFF is lower than TCFF. The REoR is given by:

REoR =
STDoETCFF − STDoEICFF

STDoETCFF
× 100% (19)

where the STDoE represents the standard deviation of reconstruction error for each method, which is
indicated by the subscript. The STDoE is given by:

STDoE =
1
n

n∑
j = 1

√√√√
1
g

g−1∑
i = 0

(yi, j − y∗i, j)
2 × 100% (20)

where n represents the number of revolutions, g represents the number of probes, yi,j
represents the measurement displacement by probe i at revolution j, and y*

i,j represents the
reconstruction displacement.

In this experiment, the EO has been determined based on the FEM in advance. So, the true EO
can be directly used without identification, which like the CFF does. Based on the results of simulated
tests, the more number of probes and fitted data, the higher the reconstruction error for amplitude
calculated. Therefore, just four probes (P0, P1, P2, and P3) instead of all were selected to identify the
amplitude. For each resonance analysis, the number of fitted data was 20. The reconstruction data of
blade 7 measured by probe P0 was plotted in Figure 13. Each resonance was divided by the blue lines.
The reconstruction resonance waveforms did not display the whole since only 20 data points were
selected for each resonance. The results of reconstruction for measured data by the other probe were
similar to Figure 13, which were not shown one by one. It was difficult to determine the quality of the
identification only through Figure 13. Therefore, the STDoE and REoR were calculated based on the
reconstruction data to achieve the purpose of comparing the quality of the identification. The results of
identification for each method were summarized in Table 5.

Table 5. The results of the identification.

Resonance PSR EO

Identification

REoRAmplitude (μm) Direct Current Offset (μm) STDoE (μm)

TCFF ICFF TCFF ICFF TCFF ICFF

1 23.96% 15 63.01 43.01 4.84 3.83 11.51 9.69 +15.81%
2 9.03% 14 78.48 67.59 7.32 8.67 27.11 23.85 +12.02%
3 94.10% 13 83.55 71.19 13.50 12.70 18.48 16.72 +9.52%
4 79.17% 12 99.28 85.26 2.29 2.23 31.61 29.02 +8.16%
5 64.24% 11 88.47 75.75 3.38 3.77 16.20 14.99 +7.47%
6 49.31% 10 127.63 107.87 2.36 1.73 28.16 24.05 +14.57%
7 34.38% 9 84.92 75.03 4.69 3.77 10.31 9.28 +9.99%

The REoRs were all greater than zero for all resonance analysis, which was shown in Table 5.
That means the reconstruction accuracy of ICFF was higher than that of TCFF. Besides, even for lower
PSR like the EO 14 corresponding to PSR 9.03 percent, as long as the true EO is known, the results of
amplitude identification still was credible for both methods.
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Figure 13. The reconstruction data of blade 7 measured by probe P0.

5. Conclusions

In this paper, an improved circumferential Fourier fit method named ICFF was proposed,
which considers the blade vibration effect on the TOA. In this method, the ToA is not only dependent
on the rotating speed and monitoring position, but also on blade vibration. Compared with TCFF,
this improvement is more consistent with reality. A 12-blade assembly simulator and experimental data
were used to evaluate the ICFF performance. The simulated results showed that the ICFF performance
is comparable to TCFF in terms of EO identification, except the lower PSR or more number probes
have a more negative effect on ICFF, which results in the poor performance of ICFF in Test 2 and Test 5.
However, the accuracy of amplitude identification is higher for ICFF than TCFF on all test conditions.
Meanwhile, the higher accuracy of the reconstruction of ICFF was further verified by experimental
data, where the quality of reconstruction was higher for ICFF than TCFF in all measurement resonance
analysis. The propagation of uncertainty in measurements, the method of sensor layout determination,
and the BTT data analysis that consists of two or more modes corresponding to different EOs will be
the focus of further research work.
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Nomenclature

A the amplitude of blade vibration N number of blades
B coefficient matrix

R
distance from the blade tip to the center of the
rotorc nominal damping of the blade

ci damping of blade i (i = 1, 2, 3 . . . ) REoR the relative error of reconstruction
C damping matrix

STDoE the standard deviation of reconstruction errorci,j coupling damping
d the direct current offset Sk fitted residual
f i(t) excitation force S̃k equivalent fitted residual
Δfi mistuning coefficient t time of arrival (ToA)
F(t) excitation force vector ω angular vibration frequency

Fi the amplitude of the excitation force
ωn angular natural frequency
ωv angular rotating speed

g number of the probe ωv average angular rotating speed
hi coupling coefficient X parameter matrix
k nominal stiffness of the blade y vibration displacement of the blade
ki stiffness of blade i (i = 1, 2, 3 . . . ) Y displacement vector
K stiffness matrix β installed position of the probe
ki,j coupling stiffness β̃ equivalent monitoring position
m the nominal mass of the blade

ε
the angle of the blade from the first probe when
the mark passes the OPR sensor

mi mass of blade i (i = 1, 2, 3 . . . )
M mass matrix
n number of revolution φ vibration phase
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Abstract: A mode-locked femtosecond laser, which is often referred to as the optical frequency
comb, has increasing applications in various industrial fields, including production engineering,
in the last two decades. Many efforts have been made so far to apply the mode-locked femtosecond
laser to the absolute distance measurement. In recent years, a mode-locked femtosecond laser has
increasing application in angle measurement, where the unique characteristics of the mode-locked
femtosecond laser such as the stable optical frequencies, equally-spaced modes in frequency domain,
and the ultra-short pulse trains with a high peak power are utilized to achieve precision and stable
angle measurement. In this review article, some of the optical angle sensor techniques based on
the mode-locked femtosecond laser are introduced. First, the angle scale comb, which can be
generated by combining the dispersive characteristic of a scale grating and the discretized modes
in a mode-locked femtosecond laser, is introduced. Some of the mode-locked femtosecond laser
autocollimators, which have been realized by combining the concept of the angle scale comb with
the laser autocollimation, are also explained. Angle measurement techniques based on the absolute
distance measurements, lateral chromatic aberration, and second harmonic generation (SHG) are
also introduced.

Keywords: optical angle sensor; mode-locked femtosecond laser; optical frequency comb;
laser autocollimation; diffraction grating; absolute angle measurement; nonlinear optics;
second harmonic generation

1. Introduction

The angle and length are among the most fundamental parameters that determine the form of an
object [1,2]. As can be seen in measurements of the angle between two surfaces of parts or assemblies
by a protractor or fixed angle gauges, angle measurement has been carried out since ancient times [3].
In the current production engineering, angle sensors play important roles in many types of machine
tools, arm robots, and measuring instruments [4]. For measurement of the angular displacement or
angular position of an object with a fixed axis of rotation, rotary encoders are often employed. In a
rotary encoder, a relative angular displacement between a rotating scale disk coupled coaxially with
that of the rotating object and a reading head kept stationary with respect to the axis of rotation can be
detected by reading circular graduations on the scale disk in an optical or electromagnetic manner [5–8].
Rotary encoders are capable of carrying out high-precision angle measurement over an angular range
of 360◦ and can be employed as a feedback sensor for the control of the axial position of an object. In the
state-of-the-art rotary encoder, a self-calibration method has been established [9,10]. Furthermore,
the improvements in the resolution and measurement speed of absolute rotary encoders contribute to
achieving further higher positioning accuracy and fabrication throughput in machine tools and robot
systems [11].

Appl. Sci. 2020, 10, 4047; doi:10.3390/app10114047 www.mdpi.com/journal/applsci129
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On the other hand, precision positioning is one of the key technologies for the precise fabrication
of a component with a complex surface form such as an aspheric form or a freeform, as well as the
fabrication of a device with three-dimensional micrometric or nanometric structures [11]. One-axis
precision positioning can be achieved by employing a linear slide equipped with precision displacement
sensors such as laser interferometers or linear encoders [12]. In multi-axis machine tools and measuring
instruments, multi-dimensional precision positioning is carried out by employing positioning systems
composed of such precision linear slides. For further higher precision positioning, it is necessary to
evaluate the angular error motions of such linear slides with a high measurement throughput in a
non-contact manner [4,13]. The rotary encoders cannot be employed in such applications, since the
distance between a reading head and a scale disk cannot be changed during the measurement. For such
a purpose, optical autocollimators are often employed [14,15]. By employing a two-dimensional
image sensor such as an area sensor or a multi-cell photodiode as the photodetector, two-axis angular
displacement can be measured simultaneously [4,16]. Nowadays, optical autocollimators have
expanded applications to the surface form measurement of precision optical components [17–21].
In recent years, most of the commercial autocollimators employed a charge-coupled device (CCD) or a
complementary metal-oxide semiconductor (CMOS) as their photodetectors for the achievement of
a large angle measurement range as well as a high resolution [22–24]. One of the disadvantages of
employing a CCD image sensor is its low measurement throughput; this can be overcome by employing
a CMOS or a PSD (position-sensitive detector) [24]. The relatively large size of the optical setup is
another issue for the conventional optical autocollimator, since its large footprint could prevent the
optical autocollimator from being employed in machine tools where the space for such a sensor is limited.
For the achievement of high measurement throughput and high resolution in a compact manner, a laser
autocollimator based on laser autocollimation [25] has been developed. With the employment of a laser
diode and a photodiode as a compact light source and a photodetector, respectively, highly sensitive
high-speed angular displacement measurement has been achieved [26,27]. A laser autocollimator can
also be applied for surface form measurement of precision components [28]. Furthermore, a three-axis
laser autocollimator and six-degree-of-freedom (6-DOF) surface encoder capable of measuring the
three-axis angular displacement of a grating reflector with a single measurement laser beam [29–33],
as well as a three-axis inclinometer [34] based on the principle of the three-axis laser autocollimator,
have been developed.

In the field of dimensional metrology, many types of optical sensors employing a mode-locked
femtosecond laser, in which the optical frequency of each mode can be directly linked to a national
standard of frequency/time, have been developed in the past two decades since the establishment of the
laser source [35–39]. For example, methods for measurement of the absolute distance of an object [40–46]
and the absolute thickness of an optical glass [47–49] have been developed with the enhancement
of a well-controlled pulse repetition rate of the mode-locked femtosecond laser. The establishment
of a fiber-based mode-locked femtosecond laser [50–53] designed in a compact size and capable of
being operated stably even in a limited environmental condition has contributed to the growth of
these techniques in dimensional metrology. In recent years, the trend of employing a mode-locked
femtosecond laser source can also be seen in angle measurement technologies. A new concept of
generating an absolute angle scale with the enhancement of the dispersive characteristic of a diffraction
grating has been proposed [54], and a femtosecond laser autocollimator based on the concept as well
as laser autocollimation, has been established [55,56]. Furthermore, the method has been extended to
the measurement of the absolute position of an object [57]. The above-mentioned femtosecond laser
autocollimators are based on the well-controlled, equally spaced frequency comb in the spectrum of the
mode-locked femtosecond laser. Angle measurement with a mode-locked femtosecond laser source
has also been achieved by the phenomenon of chromatic aberration [58], as well as second harmonic
generation (SHG) which is a well-known phenomenon in nonlinear optics [59]. Table 1 summarizes the
optical methods for angle measurement employing a mode-locked femtosecond laser source. The new
angle measurement techniques with a mode-locked femtosecond laser are expected to achieve the
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performances that cannot be achieved by conventional optical angle sensors with a single-mode laser
source or a white light source.

Table 1. Optical angle sensors based on a mode-locked femtosecond laser.

Utilized Characteristics Physical Phenomenon/Measuring Technique to be Coupled

Stable discrete modes in frequency domain

� Diffraction [54]
� Diffraction and laser autocollimation [55–57]

� Chromatic aberration [58]
� Sagnac effect [60,61] (Fiber optic gyroscope)

� Dispersive interferometry [62] (Absolute distance measurement)

High pulse energy

� Time-of-flight (TOF) counted by dual-comb interferometry with
balanced cross-correlation of second harmonics [63] (Absolute distance

measurement)
� Second-harmonic generation (SHG) [59]

In this review article, optical angle sensors employing a mode-locked femtosecond laser source are
investigated. It should be noted that an optical fiber gyro based on the Sagnac effect [64,65] is another
method for angle measurement. Many types of optical fiber gyros such as an interferometric Fiber optic
gyroscope (I-FOG) [66], a resonator Fiber optic gyroscope (R-FOG) [67] and Brillouin scattering [68]
have been developed so far, and some trials have been performed using optical fiber gyros to employ a
mode-locked femtosecond laser [60,61]. The measurement principles of these optical fiber gyros are
the same as the conventional ones employing a pulsed laser [69]. In addition, optical fiber gyros are
not appropriate for applications in production engineering, such as the evaluation of the angular error
motion of a precision linear slide or the measurement of the freeform or the aspheric form of an optical
component, due to their drift characteristics associated with their principle based on the detection of
angular velocity. The optical fiber gyros with a mode-locked femtosecond laser are thus not included
in this review article.

2. Angle Measurement Methods Based on the Discrete Modes of a Mode-Locked Femtosecond
Laser in Frequency Domain

2.1. A Method Employing the Dispersive Characteristics of a Diffraction Grating

2.1.1. Principle of the Generation of an Angle Scale Comb from an Optical Frequency Comb

The equally-spaced optical modes in a mode-locked femtosecond laser, often referred to as an
optical frequency comb, can be employed to generate an “angle scale comb” that can be employed
as optical graduations for angle measurement. A schematic of the principle of generating an
angle scale comb from a mode-locked femtosecond laser is shown in Figure 1. The angle scale
comb is generated with the enhancement of the dispersive characteristics of a diffraction grating.
A mode-locked femtosecond laser from a light source is constructed incident to a reflective-type
diffraction grating. The ultra-short pulse train of a mode-locked femtosecond laser in the time
domain is a series of equally-spaced optical modes with a pulse repetition rate νrep in the frequency
domain. A reflective-type diffraction grating generates a series of first-order diffracted beams, in which
each optical mode has a different angle of diffraction from those of the others. In the case where a
two-dimensional reflective-type diffraction grating is employed as shown in the figure, groups of
first-order diffracted beams will be generated in the two directions. It should be noted that only the
groups of the positive first-order diffracted beams in the X- and Y-directions are indicated in the figure
for the sake of simplicity. The angle of diffraction of the ith optical mode θi in the group of the positive
first-order diffracted beams can be expressed as follows [54]:

θi = arcsin
(

c
nairgνi

)
(i = 1, 2, 3, . . . , n), (1)
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where c, nair, g, and νi are the speed of light in vacuum, the refractive index in air, the pitch of the
diffraction grating, and the optical frequency of the ith mode, respectively. As can be seen in the
Equation, the discrete optical frequency νi in the spectrum of the mode-locked femtosecond laser and
the angle of diffraction θi of the ith mode are in a one-to-one relationship, and thus the group of the
diffracted beams can be treated as optical graduations for angle measurement: angle scale comb.

Figure 1. Angle scale comb generated from the equally-spaced optical modes of a mode-locked
femtosecond laser in the frequency domain with the enhancement of the dispersive characteristics of a
reflective-type diffraction grating [54].

The angle scale comb generated from a mode-locked femtosecond laser can be employed for angle
measurement. Figure 2a shows one of the examples of applying the angle scale comb for measurement
of a rotary table on which a grating reflector is mounted. Since the modes in the angle scale comb
pass through the detector one after another with the rotation of the grating reflector, the angular
displacement of the rotary table can be detected by monitoring the reading output of the detector.
Figure 2b shows another example of the application of the angle scale comb; measurement of the
free-form surface of an optical component. In this case, due to the local slope Δθ at a certain position
on the free-form surface, the angle of incidence of the reflected beam from the optical component
experiences a change in its propagation direction of 2Δθ. The angle scale comb emanating from the
grating reflector also experiences a change in its angle of diffraction of 2Δθ. A local slope mapped
over the surface of the optical component can thus be obtained by detecting the change in the angle of
diffraction of the angle scale comb during the lateral scanning of the optical component. Through the
integral calculation of the obtained local slope map, the surface form of the optical component can
be reconstructed.

A mode-locked femtosecond laser has superior characteristics as a high-precision, highly stable
laser source that can be directly traceable to the national standard of frequency and time [70]. The angle
scale comb takes over these characteristics of a mode-locked femtosecond laser. In an ideal case,
an angular distance between neighboring comb modes and the angular range in the angle scale comb
correspond to the pulse repetition rate and the spectral bandwidth of the mode-locked femtosecond
laser, respectively, from which the angle scale comb is generated. In the general case, the pulse
repetition rate and the spectral bandwidth of an optical frequency comb are on the order of 100 MHz
and 10 THz, respectively; this means that the dynamic range of the angle scale comb (the ratio of the
angular range to the angular distance of neighboring modes) thus becomes large.
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(a) (b)  

Figure 2. Applications of the angle scale comb [54]: (a) Measurement of the angular displacement of a
rotary table; (b) Measurement of the surface form of an optical component.

2.1.2. Light Intensity Detecting-Type Mode-Locked Femtosecond Laser Autocollimator

In the optical setups shown in Section 2.1.1., the resolution of the angle measurement can be
improved by increasing the distance between the grating reflector and the detector. However, in most
of the applications, the space available for the optical setup of the angle scale comb is limited; this
fact means that there is a trade-off relationship between the resolution of angle measurement and the
size of the optical setup. This issue can be addressed by introducing the laser autocollimation into the
optical frequency comb.

Figure 3a shows an example of the optical setup of a conventional laser autocollimator, which is
based on the laser autocollimation [25]. A single-mode laser emitted from a laser source such as a laser
diode (LD) is collimated by a collimating lens (CL) and is then made incident to a plane mirror reflector
through a polarizing beam splitter (PBS) and a quarter-wave plate (QWP). The reflected beam from
the plane mirror reflector goes through the QWP again, is reflected by the PBS, and is then captured
by an autocollimation unit composed of a collimator objective (CO) and a photodiode (PD). In the
autocollimation unit, the active cell of the PD is placed at the back focal plane of the CO so that the
laser beam made incident to the CO can be focused on the PD active cell. The displacement Δd of
the focused laser beam on the PD active cell due to the angular displacement Δθ of the plane mirror
reflector can be expressed by the following Equation [4]:

Δθ = arctan
(

Δd
2 f

)
(2)

In the case where a single-cell photodiode is employed as the photodetector to detect the spot
displacement Δd as shown in Figure 3a, the measuring range of the photodetector is defined by the
diameter D of the focused laser beam on the PD active cell, and the corresponding measuring range
of the angular displacement becomes ± arctan(D/4f ). The detection sensitivity of Δd by the PD is
inversely proportional to the focused spot diameter D [4]. The decrease of D for the achievement of the
highly sensitive measurement of the angular displacement is thus required; namely, there is a trade-off
relationship between the sensitivity and the measuring range in the conventional laser autocollimator
with a photodiode and a single-mode laser source.

A femtosecond laser autocollimator, which can be realized by combining the angle scale comb
with the conventional laser autocollimation, can overcome the aforementioned problem. Figure 3b
shows a schematic of the femtosecond laser autocollimator in which a mode-locked femtosecond
laser source is employed as the light source. In the optical setup of an angle scale comb shown
in Figure 2a, the laser autocollimation unit composed of a collimator objective and a single-cell
photodiode is newly employed instead of the sole photodetector. As can be seen in Figure 3b, each
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of the first-order diffracted beams emanating from the grating reflector is focused onto the focal
plane of the collimator objective. As a result, a series of focused diffracted beams aligned in a line
can be obtained. The relative position of each of the focused beams is determined by Equations (1)
and (2). Since all the focused diffracted beams experience the translational displacement on the PD
active cell associated with the angular displacement of the grating reflector, a continuous reading
output with a cycle corresponding to the relative position of each of the focused diffracted beams
can be obtained. Denoting the number of first-order diffracted beams in the angle scale comb as N,
a theoretical measurement range of the femtosecond laser autocollimator becomes N times that of the
conventional laser autocollimator employing a single-mode laser source and with a single focused
spot on the PD active cell. It should be noted that the detection of the displacement of a focused beam
in the femtosecond laser autocollimator shown in Figure 3b is based on the photocurrent output from
the PD, the amount of which is associated with the intensity of the light rays captured by the active cell
on the PD. Therefore, the femtosecond autocollimator with a PD is referred to as the light intensity
detecting-type femtosecond laser autocollimator.

(a) (b)

Figure 3. A comparison between the conventional laser autocollimator and the femtosecond laser
autocollimator [55]: (a) A laser autocollimator with a single-mode laser source; (b) A femtosecond laser
autocollimator with a mode-locked femtosecond laser source.

Figure 4a,b show a schematic and a photograph of the optical setup for the light intensity
detecting-type femtosecond laser autocollimator, respectively. In the setup, a Fabry–Pérot etalon with a
free spectral range (FSR) of 770 GHz was employed as an optical bandpass filter to enlarge the distance
between the neighboring modes in the spectrum of the optical frequency comb.

Figure 5 shows the obtained photocurrent from the PD converted into the voltage output by a
trans-impedance amplifier. As can be seen in the figure, the cycle of the obtained voltage output agreed
well with the FSR of the etalon. These results demonstrated that the light intensity detecting-type
femtosecond laser autocollimator has a measurement range greater than 11,000 arc-seconds (3.06),
which is much larger than that of the conventional laser autocollimator with a single-mode laser
source [4,27].
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(a) (b)

Figure 4. Optical setup of the mode-locked femtosecond laser autocollimator [55]: (a) A schematic of
the optical setup; (b) A photograph of the optical setup.

Figure 5. Variation of the reading output of the femtosecond laser autocollimator due to the angular
displacement of the grating reflector [55].

2.1.3. An Optical Frequency Domain Angle Measurement Method Associated with a Mode-Locked
Femtosecond Laser Autocollimator

Most of the commercial fiber-based mode-locked femtosecond lasers have a pulse repetition rate
on the order of 100 MHz. When such a laser source is employed in the light intensity detecting-type
femtosecond laser autocollimator, the distance between the neighboring spots in the focal plane of the
collimator objective reaches the order of several nanometers, and the spots cannot be distinguished
separately. The pulse repetition rate is thus required to be extended by a Fabry–Pérot etalon in
the femtosecond laser autocollimator described in Section 2.1.2. Due to the diffraction limit, it is
unavoidable for the neighboring spots in the focal plane of the collimator objective to overlap with
each other in most of the cases. This results in the degradation of the signal quality (visibility) of the
reading output of the light intensity detecting-type femtosecond laser autocollimator. As can be seen
in the result shown in Figure 5, maximum visibility that can be achieved by the femtosecond laser is
approximately 0.5; this prevents the light intensity detecting-type femtosecond laser autocollimator to
achieve further higher sensitivity.

To address the issue, an optical frequency-domain femtosecond laser autocollimator has been
established [56]. Figure 6 shows a schematic of the detection of the angle scale comb in optical frequency
domain. A detector unit composed of a collimator objective, a single-mode fiber, and a spectrometer
is newly employed. By observing the spectrum of the first-order diffracted beams captured by the
single-mode fiber, the angle scale comb can be detected with a visibility of 100%. Furthermore,
this technique realizes the direct conversion of the optical frequency comb to the angle scale comb,
which contributes to achieving further precision angle measurement.

Figure 7 shows the developed optical frequency-domain femtosecond laser autocollimator.
A collimated mode-locked femtosecond laser is made to pass through a Fabry–Pérot etalon with a
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free spectral range (FSR) of 100 GHz and is then made incident to a grating reflector, and a part of the
first-order diffracted beams emanating from the grating surface is captured by the single-mode fiber
detector through the collimator objective. The spectrum of the captured laser beam is analyzed by
an optical spectrum analyzer. It should be noted that the etalon is employed in this setup to identify
each mode in the angle scale comb in optical frequency domain by using a spectrometer with a limited
frequency resolution.

Figure 6. Mode-locked femtosecond laser autocollimator based on the optical frequency-domain angle
measurement [56].

Figure 7. Femtosecond laser autocollimator based on the principle of the optical frequency-domain
angle measurement [56].

Figure 8 shows an example of the angle scale comb observed in optical frequency domain. As can
be seen in the figure, each of the comb modes is successfully identified in the optical frequency domain.
Although a limited result over an angle range of approximately 400 arc-seconds is indicated in the figure,
each of the comb modes is verified to be identified over an angular range of approximately 6◦, which is
limited by the spectral width of the mode-locked femtosecond laser, as well as the resolving power of
the diffraction grating employed in the setup. The expansion of the spectral range of a mode-locked
femtosecond laser with a supercontinuum [71] is expected to achieve a further wider measurement
range. In addition, the results have demonstrated that a high resolution of 0.03 arc-seconds can be
achieved by interpolating the intensity variation of each of the comb modes.
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Figure 8. Reading output of the mode-locked femtosecond laser autocollimator with a visibility of
100% observed in the optical frequency domain [56].

Measurement of the absolute angular position of an object is a difficult task for the conventional
autocollimator [17–24] and the laser autocollimator with a single-mode laser source [25–28], since it is
difficult to verify the absolute angular position of a target reflector with respect to the optical axis of the
autocollimation unit in a space; namely, the determination of the “zero-angle” position. Although a
method employing a retroreflector is available for the zero-angle position adjustment [72], this method
can only be applied to the applications where the propagation directions of the incident beam and the
reflected beams become parallel to each other. Furthermore, the accuracy of the zero-angle position
adjustment is dominated by the accuracy of the retroreflector. This issue can be addressed by the
optical frequency-domain femtosecond laser autocollimator with the enhancement of an assisted angle
sensor [57]. Figure 9 shows a schematic of the high-precision zero-angle position adjustment in the
optical frequency-domain femtosecond laser autocollimator. As can be seen in the figure, Δθ, which is
the difference of the angles of diffraction of the (i + 1)th and ith first-order diffracted beams with
mode frequencies of νi+1 and νi, respectively, is verified by measuring the angular displacement of
the grating reflector by the assisted angle sensor such as a conventional autocollimator or a rotary
encoder embedded to the rotary table on which the grating reflector is mounted. By using the
obtained Δθ, the absolute angleΦ between the femtosecond laser beam and the optical axis of the laser
autocollimation unit can be obtained. It should be noted that the final measurand of the method is not
Φ but θ, the angle of the normal of the grating reflector with respect to the incident femtosecond laser.

The above mentioned zero-angle position adjustment can be applied to the optical setup where
the propagation directions of the incident beam and the reflected beam are not parallel to each other.
Once the angle Φ is confirmed during the fabrication process of the optical head of the mode-locked
femtosecond laser autocollimator based on the principle of the optical frequency-domain angle
measurement, absolute angle position of the grating reflector with respect to the incident femtosecond
laser beam can be obtained with the following measurements.

Figure 10 shows one of the examples of the absolute angle measurement based on the proposed
method. As can be seen in the figure, the absolute angular position of the grating reflector in a step of
180 arc-seconds was well distinguished over the absolute angle range from −37.805 degrees to −37.354
degrees in the frequency domain; this means that the optical frequency comb can be directly converted
into the angle scale comb for absolute angular position measurement.
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Figure 9. Absolute angular position measurement by the mode-locked femtosecond laser autocollimator
based on the principle of the optical frequency-domain angle measurement with the enhancement of
an assisted angle sensor [57]. In the setup, the angle of the normal of the grating reflector with respect
to the incident femtosecond laser is a final measurand.

Figure 10. An example of the absolute angular position measurement by the optical frequency-domain
femtosecond laser autocollimator [57].

2.2. Methods Based on the Chromatic Aberrations of a Simple Lens

According to the thin-lens equation, the focal length of a simple lens depends on the light
wavelength of an incident light via the lens refractive index [73]. When a collimated mode-locked
femtosecond laser is made incident to a simple lens in such a way that the laser axis is aligned to
be coaxial with respect to the optical axis of the lens, the optical modes in the femtosecond laser are
focused at different points on the optical axis of the lens. The light ray from an off-axis point will arrive
at a different height above the optical axis; namely, the frequency-dependent lens focal length causes
a frequency dependence of the transverse magnification as well [73]. This characteristic, which is
referred to as the lateral chromatic aberration, can be employed for measurement of the small angular
displacement of an object with the enhancement of the laser autocollimation [25,58].

Figure 11 shows the optical setup for measurement of the small angular displacement of an object
based on the chromatic aberrations of a simple lens, where the principle of the laser autocollimation
is integrated. A mode-locked femtosecond laser is employed as the light source, while the laser
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autocollimation unit composed of a collimator objective and a single-mode fiber connected to a
spectrometer is employed as the detector for angle measurement. The mode-locked femtosecond laser
from the light source is collimated by a collimating lens and is then made incident to a target reflector.
The reflected beam is then made incident to the laser autocollimation unit. The fiber detector in the
laser autocollimation unit is placed at an off-axis position dFiber (�0) with respect to the optical axis of
the collimator objective; namely, the optical axis of the laser autocollimation unit has an angle with
respect to the optical axis of the collimator objective. This arrangement enables the optical setup to
detect the small angular displacement of the target reflector with the effect of the lateral chromatic
aberration of the lens.

 

Figure 11. Optical setup for measurement of the small angular displacement of an object based on the
chromatic aberrations of a simple lens [58].

Denoting the focal length of the simple lens for the ith mode in the mode-locked femtosecond
laser as fi, the lateral displacement of the focused mode di with respect to the optical axis of the simple
lens due to the angular displacement θ of the target reflector can be expressed as follows [58]:

di = fi tan 2θ (3)

On the assumption that the mode-locked femtosecond laser has a uniform spectrum over its
spectral range, and the optical frequency of the jth mode is the peak frequency in the spectrum of the
light rays captured by the fiber detector at the condition where θ = θ0 (�0), the following relationship
should be satisfied [58]:

dfiber = dj = f j tan 2θ0 (4)

In the same manner, the following Equation should be satisfied in the case with the angular
displacement θ0 + Δθ and the corresponding lateral displacement dk of the kth mode at the peak in the
spectrum of the captured light rays [58]:

dfiber = dk = fk tan 2(θ0 + Δθ) (5)

From Equations (4) and (5), the angular displacement of the target reflector Δθ can be obtained
as follows [58]:

Δθ =
1
2

tan−1
( f j

fk
tan 2θ0

)
− θ0 (6)

Since θ0 is known as the design parameter in the optical setup, Δθ can be obtained based on
Equation (6) by calculating fj and fk based on the lens equation by using the detected peak frequencies
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νj and νk of the jth and kth modes, respectively. It should be noted that the setup shown in Figure 11 is
similar to that shown in Figure 7 based on the dispersive characteristics of a grating reflector. One
of the advantages of the optical setup shown in Figure 11 is that a reflective-type grating reflector
is not required for measurement; this contributes to building up the optical setup to a compact size.
In addition, an arbitrary reflective surface on an object can be measured by the setup shown in Figure 11.
It should also be noted that the angle sensor with the diffraction grating shown in Figure 7 can be
employed for the evaluation of an object with a reflective surface without grating pattern structures by
modifying the optical setup as shown in Figure 2b. However, in this case, attention should be paid to
misalignments of the optical components, as well as the alignment of an object under inspection.

Figure 12a shows the change in the light intensity of each mode captured by the fiber detector
analyzed in optical frequency domain. In the figure, only several modes from 185 THz to 200 THz in a
frequency difference of 5 THz are plotted for the sake of clarity. As can be seen in the figure, the light
intensity of each mode has been changed by the angular displacement of the mirror reflector. Figure 12b
shows the peak frequencies observed at each angular position of the mirror reflector. By detecting the
peak frequency in the spectrum of the light rays captured by the fiber detector, the angular displacement
of the mirror reflector can thus be detected.

(a) (b)  

Figure 12. Optical modes captured in the setup based on the chromatic aberrations of a simple lens [58]:
(a) Variation of the light intensities of optical modes captured by the fiber detector; (b) Peak optical
frequency detected at each angular position of the mirror reflector.

3. Methods Based on the Absolute Distance Measurement

The angular displacement of an object can be measured by multilateration or triangulation [11,74,75]
in which the displacements of several points on its surface are measured by interferometric methods [13,76]
or non-interferometric methods such as the time-of-flight (TOF) method [77]. By employing a method
with a mode-locked femtosecond laser source capable of measuring the absolute distance of a measuring
point [40–46,62,63], absolute angular position measurement can be realized.

Figure 13 shows an example of the absolute angular position measurement based on the absolute
distance measurement by the TOF method combined with the second harmonic generation (SHG) [63].
In the proposed method, a pair of the mode-locked femtosecond laser sources synchronized with
the same reference clock but with slightly different pulse repetition rates is employed; one of the
mode-locked femtosecond lasers is employed as a signal laser, while the other is employed as a local
laser for down-conversion. In the setup, the femtosecond laser beam from the light source is at first
collimated by a collimating lens (CL) and is then divided into four sub-beams by using a diffractive
optical element (DOE). The sub-beams are made incident to the target surface where four mirrors are
placed in an angular distance of 90◦ along the circumference direction to reflect the sub-beams to the
DOE. It should be noted that the four mirrors are arranged in such a way that the optical path lengths of
the sub-beams become different from each other. The reflected sub-beams are then combined at the DOE
and are made to pass through the circulator and to superimpose with the local femtosecond laser in free
space. The reflected sub-beams are then converted into electric signals by the balanced cross-correlator
based on the principle of the nonlinear optical cross-correlation for measurement of the absolute
distance of the four mirrors on the object with respect to the DOE. The novel optical configuration with
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the DOE and the four mirror reflectors makes it possible to carry out simultaneous measurement of the
absolute distances of the four points on the object by a single balanced cross-correlation (BCC) electrical
signal in which the four corresponding pulse trains can be observed independently. By using the
measured absolute distances di (i = 1, 2, 3, 4) of the mirror reflectors with respect to the DOE, absolute
angular positions can be obtained through a simple calculation based on the geometric relationship
of the optical components; the X- and Y-directional absolute normal angles of the surface under
inspection θx and θy, respectively, with respect to the femtosecond laser beam incident to the DOE can
be calculated as θx = sin−1[(d1 − d3)/A] and θy = sin−1[(d2 − d4)/A], where A is the distance between the
two corresponding mirror reflectors.

Figure 13. An example of the angle measurement based on the absolute distance measurement [63].

Figure 14 shows the detected angular motion of an object placed 3.7 m away from the DOE.
In the experiment, angular motion with a frequency of 1 Hz was given to the object by using a
piezoelectric tilt stage. Figure 14a shows the absolute displacements measured at the four positions,
and Figure 14b shows the angular motions about the X- and Y-axes calculated from the obtained
absolute displacements. As can be seen in the figures, the absolute distances at the four positions
were successfully detected simultaneously, and the angular motions about the X- and Y-axes were
successfully reconstructed from the obtained absolute distances.

(a) (b)

Figure 14. Dynamic measurement of the absolute angular position of an object by a dual-comb based
absolute distance measurement method [63]: (a) Measured absolute distances of the four measurement
points; (b) Variations of the absolute angular positions calculated from the measured absolute distances.
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Figure 15a shows another example of applying the displacement measurement based on the
mode-locked femtosecond laser [62]. The setup is based on a Michaelson interferometer designed
to have a single reference arm and two measurement arms by splitting the collimated mode-locked
femtosecond laser beam into three beams with beam splitters (BS1 and BS2). Through the demodulation
of the interference spectrum of the three beams from the reference arm and the measurement arms
based on a Fourier transform method [78], optical path differences among the three beams can be
obtained simultaneously, as shown in Figure 15b.

(a)  

(b)  

Figure 15. Angle measurement based on the absolute distance measurement by a Michaelson
interferometer with a mode-locked femtosecond laser source [62]: (a) Optical configuration with two
measurement arms; (b) Spectrum of the combined beams.

It should be noted that environmental fluctuations (the refractive index of air) could affect the
absolute distance measurement [79] in the same manner as the technique based on the single-mode
laser source. Angle measurement based on the absolute distance measurement with a mode-locked
femtosecond laser source could also be affected by the environmental fluctuations, and attention should
be paid to the control of environmental parameters such as temperature, pressure, and humidity.

4. Angle Detection Based on the High Pulse Energy of a Mode-Locked Femtosecond Laser

The small angular displacement of an object can also be measured by utilizing the angle-dependency
of the second harmonic generation (SHG) in nonlinear optics, where the second harmonic light with
the doubled optical frequency ν2 = 2ν1 of the fundamental light ν1 incident to a nonlinear optical
component is generated. It is well known that an efficient SHG can be accomplished by the procedure
referred to as index matching [73], where the intensity of the second harmonic light depends on the
angle of incidence of the fundamental light; this angle dependency can be employed for small angular
displacement measurement. Owing to the characteristic of a mode-locked femtosecond laser with high
pulse energy, effective SHG can be achieved by focusing a mode-locked femtosecond laser beam in
a nonlinear crystal. On the assumption that the Rayleigh length b of the focused fundamental light
lay with wavelength λ1 is much longer than the length of the negative uniaxial crystal with refractive
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indices of ne and no for extraordinary and ordinary rays, respectively, the intensity of the second
harmonic light I2 with wavelength λ2 to be generated by SHG can be expressed as follows [59]:

I2 =
8π2d2

effL2

n2
1n2ε0cλ2

1

I2
1sin c2(ΔkL/2) (7)

where I1 is the light intensity of the fundamental light ray, deff is the effective nonlinear coefficient [32],
ε0 is the vacuum permittivity, c is the speed of light in a vacuum. In the above Equation, Δk is a
θ-dependent phase mismatching that can be represented as Δk = 4π[no(λ1) − ne(θ,λ2)]/λ1. The angle
θ = θm satisfying the sinc-term in the above Equation to be the maximum value of 1 (namely, ne = no

and Δk thus becomes zero) is referred to as the matching angle (Figure 16) that can be obtained by the
following Equation [59]:

θm = arcsin

⎛⎜⎜⎜⎜⎜⎜⎜⎝
√√

[nO(λ1)]
−2 − [nO(λ2)]

−2

[ne(λ1)]
−2 − [nO(λ2)]

−2

⎞⎟⎟⎟⎟⎟⎟⎟⎠ (8)

According to the above Equations, the intensity of the second-harmonic light I2 decreases rapidly
with the small angular displacement of the nonlinear crystal from the matching angle; this characteristic
of the SHG can be employed for angle measurement.

Figure 16. The matching angle in the second harmonic generation (SHG) [59]: (a) Refractive index
ellipse of a negative uniaxial crystal; (b) Phase mismatched case; (c) Phase matched case.

Figure 17a shows an example of how to apply the characteristic of the matching angle in SHG for
measurement of the small angular displacement of an object [59]. In the setup, a nonlinear crystal is
mounted on a rotary table. For angle measurement, the optic axis of the nonlinear crystal is aligned to
have the angle θ, which is almost equal to the matching angle θm, with respect to the propagating
direction of the fundamental light wave as shown in Figure 18b so that the second harmonic light with
enough power can be obtained. A small angular displacement of the rotary table can be measured by
detecting the angular displacement of the nonlinear crystal by monitoring the change in the intensity
of the second harmonic light with a photodetector.

The feasibility of the method described above has been verified in experiments. Figure 18a,b show
a schematic and a photograph of the developed setup. An Erbium-doped fiber-based mode-locked
femtosecond laser with the spectrum ranging from 1480 nm to 1640 nm has been employed as the
light source. The laser beam introduced into the setup is at first collimated by a collimating lens and is
then made incident to a nonlinear crystal mounted on a rotary table. As can be seen in Equation (8),
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the intensity of the second harmonic light to be generated in a nonlinear crystal depends on the crystal
material, as well as the light wavelength. In the setup, barium borate (BBO) crystal with a similar
matching angle for each mode in the femtosecond laser has thus been employed as the nonlinear
crystal. The optic axis of the nonlinear crystal is adjusted to be approximately 20 degrees. It should
be noted that, regarding Equation (7), the fundamental light is made to focus in the BBO crystal so
that the second harmonic light can be generated effectively. The second harmonic light generated
by SHG is then condensed onto a photodiode by a condenser lens, and the photocurrent from the
photodiode is converted into voltage signal through a trans-impedance amplifier to monitor the signal
by an oscilloscope. It should be noted that not only the second harmonic light but also the remaining
fundamental light would come out from the BBO crystal. In the setup, a polarizer is placed in front
of the photodiode so that the fundamental light will not be detected. For the verification of the
angular displacement of the BBO crystal, a commercial laser autocollimator is also employed as a
reference sensor.

(a)  

(b)  

Figure 17. Measurement of the angular displacement of an object based on the characteristics of the
matching angle in the second harmonic generation (SHG) [59]: (a) Schematic of the optical setup;
(b) The angle to be measured by the method.

 

Figure 18. Measurement of the angular displacement of a rotary table based on SHG: (a) Optical
configuration of the setup; (b) A photograph of the setup [59].
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Figure 19a shows the change in the intensity of the second harmonic light as the change in the
angular displacement of the BBO crystal observed in experiments, where three types of focusing lens
with focal lengths of 40 mm, 75 mm and 150 mm are employed. As can be seen in the figure, a peak can
be observed at the matching angle in each of the plots. Figure 19b shows the variation of the intensity
of second-harmonic light as the change in the angular position of the BBO crystal. As can be seen in
the figure, the angular displacement in a step of 0.4 arc-seconds has clearly been distinguished. These
results demonstrate the feasibility of measuring small angular displacement by the SHG. It has also
been verified that the shorter focal length of the focusing lens contributes to obtaining second-harmonic
light with larger intensity, since the power of the fundamental beam can be further concentrated at the
beam waist of the focused beam in the BBO crystal.

(a) (b)

Figure 19. Variation of the light intensity of generated second harmonic light observed in
experiments [59]: (a) Angle dependency of the second harmonic generation; (b) Variation of the
light intensity of second harmonic light due to the angular displacement of the BBO crystal in a step of
0.4 arc-seconds.

5. Conclusions

A mode-locked femtosecond laser has been employed in a variety of applications in dimensional
metrology for production engineering. In recent years, mode-locked femtosecond lasers have expanded
application to precision angle measurement, which is also an important activity in production
engineering. In this article, some angle measurement techniques employing a mode-locked femtosecond
laser have been reviewed. With the employment of the dispersive characteristic of diffraction grating,
equally-spaced modes of the mode-locked femtosecond laser in frequency domain can be converted
into the “angle scale comb”, which is a series of scale graduations for angle measurement. With the
enhancement of the highly-stabilized optical modes of a mode-locked femtosecond laser over a wide
spectral range, highly stable optical angle measurement can be achieved over a wide measuring
range. In addition, by combining the angle scale comb with the laser autocollimation, a mode-locked
femtosecond laser autocollimator with a high resolution over a wide angular range can be realized.
The mode-locked femtosecond laser autocollimator has the possibility of realizing a direct link of
angle measurement to the national standard of time/frequency by observing the reading output in
the frequency domain. A mode-lock femtosecond laser can also be employed for angle measurement
by utilizing physical phenomena such as the second harmonic generation of a nonlinear crystal or
lateral chromatic aberration of a single lens. In addition, novel optical setups for the absolute distance
measurement with a mode-locked femtosecond laser source can also achieve the measurement of
angular displacement/absolute angular position of an object. Table 2 summarizes the features of
the angle measurement techniques reviewed in this paper, including the achieved resolutions and
measuring ranges.
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Table 2. Comparison of the techniques reviewed in this paper.

Type of the Optical Angle Sensor
Resolution and

Measuring Range
Features

(Advantages and Disadvantages)

Light intensity detecting-type
mode-locked femtosecond laser

autocollimator
(in Section 2.1.2) [55]

Resolution:
Sub-arc-second

Range:
>3◦

� High measurement throughput with a
high-speed photodetector

� A grating reflector required
� Low signal visibility

� The resolution is mainly limited by the
wavelength resolution of the spectrometer in

the detector unit

Frequency-domain mode-locked
femtosecond laser autocollimator

(in Section 2.1.3) [56,57]

Resolution:
0.03 arc-seconds

Range:
>6◦

� High signal visibility with a spectrometer
that enables measurement of an object with low

surface reflectivity
� A grating reflector required

� Low measurement throughput
� The resolution mainly limited by the

wavelength resolution of the spectrometer in
the detector unit

A method based on the chromatic
aberration of a simple lens

(in Section 2.2) [58]

Resolution:
0.23 arc-seconds

Range:
>100 arc-seconds

� Simple optical configuration without a
grating reflector

� High signal visibility with a spectrometer
� The resolution mainly limited by the

chromatic lens and the wavelength resolution
of the spectrometer in the detector unit

Methods based on the absolute
distance measurement

(in Section 3) [63]

Resolution:
0.073 arc-seconds

Range:
>300 arc-seconds

� Long working distance
� High measurement throughput with a

high-speed photodetector
� Several mirror reflectors are required

� The resolution mainly affected by
environmental fluctuations (temperature,

humidity, air pressure)

A method based on the second
harmonic generation

(in Section 4) [59]

Resolution:
0.4 arc-seconds

Range:
>3.3◦

� High measurement throughput with a
high-speed photodetector

� An expensive nonlinear crystal required
� Limited applications (need to mount a
nonlinear crystal for angle measurement)

One of the disadvantages of the above-mentioned techniques is the high cost of the mode-locked
femtosecond laser source. With the decrease of the cost of the femtosecond laser source, the angle
measurement techniques explained in this review article are expected to be employed in many industrial
applications in the near future where the traceability of measurement becomes a more important issue
to be addressed.
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Abstract: In order to solve the problems in the accuracy and adaptability of the existing methods
for blade twist measurement, a high-precision and form-free metrological method of blade twist
based on the parameter evaluation of twist angular position and twist angle is proposed in the
study, and the theoretical model, the measurement principle and the key technologies of the method
are discussed in detail. Three key issues of the twist metrology of a blade are solved based on
technologies of calibration, a priori planning and geometric analysis: aeroengine axis matching,
high-precision coordinate acquisition of the leading edge and the trailing edge, and extraction of twist
angular position of the profile. The measurement path planning, sampling strategy optimization and
high-precision coordinate collection are executed automatically without theoretical model data of
the measured blade, thus the form-free and high-precision metrology of the blade twist is achieved.
The research results show that the metrological method of blade twist presented in this study is
effective, and that its measurement uncertainty is less than 0.01◦. This method is form-free, efficient
and accurate, and can solve the problems of high-precision measurement and evaluation for the twist
of aeroengine blade primely.

Keywords: aeroengine blade; blade twist; measurement and evaluation; a priori planning;
geometric analysis

1. Introduction

In order to maintain the optimal distribution of airflow in the cascade passage, avoid the separation
of airflow and reduce the blade loss, the aeroengine blade must be twisted and stacked by profiles
along the airfoil height direction [1]. The twist of the blade plays an important role in optimizing
and improving the aerodynamic performance of an aeroengine, and its measurement and evaluation
are of great significance. Gao et al. [2,3] studied the influence law of blade machining error on the
aerodynamic performance of a compressor and pointed out that the torsional error of the blade is an
important factor affecting the loss of the blade profile. Zhang et al. [4] analyzed the influence of blade
profile deviation on turbine performance by numerical simulation, and concluded that the deviation of
blade profile changes the field structure and the acceleration law of the airflow in the turbine passage,
thus affecting the aerodynamic performance of the turbine. Cheng et al. [5] researched the effects of six
typical blade parameters on compressor performance and drew a conclusion that blade torsion error
has an important influence on overall pressure ratio, efficiency, flow rate, etc.

At present, the measuring technologies of two-dimensional profile parameters such as the
maximum thickness of the profile and the radius of the leading and trailing edges are relatively perfect,
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and the extraction algorithms of parameters are more mature [6–8]. However, the measurement and
evaluation of blade twist, which characterizes the torsion law of a blade in three-dimensional space,
remains a challenge. Difficulties in the measurement of the blade twist are mainly manifested in the
following aspects: (1) The twist is a three-dimensional geometric parameter of the blade. The measuring
model is complex and the characterization and evaluation are difficult. (2) The parameter of twist
angular position is defined by the angle between the profile chord and the axial line of engine. It is
another difficult problem to locate the axial line of the engine fast and accurately, and to establish the
measurement datum. (3) It is hard to achieve a high-precision measurement of blade twist. Many error
factors such as the coordinate acquisition accuracy of the leading and trailing edges and the extraction
algorithms of the profile chord line have a great influence on the accuracy of blade twist measurement.

At present, some progress has been made in blade twist measurement, and some mature
commercial products in the market can be found to meet the basic requirements of blade twist
measurement, such as CMM (Coordinate Measuring Machine) of the Global Series from HEAXGON
and CORE DS from WENZEL. The existing measuring methods of blade twist mainly involve two
categories: the contact measurement method of CMM and the non-contact optical measurement
method [9].

Contact measurement technology is the first applied blade twist measurement technology.
Su et al. [10] proposed a two-point measurement method for blade torsional deformation. This method
can be used to estimate the rough deformation state of the blade, but measurements with just
two points may lose important information and cannot evaluate the blade twist angle with high
accuracy. Shi et al. [11] studied a contact measuring method for blades based on CMM and proposed a
variable-speed scanning method based on curvature recognition. The method improves the accuracy
of measurement by optimizing the measurement path, but has a poor efficiency. Bu et al. [12] analyzed
the influence of CMM sampling points on the measurement accuracy of characteristic parameters
for turbine blades, and improved the measurement accuracy of parameters such as twist angle by
optimizing the sampling strategy. There are disadvantages and constraints in the measurement of
blade twist based on contact measurement technology: (1) The theoretical model of the measured
blade is necessary for path planning and result analysis, which limits measurement adaptability greatly.
(2) The measurement efficiency is low, and the high-speed and full-information measurement cannot
be achieved. (3) Challenges arise, due to the effect of the radius of the probe ball, the cosine error,
serious fluctuations or even the loss of measured data.

With the development of technology, non-contact measurement technology has become a new
hotspot in blade measurement research. Sun et al. [13] presented a method for non-contact measurement
and evaluation of the aeroengine blade. The coordinates are collected by scanning the blade profile using
the laser sensor, the analysis and evaluation of the blade parameters are realized by the comparison of
measurement model and design model of the blade. Li et al. [14] studied a mathematical model of
inclination error compensation, where the coordinate acquisition accuracy of non-contact measurement
is improved based on the proposed error-compensation model. The non-contact optical measuring
technology improves the measurement efficiency significantly, but it still has some problems in optical
adaptability and measurement accuracy due to the limitation of the measurement principle.

Aiming at the problems in the accuracy and adaptability of blade twist measurements,
a high-precision and form-free measurement method of blade twist based on evaluations of twist
angular position and twist angle is proposed, and the theoretical model, the measurement principle
and the key technologies of this method are discussed in detail. The high-precision acquisition of
coordinates and the extraction of chord angles without a theoretical model of the measured blade are
key issues and difficulties of this study. The method proposed in this study significantly improves the
accuracy and adaptability of blade twist measurement, and provides a new technical solution for the
measurement and evaluation of the twist of aeroengine blade.
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2. Characterization and Measurement of Blade Twist

2.1. Definition of Twist Angular Position of the Profile

The profile is a closed two-dimensional blade contour with a special aerodynamic performance,
which consists of a convex profile, a concave profile, a leading edge arc and a trailing edge arc [15,16].
The twist angular position of the profile characterizes the absolute torsion level of profile relative to the
axial line of engine in the space, and its geometric definition is shown in Figure 1.

 

Figure 1. Definition diagram of the twist angular position of profile.

In Figure 1, the profile chord line refers to the common tangent of the leading and trailing edges
of the profile, and the twist angular position ψ of the profile is defined by the angle between the profile
chord and the axial line of engine. As can be seen from Figure 1, the registration of the engine axis and
extraction of the profile chord line are key issues for measuring the twist angular position of profile.

2.2. Characterization of Blade Twist

The blade is composed of a series of profiles which are twisted and stacked according to certain
rules. The selection of the test profile and the extraction of the twist characteristic parameters are two
key problems to be solved in the characterization of the blade twist. In order to evaluate the spatial
torsion characteristics of blade efficiently and scientifically, two characteristic parameters of twist
angular position ψ of blade and twist angle η of blade are proposed in this study, which characterize
and evaluate the twist level of the blade comprehensively from two aspects of position and form.

The method of characterization and evaluation of the blade twist is described as follows:
(1) As shown in Figure 2, two test profiles I and II are planned on the blade airfoil. Test profile I is

set at 3 mm below the minimum radius of the blade tip and test profile II is set at 4 mm above the
maximum radius of the blade root.

(2) The twist angular positions ψI and ψII of two test profiles are measured respectively based on
technologies of a priori planning and geometric analysis.

(3) The characteristic parameters ψ and η of the blade twist are extracted and calculated. In order to
reveal the torsional characteristics of blade comprehensively and intuitively, two evaluation parameters are
defined in the study: The twist angular position ψ of blade characterizes the absolute torsion level of blade
relative to the axial line of the engine, which can be determined by average twist angle position of the
blade; the twist angle η of blade characterizes the relative torsion degree of the blade itself, which can be
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determined by the difference value between maximum twist angle position and minimum twist angle
position. The mathematical models of parameters ψ and η are defined respectively as follows:

ψ =
ψI +ψII

2
(1)

η =
∣∣∣ψI −ψII

∣∣∣ (2)

By optimizing the number and location of the test profiles, the measuring process of the blade
twist is effectively simplified and the evaluation efficiency is significantly improved. Based on the
parameter evaluations of the twist angular position ψ and twist angle η, the spatial torsion state of
the blade is characterized intuitively and comprehensively. The method proposed in this study has
the advantage of being a simple model that delivers a comprehensive evaluation, which authentically
reveals the torsion rule of the blade.

Figure 2. Model of characterization and evaluation for blade twist.

2.3. Measurement Method of Blade Twist

In this study, a high-precision special machine for blade measurement shown in Figure 3 is
applied to the measurement research of the blade twist. The measuring machine is essentially a
four-coordinate laser measurement system, and consists of a four-axis motion platform, a fixture
system and a high-precision laser probe. The four-axis motion platform is made up of three linear
shaftings of X, Y, and Z with a resolution of 0.1 μm, a rotary shafting of C with a resolution of 0.0002◦
and a precision CNC (Computer Numerical Control) system [17,18]. The fixture system solves the
problems of clamping, positioning and measurement calibration. The high-precision laser probe is
designed with a conoscopic holography sensor CP-3 from Optimet (Israel), with a measurement range
of −1 mm to +1 mm and a resolution of 0.1 μm. The measuring machine provides a precise hardware
platform for the research of the measurement method, and the subsequent experimental verification is
also implemented on the high-precision special machine. Coordinate measurements and chord angle
extraction with high precision are two key issues to be solved in blade twist measurement.
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Figure 3. High-precision special machine for blade measurement.

In order to improve the accuracy and adaptability of the coordinate measurement, an a priori
planning measurement method is proposed in this study. Firstly, the test profiles of the blade are
measured without theoretical model data by the laser probe, and the theoretical model of the blade is
self-constructed based on feature recognition. Then, the measuring path is planned and the sampling
strategy is optimized based on the theoretical model solved of blade, and the high-precision acquisition
of the blade coordinates is achieved. All coordinates are collected in the positions near the reference
distance of the laser probe based on a priori planning technology, thus the depth of measurement
approaches 0 mm and the measurement error is no more than 10 μm. In addition, this method is a
form-free measurement method and does not need the theoretical model of the blade, which improves
the adaptability of the measurement. By optimizing the measurement method, the accuracy level can
meet the measuring requirements of aero-turbine blades with a first precision grade. The a priori
planning measurement method is an innovation of this study.

In order to improve the measurement accuracy of the chord angle, an algorithm for edge extraction
based on sampling optimization and least squares fitting is proposed, which can provide the authentic
measurement data for the extraction of the profile chord. The statistical uncertainty of the method is
less than 3 μm.

The principle and the process of the blade twist measurement are summarized as follows:
Step 1. Establishment of workpiece coordinate system and registration of engine axis. The workpiece

coordinate system is established by scanning the selected section of the mounting column of the fixture,
and the axial line of the engine is matched and aligned with the X axis by measuring the side of the base
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platform of the fixture. In this study, the least squares fitting algorithm is used to process the measured
data, which greatly improves the datum accuracy of the twist measurement.

Step 2. Acquisition of coordinates of the test profiles. The high-precision coordinate data is obtained
by scanning and measuring test profiles I and II with measurement technology of a priori planning.

Step 3. Feature recognition and profile fitting. By feature recognition and piecewise fitting for the
collected coordinate data, the test profiles I and II are extracted, which provides authentic and accurate
measurement data for subsequent parameter calculation and evaluation.

Step 4. Basic parameters calculation of test profiles. Based on the fitted profiles I and II, combined
with the mathematical model of each parameter, the basic parameters of blade profile, such as leading
edge radius, trailing edge radius, leading edge center and trailing edge center, are calculated.

Step 5. Calculation of twist angular positions of two test profiles. Based on the basic parameters
of the profiles calculated in Step 4, the twist angular positions ψI and ψII are analyzed and calculated
with the technology of geometric analysis.

Step 6. Evaluation of blade twist. Based on the solutions of ψI and ψII obtained in Step 5,
the characteristic parameters of blade twist ψ and η are calculated using Equations (1) and (2).
Thus, the spatial torsion state of blade is characterized and evaluated comprehensively with twist
angular position ψ and twist angle η.

The measuring process of blade twist on the high-precision special machine for blade measurement
is shown in Figure 4.

 

Figure 4. Flowchart of blade twist measurement.
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3. Analysis of Key Technologies

3.1. Registration Method of Axial Line of Engine Based on Least Squares Principle

In order to locate the axial line of engine quickly and accurately, a fixture for blade clamping as
shown in Figure 5 is designed in this study.

 
Figure 5. Fixture for blade clamping.

The fixture is composed of three exact centrosymmetric components: the mounting column,
the base platform and the pressing plate. The high-precision positioning and clamping of blade is
achieved using an adjustable dovetail groove structure formed by sides of the pressing plate and base
platform. In addition, the dowel datum planes of the measured blade are closely clamped with the
sides of pressing plate, which guarantees the parallel relation between axial line of engine and side of
base platform. Therefore, the precise adjustment of the engine axis can be realized by measuring and
rotating the side of base platform.

The registration method of axial line of engine based on the fixture for blade clamping shown in
Figure 5 is described as follows:

(1) Establishment of workpiece coordinate system. Firstly, a set of coordinates are obtained
by measuring the selected profile of the mounting column with the probe system along the X-axis
direction. Then, the center coordinates and radius of the mounting column are solved based on the least
squares circle fitting for the collected coordinate data. Finally, through motion control, the workpiece
coordinate system O-XYZ is established on the axis of the mounting column as shown in Figure 5.

(2) Registration of the engine axis. As shown in Figure 6, the axial line of the engine is matched
and aligned with the X axis in three steps. Firstly, a line with a length of 50 mm on the side of base
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platform in X-axis direction is selected, and a set of coordinates are collected by measuring the planned
profile with the probe system in spacing of 2 mm. Then, the slope and intercept are calculated based
on least squares linear fitting for the measured data and the registration angle α between the normal
line on the side of the base platform and Y axis is obtained. Finally, the angle α is adjusted to zero by
the rotary motion of the measuring machine to realize the registration of engine axis.

Figure 6. Registration diagram of aeroengine axis.

3.2. Extraction Method of the Leading and Trailing Edges Based on A Priori Planning

The high-precision extraction of the leading and trailing edges is the primary and key issue to be
solved of blade twist measurement. The leading and trailing edges of the blade have characteristics of
high geometric accuracy, ultra-thin shape and large curvature fluctuation, which cause great difficulties
with the machining and measurement of blade edges [19,20]. Influenced by the probe accuracy and
system scanning resolution, the existing measuring method of blade edges has disadvantages of large
coordinate error, serious fluctuation or even loss of measured data.

In order to solve the technical problem of the blade edge measurement, a new measuring method
for leading and trailing edges based on a priori planning is proposed in this study. The blade edges are
measured in three steps using the method proposed in this study. Firstly, the test profiles are scanned
by the probe system in the absence of the theoretical model of measured blade [21,22], and a set of a
priori coordinates of Psi(xsi, ysi, zsi) for planning are obtained, i = 1, 2, . . . , N. Then, the number and
location of measurement points are optimized based on the feature recognition and sampling strategy
analysis for the a priori coordinates collected [23,24]. Finally, according to the optimization results,
the probe system is controlled to collect data at the planned positions, and the precise coordinates of
Pmi(xmi, ymi, zmi) of each measuring point are obtained.

The curves of the leading and trailing edges measured by priori planning technology are shown
in Figure 7. It can be concluded from Figure 7 that the sampling strategy is optimized automatically
without the theoretical model of the measured blade, and the edge features of the blade are extracted
effectively by planning measuring points densely at the edge parts with larger curvature variation.
Based on the least squares fitting for the precision coordinates collected of the leading and trailing edges,
parameters of center coordinates and radius of the blade edge can be solved quickly and accurately.
The high-precision measurement of the leading and trailing edges based on the technologies of a
priori planning and least squares fitting is a key issue and innovation, which overcomes the influence
of the error factors such as the movement accuracy of the machine tool and provides the authentic
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measurement data for the extraction of the profile chord and subsequently the calculation of twist
angular position.

Figure 7. Curves of the leading and trailing edges extracted based on a priori planning technique.

The adaptive optimization of sampling strategy is achieved through form-free and a priori planning
measurement of the measured blade in this method. In addition, coordinates of Pmi(xmi, ymi, zmi)

are collected at the planned positions, where the depth of field is close to zero, thus the inclination
error is effectively reduced and the measurement accuracy is improved greatly [25,26]. The research
results show that the measuring method based on a priori planning has the characteristics of being
high precision and form-free. The comprehensive measurement accuracy reaches the level of 10 μm,
which can meet the measuring requirements of the leading and trailing edges of ultra-thin blade.

3.3. Extraction Algorithm of Twist Angular Position of the Profile Based on Geometric Analysis

As shown in Figure 8, O1(x1, y1) and O2(x2, y2) represent the centers of the leading and trailing
edges respectively, Rq and Rh represent the radius of the leading and trailing edges respectively, and the
line of EF is the profile chord. The axial line of engine is parallel to X axis after registration, thus the
mathematical model of twist angular position of the profile can be defined as follows:

ψ = β+ θ (3)

where β is the angle between the center line O1O2 of the leading and trailing edges and X axis, θ is
the angle between the profile chord and the center line O1O2. By geometric analysis, we can get the
mathematical models of parameters θ and β as follows:

θ= arcsin

∣∣∣Rq −Rh
∣∣∣√

(x2 − x1)
2 + (y2 − y1)

2
(4)

β= arctan
y2 − y1

x2 − x1
(5)
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Figure 8. Analysis diagram of the mathematical model for the twist angular position of the profile.

Based on the least squares fitting technology, the center coordinates and radius of the blade edges
are solved. Then the twist angular position of the profile can be calculated using Equations (3)–(5).

4. Experiments and Analysis

Taking an aeroengine blade as the measured object, the method for the blade twist measurement
proposed in the paper has been experimented and studied on the measuring machine of the blade shown
in Figure 3. The experiment is carried out according to the measurement process shown in Figure 4.

4.1. Measurement and Analysis of Test Profiles

The test profiles have been measured based on the technology of a priori planning measurements,
and some of the experimental data is shown in Table 1. In Table 1, all coordinates are obtained in
workpiece coordinate system after registration with engine axis. The measurement curves of the test
profiles are shown in Figure 9. As can be concluded from Figure 9, the closed contour curves of the
test profiles are achieved based on the adaptive adjustment of the distribution of measuring points
and the depth of field, the edge features of the blade are extracted effectively by planning measuring
points densely at edges with larger curvature variation, and the exact form and position relationship of
the test profiles are intuitively represented. The experimental results show that the a priori planning
measurement method proposed in the study improves the adaptability of the coordinate measurement
by self-constructing the theoretical model of the blade, and provides accurate data for the calculation
of the blade edge parameters and the extraction of the twist characteristic quantity.

Table 1. Measurement coordinates of the test profiles (unit: mm).

Test Profile I Test Profile II

Leading Edge Trailing Edge Leading Edge Trailing Edge

ID X Y X Y X Y X Y

1 −48.6 11.236 7.1 −11.077 −33.4 2.493 23.0 −4.426
2 −48.7 11.265 7.2 −11.142 −33.5 2.496 23.1 −4.445
3 −48.8 11.286 7.3 −11.192 −33.6 2.470 23.2 −4.494
4 −48.9 11.298 7.4 −11.263 −33.7 2.453 23.3 −4.539
5 −49.0 11.283 7.5 −11.336 −33.8 2.433 23.4 −4.588
6 −49.1 11.250 7.6 −11.409 −33.9 2.418 23.5 −4.607
7 −49.2 11.184 7.7 −11.486 −34.0 2.368 23.6 −4.662
8 −49.3 10.739 7.8 −11.852 −34.1 2.279 23.7 −4.771
9 −49.2 10.663 7.7 −11.891 −34.1 1.758 23.7 −5.424
10 −49.1 10.572 7.6 −11.946 −34.0 1.630 23.6 −5.484
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Figure 9. Measurement curves of test profiles.

4.2. Measurement and Evaluation of Parameters of Leading and Trailing Edges

The leading and trailing edges of the blade studied in this paper are constructed by circular arc,
and its mathematical model is as follows:

x2 + y2 + ax + by + c= 0 (6)

where a, b, c are the model coefficients, which can be solved by the least squares fitting algorithm based
on coordinates collected of the leading and trailing edges [27,28]. Then the parameters of leading and
trailing edges can be determined by the following equations:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

x0 = −a/2
y0 = −b/2

r =
√

a2 + b2 − 4c/2
(7)

where (x0, y0) are the center coordinates of the leading and trailing edges, and r is the radius.
The test profiles I and II have been measured five times using the method of the a priori planning

measurement, and the coordinates collected of blade profiles are used for the accuracy analysis of the
leading and trailing edges. Based on the five sets of coordinates collected and the least squares circle
fitting algorithm, the parameters and measurement standard deviations of the leading and trailing
edges are solved as shown in Table 2. In Table 2, Rq is the leading edge radius, (x1, y1) are the center
coordinates of the leading edge, Rh is the trailing edge radius, (x2, y2) are the center coordinates of
the trailing edge, m1 ∼ m5 represent five sets of parameters solved of blade edges, μ represents the
average value of measurements, and σ represents the standard deviation of measurements.

Table 2. Measurement results of the leading and trailing edges (unit: mm).

Test Profile I Test Profile II

Leading Edge Trailing Edge Leading Edge Trailing Edge

Rq x1 y1 Rh x2 y2 Rq x1 y1 Rh x2 y2

m1 0.458 −48.810 10.853 0.417 7.336 −11.585 0.537 −33.611 1.964 0.542 23.228 −5.024
m2 0.462 −48.805 10.852 0.416 7.339 −11.586 0.538 −33.609 1.965 0.543 23.222 −5.024
m3 0.456 −48.812 10.853 0.419 7.336 −11.583 0.534 −33.616 1.967 0.541 23.229 −5.023
m4 0.457 −48.810 10.850 0.415 7.335 −11.587 0.534 −33.614 1.966 0.539 23.231 −5.022
m5 0.461 −48.806 10.853 0.418 7.335 −11.583 0.535 −33.613 1.966 0.541 23.229 −5.027
μ 0.459 −48.809 10.852 0.417 7.336 −11.585 0.536 −33.613 1.966 0.541 23.228 −5.024
σ 0.003 0.003 0.002 0.002 0.002 0.002 0.002 0.003 0.002 0.002 0.003 0.002

161



Appl. Sci. 2020, 10, 4130

The measurement results show that the algorithm for edge extraction based on sampling
optimization and least squares fitting presented in the study is effective, the parameters of the
blade edges are extracted exactly, and the statistical uncertainty of the measurements is as follows.
The accurate measurement of the leading and trailing edges provides the authentic data for the
extraction of profile chord. ⎧⎪⎪⎪⎨⎪⎪⎪⎩

uA(x0) = 0.003 mm
uA(y0) = 0.002 mm
uA(r) = 0.003 mm

(8)

4.3. Measurement and Evaluation of Blade Twist

Based on the form and position parameters solved of the leading and trailing edges,
the characteristic quantities ψ and η of blade twist are calculated using Equations (1)–(5) as follows:

The uncertainty of the measurement of blade twist is analysed as follows:
(1) Uncertainty of parameter β:
The mathematical model of combined standard uncertainty of parameter β can be derived from

the Equation (5):

uC(β) =
1

1 + M2 ×
[

1
A2 × u2(y2) +

1
A2 × u2(y1) + (

−B
A2 )

2
× u2(x2) + (

−B
A2 )

2
× u2(x1)

] 1
2

(9)

where A = x2 − x1, B = y2 − y1, M = B/A.
The parameters of blade edges and their statistical uncertainties shown in Table 2 are brought into

Equation (9), then the result of uncertainty evaluation of β is as follows:{
uC(β1) = 5.065× 10−5deg
uC(β2) = 4.985× 10−5deg

(10)

(2) Uncertainty of parameter θ:
The mathematical model of combined standard uncertainty of parameter θ can be derived from

the Equation (4):

uC(θ) = K1 ×
[
K2 × u2(Rq) + K2 × u2(Rh) + K3 × u2(y2) + K3 × u2(y1) + K4 × u2(x2) + K4 × u2(x1)

] 1
2 (11)

In Equation (11), the coefficients K1 ∼ K4 are determined by the following equations:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

K1 =

[
1− (Rq−Rh)

2

(x2−x1)
2+(y2−y1)

2

]− 1
2

K2 = 1
(x2−x1)

2+(y2−y1)
2

K3 =
(Rq−Rh)

2×(y2−y1)
2

[(x2−x1)
2+(y2−y1)

2]
3

K4 =
(Rq−Rh)

2×(x2−x1)
2

[(x2−x1)
2+(y2−y1)

2]
3

(12)
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The parameters of blade edges and their statistical uncertainties shown in Table 2 are brought into
Equations (11) and (12), then the result of uncertainty evaluation of θ is as follows:{

uC(θ1) = 7.016× 10−5 deg
uC(θ2) = 7.408× 10−5 deg

(13)

(3) Uncertainty of blade twist:
The mathematical models of combined standard uncertainties of parameters ψ and η can be

derived respectively from Equations (1)–(3):

uC(ψ) =
1
2
[uC

2(β1) + uC
2(θ1) + uC

2(β2) + uC
2(θ2)]

1
2 (14)

uC(η) = [uC
2(β1) + uC

2(θ1) + uC
2(β2) + uC

2(θ2)]
1
2 (15)

The uncertainty analysis results of parameters β and θ are brought into Equations (14) and (15),
then the uncertainties of parameters ψ and η are obtained as follows:{

uC(ψ) = 0.004◦
uC(η) = 0.008◦ (16)

The experimental results show that the absolute twist angular position ψ of blade relative to
the engine axis is −14.375◦ and its uncertainty of measurement is 0.004◦, the relative twist angle η of
blade itself is 14.737◦ and the measurement uncertainty is 0.008◦. The measurement method of blade
twist presented in this study is effective and accurate, the problems of measurement and evaluation
of the blade twist are solved commendably using technologies of calibration, a priori planning and
geometric analysis.

4.4. Deviation Assessment of the Method

In order to verify the reliability of the measurement results, the verification measurement of the test
profiles is carried out on a high-precision four-coordinate measuring machine of JE42, whose overall
measurement accuracy is less than 2 μm. The four-coordinate measuring machine of JE42 collects
coordinate data with a high-precision contact probe of GT31 from TESA Switzerland, and its technical
parameters are provided in Table 3. After coordinate transformation and registration of the measured
data, the measurement curves of test profiles are shown in Figure 10.

Figure 10. Measurement curves of test profiles on JE42.
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Table 3. Parameters of four-coordinate measuring machine.

Parameters Specifications

Range X: 400 mm, Y: 500 mm, Z: 650 mm, C: 360◦
Resolution X, Y, Z: 0.1 μm, C: 0.0002◦

Total accuracy ≤2 μm

The experimental data collected by JE42 is processed based on least squares fitting algorithm, and
the form and position parameters of the leading and trailing edges for test profiles I and II are solved
as shown in Table 4.

Table 4. Parameters of the leading and trailing edges measured by JE42 (unit: mm).

Leading Edge Trailing Edge

Rq x1 y1 Rh x2 y2

Test profile I 0.461 −48.858 10.848 0.422 7.27 −11.58
Test profile II 0.527 −33.699 1.951 0.54 23.176 −5.013

Based on the parameters solved of the leading and trailing edges and evaluation model of blade
twist proposed in the study, the results are as follows:{

ψ0 = −14.356◦
η0 = 14.776◦ (17)

where ψ0 and η0 represents respectively the twist angular position and twist angle measured by JE42.
Taking the measurement results of JE42 as the agreed true value, the measurement deviation of

twist angular position is less than 0.02◦, and the measurement deviation of twist angle is less than
0.04◦. The experiments show that the method proposed in this study can achieve high-precision and
form-free measurement of blade twist.

4.5. Analysis and Comparison of Measurement Methods

The common methods for blade twist measurement are analyzed and compared as shown in
Table 5. It can be concluded as follows:

Table 5. Analysis and comparison of common methods for blade twist measurement.

CMM of Global Series
from HEAXGON

CORE DS from
WENZEL

Form-Free and
High-Precision Method

Methods of detection Contact measurement Non-contact optical
measurement

Non-contact and
form-free measurement

Adaptability
Poor adaptability,

theoretical model is
necessary

Poor adaptability,
theoretical model is

necessary

Good adaptability,
self-constructing
theoretical model

Efficiency Low efficiency Higher efficiency due to
optical scanning

The efficiency is further
improved by optimizing

measurement method

Accuracy for edge
detection

Serious fluctuation or
even loss of measured

data
10 μm level

Less than 10 μm due to a
priori planning

measurement method

(1) CMM collects blade coordinates point by point using a contact probe and the measurement
accuracy can be improved through path planning and sampling optimization, but is limited by the
measuring principle and radius of probe ball. The CMM method is insufficient in adaptability, efficiency
and edge measurement accuracy.

164



Appl. Sci. 2020, 10, 4130

(2) CORE DS collects coordinates efficiently by scanning the blade profile using the laser sensor
and the measurement accuracy can reach 10 μm level through inclination error compensation. However,
it still has some problems in adaptability, evaluation algorithm and measurement accuracy.

(3) The method for the blade twist measurement proposed in the study is form-free, efficient and
accurate, and can solve the problems of high-precision measurement and evaluation for the twist of
aeroengine blade primely.

5. Conclusions

In this paper, the precision measurement method of the twist of the aeroengine blade is studied,
and a comprehensive measuring method of the blade twist based on evaluations of twist angular
position and twist angle is proposed. Three key problems for the twist metrology of a blade are
solved based on technologies of calibration, a priori planning and geometric analysis: aeroengine
axis matching, high-precision coordinate acquisition of the leading and trailing edges, and extraction
of twist angular position of the profile. The contents and conclusions of the innovative research are
as follows:

(1) A simple and efficient method for registration of the engine axis based on the special fixture
and least squares algorithm is studied, which achieves the fast establishment of the measurement
benchmark of blade twist and improves the datum positioning accuracy significantly.

(2) A high-precision method for the measurement of the leading and trailing edges based on a priori
planning is proposed in this study, and the technical difficulties of blade edge measurement are solved.
By optimizing the sampling strategy automatically, the measurement accuracy is improved significantly
and the edge features of blade are extracted effectively, which provides authentic measurement data
for the twist evaluation.

(3) A high-precision extraction method for blade edges based on sampling optimization and least
squares fitting is presented, which can overcome the fluctuation error of measured data and extract the
parameters of blade edges exactly. The statistical uncertainty of the method is less than 3 μm.

(4) An algorithm for parameters calculation of the blade twist based on geometric analysis is
analyzed in this study, which solves the problem of characterization and evaluation of aeroengine
blade twist.

(5) Taking an aeroengine blade as the test object, the measuring method is studied experimentally.
The results show that the metrological method of blade twist presented in this study is effective and its
measurement uncertainty is less than 0.01◦. This method is form-free, efficient, accurate, and can solve
the problems of high-precision measurement and evaluation for the twist of aeroengine blade primely.
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Nomenclature

ψ twist angular position of profile, deg
ψ twist angular position of blade, deg
η twist angle of blade, deg
ψI twist angular position of test profile I, deg

165



Appl. Sci. 2020, 10, 4130

ψII twist angular position of test profile II, deg
α registration angle of engine axis, deg
Psi(xsi, ysi, zsi) A priori coordinates, mm
Pmi(xmi, ymi, zmi) precise coordinates, mm
x1, y1 center coordinates of leading edge, mm
x2, y2 center coordinates of trailing edge, mm
Rq radius of leading edge, mm
Rh radius of trailing edge, mm

β
angle between the center line O1O2 of the leading and
trailing edges and X axis, deg

θ
angle between the profile chord and the center line
O1O2, deg

X abscissas of measuring points on test profile, mm
Y ordinates of measuring points on test profile, mm
μ average value of measurements, mm
σ standard deviation of measurements, mm
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Abstract: During a manufacturing process, it is essential to quickly identify whether a tool needs
to be replaced or adjusted, to ensure that production quality is not compromised. Therefore,
the re-inspection of the product or first article inspection is an important process. Reducing the
inspection time can reduce the time spent waiting for a product in the production line. This research
aimed to design a system that can automatically and rapidly measure the dimensions of irregular tooth
contours in the broaching process, to ensure cutting tools are replaced when necessary. This study
developed an automatic machine for measuring the irregular tooth contours of large ring parts;
the tooth root, tooth height, and tooth thickness of the workpiece are measured. The measurement
diameter is approximately 200 mm, and the radial inspection accuracy is within ±20 μm; we aimed to
reduce the detection time considerably. An optical micrometer and an automatic rotating platform
were used in the measurement system. The workpieces to be measured were easy to install, and the
eccentricity was automatically corrected by the system, thus saving time that would be taken to
correct Abbe errors. This research successfully developed a rapid optical measurement system that
can reduce the inspection time from 30 min to 60 s. Moreover, the maximum radial measurement
error is −0.02 mm, which means that the measurement accuracy is within ±20 μm (total: 40 μm).

Keywords: automated optical inspection; precision measurement; circular contour; edge detection

1. Introduction

Automatic optical inspection (AOI) is commonly used in industries. System stability is essential
and must be considered when designing a suitable metrology system for use in manufacturing
processes. The stability of a system depends on certain factors involved in the system design, such as
the type of method/system used for object identification (e.g., line or area scanning system) and the
type of filter employed.

There are many methods to improve the precision of AOI; these methods help save time, increase
safety, and increase the reliability of the measurement performance. For example, Ali et al. [1] proposed
a camera system with precision measurement that adaptively controls the threshold values to identify
the gear profile. Therefore, the gear profile can be measured with safety and reliability. Camelio et al. [2]
proposed a measurement system that quantifies broaching tool wear based on the overall worn area.
This method uses automated image cropping and digital imaging processing tools to determine the
affected area, without any manual intervention. To remove irrelevant noise, the desired portion of the
unprocessed image is manually cropped into a region of interest from the original image, after which
image processing is performed.
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To improve the processing accuracy of products in automated manufacturing, the state of tool wear
is monitored [3]. This approach extracts the tool edge by decomposing the original tool-wear image,
to reduce the influence of texture and noise in edge measurement. Adamo et al. [4] proposed a low-cost,
high-performance glass surface inspection system. The system uses two low-cost complementary
metal-oxide-semiconductor (CMOS) (1.3 M pixels) USB cameras to form an array, and as the glass
width increases, more cameras can be added to increase the number of images that can be acquired.
Defects such as scratches and bubbles can be identified by using the Canny edge detection method.

Xiong et al. [5] proposed a large-scale spatial-positioning laser-scanning system. They proposed a
single transmitter station calibration method based on a photoelectric-scanning multi-angle resection
positioning model that combines photoelectric-scanning angle measurements and spatial resection
with an external receiver array. The experiment results demonstrated that the method could achieve
millimeter-level measurement accuracy.

Heikkila et al. identified errors occurring during the entire geometric camera calibration process,
such as those occurring during the picking of pictures, model fitting, and image correction, to control
point steps. In that paper, they present a four-step calibration procedure, which is an extension of
the two-step method. In one of the additional steps, the distortion caused by circular features is
compensated for, and in the other additional step, the distorted image coordinates are corrected [6].

Wan et al. [7] presented the concept of using the latitude and longitude coordinate system for
spherical correction; various basic matrix formulas were used to perform automatic correction of the
dual PTZ (pan-tilt-zoom) camera system. Ng [8] presented an improvement of Otsu’s method. In the
improved method, image segmentation is better when the grayscale histogram of the image has a
double peak; if the grayscale histogram has only a single peak, the threshold will be close to the peak,
which increases the possibility of poor image segmentation.

Samopa et al. [9] combined Canny edge detection and the fixed percentage method, to propose a
method of setting binarization. The experiment results showed that the binarization threshold is set on
the edge detection, and the performance of this method was better than Otsu’s method. Jung et al. [10]
created a 3D image through reprojection without an external light source, and the scanning time
was shorter than that of a conventional stereo vision forming system. Previous studies have used
the KEYENCE LS-7030 optical measurement meter to measure the extrudate swell of high-density
polyethylenes in capillary flow [11,12]. This line scan device was also used in this proposed study.

Sun et al. [13] proposed a method for controlling autonomous underwater vehicles (AUVs);
a Butterworth filter was used in the accelerometer and gravity sensor of the attitude compass. After the
signal was filtered, the attitude control of the AUV was more precise, rendering AUVs more suitable
for the exploration and rescue of underwater vehicles. It shows the Butterworth filter has a very flat
frequency response in the passband.

The signal data of elevator safety pliers are produced by an accelerometer sensor. However,
noise interferes with the signal of the accelerometer. This affects the measurement data and hampers
the smooth braking of the pliers, or causes a delay in the application of the brakes. This study thus
employed a Butterworth filter method to obtain smoother measurement data [14]. Unfortunately,
the reliability of acceleration data is severely compromised by measurement noise; this noise needs
to be suppressed to the maximum extent possible, to be able to use the data for comfort assessment.
Pinto et al. [15] presented a fifth-order Butterworth low-pass filter; it is based on the fully differential
difference transconductance amplifier (FDDTA) building blocks. That is, it is fifth-order transfer
function according to the Butterworth theory. The Butterworth low-pass filter is a suitable smoothing
method for electrical signal processing [13–15].

Ye et al. [16] proposed an in situ deflectometric measurement strategy for the robotic polishing of
optical components where the accuracy is comparable to that of a coordinate measuring machine (CMM).
In order to enhance the machining accuracy of curved contour on large thin-walled skin, Bi et al. [17]
developed a method of isometric-mapping-based adaptive machining where the measurement system
is a laser-scanner-based on-machine measurement (OMM) system to obtain 3D real geometry deformed
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surface. There are several 3D measurement methods [18,19] devoted to the assessment of manufacturing
processes or the evolution of surface texture.

Area scanning measurement can quickly obtain images, but a postprocessing step is required for
photo distortion correction [6,10], and a graphic processing step is required to obtain the contours [1–4].
Moreover, the requirements of ambient light and a larger workpiece mean that the charge-coupled
device (CCD) requires a higher resolution to maintain measurement accuracy; a high-resolution CCD
is particularly expensive. The advantage of a line scanning system is that, when measuring a large
workpiece, because of 1D linear image data, the sensor (camera) pixel requirements are much lower
than those of an area scanning system [11,12]. Moreover, there are no strict requirements for ambient
light. However, in the workpiece platform control system, signal processing is more complex, and the
workpiece moving speed needs to be adequate to obtain the correct superimposed image.

In this study, we focused on measuring large workpieces of approximately 200 mm. To achieve
high-speed detection, the following criteria should be met: easy installation of the workpiece, operation
of the system should be simple, the system should be stable, measurement should be quick and precise,
and the cost should be low. A general line scan method is applied for 2D measurements in plane,
such as width, height, or length. The novel approach of this study is by integrating a rotational
table and precise line scan device, to measure large circular workpiece. The micro-vibration of the
transmission gears in the rotational table causes high-frequency vibration noise, which affects the
measurement result; thus, this study used the Butterworth filter for low-pass filter processing.

2. Proposed Metrology System

In this study, we selected the line scanning system, where the workpiece can be placed directly on
the rotating platform for measurement. The system is mainly divided into three parts: measurement
unit (CCD and LS-7030), transmission mechanism (automatic detection rotating platform), and data
processing (PLC and visual C# program).

A prototype system and a final rapid inspection system were investigated. The difference between
these two systems lies in the speed employed and the data transfer interfaces. The prototype used
the RS-232 interface to transfer data to the PC; the platform rotation speed for the prototype was 0.25
rpm (AC servo motor of 20 rpm). The platform rotation speed for the final rapid system was 2.5 rpm
(AC servo motor of 20 rpm). Because of a 10-fold increase in speed, to improve data acquisition and
transmission, we added an expansion input/output unit (KV-SIR32XT) module to the system. After the
addition of this module, the Ethernet/IP interface could be used to transfer data to a PC.

In the program function, we needed to determine the coordinates of the rotation platform axis
by using the CCD first; these coordinates were then used as the reference center of the subsequent
image program. Next, we needed to convert the upper and lower limits (E1 and E2) of the LS-7030
measurement light band to the upper and lower limits of the image coordinates, to convert the
measured results to the radius of the image coordinates.

Because the platform and workpiece are not on the same axis, an eccentricity error may occur
during rotation; this error causes the measurement result to oscillate like a sine waveform. In this
study, two different methods were proposed to determine the center of the measured object, and the
eccentricity value was calculated by a program. Finally, the axis eccentricity was corrected by the
eccentricity curve, and the measured value without eccentricity was obtained.

The center of a round workpiece, such as a ring gauge, can be determined by using four edge
points at every 90◦. However, after broaching, because some portions of the contours change, a more
accurate method to determine the center of a round workpiece is required. To this end, we propose a
method of circular regression from the un-machined surface points.

The control software uses self-developed programs, employing Visual Studio C# with Emgu CV
as image processing libraries and the Butterworth filter for low-pass filtering. In this study, numerical
calculations were performed on the tooth root, tooth height, and tooth thickness. In addition, before

171



Appl. Sci. 2020, 10, 4418

beginning the measurement, the LS-7030 system needs to be switched on for 30 min, in order to ensure
stable measurement.

2.1. System Design

Figure 1 shows the schematic of the automatic optical measurement system. Figure 1a shows
the direction in which the sample is loaded on the rotary table in the top view. Figure 1b shows the
equipment; the equipment includes CCD components (IDS 500 million CCD/UI-3580CP-C-HQ_REV
2), a Computar 2/3” 8 mm f1.4 locking iris and focus (M0814-MP2) lens, an LS-7030 CCD micrometer
(LS-7001 micrometer display), a programmable logic controller (PLC) of KV-7500, a rotary table, an XY
linear micrometer manual stage (TSD XY-TS100AR), a harmonic reducer (GTC 1:80), a servo motor
(SME-L04030SAB, AC400W) and servo motor driver, and a control box.

  
(a) (b) 

Figure 1. Schematic of the automatic optical measurement system. (a) Top view. (b) Front view
and equipment.

In the rapid measurement system, an I/O Special Unit (KV-SIR32XT) was added; this unit uses the
Ethernet/IP interface to communicate with a PC, to facilitate high-speed data transfer.

The upper CCD is used to determine the rotation center of the machine rotating platform.
The measurement sample is directly placed on the platform, using the outer diameter of the platform
for alignment/fixation. There are two diameters within the inner diameter, as shown in the cross-section
A-A of Figure 1a: a large diameter and a small diameter. The large diameter is the outer diameter
of the platform and is used for alignment and fixation, and the small diameter is used to stop the
sample on the platform. Thus, the workpieces to be measured can be simply and stably placed on the
platform; however, a gap typically exists between the platform and the workpiece, resulting in a slight
eccentricity error on the workpiece.

The rotary table consists of a harmonic reducer (1:80) and an AC servo motor. In addition, there is
a pointer for positioning the machine to the 0◦ position. An inductive limit switch is used to return the
machine to the 0◦ position.

This study used the KEYENCE line-scanning optical measurement system LS-7030, which is an
all-in-one optical measurement instrument; the measurement range is 0.3 to 30 mm, the accuracy is
±2 μm, and the repeatability is ±0.15 μm. The LS-7030 consists of an integrated parallel beam system
and an imaging system (high-brightness GaN light-emitting diode (LED), telecentric lens, and HL-CCD.
The HL-CCD facilitates continuous exposure measurement (reaching 2400 times/s), so it can be used
for high-speed continuous detection.

The following are the advantages of a harmonic reducer: (1) Compared with other reducers,
the harmonic reducer has a smaller volume and simpler structure, and it generally consists of three
basic components (wave generator, flexible wheel, and rigid wheel) [20]. (2) The harmonic reducer can
be used with large loads. Because a large number of teeth mesh when the harmonic gear rotates and
the flexible wheel meshes with the rigid wheel after elastic deformation, the teeth are in surface contact
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with other teeth. Therefore, the backlash is small, and meshing is possible even without side backlash,
which is suitable for reverse rotation during movement and maintaining output accuracy.

Other control buttons are on the outer cover of the control box, such as the start button,
which triggers the rotating table to rotate once, the home position return button, which triggers the
rotating table to return to the zero point position of the system, and the emergency stop button, which
is required in case the measurement needs to be stopped.

In the prototype system, the rotation speed was only 0.25 rpm, and the measurement time was
approximately 4 min. To achieve a measurement time of within 1 min, the rotation speed must be
increased. According to Reference [21], the harmonic reducer has different vibration values for different
rotation speeds. Due to the elastic deformation of the flexible wheel and the large number of teeth
in contact with each other during the transmission, vibration causes measurement errors, and thus,
different speeds have to be tested to determine the ideal measurement speed.

2.2. Calculation Method of Rotation Axis Center

First, physical objects must be converted into coordinates of the virtual system. Therefore,
the conversion coordinates of the rotation axis center and the measurement of the LS-7030 light
band must be obtained. These two factors form the basis for the subsequent software calculation.
We calculated the center coordinate C by using the area method.

As shown in Figure 2, the CCD was used to take photos of the correction block at three different
positions; the positions of the three correction blocks do not overlap, and the total rotation angle is
greater than 180◦. Then, image processing is used to identify the coordinates of the large and small
circles on the calibration block, and the center of platform is C (xc, yc). A triangle (denoted in red) is
formed from the center points of two circles and platform, as shown in the Figure 2. The area of the
triangle at the three rotation positions is equal because the distance between the big circle and the
small circle is fixed, as well as the distance to the center of point C.

 

Figure 2. Determining the rotation center by the triangular areas. The big circle locations are at 1, 3,
and 5. The small circle locations are at 2, 4, and 6. C is the rotary table center with coordinates (xc, yc).

As shown in Figure 2, the positions of the big circles are numbered 1, 3, and 5, and the positions
of the small circles are numbered 2, 4, and 6; the coordinates of the 6 points are written as (xi, yi), i =
1–6. Equation (1) shows the area calculation formulas for the three triangles, Δ12C, Δ34C, and Δ56C;
the areas of the three triangles are equal (A0 = A1 = A2) to solve C.

The three triangle-area formulas are as follows:

A0 =
1
2

∣∣∣∣∣∣∣∣∣
x1 y1 1
x2 y2 1
xc yc 1

∣∣∣∣∣∣∣∣∣ ; A1 =
1
2

∣∣∣∣∣∣∣∣∣
x3 y3 1
x4 y4 1
xc yc 1

∣∣∣∣∣∣∣∣∣ ; A2 =
1
2

∣∣∣∣∣∣∣∣∣
x5 y5 1
x6 y6 1
xc yc 1

∣∣∣∣∣∣∣∣∣ (1)
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After derivation, the rotation center (xc, yc) values are as follows, in Equations (2) and (3):

xc =
(x2 y1−x1 y2+x3 y4−x4 y3)(x2−x1+x5−x6)−(x2 y1−x1 y2+x5 y6−x6 y5)(x2−x1+x3−x4)

(y1−y2−y3+y4)(x2−x1+x5−x6)−(y1−y2−y5+y6)(x2−x1+x3−x4)
(2)

yc =
(x2 y1−x1 y2+x3 y4−x4 y3)(y1−y2−y5+y6)−(x2 y1−x1 y2+x5 y6−x6 y5)(y1−y2−y3+y4)

(y1−y2−y5+y6)(x2−x1+x3−x4)−(y1−y2−y3+y4)(x2−x1+x5−x6)
(3)

2.3. Conversion of Measured Values to Radius

In this study, LS-7030 was used to simultaneously measure the inner diameter and outer diameter
of the ring gauge, and the measured values were the upper and lower dimensions of the micrometer
optical belt (Out2, Out1).

As shown in Figure 3, the measurement dimensions are the upper and lower dimensions of the
light band (Out2, Out1). Using the Out2 and Out1 values at 0◦ and 180◦, the E1 and E2 values can be
solved. Finally, the values of outer contour and inner contour radius can be converted, using E1 and
E2. This study did not measure the inner contour radius, and therefore it is not discussed (Out2, E2).

Figure 3. Schematic of ring gauge measurement and symbols used in the calculation.

The ring gauge diameter is used for ensuring accuracy in calculation; the diameter value (2Ro) is
calculated by using Equation (4), and Equation (5) is used for the calculation of the inner diameter
(2Ri). Then, using these values, we can calculate E1 and E2 by using Equations (6) and (7), allowing the
proposed system to also measure the inner diameter and contour.

2Ro = E1−(Out1)0◦+E1 − (Out1)180◦ (4)

2Ri = E2+(Out2)0◦+E2+(Out2)180◦ (5)

E1 =
[2Ro + (Out1)0◦ + (Out1)180◦ ]

2
(6)

E2 =
[2Ri− (Out2)0◦ − (Out2)180◦ ]

2
(7)
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2.4. Correction Calculation for Workpiece Eccentricity

Because the platform and workpiece are not on the same axis, eccentricity errors may occur during
rotation. In the prototype system, the ring gauge coordinate center was obtained by using the ring
gauge, and then the correction of the eccentricity value and the measured value were calculated by
the C# program. On the rapid measuring machine, using the outer diameter of the ring gauge or the
maximum outer diameter of the tooth profile in the workpiece, a circle center was obtained through
regression analysis. In this study, the ring gauge diameter is 192.68 mm.

As shown in Figure 4a, the rotating platform and workpiece (or ring gauge) are not on the same
axis, and thus, the measurement result X varies due to eccentricity oscillation. The green zone is the
LS-7030 measurement zone, C is the rotary table center, r is the sample or the ring gauge radius, r′ is the
eccentricity distance (CP) from the ring gauge center to the rotation center, and θ is the angle between
the eccentricity distance (CP) and the X-axis. In quadrant I, the angle is +θ.

 

 

(a) (b) 

Figure 4. Eccentric correction calculation. (a) Eccentricity between rotary table center and ring gauge
center. (b) Simplification to slider-crank mechanism.

The measurement system moves in a clockwise rotation in the top view, and thus, the progressive
rotation angle is −θ. Because the machine rotates in the clockwise direction, the maximum value
of X is at 0◦; therefore, the measured values of X at the beginning of quadrants I and II gradually
increase to the maximum value (θ = 0◦) as the platform rotates, after which they gradually decrease.
The minimum value of X is at 180◦; therefore, the measured values of X at the beginning of quadrants
III and IV gradually decrease to the minimum value (θ = 180◦) as the platform rotates, after which they
gradually increase.

As shown in Figure 4b, all X values can be simplified to a slider-crank mechanism, and the distance
X can be obtained by using the slider-crank mechanism, as expressed in Equation (8).

X = r′ cos θ+
√

r2 − (r′ sin θ)2 (8)

Equation (8) can be used to calculate the eccentricity sine curve where the input parameter of θ
was derived from the cosine theorem in Equation (9) and finally can be obtained by using Equation (10).

When the prototype is used for ring gauge measurement, the eccentricity value (r’) is calculated
directly from the measured values; the value is obtained by dividing the difference between the
maximum value of X and the minimum value of X by 2, as shown in Equation (11). The ring gauge
radius (r) is 96.34 mm.

On the rapid measuring machine, using the outer diameter of the ring gauge or the maximum outer
diameter of the tooth profile in the workpiece, a circle profile is obtained through regression analysis.
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Then, the circle is used to calculate the center P. Therefore, the eccentricity value r’, the addendum
circle radius r, and the X distance can be obtained simultaneously.

r2 = r′2 + X2 − 2r′X cos θ (9)

θ = cos−1
(

r′2 + X2 − r2

2r′X
)

(10)

r′ =
(Xmax−Xmin)

2
(11)

To determine the error value of the measurement system, we take the result of the first measurement
as the reference at origin 0 and then set the 1st value to zero. The method is to deduct the first value of
all measured results, and then the origin is translated by subtracting the starting X0 value from the
value of the first measured results.

Figure 5 shows the error graphs obtained from different starting eccentricity angles, when the
eccentricity is assumed to be 0.1 mm (r′ = 0.1). As seen in Figure 5a, when the original eccentricity
angle is 0◦, the X value is the largest when the coordinates of P are (0.1, 0), and the value is 0. Moreover,
because the machine rotates clockwise, the resulting error value is less than 0 and has a minimum
value at 180◦.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 
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Figure 5. Cont.
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Figure 5. Error graphs obtained for different starting eccentric angles (a–h).

As seen in Figure 5b, when the original eccentricity angle is 45◦, the coordinates of P are (0.07071,
0.07071), and r′ is in quadrant I. Therefore, when the machine is rotated 45◦ clockwise, the value of X is
the maximum, the error is 0 at 90◦, and there is a minimum value at 225◦.

As seen in Figure 5c, when the original eccentricity angle is 90◦, the coordinates of P are (0, 0.1).
Therefore, when the machine is rotated 90◦ clockwise, the value of X is the maximum, the error is 0 at
180◦, and there is a minimum value at 270◦.

As seen in Figure 5d, when the original eccentricity angle is 135◦, the coordinates of P are (−0.07071,
0.07071). Therefore, when the machine is rotated 135◦ clockwise, the value of X is the maximum,
the error is 0 at 270◦, and there is a minimum value at 315◦.

As seen in Figure 5e, when the original eccentricity angle is 180◦, the X value is the minimum when
the coordinates of P are (−0.1, 0). Therefore, when the machine is rotated 180◦ clockwise, the value of X
is the maximum, and the error is 0 at 360◦.

As seen in Figure 5f, when the original eccentricity angle is 225◦, the coordinates of P are (−0.07071,
−0.07071), and r′ is in quadrant III. Therefore, when the machine is rotated 45◦ clockwise, the value of
X is the minimum, the error is 0 at 90◦, and there is a maximum value at 225◦.

As seen in Figure 5g, when the original eccentricity angle is 270◦, the coordinates of P are (0, −0.1).
Therefore, when the machine is rotated 90◦ clockwise, the value of X is the minimum, the error is 0 at
180◦, and there is a maximum value at 270◦.

As seen in Figure 5h, when the original eccentricity angle is 315◦, the coordinates of P are (0.07071,
−0.07071), and r′ is in quadrant IV. Therefore, when the machine is rotated 135◦ clockwise, the value of
X is the minimum, the error is 0 at 270◦, and there is a maximum value at 315◦. As seen in Figure 5,
at 180◦, the error patterns are reversed.

2.5. Main Size Measurement and Method

In this study, a tooth of a ring object was measured. This object is mainly used for transmission
connection, and the tooth shape is similar to that of a rectangular spline.

Because the ring-shaped workpiece with the qualified outer diameter (the maximum outer
diameter of the tooth top) is screened and processed before machining of the tooth shape, in this study,
the main dimensions considered were the tooth root, tooth height, and tooth thickness.

After the measurement is complete, the software corrects the center of the workpiece and then
draws the results, as shown in Figure 6 (showing the contour of the ring-shaped workpiece); the tooth
top (Rt), tooth root (Rr), tooth height (Rt − Rr), and tooth thickness (W) are shown in the figure.
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Figure 6. Measurement result for the gear contour (only shows the outside contours of the ring sample).
The yellow center point shows the actual sample center.

The tooth height is calculated by subtracting Rr from Rt. The tooth thickness (W) is measured
at the top of the tooth, using two endpoints of the tooth. Each tooth is assigned a number (T1–T16),
as shown in Figure 6.

2.6. Software and Program Processes

This study used visual C# and Emgu CV as software development programs. Emgu CV is a
cross-platform .Net wrapper for the OpenCV image processing library, allowing Open CV functions to
be called from .NET compatible languages. Emgu CV can be used to develop real-time image-processing,
computer-vision, and pattern-recognition programs.

This study developed a prototype and a rapid system. The program processing flow for each was
the same, and only the program for signal processing was different.

2.6.1. Program Processing in the Prototype System

The following steps are involved in the program:

Step 1. Real and virtual conversion: the conversion coordinates of the rotation axis center and the
measurement of the LS-7030 light band are obtained first. To comply with the measurement
principle, correction needs to be performed, as given in Step 3.

Step 2. Filtering: No filtering is required. Due to the low speed of 0.25 rpm and the RS-232 interface
during the prototype development stage of the machine, there is little or no high-frequency
noise, and thus, the output result can be used directly.

Step 3. Eccentric correction and calibration: After the eccentricity value is corrected by the ring gauge,
the measurement result of the ring gauge can be obtained, and Abbe errors in the system can
be reduced by adjusting the XY micrometer stage of the LS-7030 base. Because the ring gauge
is circular, the XY micrometer stage is adjusted so that the measured value is the maximum.
Then, the measurement center and the rotation center of the object are on the same straight
line, almost without any Abbe error. The measured value at this time is equal to the true size
of the ring gauge. During the development period, in the eccentric correction of the prototype
system, only the eccentricity value of the ring gauge was used.
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Step 4. Output: The main measured dimensions are the tooth height, tooth crest, tooth root, and tooth
thickness. Except for the tooth thickness, the intermediate position of each tooth is taken
as a basis, as shown in Figure 6. Rt and Rr are the intermediate positions of the tooth line.
The tooth thickness is the length of the arc of the tooth top.

2.6.2. Program Processing of Rapid Measurement System

Steps 1 and 2 are the same as those in the previous section. Step 2 is performed with a filter.
Two types of filters are employed: the Butterworth filter and a simple filter. The Butterworth filter is used
in ring gauge calibration, and the simple filter is used in the measurement of the toothed workpieces.

Because the speed was increased to 2.5 rpm and the Ethernet/IP interface was used in the final
system, high-frequency noise occurs. A fourth order zero-phase shift low-pass with 1 Hz cutoff
frequency of Butterworth filter was used on the ring gauge measurement results.

In the measurement of the tooth-shaped workpieces, a simple filtering method was used for the
noise, because the Butterworth filter would distort the tooth shape. In the simple filter program, first,
the top and root of the tooth are defined. When the measurement is complete, the addendum radius
is considered to be 94.5 mm. The measurement values are between 92.6 and 94.5 mm, and they are
considered the tooth root radius. Then, the measurement values are calculated by using the threshold
set by the simple filtering method; the current set threshold is 0.1 mm.

We observed a phenomenon from the experimental data: The comparison value of each piece of
data with the previous piece of data will not exceed 0.1 mm except for signal noise. This is the origin of
the threshold filtering for tooth shaped workpieces.

The simple filtering method compares the current measurement data (the latter data) with the
previous data. If the difference is more than 0.1 mm (threshold value), the current data are replaced
with the previous data. This threshold is based on the comparison between the measurement results of
the study machine and the results of the coordinate measuring machine (CMM) measurement.

Step 3 is eccentric correction and calibration. Two different samples are used: a ring gauge and a
workpiece. To achieve further accuracy in the measurement of rectangular spline workpieces, different
centers of circles are used for the eccentric correction in rapid measurement systems. For the ring
gauge and workpieces, their centers are used for eccentric correction. Circular regression analysis
is performed on both of them to determine the center of the circle. Because the arc of the tooth top
is the outer diameter of the workpiece and the workpiece is manufactured using a precision lathe,
the measurement of the concentricity of the workpiece is accurate.

3. Results and Discussion

In this section, measurements using the prototype system and the rapid system are discussed.
Furthermore, the rotation speed in the rapid measurement system is discussed.

The four steps of the program were described in Section 2.6: (1) real and virtual conversion,
(2) filtering, (3) eccentric correction and calibration, and (4) output. The program uses the first step of
real and virtual conversion to perform the calculation. The filtering requirements are discussed later in
the measurement results. In the prototype system, the measurement results are used directly, without
filtering. In the rapid measurement system, noise must be filtered out from the measurement results
in order to achieve a more accurate eccentric correction. Experiments were conducted to verify the
stability, measurement repeatability, and accuracy of the system.

In this study, an optical projector and CMM were used to verify the measurement results. The CMM
measurement data are provided by the QC department in the factory, and the CMM measurement
results are used for comparison and adjustment in the final rapid measurement system. Therefore,
this system can be transferred directly to the production line.
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3.1. Prototype Development System

3.1.1. Eccentric Correction

To determine the eccentricity value between the rotation platform and samples, the measurement
results must be first converted to X0 relative offset values.

The X0 relative offset value (δ) is obtained by deducting all the measured values from the first
measured value. In the expression δ(i) = Xi − X0, i = 0~N, where N is the total number of measurement
points for the entire circle, and δ(0) = 0 is the first offset value.

Figure 4a shows the origin translated by subtracting the starting X0 value, meaning that the first
measurement value δ(0) is transferred to the 0 value as δ(0) = 0.

In the standard ring gauge measurement, the conversion result of the X0 relative offset shows the
effect of eccentricity. The maximum and minimum values of δ equal X max and X min in Equation
(11); Equation (11) is used to calculate the eccentricity value r′, and r′ is substituted into Equation (8),
to determine the eccentric correction curve.

In the eccentric correction of the prototype system, only the ring gauge eccentricity value was used.
Figure 7 shows the measurement results of the ring gauge that have been converted into X0

relative offset values. In addition to the sinusoidal oscillation trend, this X0 relative offset curve also
includes the high-frequency error caused by the reducer vibration. The prototype system did not filter
the measurement results.

 

Figure 7. Ring gauge measurement results translated to X0 relative offset data (0.25 rpm with RS-232).

All results are compared with the relative offset converted to X0, as shown in Figure 8. As shown
in Figure 8a, after calculation of the eccentricity value r′, using Equation (11), the r′ value is used to
obtain the eccentric correction curve, using Equation (8). Figure 8b shows the result of subtracting the
eccentric correction curve. If the curve is a horizontal line and all values are 0 mm, this means that all
the values are the same as the first set of data; values closer to 0 imply that the error is small.

 
(a) 

Figure 8. Cont.
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(b) 

Figure 8. (a) Calculation result of ring gauge eccentricity curve. (b) Eccentric correction results.

Figure 8b shows that there are 80 periods of the wavelet phenomenon, and the number of
small noise peaks is 80, which is same as the reducer ratio; this indicates the occurrence of loading
deformation caused by the meshing of the flexible reducer and the fixed wheel on the harmonic
reducer [22]. Because the speed of the prototype system is only 0.25 rpm and the RS-232 has almost no
signal transmission noise, the reducer ratio of 1:80 can be determined clearly.

3.1.2. Test for Virtual Measurement System Repeatability and Accuracy

To test the stability of the measurement system, the measurements were repeated thrice with the
unloading test. During the unloading test, the sample is not removed or repositioned.

The tooth height and thickness of 16 teeth were measured, as shown in Tables 1 and 2. To easily
compare the three sets of results, we subtracted the second and third measurement results from the
first measurement results, to obtain the repeatability measurement error. The maximum repeatability
measurement error is only 0.004 mm for the tooth height (Table 1), indicating that the measurements
were accurate and repeatable.

Table 1. Measurement system repeatability test on tooth height (measurements were repeated thrice).

Measurement System Repeatability Study

(Unit: mm) Tooth Height Repeatability Error

No. of Tooth Test 1 Test 2 Test 3 2nd–1st 3rd–1st

T1 3.059654 3.058098 3.056252 −0.002 −0.003
T2 2.992897 2.99575 2.995895 0.003 0.003
T3 3.238052 3.23745 3.241447 −0.001 0.003
T4 3.220901 3.22065 3.219147 0.000 −0.002
T5 3.212646 3.210396 3.210106 −0.002 −0.003
T6 3.184547 3.185455 3.185547 0.001 0.001
T7 3.165848 3.166351 3.165047 0.001 −0.001
T8 3.200005 3.2015 3.201103 0.001 0.001
T9 3.181755 3.181557 3.179451 0.000 −0.002

T10 3.164795 3.163551 3.1604 −0.001 −0.004
T11 3.150452 3.151344 3.150154 0.001 0.000
T12 3.212845 3.216354 3.216148 0.004 0.003
T13 3.133095 3.129196 3.131699 −0.004 −0.001
T14 3.108749 3.108849 3.108704 0.000 0.000
T15 3.142197 3.140297 3.14225 −0.002 0.000
T16 3.154251 3.151299 3.152298 −0.003 −0.002

As seen in Table 2, the maximum repeatability error is−0.129 mm for the repeatability measurement
results for tooth thickness, and this, too, was an outlier. The tooth thickness error is the sum of the signal
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noise error and sampling error. The signal noise error is the high-frequency noise in measurement,
and the sampling error is determined from the sampling ratio.

Table 2. Measurement system repeatability test on tooth thickness (measurements were repeated
thrice).

The Measurement System Repeatability Study

(Unit: mm) Tooth Thickness Repeatability Error

No. of Tooth Test 1 Test 2 Test 3 2nd–1st 3rd–1st

T1 10.14783 10.13657 10.16716 −0.011 0.019
T2 9.895499 9.904919 9.946733 0.009 0.051
T3 32.5769 32.52688 32.581 -0.050 0.004
T4 10.05784 10.05223 10.05939 −0.006 0.002
T5 10.20149 10.19728 10.20142 −0.004 0.000
T6 9.865836 9.884316 9.871897 0.018 0.006
T7 9.779203 9.751502 9.73667 −0.028 −0.043
T8 32.75737 32.76112 32.77379 0.004 0.016
T9 10.26547 10.26095 10.24714 −0.005 −0.018

T10 10.40329 10.41216 10.43104 0.009 0.028
T11 10.43783 10.45585 10.40663 0.018 −0.031
T12 10.13186 10.13569 10.13275 0.004 0.001
T13 32.73424 32.60537 32.66642 −0.129 −0.068
T14 10.34993 10.2971 10.29994 −0.053 −0.050
T15 10.262 10.2998 10.29871 0.038 0.037
T16 10.36323 10.33171 10.35833 −0.032 −0.005

For the prototype system, the total number of CCD scan data points was 48,709, and thus, the angle
of interval between each data point was 0.00739◦. The ring gauge diameter was 192.68 mm, and the
sampling interval (0.012 mm sampling blind spot size) was obtained by using Equation (12). In Table 3,
it can be seen that the percentage of errors of 0 to 0.01 mm in width are as high as 40.63%. Because the
thickness of one tooth spans (pass) two tooth steps, in the worst case, the maximum error is twice the
sampling interval: 0.024 mm (approximately 0.03 mm).

Table 3. Repeatability error zone distribution.

Error Zone Distribution Percentage

Error Max (mm) Count Cumulative Number Cumulative Number %

0~0.01 13 13 40.63%
0.01~0.02 6 19 59.38%
0.02~0.03 2 21 65.63%
0.03~0.04 4 25 78.13%
0.04~0.05 3 28 87.50%
0.05~0.06 2 30 93.75%
0.06~0.07 1 31 96.88%
0.07~0.08 0 31 96.88%
0.08~0.09 0 31 96.88%
0.09~0.10 0 31 96.88%
0.10~0.11 0 31 96.88%
0.11~0.12 0 31 96.88%
0.12~0.13 1 32 100.00%

Figure 9 shows the statistical values in each error range and the percentage distribution of the
error area in Table 3. Regarding the error ranges, 87.5% of errors are within 0.05 mm, and 96.88% of
errors are within 0.07 mm.
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Figure 9. Repeatable error distribution in tooth-thickness tests.

With respect to the influence of the tooth thickness error, the tooth edge positions could not be
determined, because of the sampling interval error of the tooth thickness. Without considering the
0.129 mm maximum repeatability error volume (only one), the maximum tooth thickness error was
0.068 mm.

Sampling interval = πD × θ

360
(12)

3.1.3. Comparison Between Optical Projector Measurements and Prototype System Measurements

The optical projector can perform the measurement faster than the CMM; thus, we used the optical
projector measurements for comparison with the prototype measurements.

Figure 6 shows the position of the teeth, and each tooth is assigned a number. The optical projector
measures the tooth height and tooth thickness of T9–T12 of the workpiece, and the average of three
measurements was considered in this study and compared with the optical projector measurement
results. Table 4 lists the measurement results of the tooth height; the heights, as measured using
the optical projector, are 3.192, 3.183, 3.164, and 3.236 mm for T9, T10, T11, and T12, respectively.
The heights, as measured using the prototype system measurement, are 3.181, 3.163, 3.151, and 3.215 mm
for T9, T10, T11, and T12, respectively. The measurement error between the tooth height values
measured using the prototype system and the optical projector is approximately −0.02 mm.

Table 4. Comparison of tooth-height result using optical projector.

Tooth Height (Unit: mm)

No. of Tooth Avg. Projector Error

T9 3.181 3.192 −0.011
T10 3.163 3.183 −0.020
T11 3.151 3.164 −0.013
T12 3.215 3.236 −0.021

Table 5 lists the measurement results for tooth thickness; the thicknesses, as measured by using
the optical projector, are 10.273, 10.425, 10.475, and 10.155 mm for T9, T10, T11, and T12, respectively.
The thicknesses, as measured by using the prototype system, are 10.258, 10.415, 10.433, and 10.133 mm
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for T9, T10, T11, and T12, respectively. The measurement error between the tooth thickness values
measured using the prototype system and the optical projector is approximately −0.04 mm.

Table 5. Comparison of tooth-thickness result using optical projector.

Tooth Thickness (Unit: mm)

No. of Tooth Avg. Projector Error

T9 10.258 10.273 −0.015
T10 10.415 10.425 −0.010
T11 10.433 10.475 −0.042
T12 10.133 10.155 −0.022

As in the optical projector comparison result, the developed measurement system is highly precise
and accurate, with errors within 0.04 mm.

3.2. Rapid Measurement System

The system proposed in this study can be transferred directly to the production line. In the rapid
measurement system, an I/O Special Unit that can use the Ethernet/IP interface to communicate with a
PC to facilitate high-speed data transfer was added to the system. The ideal measurement speed was
determined first.

As seen in Table 6, when the speed of the prototype system is 0.25 rpm, the sampling rate is
estimated to be 203 data points/s. Data transmission through RS-232 is roughly 256 data points/s. In the
final rapid measurement system, the rotation speed is 2.5 rpm, and the sampling rate is estimated to be
1326 data points/s, which is higher than the RS-232 transmission value. Therefore, an I/O Special Unit
was appropriate to add to the system. This unit can use the Ethernet/IP interface to communicate with
a PC to facilitate high-speed data transfer.

The prototype with the RS-232 interface takes approximately 4 min to complete the measurement,
whereas the rapid system with the Ethernet/IP interface takes approximately 1 min.

Table 6. Data points estimated in 1 s under different rotary table speeds.

Rotary Table Speed (rpm) 1 Circle Time (s) Total Number of Data Total Number of Data in 1 s

0.25 240.0 48709 203
0.32 190 48700 257
2.5 24.0 31817 1326

3.2.1. Effect of Speed on Accuracy

Table 7 indicates that the radial direction error depends on the rotary speed. First, the measurement
results must be converted to X0 relative offset values. The ring gauge is used for error analysis. When the
speed changes, the total number of errors also changes. In the radial direction error, the maximum
upper limit error is 0.004 mm, and the minimum lower limit error is −0.007 mm (total of 0.011 mm) at
a rotary table speed of 2.5 rpm. Thus, increasing the speed helps reduce the deviation in measurement.

Table 7. Radial direction error depends on rotary speed.

Rotary Table
Speed (rpm)

Total Data
Number

Upper Limit Error
(mm)

Lower Limit Error
(mm)

Total Error
(mm)

0.25 48,709 0.027 −0.038 0.065
0.32 48,700 0.020 −0.012 0.032
2.5 31,817 0.004 −0.007 0.011
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Due to the hardware limitations of the PLC, a total of 48,709 data points are captured when
the prototype system is employed, but only 31,817 data points are captured when the rapid system
is employed.

Table 8 shows the determination of the arc length translated from the sampling interval, divide
360◦ by the total number of scanned data points to obtain the interval angle between each data point
in a 360◦ rotation, and then calculate the arc length. In the prototype system, the sampling interval
is 0.00739◦, and in the rapid system, the sampling interval is 0.01131◦. The total number of data
points affects the sampling interval and precision. The most affected measurement is that of the tooth
thickness, as Table 5 shown, the errors in the tooth thickness measurement when the measurement is
performed by using an optical projector. Because the start and end positions of the toothed corners may
not be measured correctly, the values obtained may be lower than the actual tooth-thickness values.

The maximum sampling interval error is 0.038 mm (0.019 × 2) when the rotary table speed was
2.5 rpm, which is within the tolerance level of 0.05 mm requested by customers; thus, we chose this
rotating speed for final use.

Table 8. Translation of sampling interval into arc length.

Rotary Table
Speed (rpm)

Total Data
Number

Sampling
Interval (degree)

Sampling Interval Translates
to Arc Length (mm)

0.25 48709 0.00739 0.012
0.32 48700 0.00739 0.012
2.5 31817 0.01131 0.019

3.2.2. Filtering and Eccentric Correction

The rapid measurement system needs to filter the measured results before subsequent program
processing; the noise error generated by high-frequency reducer vibration needs to be optimized,
as done in Reference [22].

As shown in Figure 10a, all results are converted to X0 relative offsets values for analysis, and the
blue line indicates the X0 relative offset data of the original measurement result. The orange line
represents the results after they have been filtered using a Butterworth filter.

There is considerable signal noise in the blue line, and the maximum upper limit error is 0.0887
mm, whereas the minimum lower limit error is −0.383 mm. The orange line indicates that, when the
noise is eliminated, the maximum upper limit error is 0.043 mm, and the minimum lower limit error is
−0.211 mm.

Circular regression analysis is used to determine the center of the circle; the value obtained is
then input into Equation (8). As shown in Figure 10b, the eccentric correction curves with and without
the filter are similar; for the blue line, the maximum upper limit error is 0.037 mm, and the minimum
lower limit error is −0.198 mm; and for the orange line, the maximum upper limit error is 0.036 mm,
and the minimum lower limit error is −0.197 mm. This indicates that both curves are similar.

Figure 10c shows the eccentric correction results. For the blue line, the ring gauge maximum
upper limit value changes from 0.087 mm (without correction) to 0.069 mm (with correction), and the
lower limit value changes from −0.383 mm (without correction) to −0.42 mm (with correction)—a total
value of 0.488 mm.

For the orange line, the ring gauge maximum upper limit value changes from 0.043 mm (without
correction) to 0.026 mm (with correction), and the lower limit value changes from −0.211 mm (without
correction) to −0.023 mm (with correction)—a total value of 0.049 mm. The error value is lower than
the prototype error value of 0.06 mm.
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(a) 

(b) 

(c) 

Figure 10. Ring gauge measurement results translated to X0 relative offset data. The blue line indicates
the X0 relative offset data of the original measurement result. The orange line indicates the data after
being filtered using a Butterworth filter. (a) Measurement results translated to X0 relative offset data.
(b) Calculation result of ring gauge eccentricity curve. (c) Eccentric correction results.

3.2.3. Virtual Measurement System Repeatability and Accuracy Test

The results presented in the previous section indicate that the Butterworth filter can improve
measurement accuracy and does not affect eccentric correction. In this section, we discuss how both
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filters affect different parameters. The direct simple filter was used for the tooth-shape workpieces,
and the Butterworth filter was used for the ring gauge process.

First, the stability of the rapid system was tested. Table 9 lists the system stability results obtained
via the unloading test; the measurement was repeated thrice.

Table 9. Measurement system repeatability test (measurements repeated thrice).

System Repeatability Study

(Unit: mm) Ring Gage Correction Deviation Value Difference

Results Test 1 Test 2 Test 3 2nd–1st 3rd–1st

Diameter 192.66 192.66 192.66 0.00 0.00
Positive value 0.009 0.002 0.015 −0.007 0.006

Negative value −0.028 −0.035 −0.028 −0.007 0.000
Total value 0.036 0.037 0.043 0.000 0.006

To easily compare the three measurement results, the first measurement result is subtracted from
the second and third measurement results, to obtain the repeatability measurement error.

The repeatability measurement result indicated a maximum difference of 0.007 mm,
which demonstrates that the accuracy and repeatability of the radial measurement are highly satisfactory
in our system. This result is slightly higher than that of the prototype system (0.004 mm). This implies
that the Butterworth filter is effective and can achieve the desired goal.

After comparing with the ring gauge diameter of 192.68 mm, we find that the diameter error value
obtained from using this system is −0.02 mm, and the tooth height error value is within −0.02 mm,
which is comparable to the optical projector result. Both comparison results show the same error for
the radial measurement.

When the radial results shown in Tables 4 and 9 are combined, the difference between the
measurement system and the actual size is seen to be −0.02 mm, which means that the system accuracy
and repeatability of the diameter measurement are good.

In the tooth-shape workpiece, the measurements were conducted thrice in an unloading test.
The tooth height and tooth thickness of 16 teeth were measured, as shown in Tables 10 and 11. To easily
compare the three measurement results, the first measurement result was subtracted from the second
and third measurement results, to obtain the repeatability measurement error.

As seen in Table 10, the maximum repeatability measurement error was only 0.023 mm for
the tooth height, which indicates that the accuracy and repeatability of the radial measurement are
highly satisfactory.

Table 11 lists the repeatability measurement results for tooth thickness; the maximum repeatability
error is 0.479 mm because the total number of data points is reduced to 31,817.

As mentioned in Section 3.2.1 and indicated in Table 8, in the worst case, the sampling interval
translates into an arc length of 0.019 mm (sampling blind spot size). The maximum sampling error
for tooth thickness is twice the sampling interval, and thus, it is twice the arc length; therefore,
the maximum sampling error is 0.038 mm (0.019 × 2).
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Table 10. Measurement system repeatability test on tooth height (measurements were repeated thrice).

Measurement System Repeatability Study

(Unit: mm) Tooth Height Repeatability Error

No. of Tooth 1st 2nd 3rd 2nd–1st 3rd–1st

T1 3.044182 3.038063 3.065773 −0.006 0.022
T2 3.208313 3.196518 3.200348 −0.012 −0.008
T3 3.204491 3.202126 3.20713 −0.002 0.003
T4 3.146439 3.148987 3.146469 0.003 0.000
T5 3.147575 3.146599 3.150719 −0.001 0.003
T6 3.109627 3.107903 3.112473 −0.002 0.003
T7 3.154678 3.17173 3.153351 0.017 −0.001
T8 3.135544 3.136116 3.147705 0.001 0.012
T9 3.122688 3.111023 3.118095 −0.012 −0.005

T10 3.099098 3.108871 3.097031 0.010 −0.002
T11 3.184891 3.193581 3.190315 0.009 0.005
T12 3.112991 3.117012 3.114571 0.004 0.002
T13 3.076508 3.099327 3.08419 0.023 0.008
T14 3.1362 3.134392 3.132622 −0.002 −0.004
T15 3.141754 3.148598 3.155876 0.007 0.014
T16 3.082542 3.08683 3.084183 0.004 0.002

Table 11. Measurement system repeatability test on tooth thickness (measurements were
repeated thrice).

Measurement System Repeatability Study

(Unit: mm) Tooth Thickness Repeatability Error

No. of Tooth Test 1 Test 2 Test 3 2nd–1st 3rd–1st

T1 10.41844 10.73286 10.83447 0.314 0.416
T2 32.7338 32.82142 32.87395 0.088 0.140
T3 10.84539 10.62988 10.93286 −0.216 0.087
T4 10.6523 10.76262 10.52345 0.110 −0.129
T5 10.2906 10.74687 10.76949 0.456 0.479
T6 10.30208 10.09921 10.58485 −0.203 0.283
T7 32.69563 32.38203 32.86719 −0.314 0.172
T8 10.70767 10.78356 10.26262 0.076 −0.445
T9 11.22797 11.04815 11.16596 −0.180 −0.062

T10 10.26523 10.04958 10.28927 −0.216 0.024
T11 11.40674 11.15106 10.95964 −0.256 −0.447
T12 32.87467 32.6995 33.04661 −0.175 0.172
T13 10.82223 10.86615 10.42624 0.044 −0.396
T14 10.80893 10.70416 10.53584 −0.105 −0.273
T15 10.68709 10.71829 11.07741 0.031 0.390
T16 10.67616 10.53528 10.7095 −0.141 0.033

Figure 11 shows the thickness error distribution. Because of the sampling interval effect, the count
is 0 in the 0–0.01 mm range of error. The count for thickness errors more than 0.2 mm is 15, which is
47% of the total count. The count for thickness errors more than 0.35 mm is 7, which is 22% of the
total count.
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Figure 11. Histogram showing thickness error distribution.

The results show the impact of the decrease in sampling volume. The simple filtering method is
only effective for measurement of the radial direction, and the increase in noise also increases the error
in the measurement of tooth thickness.

3.2.4. Comparison between CMM and Actual Rapid System Measurements

The measurement results obtained from using the proposed system were compared with results
obtained in an actual situation. To reduce the time taken to adjust the parameters when the machine is
eventually moved to the factory, the factory provided CMM measurement data to use as the basis for
machine adjustment/comparison.

This study successfully developed a rapid optical measurement system that can reduce the
inspection time from the 30 min of CMM to 60 s.

Figure 12 shows the CMM measurement positions. Because the workpiece tooth groove is
processed by a broach, the groove is tapered toward the top of its face. The CMM measurement is
based on the middle position. In this study and in the projector measurement, the maximum size was
measured because the optical measurement system can only measure the outermost shape projection.
This section discusses the difference in dimensions obtained with the optical method and the CMM.

Figure 12. Coordinate measuring machine (CMM) measurement positions and face taper.

Figure 6 shows the tooth positions, which are numbered. The key measurement point of the
CMM is the maximum size of 16 roots (Rr) because this is the dimension where interference occurs
during product assembly. As in Section 2.6.2, a simple direct filter was added to the data-processing

189



Appl. Sci. 2020, 10, 4418

step. The system accuracy and repeatability of the diameter measurement were highly satisfactory.
The radial direction error was within 0.007 mm, as shown in Table 9.

As shown in Table 12, the results of using two different eccentric corrections for the measurement
of the same tooth-shaped workpiece were compared with the results of the CMM. When a wrong
correction value for the ring gauge was used, large deviations between values occurred (Figure 13);
two measurement values were lower than those obtained with the CMM. The minimum error value is
−0.044 mm, the error range is between −0.044 and 0.121 mm, and the total error value is 0.165 mm.
The measurement result indicates that the actual size of the workpiece is larger than the measured size,
and therefore, interference may occur during actual assembly and work.

Table 12. Comparison results of three measurement systems.

Comparison Results of Different Rotation Centers

(Unit: mm) The Radius of Tooth Root Error

No. of Tooth
Ring Gage

Center
Sample
Center

CMM
Ring Gage

Center
Sample Center

T1 93.144 93.105 93.100 0.044 0.005
T2 93.219 93.205 93.171 0.048 0.034
T3 93.146 93.158 93.110 0.036 0.048
T4 93.053 93.127 93.097 −0.044 0.030
T5 93.116 93.157 93.120 −0.004 0.037
T6 93.151 93.199 93.125 0.026 0.074
T7 93.065 93.115 93.065 0.000 0.050
T8 93.183 93.230 93.159 0.024 0.071
T9 93.206 93.239 93.160 0.046 0.079
T10 93.160 93.173 93.145 0.015 0.028
T11 93.149 93.150 93.101 0.048 0.049
T12 93.238 93.225 93.174 0.064 0.051
T13 93.285 93.255 93.208 0.077 0.047
T14 93.140 93.090 93.031 0.109 0.059
T15 93.107 93.060 93.033 0.074 0.027
T16 93.163 93.116 93.042 0.121 0.074

Eccentric of
Ring Gage

X 0.02493 Max 0.121 0.079

Y 0.07299 Min −0.044 0.005

Eccentric of
Sample

X 0.02536 AVG 0.043 0.048

Y 0.04408 Total 0.165 0.075

Figure 13. Tooth root error value comparison between the developed system and CMM.
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When the right correction value was used, the curve in Figure 13 is almost horizontal, and the
oscillation is small; all measurement values were lower than those obtained with the CMM.
The minimum error value is 0.005 mm, the error range is between 0.079 and 0.005 mm, and the
total error value decreased to 0.075 mm.

The measurement result indicates that the actual size of the workpiece is smaller than the measured
size, and therefore, interference may not occur during actual assembly and work.

The proposed optical measurement system can only measure the outermost shape projection of
tapered face of the workpiece. Therefore, it is reasonable that the measurement results obtained from
using our system will be bigger than the results obtained from using the CMM. Figure 13 shows the
error between the correction results of two different circle centers and the CMM measurement result.
When using the correct sample center, the error curve is smoother and approaches the horizontal,
which indicates consistency in the trend of each error value; moreover, the total error is also small.
When using an incorrect center correction, the curve oscillates like a sinusoid.

The CMM measures the middle of the sample, and the dimensions measured by the system
and the projector are the outermost contour dimensions of the workpiece. Therefore, differences in
dimension and measured results occur. Results obtained with the CMM were compared with the
results acquired from using optical projectors; the measurement errors are the same (−0.02 mm) for the
ring gauge and tooth shape samples. This means that our measurement system is accurate and stable.
The result is satisfactory because the difference between the CMM measurement data and the results
obtained with our system is 0.079 mm when using only the direct filter method.

4. Conclusions

We successfully developed a rapid optical measurement system that can reduce inspection time
from 30 min to 30 s for 360◦ measuring time (total 60 s including output the result). This system can
quickly identify the cutting tools that need adjustment or replacement, to maintain product dimension
accuracy and yield.

Measurements were first conducted by using a prototype system in the laboratory. The rotation
speed was slow, and the measurement time was long. Moreover, the amount of data was large, and the
resulting tooth thickness measurement error was small. The signal stability of the system was good; no
glitches were observed. A wavelet periodic signal with 80 noise peaks was observed; the number of
noise peaks is the same as the harmonic reducer ratio. Therefore, the prototype system can be used to
observe the extent of vibration generated when the harmonic reducer is in operation.

Measurements were then conducted by using a rapid stable system. The radial dimension
measurement results of the prototype and rapid system were similar when using the ring gauge.
The difference between these results and that obtained with the optical projector is −0.02 mm. Although
the signal of the rapid machine had considerable noise, it could be reduced by using a Butterworth
filter, and the total eccentricity error is controlled to within 0.04 mm.

In the rapid measurement machine, due to the need for a larger sampling rate/data, the I/O unit
was replaced, leading to errors in the signal noise and the sampling interval. The maximum error in
tooth thickness measurement is 0.48 mm because the signal was only filtered by a simple direct filter.
We will attempt to resolve this issue in our future work.

Whether we used the prototype or rapid system, the radial measurement dimension error of
the ring gauge is within −0.02 mm. This means that the system is highly stable, accurate, and yields
reproducible results.

The novel rapid measurement system was compared with the CMM used in the production line.
The difference in measurement between the two systems is 0.08 mm, and thus we determined that
our system can be directly transferred to the production line after completion. Another good benefit
is on the equipment prices: CMM is approximately USD 50,000, and the proposed system is around
USD 20,000.

191



Appl. Sci. 2020, 10, 4418

In the future, to solve the problem of reducer-generated noise, the drive mechanism of the rotation
platform may be changed to a direct drive motor.
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Abstract: The ASME Y14.5 geometric dimensioning and tolerancing (GD&T) and ISO-GPS
(geometrical product specifications) standards define tolerances that can be added to components to
achieve the necessary functionality and performance. The zone that each feature must lie within is
defined in each tolerance. Measurement processes, including planning, programming, data collection
(with contact or without contact), and data processing, check the compliance of the part with
these specifications (tolerances). Over the last two decades, many works have been realized by
the metrology community to investigate the accuracy, the measuring methods, and, specifically,
the measurement errors of fixed and portable coordinate measuring machines (CMMs). A review
of the literature showed the progression of CMMs in terms of accuracy and repeatability. However,
discrepancies were observed between measurements using different CMMs or operators. This paper
proposed a GD&T-based benchmark for the evaluation of the performance of different CMM operators
in computer-aided inspection (CAI), considering different criteria related to the dimensional and
geometrical features. An artifact was designed using basic geometries (cylinder and plane) and
free-form surfaces. The results obtained from the interlaboratory comparison study showed significant
performance variability for complex GD&T, such as in the composite profile and localization. This,
in turn, emphasized the importance of GD&T training and certification in order to ensure a uniform
understanding among different operators, combined with a fully automated inspection code generator
for GD&T purposes.

Keywords: measurement system analysis; coordinate measuring machine; reproducibility; GD&T;
quality; metrology; measurement uncertainty

1. Introduction

Geometric dimensioning and tolerancing (GD&T) (or geometrical product specifications (GPS))
is a language of symbols widely used in engineering drawings and computer-generated models to
describe, communicate, and determine feature geometry permissible deviations. GD&T is an efficient
and unambiguous way of communicating the measurement conditions and specifications of a part.
This language accompanies the entire process chain and helps communicate the part intent and function
through the design, manufacture, and inspection. As well, it provides a more precise depiction of part
features and focuses on the feature-to-feature relationships.

Standards, such as ASME Y14.5-2009 [1] and ISO-GPS [2–8] are comprised of a library of symbols,
definitions, rules, and conventions that describe a part in terms of tolerances based on the size, form,
orientation, and location. The main and necessary steps needed to derive GD&T results begin with
nominal information that describes a specific feature. The manufactured part is inspected using
a measurement device (such as a coordinate measuring machine (CMM)) and compared with the
nominal definition (e.g., a computer-aided design (CAD) file) in order to verify the dimensional and
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geometric feature specifications (the actual size and tolerance). The deviations are then computed and
displayed. Figure 1 presents the inspection process definition model.

Figure 1. The inspection process definition activity model.

1.1. Measurement Uncertainties—Overview

In metrology science, the true values (ideal quantities) may never be known, and all measurements
could potentially have some degree of uncertainty, which is often a function of several variables
(sources). The difference between the true and measured values is known as an error. Uncertainty can,
as defined by the Guide to the Expression of Uncertainty in Measurement (GUM) [9], be considered as
a ‘parameter, associated with the result of a measurement that characterizes the dispersion of the values that could
reasonably be attributed to the measurand’. Thus, the estimated value y of the measurand Y is generally
calculated using the relationship presented in Equation (1):

y = f (x1, x2, . . . , xn) (1)

where xi is the estimation for each input variable Xi that could potentially have a significant influence
on the measurement result (y). The function f can be known and explicit. However, in some cases,
the measurement function is unknown or very complex, and no analytic expression is available.

If the function f is explicit and the input quantities are not correlated, the law of propagation of
uncertainties given in [9] generally represents the combined standard uncertainty on the estimated
value u(y) by:

u(y) =

√√√ n∑
i=1

(
∂ f
∂xi

)2

u2(xi) (2)
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where u(xi) is the standard uncertainty of each input variable xi In practice, the expanded uncertainty
U(y) corresponds to the combined standard uncertainty multiplied by a coverage factor k, where k is
chosen, for a prior confidence interval (1–α) to be the t1−α/2,ν critical value from the t-table, with ν

degrees of freedom (Section 6, [9]).
Monte Carlo simulations are typically used to approximate the statistical behavior of the measured

value in situations where the measurement function cannot be found directly. To determine the
output, the input variables are generated randomly for each simulation within their respective
uncertainty ranges. The output probability density function (PDF) is then used for evaluating the
uncertainty [10]. Finally, in cases where the measurement function is very complex (or unknown),
an empirical estimation can be established using certain assumptions and simplification hypotheses,
as proposed in the Measurement System Analysis (MSA) guide from the Automotive Industry Action
Group [11].

The MSA consists of a specifically designed experiment aimed at determining the components of
variation in the measurement (e.g., the reproducibility, repeatability, bias, etc.). Indeed, the process of
obtaining measurements (and defect level estimation) may have variations and produce uncertainty.
The analysis tools proposed by the MSA (e.g., the gage repeatability and reproducibility (R&R))
evaluate the uncertainty on a direct measure (f (x) = x), such as the thickness measurement from a
micrometer. The aim of the whole process is to guarantee the integrity of the data used for quality
analysis and to consider the consequences of a measurement error for decisions taken on the product.
The reader is referred to [11] for more details.

1.2. Measurement Uncertainties Associated with Dimensional and Geometric Measurement Using CMM

During the last three decades, the coordinate measuring machine (CMM) saw progress in terms
of accuracy and repeatability, which, in turn, resulted in productivity improvements. Currently,
CMM plays a major role in GD&T standards, such as [1–8], which call for crucial measuring equipment
needed for manufacturing quality control [12]. Notwithstanding such improvements, however,
uncertainty can be induced not only by the equipment used, but also by the algorithmic choices and
the measurement methodology adopted [13–16].

Measurement uncertainty evaluation (quantification) is a crucial step in characterizing and
certifying the consistency of the inspection results [17,18]. Measurement uncertainty evaluation
must be carried out to ensure advances in measurement science. CMM measurement uncertainty
evaluation has become a key focus area for research by many institutions around the world.
The Physikalisch-Technische Bundesanstalt (PTB) in Germany, for instance, suggested an expert
system scheme for CMM uncertainty evaluation and investigated the impact of the measurement
strategy on the overall CMM uncertainty [19].

The National Physical Laboratory (NPL) in the UK standardized the measurement strategies for
CMM in order to ensure that the measurement results are reliable [20]. A few authors have employed
the design of experiment techniques to estimate the CMM measurement uncertainty. The factorial
design of experiments was applied by Feng et al. [21] to study the measurement uncertainty of the
position of a hole measured by CMM. They analyzed the effect of variables and their interactions on the
uncertainty, while complying with the fundamental rules of the Guide to the Expression of Uncertainty
(GUM) [9].

Kritikos et al. [22] designed and implemented a random factorial design of experiments in order
to analyze and quantify the influence of different factors (stylus diameter, step width and speed) and
their interactions on the CMM measurements’ uncertainty of the variable’s parallelism, angularity,
roundness, diameter, and distance. Other authors, such as Kruth et al. [23] and Sladek et al. [24],
proposed methods to determine uncertainties using the Monte Carlo method for feature measurements
on CMM. Hongli et al. [25] proposed the Simplified Virtual Coordinate Measuring Machine (SVCMM)
method, which makes full use of the CMM acceptance or reinspection report and the Monte Carlo
simulation method.
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For dimensional metrology with CMM measurements, a task-specific uncertainty estimation
was suggested by Haitjema [26], and can be extended to other measurement types as well as linear
dimensions, forms (flatness, cylindricity, etc.) and roughnesses. Beaman and Morse [27] performed an
experimental evaluation of the software estimation of the task-specific measurement uncertainty for
CMMs. Jakubiec et al. [28] addressed this topic and proposed an evaluation of CMM uncertainty, not by
studying each axis of the machine, but by proceeding based directly on key specifications expressed
in the GD&T standard. Jbira et al. [29] suggested a benchmark including several geometrical and
dimensional features for the algorithm efficiency comparison of different Computer-Aided Inspection
(CAI) software applications. A comprehensive review of different methods, techniques, and various
artifacts for monitoring CMM performance can be found in the research work conducted by [30–33].

In coordinate metrology, Weckenmann et al. [34] mentioned the main contributors to uncertainty,
which they subdivided into five groups: measuring devices, environment, workpieces, software,
operators, and measurement strategy. A great deal of work has been carried out by the metrology
community in terms of investigating the measuring devices, environment, and workpiece components.
Although no common understanding of software validation procedures currently exists, the reader is
referred to [35], as well as to the European Metrology Research Project (EMRP) under the denomination
‘Traceability for computationally-intensive metrology (TraCIM)’ [36–38] for research performed on
software validation in the field of metrology.

In this paper, we aimed to analyze the measurement uncertainty from an empirical (experimental)
perspective. From a review of the literature on the subject, the collective impact of the operator (training,
skills, certification, GD&T decoding and interpretation, etc.), the measurement strategy (amount of
data, samples, number of measurements, etc.), and the software employed (algorithms used, filtering
or removal of outliers, optimization of the stability of the algorithm, layout handling, etc.) had been
surprisingly overlooked. We proposed a new GD&T-based benchmark (test artifact) for evaluating
(comparing) the performance of measurement systems in different measurement organizations (e.g.,
industry, schools, and metrology service companies) by considering the uncertainty that can be induced
by the operator, the measurement strategy, and the software used.

Under the conditions proposed by the equipment manufacturer, the current hardware is accurate
enough to perform the “good” measurements to capture the actual position of a measuring point in the
3D space. In other words, the uncertainty induced by the measuring device is significantly less than
that induced by the operator choices, the software options, and the measurement strategies. This means
that the performance of a measurement system represents an estimation of the combined variation of
the measurement errors (systematic and random errors), which include equipment (hardware) errors,
algorithmic errors (software), and operator errors. In this paper, software and operator errors were
combined into one, as they can be strongly correlated. According to the MSA approach, this was
strictly a reproducibility study [11].

The basic concepts of metrology and related terms that conform to the International Vocabulary
of Metrology (VIM) [39] were employed in the present work. According to VIM, reproducibility
is the ‘closeness of the agreement between the results of measurements of the same quantity, where the
individual measurements are made: by different methods, with different measuring instruments, by different
observers, in different laboratories, after intervals of time quite long compared with the duration of the single
measurement, under different normal conditions of use of the instruments employed’ [39]. According to
the Automotive Industry Action Group (AIAG) Measurement System Analysis (MSA) reference
manual [11], reproducibility is traditionally referred to as the ‘between appraisers’ variability. Typically,
the term is defined as the average of measurements made by different appraisers using the same
measuring instrument when measuring the identical characteristic of the same part.

For the remainder of this paper, MSA terminology will be used [11]. EV stands for Equipment
Variation, which is the variation due to repeatability, and AV stands for Appraiser Variation, which is
the variation due to reproducibility.
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To allow validation of this hypothesis, a GD&T-based artifact was designed using common
geometric features (plane, cylinder, etc.) and free-form surfaces. A total of five parts were created,
one without any intentional defect (part #1), and four others with a predefined number of intentional
dimensional and geometrical defects (parts #2 to #5). The artifacts were intended for use in assessing
the performance of many measurement institutes (interlaboratory comparison) in accordance with the
dimensional and geometrical tolerance criteria.

The remainder of this paper is structured as follows: In Section 2, we outline the proposed test
artifact model, followed by an experimental procedure. A comprehensive metrological and statistical
analysis, followed by a general discussion of the results, is presented in Sections 3 and 4. Finally,
a summary is provided and future works are described.

2. Materials and Methods

A new GD&T-based test artifact is presented in this section. The model is designed for
interlaboratory comparisons of CMMs. Figure 2 provides a visual representation and a description of
the proposed artifact, as well as its sub-elements. To ensure the measurement of different shapes and
geometrical tolerances, the artifact included basic geometric features (primitives), such as rectangular,
planar, cylindrical, and conical surfaces; bore and hole patterns; and free-form surfaces.

g p y p

 

Figure 2. Description of the proposed geometric dimensioning and tolerancing (GD&T)-based artifact.

As shown in Figure 2 and Table 1, a total of ten different features (items) were selected in the
artifact, and five main categories related to GD&T were proposed to be characterized and controlled
based on ASME Y14.5 (2009) [1]:

• The size tolerances on slab features and cylinder bore/hole diameters.
• The form tolerances, which control the shape of surfaces, such as the flatness of datum plane A,

and the cylindricity of cylinder bores.
• The orientation tolerances, which control the tilt of the surfaces and axes for size and non-size

features, such as the perpendicularity of datum plane B related to datum plane A.
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• The location tolerances presented by the position-locating zones of the bores/holes and the
position-relating zone tolerances of the hole patterns. This category locates the center points, axes,
and median planes for size features. This category also controls the orientations.

• The profile tolerances, which locate and control the size, form, and orientation of surfaces based
on datum references. This is presented by the composite profile-locating, profile-orienting,
and profile-form zones.

Table 1. Predefined computer-aided design (CAD) geometrical defects (all dimensions are in mm).

Defect’s CAD Parts

Item Sub Item Description #1 #2 #3 #4 #5

1 1.0 0 0 0 0 0

2 2.0 0 0.12 0 0.13 0

3 3.0 0 0.20 0 0.25 0

4

4.0 Ø40 ± 0.05 Ø40 40.00 40.05 40.00 40.14
4.1

 

0 0.250 0.11 0.25 0.19

4.2 0 0 0.17 0 0.18

5

5.0.a

Ø8 ± 0.05

Ø8 8.00 8.00 8.00 8.00
5.0.b Ø8 8.00 8.00 8.00 8.00
5.0.c Ø8 8.00 8.00 8.00 8.00
5.0.d Ø8 8.00 8.00 8.00 8.00

5.1.a

 

0 0.45 0 0.10 0
5.1.b 0 0.45 0 0.09 0
5.1.c 0 0.45 0 0.16 0
5.1.d 0 0.45 0 0.11 0

5.2.a

 

0 0 0 0.10 0
5.2.b 0 0 0 0.09 0
5.2.c 0 0 0 0.16 0
5.2.d 0 0 0 0.11 0

6 6.0 0 0 0.200 0.21 0

7

7.0.a
Ø20 ± 0.05

Ø20 20.00 20.00 20.00 20.00
7.0.b Ø20 20.00 20.00 20.00 20.00
7.1.a

 
0 0.03 0 0.25 0.10

7.1.b 0 0.03 0.180 0.25 0.10
7.2.a

 
0 0 0 0 0

7.2.b 0 0 0 0 0

8
8.0 20 ± 0.25 20 20.00 20.260 20.00 20.00
8.1 0 0.03 0.430 0.250 0.60

9

9.0
 

0 1.95 2.15 1.79 2.04

9.1 0 1.09 0.90 1.09 2.04

9.2 0 0 0 0 0

10

10.0.a
Ø14–14.10

Ø14 14.00 14.00 14.00 14.00
10.0.b Ø14 14.00 14.00 14.00 14.00
10.0.c Ø14 14.00 14.00 14.00 14.00

10.1.a

 

0 0.500 0 0.250 0
10.1.b 0 0.250 0 0.250 0
10.1.c 0 0.250 0 0.250 0

10.2.a

 

0 0 0 0 0
10.2.b 0 0 0 0 0
10.2.c 0 0 0 0 0
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The overall dimensions of the artifacts were 138 × 90 × 50 mm. They were conveniently
transportable and could fit into small CMM metrology systems. The artifacts were made from
aluminum: Part #1, with no intentional defects, and parts #2 to #5, with some predefined and
intentional geometrical imperfections. The geometrical imperfections were performed in accordance
with the procedure described in Table 2.

Table 2. Creation of the defects (all dimensions are in mm).

Type Description

Size

In the case of item #4.0 (Ø40), the hole was machined by slightly modifying the
circular path. In the case of items #5.0 (Ø8), #7.0 (Ø20) and #10.0 (Ø14), a drill bit

was used for drilling the holes.
For the slab feature (item #8.0), size defects were created in CATIA® V5 by
slightly modifying the distance between the corresponding parallel planes.

Form
No flatness and straightness defects were created for plane surfaces (item #1.0)

and cylindrical features. In the case of item #4.0 (Ø40), cylindricity defects were
created while machining the hole by slightly modifying the circular path.

Orientation Orientation defects were created in CATIA® V5 by rotating the plane surfaces
(items #2.0 and #3.0).

Location
Location defects were created in CATIA® V5 by imposing translations and

rotations of the axes of cylindrical features (e.g., items # 4.1, 5.1, 5.2, 7.1, 7.2, 10.1,
and 10.2) and slab features (item #8.1).

Profile
Profile defects were created in CATIA® V5 by imposing translations and rotations

along the three axes of the surface (items #9.0 and #9.1).
For item #9.2, no profile defects were created.

Table 1 presents the predefined defects, which were considered as the reference values (nominal
defects). Their respective amplitudes were approximately in the same order of magnitude of tolerance.
The final real geometry of the part ‘as manufactured’ was unknown and the actual values were
calculated from the measurement points.

The artifact parts were manufactured on three-axis CNN milling machines at the École de
technologie supérieure’s Products, Processes, and Systems Engineering Laboratory (P2SEL). Figure 3
presents one of the five manufactured artifacts.

  
Figure 3. The proposed GD&T-based artifacts.

A total of 15 fixed and portable CMMs from different and independent industrial and academic
collaborators in North America (Canada and the USA) were included in this investigation, and are
presented in Figure 4. The CMMs used were named according to ISO 10,360 [40]. The accuracy of the
CMMs used (equipment variation) in this study typically ranged between 0.7 and 45 μm (±2 σ level).
All the induced defects for artifacts #2 to #5 were significantly higher than the aforementioned accuracies
(Table 1).
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Figure 4. The uncertainty caused by bias and linearity uE (equipment variation) of the participating
fixed and portable coordinate measuring machines (CMMs) (in mm).

The measurements were performed from November 2013 to December 2017. Different institutes
and industrial partners (eight industries, three schools, and three companies in the field of dimensional
metrology) were asked to measure artifacts #2 to #5 without any particular focus. The aim was to
analyze the ordinary measurement performance of each institute. Each artifact received a unique
code for each partner (only the coordinator maintained the part-operator-equipment traceability).
The circulation of the artifacts was arranged in a circular path, with the evaluation kit forwarded to the
next participant and the results sent to the coordinator. Each partner carried out measurements with
their own CMM system, which included calibrated equipment, specific software, and an appraiser.

The data were collected through a dynamic pdf form. In this form, each inspection item was
mentioned and the operator was asked to: (1) accept or refuse the item and (2) mention the measured
value. An online database was connected to this form for fully automatic and secure data collection.

Based on [9,18], the general mathematical model for determining the CMM task-oriented
uncertainty is presented in Equation (3):

Uc � ±k
√

u2
E + u2

EV + u2
AV (3)

where uE is the uncertainty caused by bias and linearity (the equipment variation as provided by the
manufacturers); uEV is the uncertainty caused by repeatability as defined in MSA [11]; uAV is the
uncertainty caused by reproducibility as defined in MSA [12] (this includes the software used and the
measurement strategy); Uc is the expanded combined uncertainty with a coverage factor k (obtained
from Student’s critical value table); and Uc represents the total error of the inspection process.

Some assumptions were made:

(1) All measurements were done in a controlled environment (metrology laboratory or facilities).
Therefore, compared to amplitude defects, uncertainty induced by environmental conditions
could be considered negligible in this study.

(2) The uncertainty of the equipment (hardware), including the bias, linearity (uE), and repeatability
(uEV ), was much smaller than the amplitude of the induced defects (uE and uEV <<Defect). Here as
well, the uncertainty of the equipment was much less than that resulting from the reproducibility
uAV (variation due to operators–software–measurement strategy error (uEV << uAV ). Practically,
in this study, the equipment uncertainty (uE) was typically 5 μm for the conventional CMM
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(Figure 4). Given the preceding, Equation (2) can be simplified and the measurement variation in
this paper can be considered equal to Uc ≈ AV = ± k uAV .

(3) The reproducibility in this study (uAV) represented variations due to algorithmic error, and were
mainly due to a programming error (e.g., least squares or minimum zone Chebyshev fit [41]),
measurement strategy, or the use of computer programs (how the operator uses all software
options, the density and distribution of the measurement points, etc.).

(5) All industrial and academic participants in this study guaranteed a temperature of 20 ± 1 ◦C in
their laboratories. The artifacts, made of aluminum, had overall dimensions of 138 × 90 × 50 mm.
The resulting thermal expansion of ±3.4 μm was well below the observed variations.

(4) The confidence representing the 95% interval (error type I = 0.05) was used for the study (we
assume k ≈ 1.96) corresponding to an infinite degree of freedom. Outliers and missing data were
not included in the calculations.

3. Results

Table 3 presents the [minimum, median, maximum] geometric and dimensional deviations for
items #1 to #10.2, respectively. As illustrated in Figure 5, the results of the investigation are presented
on individual value plots with error (interval) bars. For geometrical tolerances with zero target values,
the measurements for each part (#2–5) are shown directly. For dimensional tolerances (in this case,
the target is the nominal value of CAD), the deviations between the digitized parts (measurement) and
the nominal part (CAD) are presented. Figure 6 presents the plots for size tolerances, while Figure 7
presents the plots for form tolerances (items #1 and #4.2) and orientation tolerances (items #3 and
#6), Figure 8 presents the plots for location tolerances (items #5.1, #5.2, #7.1, #7.2, #8.1, and #10.2),
and Figure 9 presents the plots for profile tolerances (items #9 and #9.1).

Table 3. Results (all dimensions are in mm).

Results [Minimum, Median, Maximum]

Sub Item Description #2 #3 #4 #5

1.0 [0.002, 0.014, 0.031] [0.002, 0.010, 0.029] [0.001, 0.015, 0.025] [0.004, 0.0163, 0.025]

2.0 [0.015, 0.025, 0.146] [0.003, 0.030, 0.110] [0.002, 0.071, 0.158] [0.011, 0.0386, 0.140]

3.0 [0.016, 0.034, 0.148] [0.005, 0.028, 0.170] [0.008, 0.025, 0.279] [0.009, 0.0381, 0.303]

4.0 Ø40 ± 0.05 [39.84, 39.90, 39.94] [39.84, 39.91, 40.04] [39.84, 39.92, 39.96] [39.84, 39.95, 40.10]
4.1  [0.053, 0.198, 0.360] [0.063, 0.154, 0.340] [0.028, 0.200, 0.427] [0.097, 0.195, 0.454]
4.2 [0.020, 0.040, 0.213] [0.012, 0.102, 0.163] [0.017, 0.049, 0.170] [0.001, 0.1162, 0.216]

5.0.a

Ø8 ± 0.05

[7.845, 7.863, 7.888] [7.840, 7.910, 7.955] [7.781, 7.831, 7.941] [7.789, 7.842, 7.885]
5.0.b [7.840, 7.853, 7.889] [7.836, 7.908, 7.960] [7.786, 7.831, 7.944] [7.788, 7.840, 7.884]
5.0.c [7.841, 7.860, 7.894] [7.840, 7.910, 7.960] [7.781, 7.829, 7.941] [7.785, 7.837, 7.886]
5.0.d [7.833, 7.856, 7.889] [7.722, 7.888, 7.959] [7.785, 7.830, 7.947] [7.785, 7.840, 7.884]

5.1.a

 

[0.013, 0.442, 0.600] [0.012, 0.149, 0.451] [0.018, 0.089, 0.532] [0.006, 0.186, 0.300]
5.1.b [0.013, 0.461, 0.699] [0.008, 0.122, 0.470] [0.018, 0.077, 0.587] [0.015, 0.097, 0.380]
5.1.c [0.020, 0.103, 0.476] [0.016, 0.150, 0.460] [0.032, 0.152, 0.767] [0.016, 0.095, 0.560]
5.1.d [0.008, 0.266, 0.633] [0.013, 0.151, 0.464] [0.031, 0.112, 0.592] [0.017, 0.106, 0.399]

5.2.a

 

[0.006, 0.020, 0.456] [0.009, 0.120, 0.451] [0.012, 0.086, 0.527] [0.014, 0.116, 0.290]
5.2.b [0.002, 0.014, 0.452] [0.006, 0.120, 0.470] [0.018, 0.087, 0.462] [0.011, 0.127, 0.316]
5.2.c [0.011, 0.032, 0.452] [0.010, 0.120, 0.460] [0.030, 0.149, 0.764] [0.004, 0.053, 0.513]
5.2.d [0.005, 0.032, 0.487] [0.013, 0.120, 0.464] [0.026, 0.110, 0.391] [0.0058, 0.060, 0.399]

6.0  [0.001, 0.014, 0.024] [0.0001, 0.163, 0.215] [0.022, 0.169, 0.218] [0.001, 0.0151, 0.180]

7.0.a
Ø20 ± 0.05

[19.89, 19.94, 20.04] [19.90, 19.94, 20.01] [19.93, 19.97, 19.99] [19.97, 19.99, 20.01]
7.0.b [19.92, 19.96, 20.03] [19.93, 19.94, 19.99] [19.94, 19.98, 20.03] [19.97, 19.99, 20.02]
7.1.a

 
[0.106, 0.279, 2.777] [0.072, 0.216, 2.633] [0.082, 0.238, 2.991] [0.095, 0.122, 2.667]

7.1.b [0.096, 0.185, 0.499] [0.033, 0.225, 0.444] [0.084, 0.248, 0.734] [0.038, 0.246, 0.404]
7.2.a

 
[0.042, 0.142, 0.405] [0.026, 0.072, 0.346] [0.021, 0.187, 0.368] [0.017, 0.087, 0.514]

7.2.b [0.042, 0.142, 0.405] [0.020, 0.046, 0.246] [0.021, 0.144, 0.367] [0.019, 0.072, 0.404]
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Table 3. Cont.

Results [Minimum, Median, Maximum]

Sub Item Description #2 #3 #4 #5

8.0 20 ± 0.25 [19.92, 19.98, 20.01] [19.93, 19.95, 20.23] [19.82, 19.97, 20.02] [19.71, 19.97, 20.34]
8.1 [0.175, 0.391, 0.735] [0.16, 0.4657, 0.608] [0.029, 0.392, 0.539] [0.025, 0.528, 0.806]

9.0  [0.333, 1.966, 3.430] [0.196, 1.464, 3.558] [0.217, 1.279, 2.369] [0.36, 2.4498, 3.454]
9.1 [0.218, 0.348, 3.362] [0.201, 0.299, 1.007] [0.175, 0.261, 0.369] [0.202, 1.956, 2.369]
9.2 [0.089, 0.481, 3.284] [0.074, 0.196, 1.521] [0.065, 0.099, 0.426] [0.062, 2.341, 2.797]

10.0.a
Ø14–14.10

[13.86, 13.98, 14.03] [13.82, 13.99, 14.11] [13.86, 13.95, 14.01] [13.87, 13.97, 14.12]
10.0.b [13.87, 13.88, 13.99] [13.86, 13.99, 14.01] [13.95, 13.97, 14.01] [13.95, 13.97, 14.00]
10.0.c [13.83, 13.88, 13.99] [13.82, 13.99, 14.01] [13.94, 13.97, 14.01] [13.94, 13.98, 14.00]

10.1.a
 

[0.113, 0.297, 0.708] [0.034, 0.077, 0.860] [0.049, 0.171, 0.745] [0.016, 0.112, 0.508]
10.1.b [0.042, 0.221, 0.400] [0.037, 0.058, 0.388] [0.066, 0.146, 0.434] [0.012, 0.072, 0.393]
10.1.c [0.040, 0.195, 0.588] [0.049, 0.067, 0.388] [0.062, 0.157, 0.444] [0.035, 0.082, 0.408]

10.2.a
 

[0.020, 0.247, 0.583] [0.002, 0.089, 0.560] [0.019, 0.171, 0.723] [0.005, 0.155, 0.418]
10.2.b [0.001, 0.027, 0.351] [0.004, 0.021, 0.332] [0.003, 0.022, 0.360] [0.001, 0.038, 0.393]
10.2.c [0.004, 0.024, 0.684] [0.002, 0.020, 0.310] [0.001, 0.020, 0.667] [0.001, 0.041, 0.408]

 
(a) 

 
(b) 

Figure 5. General representation of the results: (a) geometric and (b) dimensional tolerances.

 
(a) 

(b) 

Figure 6. Results of the size tolerance items (a) #5 and (b) #8.
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 7. Results of the form tolerance items (a) #1 and (b) #4.2 and angularity tolerance items (c) #3
and (d) #6.

205



Appl. Sci. 2020, 10, 4704

 
(a) 

 
(b) 

 
(c) (d) 

(e) 
 

(f) 

Figure 8. Results of the location tolerance items (a) #5.1, (b) #5.2, (c) #7.1, (d) #7.2, (e) #8.1, and (f) #10.2.

(a) (b) 

Figure 9. Results of the profile tolerance items (a) #9 and (b) #9.1.
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4. Discussion

This investigation revealed the presence of varying degrees of uncertainty in measurement
reproducibility while operating CMMs in different laboratories and institutions. Differing amounts of
appraiser variation (AV) were present when identical parts were measured by different operators on
different (but similar) CMMs of approximately similar designs. Based on the results of the different
analyses:

• A lower level of measurement uncertainty was observed on non-defective parts. This observation
seems trivial, but deserves to be underlined. Indeed, in the absence of form error, the algorithmic
error factor and the number of measurement points had no impact on the ‘measurand’, except for
the perpendicularity tolerance (Table 3 and Figure 7c, parts #3 and #5) and the angularity (Table 3
and Figure 7d, parts #2 and #5).

• For simple requirements (e.g., the flatness (Figure 7) and diameter tolerance (Table 3 and Figure 6)),
the range of variation was relatively small and very close to the inherent variation of the equipment.

• On the other hand, a greater presence of measurement variation was observed for more
sophisticated and complex GD&Ts (e.g., in the composite profile (Table 3 and Figure 9) and
localization tolerances (Figures 8 and 10a)). The combination of different factors, such as the
logistics and measurement strategy, the operator type, the set-up type, the size of the point
clouds, the choice of the inspection algorithm, etc., appeared to be the source of this overall high
measurement uncertainty.

• For the composite profile tolerance (Figure 9), many partners gave the same result for different
features. In the specific instance of profile tolerance with all degrees of freedom (Table 3 and
Figure 10b), the range of variation was significantly larger than in other cases. In addition to the
inadequate choices that the operators can make during inspection operations, the registration
(bestfit) induced an additional source of uncertainty.

• Although not generalized, several coaxial tolerance results (Figure 8d) (with coaxial tolerance being
a specific case of position tolerance) clearly indicated an interpretation error (or manipulation)
because the values were larger than in the pattern-locating tolerance zone framework (PLTZF)
located in the ABC datum reference frame (Table 3 and Figure 8c).

 
(a) 

 
(b) 

Figure 10. This boxplot of variation = |measured-nominal| amplitude for different GD&T categories;
(a) form, location, orientation, and size tolerances; (b) profile tolerances.

Overall, items without induced defects presented low variability (measurement uncertainty),
while those with complex GD&T (e.g., composite features), as well as those recently added to the
standard, presented high variability. The combination of different factors, such as the logistics and
measurement strategy, the operator type, the set-up type, the size of the point clouds, the choice of the
inspection algorithm, etc., appeared to be the source of this overall high measurement uncertainty.

These experimental findings may be applied to technical industrial practice to ensure the quality
of the measurement results. They may also serve as an inspiration for proposing solutions to reduce the

207



Appl. Sci. 2020, 10, 4704

measurement uncertainty. These solutions may include GD&T training and certification to recognize
proficiency in the application and understanding of the GD&T principles expressed in the standards.
This would ensure a uniform understanding of the drawings prepared using the GD&T language by
different operators, as well as a uniform selection and application of geometric controls to drawings.
Another such solution could be in the form of innovative combinations of applied methods, such as a
fully automated inspection code generator for GD&T purposes.
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Abstract: Influences of angular misalignments of a small cylinder on its roundness measurement by the
method referred to as the stitching linear scan method are theoretically investigated. To compensate
for the influences, a technique for measuring angular misalignments of a small cylinder by utilizing
the linear-scan surface form stylus profilometer, which is employed for roundness measurement,
is newly proposed. In addition, for roundness measurement, a holder unit capable of compensating
for the angular misalignments of a small cylinder is developed, and the feasibility of the proposed
technique is verified in experiments. Furthermore, a measurement uncertainty analysis of the stitching
linear-scan method is carried out through numerical calculations based on a Monte Carlo method.

Keywords: precision metrology; form measurement; stitching linear-scan method; roundness
measurement; measurement uncertainty; Monte Carlo method

1. Introduction

Roundness measurement is an important operation to assure the quality of cylinders [1]. Various
sizes of small cylinders are employed in mechanical components; for example, a needle roller in a
mechanical bearing [2]. Since the roundness of a needle roller affects the performance of the mechanical
bearing in which the needle roller is integrated [3], it is necessary to evaluate the roundness of such a
small cylinder with high precision [4].

In machine shops, a method with a dial gauge and a V-block is often employed in roundness
measurement of a cylinder [5–7]. Meanwhile, the accuracy of roundness measurement in this method
strongly depends on the skill of an operator, and it becomes much more difficult to carry out
measurement with the decrease of the size of a workpiece. On the other hand, a roundness measuring
instrument based on the rotary-scan method, in which a precision spindle and a displacement gauge
are used, can carry out precise roundness measurement of a cylinder [8]. Compared with the V-block
method described above, a roundness measuring instrument can reduce a deviation in roundness
measurement induced by the operator. Meanwhile, even with a roundness measuring instrument,
it becomes much more difficult to carry out measurement with the decrease of the size of a workpiece.
Especially, the centering alignment of a small cylinder is a challenging task, and the influence of the
eccentricity of a workpiece becomes much more significant with the decrease of the length and the
diameter of a workpiece. Therefore, it has been difficult to carry out precision roundness measurement
of a small cylinder having a diameter of less than a few millimeters [9].

In responding to the background described above, an alternative method referred to as the
stitching linear-scan method has been proposed [10]. In the method, a series of arc-profiles around the
circumference of a small cylinder is obtained by using a linear-scan surface form stylus profiler [11],
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which is often employed for measurement of a surface form/roughness [12], and the roundness profile
is reconstructed by stitching the obtained arc-profiles. It has been revealed that the proposed method
can carry out roundness measurement of a small cylinder having a diameter and a length of 1.5 mm
and 5 mm, respectively, which has been a challenging task using the conventional methods. Also,
a good agreement can be found between the obtained roundness of a small cylinder with a diameter of
3 mm by the stitching linear-scan method and a conventional roundness measuring instrument. These
results have demonstrated the feasibility of the proposed stitching linear-scan method. Meanwhile,
in the proposed method, the angular misalignments of a small cylinder could affect the measurement
uncertainty. Furthermore, an intensive analysis of the measurement uncertainty of the stitching
linear-scan method has remained to be addressed.

To address the aforementioned issues, a new technique for the compensation of angular
misalignments of a small cylinder in the stitching linear-scan method is proposed in this paper.
The proposed technique is designed in such a way that a linear-scan surface form stylus profilometer
for roundness measurement is utilized to detect angular misalignments of a small cylinder in a simple
manner. An experimental setup capable of compensating for the angular misalignments is also
developed, and the feasibility of the proposed technique is verified in experiments. Furthermore,
numerical calculations are carried out based on a Monte Carlo method [7,13] to estimate the
measurement uncertainty of the stitching linear-scan method.

2. Detection and Compensation of Angular Misalignments of a Small Cylinder in the Stitching
Linear-Scan Method

2.1. Principle of the Stitching Linear-Scan Method

Figure 1 shows a schematic of the setup for measurement of a small cylinder by the stitching
linear-scan method [10]. The setup is composed of a linear-scan surface form stylus profilometer,
a round magnet and a workpiece holder with a V-groove. A small cylinder to be measured is attached
to the round magnet, on whose outer surface indexing marks with an angular interval of 45◦ are
prepared over 360◦. Due to the magnetic force of the round magnet, a small cylinder can automatically
be aligned to the center of the round magnet. It should be noted that there should be eccentricity of
a small cylinder with respect to the round magnet. However, the influence of the eccentricity can
be canceled during the following stitching operation; this is one of the advantages of employing
the stitching linear-scan method [10]. The small cylinder with the round magnet is placed in the
V-groove on the workpiece holder in such a way that the round magnet surface contacts the side of the
work holder.

Figure 1. A schematic of the roundness measurement by the stitching linear-scan method.

Measurement of the circumferential profile of the small cylinder is carried out by repeating the 45◦
rotation of the workpiece and the linear-scan of its arc-profiles, as shown in Figure 2. For the workpiece
rotation, n indexing marks (n is a small integer) prepared on the round magnet by a dividing head are
utilized. By using the obtained eight arc-profiles of the workpiece, the workpiece profile over 360◦ can
be obtained through the stitching process. From the obtained workpiece profile, evaluations of the
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roundness and diameter can be carried out. The cylinder-holding mechanism composed of the round
magnet and the workpiece holder with the V-groove enables the linear-scan method to evaluate the
whole length of a small cylinder, which cannot be achieved by the conventional roundness measuring
instruments where a part of the cylinder in its axial direction should be held by a clamping mechanism.
Furthermore, the precision positioning of a small cylinder along its axial direction can be achieved in a
simple manner by utilizing the round magnet surface as the datum for the positioning.

Figure 2. Measurement of the series of arc-profiles and the reconstruction of the circular profile of a
workpiece: (a) measurement of the ith arc profile; (b) measurement of the i + 1th arc profile.

The stitching process of the obtained eight arcs contains three-step calculations: the coordinate
transformation, the radial stitching, and the circumferential stitching. Figure 3 shows a schematic of the
stitching procedure. First we repeat the linear-scan and rotation of a small cylinder to obtain a series of
arc profiles. After that, radial stitching is carried out for the obtained eight arcs. Each arc-profile datum
of a small cylinder is in the Cartesian coordinate system (xi,j, zi,j), where i is the sampling number in
each of the arcs, and j (j = 1, 2, . . . , 8) is the measurement order of the arc. By fitting a circle to each of
the obtained arcs based on the least-squares method, the center coordinates and radius of the jth arc
(xc,j, zc,j) and rj, respectively, can be obtained. Then, the coordinates of the eight arcs are shifted based
on the following equation to match the center coordinates of the arcs:(

x′i, j
z′i, j

)
=

(
xi, j − xc, j
zi, j − zc, j

)
(1)

Furthermore, each arc profile is rotated by the following equation:(
x′′i, j
z′′i, j

)
=

(
cos jθ sin jθ
− sin jθ cos jθ

)(
x′i, j
z′i, j

)
(2)

It should be noted that each of the arcs has a different radius rj. To stitch the arcs in the radial
direction, a mean radius R is calculated by the following equation:

R =
1
8

8∑
j=1

rj (3)

By using the obtained R, each sampling point in each of the arcs is adjusted by the following
equation:

r′i, j = ri, j − rj + R (4)

where ri,j is the distance from the center of the arc to the point (x”i,j, z”i,j) in the jth arc that can be
calculated by the following equation:

ri, j =

√(
x′′i, j − xc, j

)2
+

(
z′′i, j − zc, j

)2
(5)
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To minimize the deviation of each point from the fitting circle, xc,j, zc,j, and rj are determined by
minimizing the residual sum of squares S that can be calculated by the following equation [14]:

S =
N∑

i=1

⎛⎜⎜⎜⎜⎜⎝
√(

x′′i, j − xc, j
)2
+

(
z′′i, j − zc, j

)2
− rj

⎞⎟⎟⎟⎟⎟⎠
2

(6)

Figure 3. Stitching procedure for the reconstruction of the circular profile of a small
cylinder: (a) measurement of arc profiles; (b) rotation of the obtained arcs; (c) radial stitching;
(d) circumferential stitching.

As the next step of the stitching process, the circumferential stitching is carried out. The angular
position θi,j of the ith sampled points in the jth arc profile can be calculated by the following equation:

θi, j = tan−1
( z′′i, j

x′′i, j

)
(7)

Since a small cylinder is positioned approximately by using the indexing marks prepared on
the outer face of the round magnet, each of the arcs has a certain amount of misalignment in the
circumferential direction. Denoting the compensating angle shift for the jth arc as Δθj, the angular
position of the ith point in the jth arc can be calculated by the following equation:

θ′i, j = θi, j + Δθ j (8)

For the determination of Δθj, a cross-correlation function [15,16] can be employed. By stitching
the neighboring arcs sequentially from the first arc to the last arc, circumferential stitching can be
carried out. For the portions where the neighboring two arcs are overlapping, a mean value of the two
radial coordinates can be employed.

By using the profile of the workpiece obtained through the above procedures, the diameter D and
roundness of the workpiece can be evaluated. Meanwhile, the roundness can be evaluated by using
the obtained profile data through processing it with the procedure defined by ISO [17]. For a small
cylinder, the out-of-roundness ΔZθ is evaluated based on the least square circle [18]. Denoting the
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mean distance of the sampling points from the center coordinates as ri, ΔZθ can be evaluated by the
following equation:

ΔZθ = (ri)Max − (ri)min (9)

It should be noted that the eccentricity of the workpiece rotation will not affect the measurement in
the proposed stitching linear-scan method [10]; this is one of the remarkable advantages compared with
the conventional roundness measuring instruments, where the influence of the eccentricity becomes
significant with the decrease of the diameter of a workpiece.

2.2. Influences of the Angular Misalignments of a Roll Workpiece

In the stitching linear-scan method, the angular misalignment θX of a small cylinder about the
X-axis could affect the roundness measurement. Figure 4 shows a schematic of the influence of θX on
the measured arc profile of a small cylinder. As can be seen in the figure, the radius of the observed arc
becomes larger than the real one. Denoting the diameter of an ideal small cylinder as D, the X- and
Z-coordinates (xi, zi) of the ith sampled point satisfy the following equation:

x2
i + z2

i cos2 θX = D2/4 (10)

Figure 4. A schematic of the influence of angular misalignment θX on the arc-profile to be obtained in
measurement: (a) definition of θX; (b) error caused by θX.

Denoting the ith sampled point in the polar coordinate system as (ri,θi), the above equation can
be modified as follows:

ri(θi) =
D
2

(
cos2 θi + sin2 θi cos2 θX

)− 1
2 (11)

The influence of the angular misalignment of the small cylinder about the X-axis eθX can thus be
obtained by the following equation:

eθX(θi) =
D
2

[
1−

(
cos2 θi + sin2 θi cos2 θX

)− 1
2

]
(12)

Figure 5a shows the variation of eθX over an angular range from θ = 42.5◦ to θ = 137.5◦ under the
condition of D = 1 mm and θX = 1◦. The error becomes maximum at the top of the arc (namely, θ = 90◦).
Numerical calculations are extended to further investigate the influence of θX. Figure 5b shows the
variation of the maximum eθX as the increase of θX under the condition of θi = 42.5◦. Calculations are
carried out for the cases with different workpiece diameter D ranging from 1 mm to 6 mm. As can be
seen in the figure, the influence of θX becomes larger with the increase of D. Meanwhile, the calculation
results show that eθX can be suppressed to be less than 0.01 μm by reducing θX to less than 0.3◦ for a
small cylinder with a diameter D of less than 3 mm, for which it is difficult to carry out roundness
measurement by the conventional rotary-scan method.
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Figure 5. Radial error induced by the angular misalignment θX of a cylindrical workpiece: (a) radial
error at each θi; (b) variation of the maximum radial error due to the increase of θX.

The angular misalignment θZ of a small cylinder about the Z-axis could also affect the roundness
measurement. Figure 6 shows a schematic of the influence of θZ on the measured profile of a small
cylinder. As can be seen in the figure, the radius of the observed arc becomes larger than the real one.
The influence of the angular misalignment of the small cylinder about the Z-axis eθZ can be expressed
by the following equation:

eθz(θi) =
D
2

[
1−

(
cos2 θi cos2 θz + sin2 θi

)− 1
2

]
(13)

 

Figure 6. A schematic of the influence of angular misalignment θZ on the arc-profile to be obtained in
measurement: (a) definition of θZ; (b) error caused by θZ.

In the same manner as θX, the influence of θZ is also investigated through numerical calculations.
Figure 7a shows the variation of eθZ under the condition of D = 1 mm and θZ = 1◦. The error becomes
maximum at the edges of the arc (namely, θi = 42.5◦ and 137.5◦). Figure 7b shows the variation of the
maximum eθZ as the increase of θZ under the condition of θi = 42.5◦. According to the calculation
results, eθZ can be suppressed to be less than 0.01 μm by reducing θZ to less than 0.2◦ for a small
cylinder with a diameter D of less than 3 mm.
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Figure 7. Radial error induced by the angular misalignment θZ of a cylindrical workpiece: (a) radial
error at each θi; (b) variation of the maximum radial error due to the increase of θZ.

2.3. A Technique to Evaluate Angular Misalignments of a Small Cylinder

Regarding the results of numerical calculations described above, angular misalignments θX and
θZ of a small cylinder need to be reduced as much as possible. It is thus necessary to establish a
technique to detect θX and θZ in advance of the roundness measurement of a workpiece. However,
regarding the small dimensions of a workpiece to be measured by the stitching linear-scan method, it is
not so easy to apply conventional angle sensors such as an optical autocollimator [19] or a multi-axis
laser autocollimator [20] for this purpose. To address the issue, attempts are made in this paper to
utilize the linear scan surface form stylus profiler, which is employed for roundness measurement in
the stitching linear-scan method, for the detection of θX and θZ.

Now we consider a positioning system shown in Figure 8a composed of a tilt stage, a Z-rotary
stage, and a workpiece holder. The tilt stage, the rotary stage, and the workpiece holder are stacked and
assembled as a holder unit. Figure 8b shows a photograph of the developed holder unit. The holder
unit can be mounted on a linear stage.

Figure 8. Setup for roundness measurement of a small cylinder with a surface profilometer: (a) a
schematic of the holder unit; (b) a photograph of the holder unit with a surface profilometer.

In the proposed method, θX is detected through a two-step procedure. In the first step,
the workpiece axis is aligned to be parallel with the X-axis as shown in Figure 9a. By scanning
over the workpiece holder surface with the stylus, profile data (xi_hold, zi_hold) of the workpiece holder
surface can be obtained. The linear approximation of the obtained profile based on the least squares
method provides the inclination angle θScan_Y of the workpiece holder surface with respect to the
datum surface of the surface form stylus profiler. Denoting the inclination angle of the top surface of
the linear stage about the Y-axis with respect to the datum surface of the surface form stylus profiler as
θLinear_Y, and the inclination of the workpiece holder surface about the Y-axis with respect to the top
surface of the linear stage as θHolder, the following relationship should be satisfied:

θScan_Y = θLinear_Y + θHolder (14)
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Figure 9. Evaluation of the angular misalignment θX of a small cylinder about the X-axis: (a) before
the rotation of the holder unit about the Z-axis; (b) after 90◦ rotation of the holder unit about the Z-axis.

In the second step, the holder unit is rotated 90◦ about the Z-axis on the linear stage through the
demounting and remounting operations, as shown in Figure 9b. It should be noted that θHolder does
not change during the operations since the components in the holder unit are rotated together without
separation. Denoting the inclination angle of the top surface of the linear stage about the X-axis with
respect to the datum surface of the surface form stylus profiler as θLinear_X, the angular position of the
workpiece holder surface about the X-axis with respect to the datum surface of the surface form stylus
profiler θX can be expressed by the following equation:

θx = θLinear_X + θHoloder (15)

From Equations (14) and (15), the following equation can be obtained:

θX = θScan_Y + θLinear_X − θLinear_Y (16)

Since θLinear_X and θLinear_Y can be treated as the known parameters through scanning the top
surface of the linear stage by the surface form stylus profiler in advance of the roundness measurement,
θX can be evaluated by measuring θScan_Y in the first step.

It should be noted that the parallelism of the cylinder/workpiece with respect to the X-axis was
confirmed visually, and that there should exist a certain amount of angular misalignment of the
workpiece about the Z-axis (ϕZ), which could affect the measurement. According to the geometric
relationship, the error eθX in measurement of θX due to ϕZ can be expressed by the following equation:

eθX = θX − tan−1(cosϕZ tanθX) (17)

Under the condition of θZ = 2.5◦ and θX = 0.1◦, eθX becomes approximately 0.002◦, and is small
enough to be neglected. Meanwhile, the influence of the demounting and remounting operations of
the holder unit in measurement of θX should be evaluated in experiments.

θZ can be evaluated by obtaining the arc profiles of a small cylinder at different Y-positions with
enough intervals. Figure 10 shows a schematic of the evaluation of θZ. First, we obtain the arc-profile
of a workpiece at a Y-position of y1, and detect the X-coordinate of the peak (xpeak1) in the obtained
arc-profile through fitting a circle based on the least squares method. In the same manner, we detect
the X-coordinate of the peak (xpeak2) in the arc-profile obtained at a Y-position of y2. From the obtained
peak coordinates, θZ can be calculated by the following equation:

θz = tan
(xpeak2 − xpeak1

y2 − y1

)
(18)
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Figure 10. Evaluation of the angular misalignment θZ of a small cylindrical workpiece about the Z-axis:
(a) before shifting; (b) after shifting.

It should be noted that the angular misalignment of the workpiece about the X-axis (ϕX) could
affect the evaluation of θZ. From the geometric relationship, the error eθZ in measurement of θZ due to
ϕX can be expressed by the following equation:

eθZ = θZ − tan−1(cosϕX tanθZ) (19)

In the proposed method, the evaluation of θZ is carried out after the measurement and alignment
of θX. On the assumption that θX is aligned to be less than 0.1◦, eθZ becomes 2.66 × 10−6◦ under the
condition of θZ = 0.1◦; the influence of θX can thus be treated as small enough to be neglected.

3. Experiments

3.1. Verification of the Evaluation Method of the Angular Misalignments of a Small Cylinder

Experiments were carried out to verify the feasibility of the proposed technique for evaluation of
the angular misalignments of the workpiece in roundness measurement of a small cylinder by the
stitching linear-scan method. In the following verification experiments, a calibrated pin gauge with a
diameter of 3.000 mm was employed as the measurement specimen. At first, basic characteristics of
the proposed technique for the evaluation of θX were investigated in experiments. Figure 11 shows a
schematic of the experimental setup. Experimental conditions are summarized in Table 1. The axis
of a small cylinder was aligned to be parallel with the scanning direction of the surface form stylus
profilometer (X-axis in the figure). A commercial autocollimator was employed as the reference
angle sensor for measurement of the angular displacement of the workpiece holder. A flat mirror
was employed as the target for the commercial autocollimator and was mounted on the workpiece
holder. The workpiece holder surface was scanned by the surface form stylus profilometer to obtain
the inclination angle θScan_Y of the workpiece holder surface with respect to the datum surface of the
surface form stylus profiler.

 

Figure 11. Setup for the verification of the method for measurement of θX.
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Table 1. Parameters for scanning experiments.

Items Value Unit

Tip angle of a stylus 60 degree
Tip radius of a stylus 2 μm
Probe scanning speed 0.1 mm/s

Measuring force 1.0 mN

Figure 12a shows an example of the obtained surface profile of the workpiece holder. From the
obtained profile data, the inclination angle θScan_Y was obtained through the linear fitting by the
least-squares method. Ten repetitive trials, including the demounting and remounting operations of
the holder unit at each trial, were made to evaluate the reproducibility. Figure 12b shows the results.
The standard deviation of θScan_Y was evaluated to be 0.005◦.

Figure 12. Evaluation of the θX and its reproducibility: (a) measured profile of the workpiece holder;
(b) reproducibility of the evaluation of θX.

Following the verification of the measurement reproducibility, an attempt was made to detect the
angular displacement of the workpiece holder. By using the tilt stage, the workpiece holder was rotated
about the Y-axis in steps of approximately 0.005◦, and the angular displacement of the workpiece
holder was evaluated by both the proposed method and the commercial autocollimator at each step.
It should be noted that the scanning length of the stylus profilometer for evaluation of θScan_Y was set
to be 5 mm. Figure 13 shows the results. As can be seen in the figure, the maximum deviation of the
detected θScan_Y from the reading of the autocollimator was less than ±0.002◦. These experimental
results demonstrated the feasibility of the proposed technique of measuring θScan_Y.

Figure 13. The angular displacement of the workpiece about the X-axis measured by the
proposed technique.

Experiments were also carried out to evaluate the basic characteristics of the proposed technique
for the evaluation of θZ. Figure 14 shows a schematic of the experimental setup. The pin gauge was
first attached to a round magnet and was then placed on the V-groove in the workpiece holder. The axis
of the workpiece was aligned to be parallel with the Y-axis so that its arc-profiles could be measured
by the stylus profilometer.
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Figure 14. Setup for the verification of the technique for measurement of θZ.

By using the setup, the arc-profile of the workpiece was first obtained at a Y-position of y1. After
that, the workpiece was made to travel along the Y-direction together with the holder unit by using the
linear stage. After that, another arc-profile was obtained at a Y-position of y2 (= y1 + Δy). Figure 15a
shows an example of the arc-profile obtained during the experiments. For each of the obtained
arc-profiles, a circle was fitted based on the least-squares method to obtain the peak coordinate as
shown in Figure 15b. After that, by using the obtained data, θZ was evaluated based on Equation
(18). In the experiments, Δy was set to 4 mm. Five repetitive trials were made by following the above
procedure without the demounting and remounting operations of the holder unit at each trial, and the
standard deviation of the measurement of θZ was evaluated to be 0.006◦, as shown in Figure 15c.

Figure 15. Evaluation of the θZ and its repeatability: (a) measured profile (b) arc-profile cut from the
profile in (a) and its deviation from a fitting circle; (c) repeatability of θZ measurement.

Following the verification of the measurement repeatability, an attempt was made to detect the
angular displacement θZ of the pin gauge. By using the rotary stage, the workpiece was rotated
about the Z-axis in steps of approximately 0.023◦, corresponding to the resolution of the rotary stage.
The angular displacement of the workpiece was evaluated by both the proposed technique and the
commercial autocollimator at each step. Figure 16 shows the results. As can be seen in the figure,
the maximum deviation of the detected θZ from the reading of the autocollimator was less than 0.01◦.
These experimental results demonstrate the feasibility of the proposed technique for measurement of θZ.
By using the obtained θX and θZ, the angular misalignment of the workpiece can thus be compensated.

Figure 16. The angular displacement of the workpiece about the Z-axis measured by the
proposed method.
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3.2. Evaluation of the Roundness Profile of a Small Cylinder with a Diameter of 3 mm

After the compensation of the angular misalignments θX and θZ of the workpiece by the proposed
technique, roundness measurement was carried out. Figure 17a shows the series of arc-profiles obtained
in measurements. Figure 17b shows the profile reconstructed from the obtained arc-profiles before
the stitching process. To evaluate the effectiveness of the compensation of the angular misalignments,
experiments were carried out for the cases of θZ = 0.004◦ and θZ = 0.951◦.

Figure 17. Profiles of a pin gauge with a diameter of 3 mm measured by the stitching linear-scan
method: (a) measured arc profiles; (b) the arc profiles in (a) after the rotation of each arc.

Figure 18 shows the roundness profiles of the workpiece before and after the stitching process
and after the filtering process. The results are summarized in Table 2. As can be seen in the figure and
table, the angular misalignment θZ was found to affect the result of roundness measurement in the
stitching linear-scan method.

Figure 18. Evaluation of the roundness by the obtained arc profiles: (a) roundness profiles after radial
stitching; (b) roundness profiles after circumferential stitching; (c) roundness profiles after filtering.
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Table 2. Radius and roundness.

Angular Misalignment of the Pin Gage θz 0.004◦ 0.951◦

Diameter
Mean value 2.99963 mm 2.99898 mm

Standard deviation 0.10 μm 0.13 μm

Roundness
Mean value 0.21 μm 0.19 μm

Standard deviation 0.03 μm 0.01 μm

4. Measurement Uncertainty Analysis of the Stitching Linear Scan Method

Theoretical investigation of the measurement uncertainty of the stitching linear-scan method was
carried out. In the method, several arc-profiles were first measured in the Cartesian coordinate system
(xi,zi). After that, the obtained data of the arc-profiles were converted into the polar coordinate system
(ri,θi) to reconstruct the workpiece profile through the stitching process. Finally, the roundness of
the workpiece was evaluated by the reconstructed profile. Since the above procedure contained a
fitting process based on the least-squares method, numerical calculations based on the Monte Carlo
method were carried out for the estimation of the measurement uncertainty. Since the stitching
linear-scan method was developed for roundness measurement of a small cylinder having a radius
of a few millimeters, following the previous work by the authors [10], a series of arc-profiles
obtained by measuring a needle roller with a diameter of 1.5 mm was employed for the following
numerical calculations.

First, the uncertainty of the radius of each sampling point was estimated. On the assumption that
the workpiece had a perfect cylindrical profile, the radius ri at the ith sampled point (xi,zi) could be
expressed by the following equation:

ri =
√

x2
i + z2

i (20)

The standard uncertainty of ri (uri) can thus be obtained by the following equation:

uri =

√(
∂Ri
∂xi

)2

uxi2 +

(
∂Ri
∂zi

)2

uzi2 =

√√
x2

i

x2
i + z2

i

uxi2 +
z2

i

x2
i + z2

i

uzi2 (21)

For the evaluation of uri, the uncertainties of zi and xi need to be obtained. Table 3 summarizes
the sources of uncertainty contributing to the uncertainty of zi. The stylus profilometer employed in
the series of experiments was calibrated by using a master sphere artifact in advance of the roundness
measurements. According to the specification sheet of the stylus profilometer [11], the uncertainty of
the calibration is within ±200 nm. It should be noted that the contribution due to the drift between
calibrations is included in this value. Assuming the rectangular probability distribution with a divisor
of
√

3, the standard uncertainty of the calibration (uCal) was evaluated to be 115.47 nm. It should be
noted that uCal contains the influences of the straightness of the linear scan axis, the form errors of
the master sphere artifact, and the stylus tip. Also, the uncertainty associated with the resolution of
the Z-reading (ures_z) was evaluated to be 0.92 nm, with regard to the value (3.2 nm) shown in the
specification sheet of the stylus profiler. Furthermore, the contribution of repeatability of the Z-reading
(urep_z) was estimated from a standard deviation in ten repetitive arc-profile measurements (67.66 nm).
A standard uncertainty of zi (uzi) was thus evaluated to be 133.84 nm.
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Table 3. Uncertainty of the Z-coordinate of each sampled point.

Sources of Uncertainty Symbol Type
Probability

Distribution
Standard

Uncertainty

Calibration of the probe (including
the contribution due to the drift

between calibrations)
uCal B Rectangular 115.47 nm

Resolution of probe uRes_z B Rectangular 0.92 nm
Repeatability uRep A Gaussian 67.66 nm

Standard uncertainty of zi uzi 133.84 nm

The uncertainty of xi was also estimated. Table 4 summarizes the sources of uncertainty
contributing to the uncertainty of xi. According to the manufacturer of the stylus profilometer,
the standard uncertainty of the reading of X-position (uRead_x) is 150 nm. It should be noted that this
value contains the contributions from the repeatability, the drift, and so on. Also, the contribution of
the resolution of the x-reading (uRes_x) was evaluated to be 36.08 nm, with regard to the value (125 nm)
shown in the specification sheet of the stylus profiler and the rectangular probability distribution with
a divisor of 2

√
3. Meanwhile, for the evaluation of uxi, influences of the angular misalignments of a

workpiece about the Z- and X-axes need to be considered. Denoting the angular misalignment of a
workpiece about the Z-axis as θZ, the resultant error in the X-coordinate of each sampled point Δxi_θZ
can be expressed by the following equation from the geometric relationship:

Δxi_θZ = R sin(ϕ/2)·[(1/cosθZ) − 1] (22)

Table 4. Uncertainty of the X-coordinate of each sampled point.

Sources of Uncertainty Symbol Type
Probability

Distribution
Standard

Uncertainty

Reading of x (including the
contributions from the repeatability,

the drift and so on)
uread_x B Gaussian 150.00 nm

Resolution of x-reading uRes_x B Rectangular 36.08 nm
Angular misalignment θZ uθZ B Rectangular 0.89 nm
Angular misalignment θX uθX B Rectangular 0.89 nm

Standard uncertainty of xi uxi 154.28 nm

The contribution of θZ (uθZ) can thus be evaluated by the following equation:

uθZ =

√(
∂Δxi_θZ

∂θZ

)2

u2(θZ) =

√[
R sin

(ϕ
2

)
sinθZ/cos2 θZ

]2
· u2(θZ) (23)

On the assumption that θZ was within ±0.1◦, by employing a mean radius R of 1.5 mm after the
stitching process, uθZ was evaluated to be 0.89 nm. The contribution of the angular misalignment of a
workpiece about the X-axis θX was also estimated. According to the geometric relationship, the error
in the X-coordinate due to θX (Δxi_θX) can be expressed by the following equation:

Δxi_θX = ri sin(ϕ/2)·[1− cosθX] (24)

On the assumption that θX was within ±0.1◦, by employing a mean radius R of 1.5 mm after the
stitching process, uθX was evaluated to be 0.89 nm in the same manner as uθZ. By combining these
contributions, the standard uncertainty of xi (uxi) was evaluated to be 154.28 nm. Compensations of
the angular misalignment of a workpiece are effective in reducing the standard uncertainties of xi and
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zi, and the contributions from the specifications of the stylus profiler were found to be dominant in
these uncertainties.

By combining these contributions based on Equation (21), uri was evaluated to be 178.75 nm,
as summarized in Table 5. It should be noted that the sensitivity coefficients (∂ri/∂xi) and (∂ri/∂zi)

were treated to have maximum values (∂ri/∂xi) = sin(ϕ/2) = 0.67559 and (∂ri/∂zi) = 1, respectively,
to avoid underestimation.

Table 5. Uncertainty of the radius of each sampled point.

Sources of Uncertainty Symbol Value
Sensitivity
Coefficient

Standard
Uncertainty

Standard uncertainty of z uzi 133.84 nm 0.67559 90.42 nm
Standard uncertainty of x uxi 154.28 nm 1 154.28 nm

Standard uncertainty of ri uri 178.75 nm

A standard uncertainty of θi (uθi) was also evaluated. Since θi can be calculated as θi = arctan(zi/xi),
uθi can be calculated by the following equation:

uθi =

√(
∂θi
∂xi

)2

uxi2 +

(
∂θi
∂zi

)2

uzi2 =

√{
zi

xi2 + zi2

}2

uxi2 +

{
xi

xi2 + zi2

}2

uzi2 (25)

The sensitivity coefficients (∂θi/∂xi) and (∂θi/∂zi) were calculated as (∂θi/∂xi) = 1/R and
(∂θi/∂zi) = (1/R) sin(ϕ/2) , respectively, to avoid underestimation. As a result, uθi was evaluated to
be uθi = 1.1 × 10 −4 rad (0.0065 degree), as summarized in Table 6.

Table 6. Uncertainty of the angular position of each sampled point.

Uncertainty Sources Symbol Value
Sensitivity
Coefficient

Standard
Uncertainty

Standard uncertainty of zi uzi 133.84 nm 666.67 rad/mm 0.0000892 rad
Standard uncertainty of xi uxi 154.28 nm 450.39 rad/mm 0.0000695 rad

Standard uncertainty of θi uθi 0.00011 rad (0.0065 deg.)

By using the obtained uri and uθi, numerical calculations were carried out based on the Monte
Carlo method. The procedure of the numerical calculations was as follows:

Step 1: Prepare the data of the series of arc profiles in the polar coordinate system by using the
circumferential profile of a small cylinder obtained in experiments after filtering (50 URP).

Step 2: Apply a random value in a Gaussian distribution with a standard deviation of uθ to the
θ-coordinate of each point.

Step 3: Apply a random value in a Gaussian distribution with a standard deviation of uR to the
R-coordinate of each point.

Step 4: Convert the arc-profile data into the Cartesian coordinate system.
Step 5: Carry out the stitching process in the same manner as the experiments.

Figure 19 shows the results of numerical calculations. A trial number of 1 × 105 was used for
sufficient numerical stability of the output parameters. Expanded uncertainties of diameter and
roundness were thus evaluated to be 0.032 μm and 0.024 μm (k = 2, 95% confidence), respectively.
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Figure 19. Uncertainties of a radius and roundness estimated by numerical calculations based on the
Monte Carlo method: (a) radius; (b) roundness.

5. Conclusions

A technique to compensate for angular misalignments of a small cylinder in the stitching linear-scan
method has been proposed. In the proposed technique, the angular misalignment of a small cylinder
about the X-axis was evaluated by measuring the inclination angle of a workpiece holder surface
by using the stylus profiler, while the one about the Z-axis was evaluated by using the data of two
arc-profiles obtained at different axial positions of the workpiece. Experimental results demonstrated
that the proposed method can evaluate the angular misalignments with a repeatability/reproducibility
of better than 0.01◦, which is enough to suppress the measurement uncertainty of a workpiece diameter
as well as roundness. Measurement of a pin gauge having a diameter and a length of 3 mm and 5 mm,
respectively, was carried out, and the feasibility of the proposed technique was verified. Furthermore,
measurement uncertainty analysis was carried out through numerical calculations based on a Monte
Carlo method to theoretically verify the feasibility of the stitching linear-scan method. Expanded
uncertainties for workpiece diameter measurement and roundness measurement were evaluated to be
0.032 μm and 0.024 μm, respectively.
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Abstract: This paper presents a measurement method for high-precision cutting edge radius of single
point diamond tools using an atomic force microscope (AFM) and a reverse cutting edge artifact
based on the edge reversal method. Reverse cutting edge artifact is fabricated by indenting a diamond
tool into a soft metal workpiece with the bisector of the included angle between the tool’s rake face
and clearance face perpendicular to the workpiece surface on a newly designed nanoindentation
system. An AFM is applied to measure the topographies of the actual and the reverse diamond tool
cutting edges. With the proposed edge reversal method, a cutting edge radius can be accurately
evaluated based on two AFM topographies, from which the convolution effect of the AFM tip can be
reduced. The accuracy of the measurement of cutting edge radius is significantly influenced by the
geometric accuracy of reverse cutting edge artifact in the proposed measurement method. In the
nanoindentation system, the system operation is optimized for achieving high-precision control of
the indentation depth of reverse cutting edFigurege artifact. The influence of elastic recovery and
the AFM cantilever tip radius on the accuracy of cutting edge radius measurement are investigated.
Diamond tools with different nose radii are also measured. The reliability and capability of the
proposed measurement method for cutting edge radius and the designed nanoindentation system are
demonstrated through a series of experiments.

Keywords: single point diamond tool; cutting edge radius; reversal method; nanoindentation system;
elastic recovery

1. Introduction

Ultra-precision diamond cutting, combining a single point diamond tool with an ultra-precision
lathe, has been widely employed for the fabrication of microstructure elements, such as microlens
arrays [1], compound eye freeform surfaces [2], and sinusoidal grids [3,4]. The achievable machining
accuracy of the ultra-precision diamond cutting is significantly affected by the geometry of the diamond
tool, including cutting edge contour, cutting edge radius, and tool faces [5–7]. In order to achieve a
nanometric machining accuracy, it is essential to conduct a quantitative evaluation of the geometry of
the diamond tool, especially cutting edge radius, which determines the minimum depth of cut and the
surface finish of the machined microstructures [8,9].

Cutting edge radius of a diamond tool is usually required to be within 10 to 100 nm for
ultra-precision diamond cutting [10]. Therefore, the methods for cutting edge radius measurement
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should have a nanometric measurement accuracy in both lateral and vertical directions [11].
Optical methods can conduct fast and non-contact measurements [12–14]. However, a lateral resolution
that is larger than 10 nm is limited by the optical diffraction phenomenon which occurs around the
cutting edge when an optical method is used to measure the geometry of the diamond tool. Scanning
electron microscopes (SEMs) have a nanometric lateral resolution and a wide view field [15]. However,
because SEMs have a limitation of two-dimensional (2D) projection, they can only be used for the
qualitative evaluation of diamond tool cutting edge radius and cannot be used for the quantitative
evaluation. In addition, the material of diamond tools also influences the measurement accuracy of
the diamond tool cutting edge radius using SEMs [16]. Atomic force microscopes (AFMs), which can
provide a three-dimensional (3D) measurement with a nanometric accuracy in both lateral and vertical
directions, can directly measure the diamond tool cutting edge radius by accurately aligning the AFM
cantilever tip with the diamond tool cutting edge within the measurement range of the AFM [17–19].
However, the process for an accurate alignment is extremely time-consuming and the AFM cantilever
tip can also be easily damaged due to an inaccurate alignment operation.

An indirect measurement method based on an AFM has been proposed to address the above
problems using an AFM to measure cutting edge radius of a diamond tool [20]. A profile of a diamond
tool cutting edge is copied on a copper workpiece by indenting the diamond tool into the workpiece
on an ultra-precision lathe. Then, the copied profile is scanned by an AFM, from which the diamond
tool cutting edge radius can be obtained. Since this indirect measurement method can protect the
diamond tool and the AFM cantilever tip from damage, and also shorten the measurement time, it is
attractive for practical applications. However, the elastic recovery of the copied profile can affect
the measurement accuracy, which is not considered in the indirect measurement method based on
the AFM. More importantly, since both the direct and indirect measurement methods are based on
an AFM, the obtained profile is a geometric convolution of the AFM tip and the actual and copied
diamond tool cutting edges. It is essential to eliminate the convolution effect of the AFM tip whose
size is comparable to that of the diamond tool cutting edge, for achieving a high-precision diamond
tool cutting edge radius measurement.

There are two approaches for reducing the convolution effect of the AFM tip. One approach is to
directly characterize the AFM tip with a form surface measuring instrument. The other is to make
an error separation operation on the AFM images for removing the influence of the AFM tip profile.
Compared with the direct characterization approach, the error separation approach is more effective
because no additional form surface measuring instruments are necessary [21]. An edge reversal error
separation method based on an AFM was proposed for measuring cutting edge radius of diamond tool
without the effect of the AFM tip radius by the authors of [22]. Firstly, a replicated cutting edge was
obtained by indenting a diamond tool into a soft metal material. Then, an AFM was applied to scan
the actual and the replicated cutting edges. The cutting edge radius of the diamond tool was obtained
by taking the difference between the AFM images of the actual and the replicated cutting edges when
the elastic recovery of the replicated cutting edge was small as compared with the cutting edge radius.
Molecular dynamics (MD) simulations were carried out to investigate the effect of elastic recovery on
cutting edge radius in our previous researches [23,24]. It was verified that when the indentation depth
of the replicated cutting edge was set to be larger than 200 nm, the elastic recovery of the replicated
cutting edge could be ignored. However, a large indentation depth would cause more measurement
uncertainties in the AFM measurement of the replicated tool cutting edge.

Meanwhile, a nanoindentation instrument has been designed for replicating the diamond tool
cutting edge onto a soft workpiece surface [25]. The displacement of the diamond tool was monitored
by a capacitive sensor of a fast tool servo (FTS) unit, which was employed to drive the diamond
tool. The workpiece was pasted on a cantilever whose deflection was detected by another capacitive
sensor. The indentation depth of the diamond tool was obtained from the outputs of the two capacitive
sensors. However, it was a time-consuming process to replicate the diamond tool cutting edge using
this nanoindentation instrument. In addition, a contact damage would be generated on the workpiece
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surface when the tool-workpiece contact was established before the replication. The contact damage
would influence the indentation depth and the profile of the replicated cutting edge.

In this paper, we present high-precision cutting edge radius measurements of single point diamond
tools using an AFM and a reverse cutting edge artifact based on the proposed edge reversal method and
the designed nanoindentation system. After introducing the measurement principles, the operation
of the nanoindentation system is optimized for achieving high-precision control of the indentation
depth. The effects of the elastic recovery and the AFM cantilever tip on the measurement accuracy and
the measurement uncertainty are investigated. A series of experiments are preformed to verify the
reliability and the capability of the proposed method and the designed system.

2. Principle of Measuring Cutting Edge Radius

There are three steps in the process of measuring the diamond tool cutting edge radius using the
proposed edge reversal method, as shown in Figure 1.

Figure 1. Principle of the proposed edge reversal method.

The first step is related to the cutting-edge replication shown in Figure 1. The single point diamond
tool, a piece of copper workpiece, and a nanoindentation system are employed. An indentation
mark, referred to as the reverse cutting edge artifact, is fabricated by indenting the diamond tool
into the workpiece with the bisector of the included angle between its rake face and clearance face
perpendicular to the workpiece surface using the nanoindentation system. The configuration and the
principle of the nanoindentation system is introduced later. The reverse cutting edge artifact is, thus,
directly transcribed from the geometry of the diamond tool.

The second step is related to the AFM measurement of the actual cutting edge of the diamond tool.
The diamond tool, with the cutting edge radius, Rtool, is positioned under the AFM cantilever with the
bisector of the included angle between its rake face and clearance face along the vertical axis. An AFM
cantilever is moved by an XY-stage and a Z-scanner of the AFM along the X-, Y- and Z-directions
to align the AFM cantilever tip with the apex of the diamond tool cutting edge. After an accurate
alignment, the AFM cantilever is brought to scan across the diamond tool cutting edge. Since the
tip radius Rtip of the AFM cantilever is comparable to the cutting edge radius, Rtool, of the diamond
tool, the scan trace of the AFM with an apex radius of Rtool_m is a convolution of the AFM tip and the
diamond tool cutting edge, as shown in Figure 1. Therefore, the following equation can be obtained:

Rtool_m = Rtool + Rtip (1)
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The third step is related to the AFM measurement of the reverse cutting edge artifact. Then,
the reverse cutting edge artifact is measured by the AFM. The apex radius of the reverse cutting edge
is defined as Rmark, which is also comparable to the AFM tip radius Rtip. After the alignment between
the AFM cantilever tip and the apex of reverse cutting edge, the AFM tip scans across the reverse
cutting edge artifact to map out its topography. The scanned image is also a convolution of the AFM
tip and the reverse cutting edge artifact. Therefore, the following equation can be obtained:

Rmark_m = Rmark −Rtip (2)

The copper workpiece surface displays a certain degree of elastic recovery after the diamond tool
is withdrawn from the surface in the nanoindentation process [23,24]. The relationship between the
actual cutting edge radius and reverse cutting edge radius can be expressed as:

Rtool = (1− ξ)Rmark (3)

where ξ represents the elastic recovery coefficient of the reverse cutting edge artifact. According to
Equations (1)–(3), cutting edge radius of the diamond tool can be evaluated to be:

Rtool =
1

2− ξ (Rtool_m + Rmark_m) (4)

Therefore, cutting edge radius of the diamond tool can be obtained without being influenced by
the AFM tip radius. As can be seen from Equation (4), the achievable accuracy of this method depends
on the elastic recovery coefficient ξ. It has been verified that the elastic recovery coefficient, ξ, of the
reverse cutting edge would be reduced to 0.012 from 0.068 when the indentation depth was increased
to 20 nm from 2.5 nm based on molecular dynamics (MD) simulations [22]. The detail of the MD
simulation can be found in [22] and is not repeated in this paper for the sake of clarity. The difference
between Rmark and Rtool was evaluated to be 0.24 nm when the indentation depth was set to be 200 nm.
The difference is small and is negligible for the cutting edge radius measurement as compared with
the cutting edge radius. However, when the indentation depth is set to be 200 nm, the measurement
uncertainty in the tool cutting edge radius measurement becomes large. Therefore, the indentation
depth should be controlled within a range of 20 to 200 nm.

A nanoindentation system is, then, designed for achieving the requirement of high-precision
indentation depth control of the reverse cutting edge artifact as shown in Figure 2. A single point
diamond tool is mounted on the FTS to indent into a prepolished metal workpiece by a linear stage
and/or the FTS. When the distance between the diamond tool tip and the workpiece surface is larger
than the motion stroke of the FTS, the linear stage is employed to move the diamond tool to approach
the workpiece surface by a steeping motor controller. The displacement of the diamond tool driven by
the linear stage and the FTS can be measured by the linear encoder of the stage and the displacement
sensor of the FTS unit (inside sensor). The workpiece is attached on a cantilever. One end of the
cantilever is fixed on a holder and the other end is preloaded by a preload controller. An outside
displacement sensor (outside sensor) is used to detect the deflection of the cantilever caused by the
indentation. Two XY-manual stages (Stage 1 and Stage 2) are used for the alignment between the
workpiece surface and the diamond tool tip. The outputs of two sensors are collected by an oscilloscope
for further evaluating the indentation depth ddepth based on the following equation:

ddepth = din − dout (5)

where din and dout represent the outputs of the inside and the outside sensors, respectively.
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Figure 2. Schematic of the nanoindentation system.

The operation of the nanoindentation system is optimized for achieving high-precision control of
the indentation depth during the tool cutting edge replication, as shown in Figure 3. There are three
steps for replicating the cutting-edge geometry of a diamond tool into a workpiece surface. In step
one, the linear stage is firstly used to move the diamond tool to the initial position shown in Figure 3a,
where the distance between the diamond tool tip and the workpiece surface is equal to the motion
stroke of the FTS. Then, the diamond tool is actuated by the FTS with a step of 5 nm to avoid any
unexpected contact damages on the workpiece surface. The output of the outside sensor does not
change in this step, as shown in Figure 3b. In step two, the contact between the diamond tool and
the workpiece is established at the contact position where the output of the outside sensor starts to
vary due to the deflection of the cantilever. A small indentation mark with a depth less than 5 nm
is generated on the workpiece surface, which is small as compared with the reverse cutting edge.
Therefore, the effect of the small indentation mark can be ignored. In step three, the diamond tool is
indented into the workpiece surface with the command indentation depth, which can be evaluated
by substituting the outputs of two sensors at the indentation position into Equation (5). Therefore,
a reverse cutting edge artifact with a high-precision depth is fabricated by following these three steps.
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Y
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Figure 3. Cont.
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d

Figure 3. Principle of replicating the tool cutting edge using the proposed nanoindentation system.
(a) Motion of the diamond tool; (b) Outputs of two sensors.

3. Experiment and Discussion

A series of experiments were performed to investigate the effect of elastic recovery on the reverse
cutting edge artifact and the AFM cantilever tip on the measurement accuracy of the cutting edge
radius as well as to verify the reliability of the proposed edge reversal method and the capability of the
designed nanoindentation system.

Since copper has a relatively large Young’s modulus, a prepolished copper workpiece with a size
of 10 mm (length) × 10 mm (width) × 2 mm (thickness) was selected as the workpiece. Figure 4a
shows the topography of the copper workpiece surface measured by a commercial AFM (Innova,
Bruker, Billerica, MA, USA). As shown in Figure 4b, the Root Mean Square (RMS) roughness of the
section A–A’ of the copper workpiece was evaluated to be 2.43 nm based on a 3D AFM topography.
The workpiece surface was smooth enough for replicating the diamond tool cutting edge geometry.
The copper workpiece was pasted on an aluminum cantilever with a spring constant of 155 N/m at the
contact point. The deformation of the aluminum cantilever was detected by a capacitive sensor (6800,
MicroSense, Lowell, MA, USA).

 
Figure 4. Copper workpiece. (a) Atomic force microscope (AFM) topography; (b) Roughness of the
section A–A’.

3.1. Effect of Elastic Recovery

The effect of elastic recovery of the reverse cutting edge artifact on cutting edge radius measurement
accuracy was analyzed. An AFM cantilever (OMCL-AC240TS, Olympus, Tokyo, Japan) with a nominal
tip radius of 7 nm and a tip height of 14 μm was selected to measure the topographies of the actual and
the reverse diamond tool cutting edge. A single point diamond tool with a nose radius of 1 mm was
measured in this test.
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Since the indentation depth and the elastic recovery of the reverse cutting edge artifact are related
with each other based on the Hertz theory, a group of reverse cutting edge artifacts with various
indentation depths from 20 to 180 nm were fabricated on the designed nanoindentation system in
order to investigate the effect of the elastic recovery. The interval of indentation depth was set at
approximately 20 nm.

Figure 5 shows the outputs of the inside and the outside sensors when the command displacement
of the diamond tool actuated by the FTS was set at 50 nm. Only the outputs in step three of Figure 3
are plotted in Figure 5. The output of the inside sensor was 52 nm, which was approximately the
same as the command displacement of the diamond tool. The output of the outside sensor was 27 nm.
The indentation depth of the reverse cutting edge artifact was calculated to be 25 nm by substituting
the outputs of two sensors into Equation (5).

 
Figure 5. The outputs of the inside and the outside sensors with a command displacement of 50 nm.

The diamond tool was positioned on the Z-scanner of the AFM with the bisector of the included
angle between its rake face and clearance face. The Olympus AFM cantilever was moved along the X-,
Y- and Z-directions by the XY-stage and the Z-scanner of the AFM to make the alignment between the
AFM tip and the apex of the diamond tool cutting edge. The actual cutting edge was, then, scanned by
the AFM cantilever. The scan range and the scan rate were set to be 2 μm (X) × 2 μm (Y) and 1.2 μm/s,
respectively. The numbers of scanning lines in the X- and Y-positions were 1024 and 1024, respectively.
Figure 6a shows a 3D topography of the diamond tool cutting edge. It can be seen from the figure
that there was a clear edge between the rake face and the clearance face, which can be employed for
quantitative evaluation of the diamond tool cutting edge radius. The cross-sectional profile extracted
from the 3D topography is shown in Figure 6b. The measured tool cutting edge radius was obtained
from that of the fitted arc, which was evaluated by fitting the points in the apex of the cross-sectional
profile of the cutting edge based on the least square method. The radius of the fitted arc, referred to
as Rtool_m, was evaluated to be approximately 40.32 nm. It should be noted that the fitted arc was a
geometric convolution of the AFM tip and the actual diamond tool cutting edge. Therefore, the value
of 40.32 nm was not the actual diamond tool cutting edge radius.
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Figure 6. Measured diamond tool cutting edge. (a) AFM topography; (b) Profile of Section B–B’.

The reverse cutting edge artifact was also placed on the Z-scanner of the AFM. The same AFM
cantilever, which had been used to scan the actual cutting edge, was brought to scan the reverse cutting
edge. The scanning range, the scan rate, and the number of scanning lines in the X- and Y-position
were set to be the same as those in the AFM measurement of the actual cutting edge. Figure 7a,b shows
the AFM topography and the cross-sectional profile of the reverse cutting edge artifact, respectively.
It can be seen from Figure 7a that the reverse cutting edge was well transcribed from the geometry of
the diamond tool. The depth of the reverse cutting edge artifact was evaluated to be 28 nm. It was
approximately the same as the indentation depth of 25 nm, which was evaluated based on the outputs
of the inside and the outside sensors of the nanoindentation system. The control accuracy of the
indentation depth in the designed nanoindentation system was, therefore, verified from the result.
The points in the apex of the measured revered cutting edge were fitted using the least square method,
as shown in Figure 7b. The radius of the reverse fitted arc, referred to as Rmark_m, was evaluated to be
21.04 nm. Similarly, the reverse fitted arc was a geometric convolution of the AFM tip and the reverse
cutting edge. The value of 21.04 nm was not the reverse diamond tool cutting edge radius. Assuming
ξ is equal to zero, the actual cutting edge radius, Rtool, was calculated by substituting the evaluated
Rtool_m and Rmark_m into Equation (4) to obtain 30.68 nm. The difference between Rtool and Rtool_m was
evaluated to be 9.64 nm, which was close to the nominal AFM tip radius of 7 nm. On the basis of the
experimental results, the effectiveness of the proposed measurement method for cutting edge radius
using an AFM and a reverse cutting edge artifact was verified.

Figure 7. Measured reverse diamond tool cutting edge. (a) AFM topography; (b) Profile of Section C–C’.

Rmark_m of other reverse cutting edges with various indentation depths were also evaluated using
the proposed measurement method for cutting edge radius. The evaluated Rmark_m and Rtool are
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plotted in Figure 8. As can be seen in the figure, the average diamond tool cutting edge radius was
estimated to be 30.38 nm with a standard deviation of 0.31 nm. Therefore, it was verified that the
elastic recovery of the reverse cutting edge artifact did not affect the measurement accuracy of cutting
edge radius when the indentation depth was within 20 to 200 nm.

R

R

R

Figure 8. Experimental results under various indentation depths.

In addition, the effect of elastic recovery on measurement uncertainty of cutting edge radius was
investigated. The indentation area between the diamond tool cutting edge and the workpiece, shown
in Figure 9, can be recognized as a cylinder and a plane surface. According to the Hertz theory [26],
for a plane surface and a cylinder with a radius of Rtool, the elastic recovery der of the reverse cutting
edge along the X-direction can be expressed by the following equation:

der =
4
π
·1
L
·F·1− v2

E
(6)

where F is the applied indentation force between the diamond tool and the workpiece, which can be
obtained from the deflection of the cantilever at the indentation position and the spring constants
of the cantilever in the designed nanoindentation system. L is the length of cylinder, which can be
obtained based on the indentation depth and the nose radius of the diamond tool. E and ν represent
the Young’s modulus and the Poisson’s ratio of the diamond tool, respectively.

L
Z

Y

XF
R

Figure 9. Schematic of the indentation area between the diamond tool and the copper workpiece.

Figure 10 shows the elastic recovery of the reverse cutting edge under various indentation depths.
The values were employed to evaluate the measurement uncertainty induced by the elastic recovery.
The measurement uncertainty of cutting edge radius of a diamond tool with 1 mm nose radius was
evaluated based on the Guide to the Uncertainty in Measurement (GUM) [27].
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Figure 10. The theoretical elastic recovery under various indentation depths.

Table 1 shows the calculated uncertainties when the indentation depth was equal to 25 nm.
The uncertainty in Rtool_m and Rmark_m was evaluated to be 1.36 and 1.42 nm, respectively.
The uncertainty with a coverage factor of k = 2 (95% confidence) in the measurement of the diamond
tool cutting edge radius was evaluated to be 1.97 nm, which was smaller than that obtained in our
previous research [22].

The measurement uncertainties under various indentation depths are shown in Figure 11.
The standard deviation of the evaluated uncertainties was calculated to be 0.005 nm. The results further
demonstrated that elastic recovery of the reverse cutting edge did not influence the measurement
accuracy of the diamond tool cutting edge radius based on the proposed edge reversal method and the
designed nanoindentation system.

Table 1. Uncertainty analysis in the measurement of a diamond tool with a nose radius of 1 mm.

Uncertainty Sources Symbol Uncertainty Value Distribution Standard Uncertainty

Lateral imaging resolution ur 0.97 nm Rectangular 0.56 nm
Lateral positioning resolution uL_n 1.2 nm Normal 1.2 nm
Vertical positioning resolution uV_n 0.2 nm Normal 0.2 nm

Thermal resolution ut_t 3.3 × 10−5 nm Rectangular 1.9 × 10−5 nm
Measurement resolution ut_d 1.457 nm - 0.46 nm
Uncertainty in Rtool_m utool_m - - 1.36 nm

Lateral imaging resolution ur 0.97 nm Rectangular 0.56 nm
Lateral positioning resolution uL_n 1.2 nm Normal 1.2 nm
Vertical positioning resolution uV_n 0.2 nm Normal 0.2 nm

Thermal resolution um_t 4.9 × 10−5 nm Rectangular 2.8 × 10−5 nm
Measurement resolution um_d 0.385 nm - 0.12 nm

Elastic recovery um_e 0.358 nm Rectangular 0.21 nm
Indentation force um_f 0.001 nm Rectangular 5.7 × 10−4 nm

Uncertainty in Rmark_m umark_m - - 1.42 nm
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Figure 11. The measurement uncertainties of cutting edge radius of a diamond tool under various
indentation depths.

3.2. Effect of AFM Cantilever Tip

The AFM cantilever was one of the crucial factors that affected the evaluation accuracy of the
diamond tool cutting edge radius. Therefore, another AFM cantilever (MPP-11100-10, Bruker, Billerica,
MA, USA) was installed onto the AFM to scan the actual and the reverse diamond tool cutting edges
for investigating the effect of the AFM cantilever tip on the measurement accuracy of the diamond tool
cutting edge radius. The Olympus AFM cantilever and the Bruker AFM cantilever were referred to as
Cantilever 1 and Cantilever 2, respectively. Differing from Cantilever 1, there was a long base at the top
of Cantilever 2. The tip radius of Cantilever 2 was 12 nm, which was larger than that of Cantilever 1.

Then, Cantilever 2 was used to scan the actual and the reverse cutting edges, which had been
scanned by Cantilever 1. We confirmed that the AFM topographies of the cutting edges scanned
by Cantilever 2 were similar to those measured by Cantilever 1, although the AFM images are not
shown here for the sake of clarity. Figure 12 shows the measured diamond tool cutting edge radii
using Cantilever 2. The average characterized cutting edge radius of the diamond tool was 29.67 nm,
with a standard deviation of 0.16 nm. Characterized cutting edge radius using Cantilever 2 was the
same as that using Cantilever 1. The measurement uncertainty using Cantilever 2 was evaluated.
The results are also plotted in Figure 12. The standard deviation of the evaluated uncertainty values
was calculated to be 0.028 nm. From the above results, it can be seen that the measurement accuracy of
the diamond tool cutting edge radius based on the proposed edge reversal method was not affected by
the AFM cantilever tip radius. This is consistent with the fact that the effect of the AFM cantilever tip
radius can be removed in the proposed method.

Figure 12. Experimental results using Cantilever 2.
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3.3. Reliability of the Proposed Method and the Designed System

To further demonstrate the reliability of the proposed measurement method, cutting edge radius
of a diamond tool with a different nose radius of 2 mm, which was referred to as Diamond Tool 2,
was also evaluated.

Diamond Tool 2 was mounted on the nanoindentation system to replicate its cutting edge on the
copper workpiece with various indentation depths. The AFM with Cantilever 1 was, then, applied
to measure the profiles of the actual and replicated cutting edges. The command displacement of
Diamond Tool 2 actuated by the FTS was also set from 50 to 300 nm with an interval of 50 nm. However,
the corresponding indentation depths were evaluated to be 35, 45, 77, 104, 127, and 163 nm according
to the outputs of the inside and the outside sensors, which were different from those by the previous
diamond tool with a nose radius of 1 mm.

The measured results of Diamond Tool 2 are summarized in Figure 13. The average radius of
the diamond tool cutting edge was evaluated to be 41.29 nm with a standard deviation of 0.66 nm.
The standard deviation of the evaluated uncertainty values was calculated to be 0.032 nm. The difference
between the actual cutting edge radius by the proposed measurement method (Rtool) and the cutting
edge radius imaged directly by the AFM (Rtool_m) of Diamond Tool 2 was evaluated to be 7.36 nm.
This value was also close to the nominal AFM tip radius of 7 nm. The reliability of the proposed
method was, thus, verified from the measurement results of Diamond Tool 2.

 

Figure 13. Experimental results of measuring Diamond Tool 2.

4. Summary

In this paper, we presented high-precision cutting edge radius measurement of single point
diamond tools using an atomic force microscope and a reverse cutting edge artifact based on the
edge reversal method. A reverse cutting-edge artifact with a high-precision depth was fabricated
on a workpiece surface using the optimized operation of a newly designed nanoindentation system.
Cutting edge radius was evaluated from two AFM images, including an AFM image of the actual
cutting edge and an AFM image of the reverse cutting edge, from which the convolution effect of the
AFM tip radius was reduced. Cutting edge radii of two diamond tools were evaluated. The first tool
had a nose radius of 1 mm and the second tool had a nose radius of 2 mm. The difference between
cutting edge radii evaluated by the proposed measurement method and that directly obtained from
the AFM image was 9.64 nm for the first tool and 7.36 nm for the second tool. Both values were close
to the AFM probe tip nominal radius of 7 nm, from which the feasibility and the reliability of the
proposed method were demonstrated. The effect of the elastic recovery was investigated by scanning a
group of reverse cutting edge artifacts with various depths from 20 to 180 nm. We confirmed that the
elastic recovery of the reverse cutting edge did not affect the measurement accuracy of cutting edge
radius when the indentation depth was within 20 to 200 nm. Three-dimensional profile measurements
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of diamond tool cutting edge based on the proposed measurement method will be carried out in the
future work.
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Abstract: For precision measurement of miniature internal structures with high aspect ratios,
a spherical scattering electrical field probe (SSEP) is proposed based on charge signal detection.
The characteristics and laws governing surface charge distribution on the probing ball of the SSEP
are analyzed, with the spherical scattering electrical field modeled using a 3D seven-point finite
difference method. The model is validated with finite element simulation by comparing with the
analysis results of typical situations, in which probing balls of different diameters are used to probe
a grounded plane with a probing gap of 0.3 μm. Results obtained with the proposed model and
finite element method (FEM) simulation indicate that 31% of the total surface charge on a φ1 mm
probing ball concentrates in an area that occupies 1% of the total probing ball surface. Moreover,
this surface charge concentration remains unchanged when the surface being measured varies in
geometry, or when the probing gap varies in sensing range. Based on this, the SSEP has realized
approximate point probing capability with a virtual “needle” of electrical effect. Together with its
non-contact sensing characteristics and 3D isotropy, it can, therefore, be concluded that the SSEP has
great potential to be an ideal solution for precision measurement of miniature internal structures with
high aspect ratios.

Keywords: surface charge distribution; point probing characteristics; spherical scattering electrical
field probe; miniature internal structures; high aspect ratios

1. Introduction

Nowadays, parts adopting miniature internal structures with high aspect ratios, such as deep,
small holes and grooves [1,2], can transmit working medium, energy, and information over relatively
long distances, and are of great significance in achieving high integration and low energy consumption
in the aviation, aerospace, and automotive industries. The machining precision of these structures
often reaches the sub-micron level; moreover, their aspect ratio is up to several tens and even
several hundreds [3–5], posing a great challenge to conventional measurement methods in terms of
measurability. Various probing methods have been investigated to measure this particular kind of
structure, such as miniaturized ball probes with flexible hinges [6–8], fiber optical probes [9–13],
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as well as other creative probing methods based on the principle of the tunneling effect [14],
optical interference [15,16], pneumatics [17], capacitance [18], atomic force microscope [19], and the
piezoelectric effect [20]. However, not having the three features of point probing capability, non-contact
probing, and 3D isotropic sensing at the same time makes it difficult to accurately measure high
aspect ratio structures with these conventional methods. As part of our efforts to find a possible
solution including all of these required capabilities, a spherical scattering electrical field probe
(SSEP) was proposed, based on the detection of charge signal on the probing ball, and nanometer
resolution displacement sensing, non-contact probing and 3D isotropy sensing capability were achieved
simultaneously [1,2]. The only unclear part of the SSEP is point probing capability, on which only
qualitative analysis was performed for the time being.

The point probing capability of the SSEP is closely related to surface charge distribution on the
probing ball. To analyze the point probing characteristics of the SSEP, a quantitative investigation of
the spherical scattering electrical field needs to be conducted to illustrate the law of surface charge
distribution. The difficulties are: (1) Conventional theoretical analysis methods [21,22] cannot complete
the modeling task with complicated boundary conditions, such as the possibility that the surface
being probed could be a plane, spherical, cylindrical, or free geometrical shape; (2) On the other hand,
the spherical scattering electrical field is also difficult to model with conventional numerical methods
due to the problem of balancing modeling accuracy and computational load. This is because the
diameter of the probing ball is on a hundreds of microns to millimeter level, while the probing gap is
on a micro and sub-micrometer level, and this creates a multi-scale problem, posing a challenge to
gridding and computational accuracy; (3) Experimental methods [23–27] are not applicable here due to
the lack of micro-/nano probes with the ability to detect the spherical scattering electrical field in the
micro probing gap without introducing violent disturbance into the field. Therefore, an appropriate
method of modeling and quantitative analysis of spherical scattering electrical field is the key issue to
be solved for the analysis of the surface charge distribution characteristics as well as point probing
characteristics of the SSEP.

In this paper, this problem is solved using a proposed 3D seven-point finite difference scheme.
In the accordingly built spherical coordinates, the spherical scattering electrical field is modeled by
3D gridding and finite difference computation, solved through iteration calculation, and validated
by finite element method (FEM) numerical simulation under special boundary conditions. In this
way, the surface charge distribution characteristics and the resulting approximate point probing
characteristics of the SSEP are quantificationally analyzed and represented.

2. Principle of SSEP

As shown in Figure 1, when an electrically conductive part is being probed, the surface being
probed is grounded while the electric potential of probing ball is set to be a constant such as 1 V,
and then a spherical scattering electrical field is formed. As the gap between the probing ball and
the surface decreases, the surface charge on the probing ball tends to concentrate in quite a small
area around the probing point, which is the closest point on the spherical surface to the surface
being probed. The concentration of surface charge on the probing ball becomes obvious when the
probing gap δ decreases to a certain level, which is often below the micrometer level. The spherical
scattering electrical field and resulting surface charge distribution change drastically when probing
gap δ changes, so high-resolution displacement sensing can be achieved by charge signal detection.
The SSEP features non-contact, 3D isotropic, and approximate point probing characteristics, and can be
fitted in a micro/nano-coordinate measurement machine or an analogous instrument to measure the
3D dimensions and geometry of miniature internal structures with high aspect ratios [2]. This paper
focuses on the quantitative investigation of the surface charge distribution characteristics on the
probing ball as well as the resulting approximate point probing capacity of the SSEP.
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Figure 1. Working principle of spherical scattering electrical field probe (SSEP).

3. Surface Charge Distribution Modeling

Surface charge distribution modeling of the SSEP begins with spherical scattering electrical field
analysis. The model of the electrical field is simplified, as shown in Figure 2. The shaft is not shown
in Figure 2 because of its negligible effect, due to its delicately designed multi-coaxial-layer active
shielding and grounding structure.

Figure 2. Model for analysis.

The electrical field analysis problem here can be taken as an electrostatic boundary value problem
with a Dirichlet boundary condition, in which both the surface being measured and the far-field
boundary are grounded, and the electrical potential of the probing ball is known. The electrical potential
distribution U in the field can be expressed with Laplace’s equation, as shown in Equation (1) below.

∇2U = 0, (1)

Laplace’s equation is expressed in a spherical coordinate as shown in Equation (2) in order to
facilitate the calculation of the surface charge distribution on the probing ball.

∇2U =
1
r2
∂
∂r

(
r2 ∂U
∂r

)
+

1
r2 sinθ

∂
∂θ

(
sinθ

∂
∂θ

)
+

1
r2 sin2 θ

∂2U
∂φ2 = 0, (2)

To solve Laplace’s equation, a 3D seven-point finite difference scheme is proposed as shown in
Equation (3), and the spatial relationship of the seven points is shown in Figure 3. This finite difference
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scheme is derived from the spherical coordinates with the origin located at the center of the probing
ball. Thus, the electrical potential distribution U can be obtained with proper gridding and iteration.

U0
i+1 =
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Figure 3. The spatial relationship of 7 points.

Considering the fact that the spherical scattering electrical field is extremely non-uniform, the grids
in this method are generated non-uniformly from the spherical coordinates. As shown in Figure 4,
fine grids are generated near the probing point while coarse grids are kept away from it. In addition,
quick convergence is achieved by combining the over-relaxation iterative method and the non-uniform
gridding in this study.

 

Figure 4. Schematic diagram of nonuniform gridding in spherical coordinates.

Electric field intensity distribution
→
E can be obtained using Equation (4):

→
E = −∇U (4)

According to Gauss’s law, charge density distribution σ on the surface of the probing ball can be
expressed as Equation (5) since the probing ball is a conductive sphere,

σ = εE, (5)

where ε is the dielectric constant.
The distribution σ of the spherical surface charge on the probing ball can thus be obtained.
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4. FEM Simulation Verification

In order to verify the effectiveness of the proposed method, FEM simulation is carried out by using
COMSOL Multiphysics (COMSOL Inc, Burlington, MA, USA) to obtain the surface charge distribution
σ over the spherical surface of the SSEP probing ball. The parameters used for the simulation are
those commonly used in real situations. The diameter of the probing ball is φ1 mm, and the probing
gap δ between the probing ball and the probed plane is 0.3 μm. The potential of the probing ball
is set to be 1 V while the plane is grounded. The results for the surface charge distribution on the
probing ball obtained with both methods are shown in Figure 5, in which the sphere stands for the
probing ball of φ1 mm in diameter. An expanded view of surface charge distribution, in which the
spherical surface is unfolded by polar angle θ and azimuthal angle φ, is shown in Figure 6 for clarity.
The maximum relative differences in surface charge density on the probing point (θ = 90◦, φ = 180◦) of
different probing balls between the modeling analysis and the simulation results are shown in Table 1,
while the curves of the surface charge ratio as a function of the surface area ratio for different probing
balls are shown in Figure 7. These curves are proposed to present the surface charge concentrating
around the probing point, which is further discussed in Section 5.1. The surface charge ratio in this
paper is referred to as the ratio between the surface charge on the area centering on the probing point
and the total surface charge, while the surface area ratio is the ratio between the area centering on the
probing point and the total surface area. It can be concluded that the results for the surface charge
concentration obtained with the two methods perfectly match with each other, and the effectiveness of
the method proposed can be verified through this comparison.

 vs.  

Figure 5. Modeling analysis and simulation results of surface charge distribution on the φ1 mm
probing ball.

 vs.  

Figure 6. Modeling analysis and simulation results of surface charge distribution with the spherical
surface unfolded.
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Table 1. Maximum relative differences of surface charge density on the probing point of probing ball
between modeling analysis and simulation results (δ = 0.3 μm).

Diameter of Probing Ball φ /mm 0.1 0.5 1 2

Maximum relative differences of surface
charge density on probing ball

2.2% 5.9% 5.3% 4.2%

  
(a) (b) 

 

(c) (d) 

Maximum relative difference：
11.1%

Theoretical results

Maximum relative difference：
12.0%

Theoretical results

Maximum relative difference：
12.2%

Theoretical results

Maximum relative difference：
12.3%

Theoretical results

Figure 7. Surface charge ratio as a function of the surface area ratio for probing balls with different
diameters. (a) φ0.1 mm; (b) φ0.5 mm; (c) φ1 mm; (d) φ2 mm.

5. Surface Charge Concentration Analysis

5.1. Surface Charge Concentration

To analyze the law of surface charge concentration, the surface charge density on the equatorial
line (θ = 90◦) of the probing ball is shown in Figure 8a, and the curve of the surface charge ratio as a
function of the surface area ratio is shown in Figure 8b. For clarity, the small area centering on the
probing point is referred to as the aiming area in this study. It can be seen that the surface charge
density in the aiming area is much greater than that in other regions on the probing ball surface,
with the diameter φ ranging from 0.1 mm to 2 mm. The analysis results in Figure 6 indicate that 31% of
the total surface charge on the φ1 mm probing ball concentrates in the probing area, which accounts
for 1% of the spherical surface area when a plane is probed by the gap of 0.3 μm.
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Figure 8. (a) Surface charge density on the equator of the probing ball; (b) surface charge ratio as a
function of the surface area ratio.

5.2. Effect of the Probing Gap

The law of surface charge concentrations varying with probing gaps is shown in Figure 9 below.
It can be seen that the relative charge amount on the aiming area increases as the probing gap decreases,
and more than 42% of total surface charge stays in the small aiming area, which occupies only 1% of
the total spherical surface area when the probing gap δ decreases to 0.01 μm, while the trend of surface
charge concentration remains the same for different probing gaps.
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Figure 9. Surface charge ratio as a function of surface area ratio for different probing gaps.

5.3. Effect of Surface Geometry

In addition, to analyze the pattern of surface charge changes with the shape of the surface being
measured, surface charge distributions on the probing ball are analyzed when the SSEP is used to
probe the interior surfaces of cylindrical surfaces of φ6 mm and φ12 mm in diameter, and spherical
surfaces of φ6 mm and φ12 mm in diameter. Other conditions are the same as the previous analyses,
with φ1 mm probing ball and 0.3 μm probing gap δ. It can be seen from Figure 10 that the surface
charge concentrations of the SSEP are all well in line when cylindrical surfaces, spherical surfaces,
and planes are probed.
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Figure 10. Surface charge ratio as a function of probing gaps on surfaces of different geometries (surface
area ratio = 1%).

From the presentation in Figures 9 and 10, surface charge concentration on the probing ball is not
only obvious but also similar when either the plane, the cylindrical surface, or the spherical surface is
probed, and this concentration basically remains unchanged for different probing gaps in the sensing
range. For common miniature internal structures with high aspect ratios, plane, cylindrical surface,
and spherical surface are the main composition elements. It can therefore be concluded that the SSEP
is of surface charge concentration characteristics when probing miniature internal structures of various
free geometrical shapes.

5.4. Point Probing Characteristics

The variation of surface charge on the probing ball of the SSEP can be transformed into the
variation of probing gap and even further displacement signal through detection of the charge signal.
Similar to high surface charge density near the probing point, the electrical field intensity near the
probing point is much stronger than that in any other region. Therefore the probing point and the tiny
area centering on it have the strongest effect on the probing characteristics of the SSEP, and this unique
characteristic proves the approximate point probing capacity of the SSEP. A virtual “needle” of electrical
effect is formed, and thus the SSEP can pick up high-frequency spatial information. Together with
its non-contact and 3D isotropy capability as well as nanometer resolution, the SSEP simultaneously
possesses all the essentials for high-precision measurement of miniature structures with high aspect
ratios, which no other single conventional measurement method possesses simultaneously.

As shown in Figure 11, the lack of measurement methods for internal structures with aspect ratios
over 10:1, for which SEM is not suitable to be applied, could be filled with methods based on SSEP.
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Figure 11. Measurement methods for dimensional micro- and nanometrology (inspired by Ref. [28],
in this figure the “CMM” refers to a coordinate measuring machine (CMM) with traditional probes,
and “SSEP” refers to SSEP used with CMM).

6. Conclusions

The spherical scattering electrical field of the SSEP formed during probing was modeled by a 3D
seven-point finite difference method, and the characteristics and law of surface charge distribution
on the probing ball of the SSEP were analyzed and verified with FEM simulation. Analysis results
indicate that the surface charge on the probing ball of SSEP has the characteristic of concentrating
towards the probing point. When a probing ball of φ1 mm in diameter probes a grounded plane with
a microprobing gap of 0.3 μm, more than 31% of surface charge on the probing ball concentrates in
the aiming area, which covers 1% of the total probing ball surface. The surface charge concentration
remains the same when surfaces of different geometrical shapes are probed with different probing gaps
in the sensing range, demonstrating the approximate point sensing capacity of the SSEP. Together with
its non-contact and 3D isotropy sensing capability as well as nanometer resolution, the SSEP has all the
necessary characteristics required for precision measurement of miniature internal structures with
high aspect ratios, showing great potential to remedy the lack of measurement methods for internal
structures with aspect ratios over 10:1. Our future work will focus on miniaturization of the SSEP.
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Featured Application: The circulating cooling water machine proposed in this paper is conductive

to the thermal management of equipment and facilities in the field of precision manufacturing

and measurement. It has already been applied to our lithography development project.

Abstract: An enhanced circulating cooling water (CCW) machine is developed to simultaneously
achieve high temperature stability and dynamic performance of CCW temperature control.
Dynamic thermal filtering based on an auto-updatable thermal capacity medium is proposed
to reduce the temperature fluctuation of the CCW. Agile thermal control is presented to realize a
quick response and high resolution of temperature control, through thermal inertia minimization and
bidirectional regulation of heating/cooling power. Experimental results indicate that a temperature
stability of ±3 mK (peak to peak value) and a settling time of 128 s, corresponding to a 1 K step
set value, are achieved. It can therefore be concluded that the developed machine can satisfy the
challenging requirements of precision manufacturing.

Keywords: circulating cooling water; dynamic thermal filtering; precision manufacturing;
quick response; temperature stability; thermal management

1. Introduction

Thermal management using circulating cooling water (CCW) is essential for precision
manufacturing [1]. With precision manufacturing stepping into a nano-era, the challenging demand
for CCW with mK level stability and a quick response is put forward by a variety of ultraprecision
applications, such as ultraprecision optical machining with nanometer accuracy, and lithography
which is stepping to a 7 nm technical node [2,3]. In an advanced lithography machine, CCW with a
temperature stability of ± 0.01 K is required to cool down power devices like motors, power drivers,
laser sources, and so on [4,5], especially to maintain a ±0.01 K temperature stability of objective
lenses. Moreover, CCW is also used as a temperature reference medium to produce an ‘air shower’ of
temperature stability, up to 2.3 mK/5 min, for air refractive index stabilization of laser interferometry.
Meanwhile, a response time of CCW temperature control as short as dozens of seconds is demanded to
suppress the cyclic thermal pollution of power devices in lithography. Similar requirements are also
presented in ultraprecision optical machining. CCW with a temperature stability of ±0.1 K is needed
to cool down electrical spindles [6,7], and the temperature of CCW needs to dynamically respond to
the variation in rotation speed of spindles, and thus to realize ‘servo’ thermal pollution management
of the spindles.

One effective technical route to achieve high temperature stability of CCW is to reduce the
temperature fluctuation by increasing thermal inertia. Lawton et al., proposed a method to reach this
goal through heat exchanging with an additionally introduced thermal capacity medium, such as
water, and stainless steel balls [8,9]. Phase change material (PCM) has also been utilized, because of its
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large latent thermal capacity at the phase change temperature point [10–12]. However, the proposed
methods only function in the very narrow range of the preset temperature point of the introduced
thermal capacity medium, or the phase change temperature point of PCM. Therefore, they can only
reduce the CCW temperature fluctuation in static water-cooling applications in which the output
temperature of CCW is required to be constant.

New control schemes and algorithms have also been presented to improve the temperature
stability and dynamic performance of CCW. For example, Madhavan et al., and Sarid et al., proposed
temperature controllers achieving temperature stability at sub-millikelvin level [13–15]. However,
the response time of CCW temperature control in these studies ranged from tens of minutes to hours,
because the dynamic performance was not taken into consideration. Liu et al., proposed a ‘servo’
temperature control method for the cooling of spindles of precision machining tools [16]. Two CCW
streams from two CCW machines with different temperature set values were used, then temperature of
the mixed CCW was proportional to the mixing proportion of the two streams. Temperature stability
at sub-kelvin level and a quick response of CCW temperature control were realized, at the cost of using
two CCW machines and a complex flow rate control.

Therefore, it is difficult to simultaneously achieve high temperature stability and quick response
of CCW temperature control. CCW with temperature stability at mK level and a response time at
~100 s level is still a challenging demand for precision manufacturing. Thus, this paper proposes an
enhanced CCW machine using a dynamic thermal filtering method (DTFM) and bidirectional agile
thermal control to solve this problem.

2. Principle

As shown in Figure 1, the proposed enhanced CCW machine mainly consists of a water circulating
loop and a control sub-system. A frequency variable pump, a heating module, a cooling module, a
DTFM attenuator, and a thermal load are cascaded as a water circulating loop. The pump drives the
cooling water to circulate through the loop, and the temperature of CCW is regulated by the cooling
and heating modules. Then, the DTFM attenuator is introduced to further improve the temperature
stability of CCW. The chilled water supplier, which is normally a factory facility, serves as a cooling
source to carry away dissipated thermal energy from the cooling module.

Figure 1. Scheme of an enhanced circulating cooling water (CCW) machine.
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The control sub-system takes charge of the temperature feedback control, the flow rate feedback
control, and the human-machine interface. The dynamic performance of CCW temperature control is
improved by distributive thermal inertia minimization, and bidirectional agile control of the heating
and cooling power.

3. Dynamic Thermal Filtering to Achieve High Temperature Stability

3.1. Principle

The scheme of the proposed DTFM is shown in Figure 2. The idea is to attenuate the CCW
temperature fluctuation through heat exchanging with the thermal capacity medium. The temperature
of the thermal capacity medium dynamically follows the set value of the CCW temperature, since
the medium can automatically update. Thus, the temperature stability of CCW is further improved
without any deterioration of the dynamic performance of CCW temperature control.

Figure 2. Scheme of an attenuator based on a dynamic thermal filtering method.

As shown in Figure 2, the DTFM attenuator mainly consists of a heat exchanger, two temperature
sensors, two servo valves, and a controller. When the DTFM attenuator is working, some water
is bypassed from CCW and blocked in one chamber of the heat exchanger, serving as a thermal
capacity medium. Heat exchange between CCW and the thermal capacity medium, called ‘thermal
filtering effect’, occurs when CCW flows through the other chamber of the heat exchanger. As a result,
the temperature fluctuation of the CCW is significantly reduced, which means that the temperature
stability of the CCW is effectively improved.

When the machine is applied in dynamic water-cooling applications in which the temperature
of CCW varies with time, temperature sensor A detects the change of CCW temperature, then the
attenuator starts the process of automatically updating the thermal capacity medium. The controller
switches on servo valve #1 and switches off servo valve #2 to make the latest CCW flow into the
thermal capacity medium chamber. Temperature sensor B monitors the temperature of outflow of
the thermal capacity medium, and provides a trigger signal to the controller when the temperature at
point B equals the temperature at point A. Then, the controller switches off servo valve #1 and switches
on servo valve #2 to end the process of medium updating. Consequently, the change of the set value of
the CCW temperature is dynamically followed and the dynamic performance of the CCW machine
is maintained
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3.2. Structure of DTFM Attenuator

A DTFM attenuator was designed using a custom-made tube-tank heat exchanger, as shown in
Figure 3. A tube array is evenly arranged in a square stainless steel tank. CCW flows through the
tubes, and the thermal capacity medium is blocked in the tank. A distributor is placed on the top of
the exchanger and divides CCW into sub-streams flowing into tubes. An accumulator is placed at the
bottom of the exchanger and makes all the sub-streams converge.

 

Figure 3. Three-dimensional structure of the tube-tank heat exchanger.

3.3. Modeling

The temperature fluctuation attenuation ratio of the DTFM attenuator was modeled using a
transfer function method, based on the equations proposed by Lawton et al. [8]. Transfer functions of
the distributor, tube-tank, and accumulator, expressed as rdis, ratt, and racc, respectively, were defined
as the temperature fluctuation ratios of the output CCW temperature to input CCW temperature of
each part. In the distributor, convective heat transfer of CCW plays the key role in the temperature
fluctuation attenuation. The temperature fluctuation attenuation of the tube-tank can be modeled
through the double-pipe heat exchanger. The temperature fluctuation attenuation of accumulator
resulted from CCW sub-streams mixing. Therefore, the transfer functions of the three parts of the
DTFM attenuator can be derived as the following equations:

rdis( f ) = exp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ua −

√
u2

a + 4(λ/ρcw)2 jπ f Ca

2λ/ρcw

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (1)

ratt( f ) = exp
[
− 1

fmcwR

(
2 jπ f Ca

2 jπ f Ca + 1

)]
(2)

racc( f ) =
1

1 + (ρVacc/Fm)2 jπ f
(3)

where ρ is the density of water, Vacc is the volume of the accumulator, Fm is the mass flow rate of the
CCW, f m is the mass flow rate of each tube, ua is the average water velocity in the accumulator, λ is
the thermal conductivity of water, Ca is the thermal capacity of a single tube, La and Ld are height of
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the accumulator and distributor respectively, cw is the specific thermal capacity of water, and R is the
thermal resistance of the attenuator.

Then, the total temperature fluctuation attenuation ratio of the DTFM attenuator r is the product
of transfer functions of the three parts.

r = rdis( f ) × racc( f ) × ratt( f ) (4)

The main parameters of the designed DTFM attenuator are listed in Table 1.

Table 1. Parameters of the tube-tank heat exchanger and CCW.

Symbol Parameter Quantity and Unit

L Length of tube 0.7 m
Rtube Diameter of tube 8 mm

a Center spacing between neighboring tubes 32 mm
N Number of tubes 36
b Width of tank 0.23 m
l Height of tank 0.7 m

La Height of accumulator 0.05 m
Ld Length of distributor 0.05 m
Fm Total flow rate 16 L/min

Before the DTFM attenuator is introduced into the CCW machine, the dynamic performance of
the CCW temperature control is determined by the closed loop feedback temperature control of the
CCW machine. After the DTFM attenuator is introduced, the response time of the CCW temperature
control Ssys can be expressed as:

Ssys = max(Smac, Smed) (5)

where Smac is the response time of temperature control before the DTFM attenuator is introduced and
Smed is the updating time of the thermal capacity medium of the DTFM attenuator, expressed as:

Smed =

[
b2L−NLπ(Rtube/2)2

]
ρ

Fm
(6)

Therefore, Smac > Smed should be satisfied to guarantee the dynamic performance of the CCW
temperature control.

In this research, the frequency band of the closed loop temperature feedback control of the CCW
machine was ~0.005 Hz, so Smac = 200 s. According to parameters listed in Table 1, Smed = 82 s.
Therefore, Smac < Smed was well satisfied.

The theoretical modeling results of the temperature fluctuation attenuation ratio of the designed
DTFM attenuator are shown in Figure 4. It can be seen from the curve that the attenuation has the
characteristic of low-pass filtering. For the CCW temperature fluctuation at low frequency, from
0 to 0.005 Hz, the temperature fluctuation is within the closed loop temperature feedback control
bandwidth of the CCW machine, and can be suppressed through closed loop control of the machine.
For the CCW temperature fluctuation above 0.005 Hz, it can be reduced by the DTFM attenuator to tens
of dB. As a result, the temperature stability of CCW is effectively improved without any deterioration
of the dynamic performance of the CCW temperature control.
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Figure 4. Modeling results of the temperature fluctuation ratio of the dynamic thermal filtering method
(DTFM) attenuator.

To evaluate the performance of the developed DTFM attenuator, CCW with different temperature
fluctuations was introduced as the input of the DTFM attenuator, and the temperature curves of
the inlet and outlet of the DTFM attenuator were recorded as shown in Figure 5. The temperature
fluctuation of CCW was significantly reduced by the developed DTFM attenuator.

Figure 5. Modeling results of the temperature fluctuation ratio of the DTFM attenuator.
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4. Agile Control to Achieve Quick Response and High Regulation Resolution

4.1. Principle

To achieve a quick response and high resolution of CCW temperature control, the agile control of
CCW temperature, based on a thermal inertia minimization design and bidirectional regulation of
heating/cooling power, was proposed. A thermal inertia minimization design of the cooling module was
achieved by using an array of thermoelectric chips (TEC) as cooling elements and building a ‘sandwich’
structure with high heat exchange efficiency. The thermal inertia minimization design of the heating
module was achieved based on a structure of ‘solenoid-in-tube’. Bidirectional precision and quick
temperature regulation of CCW were achieved through the cooperation of the heating and the cooling
modules under the control of a Fuzzy Proportion Integration Differentiation (Fuzzy-PID) algorithm.

4.2. TEC Cooling Module

As shown in Figure 6, the cooling module based on TEC presents an integrated compact ‘sandwich’
structure, which was proposed to achieve high cooling efficiency.

A TEC can create a temperature difference between its two sides, when a DC current is applied,
and then heating energy is transferred from the cold side to the hot side. Mechanical vibration and
noise are avoided, since there are no moving objects in the TEC. Moreover, the cooling power of a
TEC increases when the electrical power increases, so it is capable of linear and precision control of
cooling power.

As shown in Figure 6, two layers of TEC arrays sandwiched the CCW chamber with the cold
sides of TECs. The hot sides of the two TEC arrays were both covered with chilled water chambers.
Each TEC array was placed in a frame, which was made of a thermal isolation material to avoid thermal
conduction between the two sides of the TECs.

Since aluminum has a large thermal conductivity and low density, the CCW chamber and two
chilled water chambers were both made of aluminum alloy, in which the CCW and chilled water
traveled along the serpentine waterway to achieve a higher heat exchange efficiency.

Figure 6. Scheme of the thermoelectric chip (TEC) cooling module.

Compared to the conventional cooling method, using compressors as cooling elements,
the proposed TEC cooling module provided a large cooling power with a compact size, and featured
sub-watt level precision and sub-second level response times of cooling power regulation [17,18].
Commercial TEC products (China KJLP, type TEC1-031504040, cooling power of 107 W) were
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employed as the cooling element of the cooling module. The developed TEC cooling module is
279 mm × 208 mm × 98 mm in size, and can provide a cooling power of 1.5 kW.

4.3. Tube Heating Module

As shown in Figure 7, the heating module based on a ‘solenoid-in-tube’ structure was proposed
to achieve minimal thermal inertia. The electrical heating solenoid was assembled in a long thin tube
that the CCW flows through. Since the heating solenoid features a sub-second response time, and its
heating power is proportional to the electrical power applied, heating power can be controlled with
sub-watt level resolution. Compared to conventional heating module design, in which the electrical
solenoid is immersed in a water tank, the proposed heating module can achieve agile thermal control.
The developed heating module is φ 30 mm × 200 mm (diameter × length) in size, and has a maximum
heating power of 1.5 kW.

Figure 7. Scheme of the tube heating module.

4.4. Control Sub-System

As shown in Figure 8, the control sub-system of the enhanced CCW machine consists of the
temperature feedback control loop and the flow rate feedback control loop. The temperature sensor at
position A and the flowmeter at position B, as mentioned in Figure 1, provide temperature feedback of
CCW, and flow rate feedback of CCW, to the controller, respectively. The heating module is driven by
the power regulator, meanwhile, the cooling module is driven by the programmable power supplier.

A control algorithm based on a Fuzzy-PID was employed to obtain better performance of CCW
temperature control, since the Fuzzy-PID can deal with nonlinearity, time variety, and large time delays
of the CCW temperature control system [19], as shown in Figure 9.

Therefore, online PID parameter regulation was achieved by the fuzzy controller to gain better
performance of CCW temperature control.

262



Appl. Sci. 2020, 10, 5483

 

Figure 8. Schematic diagram of the control sub-system of the enhanced CCW machine.

d/dt
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Figure 9. Schematic diagram of Fuzzy Proportion Integration Differentiation (Fuzzy-PID) introduced
in the enhanced CCW machine.

5. Experiments and Discussion

5.1. Experimental Setup

The experimental setup is shown in Figure 10, the developed enhanced CCW machine can provide
CCW of temperatures from 12 ◦C to 40 ◦C, with a maximum flow rate of 55 L/min. It has a maximum
cooling power of 1.5 kW, and a maximum heating power of 1.5 kW. A commercial chilled water
supplier was employed to supply chilled water of temperature of 12 ◦C serving as the cooling source
for the system. A programmable heating device with maximum heating power of 1.5 kW served as the
thermal load. A high-precision thermistor (Fluke, type 5641, accuracy of ±1 mK, resolution of 0.1 mK,
with thermometer Fluke 1560) was employed to measure the temperature of CCW. The experimental
setup was located in an air-conditioned machining workshop at 22 ◦C ± 3 ◦C.
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Figure 10. Experimental setup.

5.2. Temperature Stability Experiment

In this experiment, the set value of the CCW temperature was 22 ◦C, the heating power of the
thermal load was 1 kW, and the flow rate of CCW was 15 L/min. The temperature of the CCW was
recorded for 60 min with a sampling rate of 1 Hz. Experimental results are shown in Figure 11. It can
be seen that, the peak-to-peak value of CCW temperature fluctuation for 60 min was ±3 mK, and its
standard deviation was 1.2 mK.

Figure 11. Experimental results of CCW temperature stability.

5.3. Dynamic Performance Experiments

The experiment of 1 K step response of the CCW temperature control was carried out to validate
the dynamic performance of the developed CCW machine. The 1 K step of CCW temperature set value
was from 22 ◦C to 23 ◦C, as shown in Figure 12. Experimental results show that the settling time was
128 s, and the overshoot was 0.03 K.

Then, the experiment of thermal impact response was carried out to validate the performance of
thermal impact resistance of the developed CCW machine. A 500 W thermal load was introduced by
the programmable heating device to make a step thermal impact. Experimental results indicated that
the temperature of CCW recovered to a stable state in ~200 s after the thermal impact was introduced,
and that the overshoot was about 0.14 K, as shown in Figure 13.
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Figure 12. Experimental results of 1 K step response.

Figure 13. Experimental results of the 500 W thermal load impact response.

6. Conclusions

In this paper, an enhanced CCW machine, using a dynamic thermal filtering method and agile
control, which can accomplish ‘servo thermal management’ for precision manufacturing, is proposed.
It can be concluded that:

(1) A dynamic thermal filtering method is proposed. The temperature stability of CCW is significantly
improved by the demonstrated temperature fluctuation attenuator, based on the proposed method,
while the dynamic performance of the CCW temperature control is not degraded. According to
the concept of agile control, a thermoelectric cooling module, with a compact multilayer sandwich
structure, as well as a heating module with a ‘solenoid-in-tube’ structure, are proposed, and thus
the thermal inertia of the modules is minimized. Furthermore, bidirectional regulation of
thermal power is realized with the proposed cooling and heating modules, based on the control of
Fuzzy-PID. Therefore, the excellent dynamic performance of CCW temperature control is achieved.

(2) Experiments were carried out to validate the performance of the enhanced CCW machine.
The temperature stability was ±3 mK (peak-to-peak value), and its standard deviation was 1.2 mK.
The settling time was 128 s, and the overshoot was 0.03 K for 1 K step of the set value of CCW
temperature. The CCW temperature had a good performance against thermal impact.

Our following work will focus on the further improvement of the dynamic performance of the
CCW machine, and the shortening of the response time of dozens of seconds.
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Abstract: Currently, the widely used pendulum-type precision level cannot be miniaturized because
reducing the size of the pendulum will reduce its displacement so as to decrease the measurement
accuracy and resolution. Moreover, the commercial pendulum-type level can only sense one direction.
In this paper, an innovative compact and high-accuracy dual-axis precision level is proposed. Based on
the optical principle of light refraction and the reference of the invariant liquid level, the pendulum is
no more needed. In addition, based on the light transmission design, there is no reflection signal to
interfere with the true signal. Therefore, the level can achieve a high accuracy and small-sized design.
The calibration result shows the error of the proposed precision level is better than ±0.6 arc-sec in
the measurement range of ±100 arc-sec, and better than ±5 arc-sec in the full measurement range of
±800 arc-sec.

Keywords: dual-axis level; light refraction; light transmission; angle measurement

1. Introduction

In precision engineering, with the significant improvement in positioning sensor accuracy in
the past few decades [1], the influence of angular error on the accuracy, repeatability, and stability of
precision machinery has become increasingly important [2,3]. There are many types of angle measuring
instrument that have been applied in precision engineering [4–6]. Some multi-degree-of-freedom
measurement systems have been reported in recent years [7–9], and the roll angle measurement of a
long stage is still affected by unstable laser beams [10,11]. For the advantage of measuring the roll
error of the linear stage, and for the measurement of the inclination angle while installing the precision
machinery, it is still necessary to know the precision level.

Traditionally, according to the different measurement principle, spirit levels can be divided into two
types: the bubble type and the pendulum type. Due to the disadvantages of measurement resolution and
the accuracy of the bubble-type sprit level, the bubble-type sprit level can only meet the requirement of
rough adjustment of equipment horizontal installation. Currently, most commercial precision levels are
designed based on a pendulum mechanism [4], and usually they are the one-axis pendulum type [4,5].
The pendulum-type precision level is also used as a sensor for monitoring the ground rotation of some
large-scale scientific instruments, such as the Laser-Interferometer-Gravitational-wave-Observatory
(LIGO) [12,13]. The resolution and accuracy of the mechanical pendulum-type level are dependent
on the design of the pendulum and mechanism; for that, the size and weight of the pendulum-type
precision level can hardly be reduced [14]. In addition, the design and manufacturing accuracy of the
pendulum will directly affect the accuracy of the pendulum-type precision level, and the complex
structure and requirement for high-precision manufacture processing mean that the cost of this type
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of level cannot be reduced. In order to improve the resolution and accuracy of the pendulum-type
precision level, expensive precision sensors such as capacitive sensors further increase the cost of the
level. These problems limit the further application of the precision level.

In order to miniaturize the size of the precision level, many novel measurement principles have
been proposed. Using gravity as a reference, Ueda [15] proposed a high-precision micro capacitive
inclination sensor, and Shimizu [16] proposed a roll error measurement system made by combining
two micro capacitive inclination sensors to eliminate the influence of external disturbance. However,
the accuracy and resolution of capacitive inclinometers are larger than 1 arc-sec. Based on the grating
diffraction and reflection, Gao developed a three-axis autocollimator for detecting three angular error
motions of a precision stage [17], and Shimizu [18] modified the system to make a liquid-surface-based
three-axis inclination sensor for the measurement of stage tilt motions. However, the system was
complex and the accuracy of the measured angles was still larger than 1 arc-sec. The dual-axis
pendulum-type precision level was proposed by Fan [19], with the accuracy and resolution both less
than 1 arc-sec. A brand-new design of a pendulum-free precision level was proposed by Torng [20]
using the light refraction principle and the reference of the invariant liquid level. The dual-axis level
could be small in size and light in weight. However, the first reflection beam from the liquid surface
would interfere with the refracted beam and produce noise signals. Zhang [21] directly used the
surface reflection beam to design a dual-axis level. However, it required high-energy laser power.

In this paper, a modified design of a refraction-type level from the author’s previous system [20] is
proposed. With the new principle of single-light refraction and transmission, an innovative dual-axis
precision level is improved from the previous double refraction type. It can achieve a satisfactory
accuracy and resolution in a compact and simple design. The measurement principle will be described
in detail in Section 2, and the factors that affected the design of this type of precision level are discussed
in Section 3. The calibration and application experiments of the prototype sensor will be presented
in Section 4. At the end of this paper, some directions to improve the performance of the proposed
precision level are discussed.

2. Measurement Principle

The optical configuration of the proposed dual-axis level is shown in Figure 1a. The reference
laser emitted from the laser diode (LD) passes through the transparent liquid in a transparent container
and is incident on an autocollimator unit composed of a focus lens (FL) and a quadrant photodetector
(QPD). The mirrors M1 and M2 are used to reflect the reference laser to reduce the size. When the
sensor is inclined, the liquid surface remains level. The reference laser emitted from the transparent
liquid into the air is refracted. The angle change of the refracted reference laser is measured by the
autocollimator unit. According to Snell’s law, the relationship between the inclined angle and the
angle change of the reference laser can be expressed as:

n1 sin(εy) = n2 sin(εym)

n1 sin(εx) = n2 sin(εxm)
, (1)

where εy is the inclined angle around the Y axis, as shown in Figure 1b, and εx is the inclined angle
around the X axis. εym and εxm are the refraction angles in the X and Y directions, respectively, and n1

and n2 are the refractive index of the liquid and the air. When the inclined angle is small, the small
angle is almost equal to its sine function value, ignoring the very small non-linear error. Equation (1)
can be simplified to:

n1εy = n2εym

n1εx = n2εxm
. (2)
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Figure 1. Schematic diagram of the dual-axis precision level: (a) optical configuration;
(b) measurement principle.

According to the auto-collimation principle, the change in the reference laser’s incident angle
from εym to εxm will cause the change in light spot’s position from δyQPD to δxQPD on the sensitive
surface of the QPD:

εxm =
δxQPD

f
; εym =

δyQPD

f
, (3)

where f is the focal length of FL, the change in the light spot’s position from δyQPD to δxQPD would
lead to a change in the light intensity received by each photodiode of the QPD sensor, resulting in
a change in the photocurrent output by the QPD. The photocurrents of the QPD are converted to
voltages by an I/V conversion circuit. Based on the working principle of QPD and Equations (2) and
(3), the relationship between the output voltages of the QPD (V1, V2, V3, V4) and the inclined angle εy

and εx can be expressed by:

εx = n2
n1
εxm = kεx

(V1+V4)−(V2+V3)
(V1+V2+V3+V4)

εy = n2
n1
εym = kεy

(V1+V2)−(V3+V4)
(V1+V2+V3+V4)

, (4)

where kεx and kεy are the constants obtained by the calibration process, which will be mentioned in
Section 4. The proposed measurement principle is modified from the author’s previous work [20] to
avoid the influence of the reflected light from the liquid surface on the QPD, which would cause a
random error. In addition, compared with the measurement principle using the reflected light from the
liquid surface [21], the intensity of the reference laser is lower and the signal of QPD is higher in our
proposed measurement principle, leading to the better resolution performance of the proposed system.

It should be noticed that, although the bottom wall of the transparent container will produce the
additional refraction of the laser beam, this refraction is always the same regardless of the angle of
the level, because the LD, container, and autocollimator are tilted together. The principle of angle
measurement by the autocollimator is to detect only the angle change in the incident laser beam,
and this angle change is purely from the change in the refraction angle between the liquid surface and
the laser beam. In addition, the autocollimator is not sensitive to the beam shift.

3. Structure Design

The main structure design of the sensor part of the proposed precision level is shown in Figure 2.
The laser diode and micro autocollimator unit are mounted on the lower and upper sides of the
container, respectively. A piece of optical window is fixed on the bottom of the container, allowing the
reference laser to pass through while preventing the transparent liquid from leaking out. Above the
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container, a special design is used to prevent liquid from leaking when the sensor is tilted [20].
The structural design of the sensor is rigid and does not contain any moving parts to increase the
stability of the sensor. In order to provide the damping ratio to the dynamic system of the sensor
for the stabilization of the measurement signal, the transparent liquid uses silicone oil, which has
viscosity and stable physical and chemical properties, which ensures the stable performance of the
sensor. The total size of the sensor is determined by the volume of the container, and the design of the
container is affected by the following factors.

Figure 2. Structure design of the refractive precision level sensor: (1) micro autocollimator unit,
(2) reference laser beam, (3) container, (4) transparent liquid, (5) optical window, (6) laser diode.

3.1. Surface Adhesion Effect

At the solid–liquid interface between the container and the liquid, the liquid surface will bend
because of the influence of surface adhesion. As shown in Figure 3, if the refractive interface is concave,
the linearity and stability of the sensor signal will be affected. Therefore, the container must have
sufficient size and the liquid must have sufficient depth to ensure that the liquid surface which the
reference laser passes through is flat. Through a simple analysis, the size of the container’s cross-section
was designed to be 30 × 30 mm2, and the depth of the silicone oil was set to 7 mm.

 

(a) 

 

(b) 

Figure 3. The influence of the surface adhesion effect. (a) Too small container size; (b) too shallow
liquid depth.

3.2. Leakage Prevention Design

When the level is not in use, it will be put in a carrying case. Hence, the container needs to be
sealed to prevent liquid leakage. However, if we use the optical window to seal the container on the
top, the liquid will inevitably remain on the optical window after the sensor returns from the rest
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pose, especially for silicone oils with a higher viscosity. This is the natural phenomenon of surface
wettability. That will significantly reduce the measurement accuracy and the stability of the precision
level. In order to avoid this problem, the container has been specially designed to ensure that the liquid
will not leak out in any posture without using an optical window to completely seal the container [20].
A tube with a certain length is mounted on the top of the container. The hollow tube allows the
reference laser to pass through. When the level is tilted, the tube wall can prevent the liquid in the
container from leaking out, as shown in Figure 4.

 
Figure 4. The leakage prevention design: liquid in the container in different tilted states.

Considering the influence of the above factors on the structure design, the final designed container
size is 30 × 30 × 25 mm3, as shown in Figure 4, and the size of the prototype sensor is 60 × 37 × 55 mm3.

4. Calibration and Application Experiments

The prototype of the manufactured dual-axis precision level based on the measurement principle
proposed in Section 2 is shown in Figure 5. The level body and the electronic box are separate so that
they can be mounted together or separately according to the installation space. The laser diode has a
wavelength of 635 nm (model DI635, Huanic, Xian, China,). The micro-autocollimator set, consisting of
a high precision QPD (QP5.8-6-TO5, First Sensor, Berlin, Germany) and a focus lens (FL1, ϕ10, Tokyo,
Hitachi, Japan), was constructed to detect 2D angle changes. The signal acquisition electronic device is
to acquire and process the signal of the QPD using an analog-to-digital converter (ADC 7606, Analog
Devices, Norwood. USA) and a micro-control unit (MCU, ARM SAMD21 Cortex-M0+, Microchip
Technology). The measurement data is wirelessly transmitted to the computer via Bluetooth to avoid
the influence of pulling the data cable when moving the level.

Figure 5. The prototype of the dual-axis precision level: 3D design and photo.

4.1. Calibration Results

The proposed precision level was calibrated by a commercial autocollimator (AutoMAT Co.
model 5000U; resolution: 0.01 arc-sec; accuracy: ±0.1 arc-sec; repeatability: 0.05 arc-sec; uncertainty:
0.119 arc-sec). It is known that the output signal of QPD will show obvious nonlinearity in a large
range [22]. In order to obtain the most suitable linear sensitivity coefficient on different measurement
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ranges, the two inclined directions of the dual-axis precision level were calibrated for the different
measurement ranges of ±100 arc-sec, ±400 arc-sec, and ±800 arc-sec, separately. The results of the
averaged linearity curve and residual curve of five times calibration are shown in Figure 6. It can be
seen that the residual error increases with the increase in the measurement range, but the peak-to-valley
value of residual errors never exceeds 1% of the measurement range. For the measurement range of
±100 arc-sec, the peak-to-valley value of the residual was less than 0.5% of the measurement range.
The calibration results show that an accuracy of ±0.6 are-sec in the range of ±100 arc-sec was obtained,
and in the full measurement range of ±800 arc-sec, the accuracy was ±4 are-sec. The resolution was 0.1
arc-sec. The overall performance is very satisfying.

Figure 6. Calibration results of the dual-axis precision level: (a) εx in ±100 arc-sec; (b) εx in ±400 arc-sec;
(c) εx in ±800 arc-sec; (d) εy in ±100 arc-sec; (e) εy in ±400 arc-sec; (f) εy in ±800 arc-sec.

4.2. Comparison Measurement Experiment

To verify the measurement accuracy of the proposed precision level, a comparison measurement
experiment was designed. The set-up of the comparison experiment is shown in Figure 7a. The precision
level was mounted on a linear stage, and the pitch error of the linear stage was simultaneously measured
by the proposed precision level and the autocollimator. After the performance of one direction was
tested, the proposed precision level was turned to 90◦ to compare the other direction. The pitch error
of the tested linear stage was adjusted to be close to 100 arc-sec in order to compare the accuracy of the
proposed precision level in a large measurement range. The comparison results are shown in Figure 7b.
It can be seen that the peak-to-valley value of the residual error is less than 5% of the total pitch error.
The experiment results proved that the accuracy of the proposed precision level is acceptable.
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(a) 

 

(b) 

Figure 7. Comparison experiment: (a) experiment set up; (b) results.

4.3. Measurement Repeatability Tests

The measurement repeatability of the proposed precision level was obtained by measuring 5 times
at 9 positions on a class 00 granite table, as shown in Figure 8. The experiment results are shown in
Figure 9. The measurement uncertainty expressed by ±3σ of the dual-axis precision level in the X and
Y directions are ±1.1 arc-sec and ±0.92 arc-sec, respectively. This result proves that the measurement
repeatability of the proposed precision level is satisfactory.

 

(a) 

 

(b) 

Figure 8. Measurement repeatability test: (a) photo of the experiment set-up; (b) measured positions.

 

(a) (b) 

Figure 9. Measurement repeatability: (a) εx; (b) εy.

4.4. Response Time Test

According to the International Standard Organization (ISO) technical report [11], the response
time of a precision level is an important performance factor that determines whether the precision level
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is practical or not. To verify the response time of the proposed dual-axis precision level, the precision
level was fixed on a linear stage of a CNC (computer numerical control) lathe. When the linear stage
moved 100 mm at a speed of 60 mm/s, the raw data of the proposed dual-axis precision level from the
start to the end of the movement were saved by the software with the sampling rate of 1000 samples
per second. When the jitter of the reading of the precision of the dual-axis level was less than 0.1 arc-sec,
the reading of the level was considered to be stable. The response data are shown in Figure 10. It can
be seen that the settling time to steady-state condition was less than 1 s. This performance is much
better than our previous system that needs a 3 s settling time [21].

 

(a) (b) 

Figure 10. The response time of the proposed precision level: (a) all the response raw data;
(b) partial view.

It should be noted that the response time of the precision level designed according to the
measurement principle proposed in Section 2 is affected by the viscosity of the liquid in the container.
The filtering algorithm used in the signal processing system would also affect the response time.
The liquid used in the prototype of the precision dual-axis level is a synthetic silicone oil with a viscosity
of about 200 centistokes. The filtering algorithm used in the signal processing system was a moving
average filter, and the length of the sampling window of the moving average filter is 10.

4.5. Stability Tests

The stability of the proposed precision level was tested in a non-temperature-controlled
environment. While measuring the stability of the precision level, it is directly mounted on an
optical bench. The one-hour stability data of the developed level sensor are shown in Figure 11.
The drift of the reading is less than 1 arc-sec within one hour. The stability of the proposed dual-axis
precision level is satisfactory. It can also be seen from the stability data that the short-term reading
jitter is only about 0.1 arc-sec, which can also represent the resolution of the proposed sensor.

Figure 11. Stability data of the proposed precision level.
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5. Measurement Uncertainty Analysis

Benefiting from the simple measurement principle and the compact structure design of the
inclination sensor, the measurement uncertainty of the proposed dual-axis precision level is mainly
affected by the performance of the QPD and the electronic device. Thus, it is possible to evaluate the
measurement uncertainty of the proposed precision dual-axis level based on the data obtained by the
experiment proposed in Section 4. The combined standard measurement uncertainty of the inclination
angle around the X axis uεx could be obtained by:

uεx =
√

u2
cal_x + u2

res_x + u2
dr f _x + u2

rep_x (5)

The first influential factor, ucal_εx, is the standard uncertainty of the system calibration, which can
be obtained from Figure 6. Taking the P-V data of the ±100 arc-sec range and using a rectangular
distribution, the standard uncertainty of this part was evaluated to be 0.652 arc-sec. The second factor,
ures_εx, is the standard uncertainty of the resolution, which can be obtained from the steady-state signal
variation in 60 min. From the experiment, the P-V data was 0.09 arc-sec in a rectangular distribution,
so that its uncertainty was 0.057 arc-sec. The third factor, udrf_εx, is the standard uncertainty of the
drift due to environmental effect. According to Figure 11, the maximum drift in the X-direction
was 0.22 arc-sec in one hour and was in a rectangular distribution. Its standard uncertainty was
0.127 arc-sec. The fourth factor, urep_εx, is the standard uncertainty of the measurement repeatability,
and its probability distribution is Gaussian. From Figure 9a, it was evaluated to be 0.351 arc-sec. Table 1
summarizes the evaluated results of the combined uncertainty from these four sources.

Table 1. Uncertainty of the inclination angle around the X-axis of the proposed precision level.

Sources of Uncertainty Symbol Type Probability Distribution Standard Uncertainty

Calibration of the sensor (including the
contribution of systematic error and the

uncertainty of the reference autocollimator)
ucal_εx B Rectangular 0.663 arc-sec

Resolution of sensor ures_εx B Rectangular 0.057 arc-sec
Drift udrf_εx B Rectangular 0.127 arc-sec

Repeatability urep_εx A Gaussian 0.351 arc-sec
Standard uncertainty of εx uεx 0.762 arc-sec

It should be noticed that the uncertainty of calibration ucal_εx has already taken the systematic error
sources into consideration, such as the systematic error of the autocollimator measurement method
(including the manufacturing error of the focusing lens and the defocus error of the QPD installation),
the nonlinearity caused by the initial refraction angle of the reference laser, and the nonlinearity error
of the QPD sensor in the large-range error measurement. Therefore, the used optical components
must meet a certain manufacturing accuracy, and the standard operating procedure (SOP) should
be followed to ensure that the systematic error caused by the assembly errors can be suppressed.
The combined standard measurement uncertainty of the inclination angle around the Y axis uεy could
be obtained in the same way; the evaluated combined standard uncertainty uεy and its sources are
listed in Table 2.

Table 2. Uncertainty of the inclination angle around the Y-axis of the proposed precision level.

Sources of Uncertainty Symbol Type Probability Distribution Standard Uncertainty

Calibration of the sensor
(Including the contribution of systematic error
and the uncertainty of reference autocollimator)

ucal_εy B Rectangular 0.454 arc-sec

Resolution of sensor ures_εy B Rectangular 0.057 arc-sec
Drift udrf_εy B Rectangular 0.242 arc-sec

Repeatability urep_εy A Gaussian 0.301 arc-sec
Standard uncertainty of εy uεy 0.599 arc-sec
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As the final result, the combined uncertainties of the proposed precision dual-axis level were
evaluated to be 0.762 arc-sec and 0.599 arc-sec in the εx and εy direction, respectively. The expanded
uncertainties were thus evaluated to be 1.506 arc-sec and 1.174 arc-sec in the εx and εy direction
(coverage factor k = 2, 95% confidence), respectively.

6. Discussion

Compared with the traditional precision level, the inclination measurement principle based on
the light refraction proposed in this report has some significant advantages.

(1) The proposed inclination measurement principle does not require any moving parts, so the
systematic error caused by the improper design and manufacturing error of the pendulum or
hinge can be avoided.

(2) Compared with the commercial precision level of other inclination angle measurement principle
based on the light reflection or refraction of the liquid level surface, the measurement principle
proposed in this report if simpler, uses fewer optical components, and effectively avoids the
influence of stray light on the measurement accuracy.

(3) The cost of the sensor and light source used is lower, and there are fewer components that require
a high manufacturing accuracy; therefore, while the measurement accuracy is ensured, the cost of
the proposed precision level can be kept very low, which provides convenience for the application.

On the basis of this research, the final goal is to design a precision level as a sensor to monitor the
inclination angle of a precision instrument or machine. To achieve this goal, the following issues still
need to be further studied.

(1) A mathematical model of the surface adhesion at the liquid–solid interface should be built and
verified. Thus, the design of the sensor can be optimized through the mathematical model,
improving the dynamic performance and reducing the size of the inclination sensor.

(2) The range of the inclination angle measurement should be increased by compensating the
systematic error of QPD in a large-range measurement or using PSD as the detector in the
precision level, under the premise of ensuring the accuracy and resolution of it.

(3) In order to reduce the size and improve the reliability of the proposed precision level, a further
integrated optimization design is still necessary.

7. Conclusions

An innovative dual-axis precision level is proposed in this paper. Different from the traditional
precision level based on the pendulum measurement principle, the proposed dual-axis precision level
is based on the light refractive principle. Compared with the traditional measurement principle of
the precision level, this novel inclination angle measurement principle can achieve a high resolution
and accuracy at a lower cost and compact design. The proposed light refractive and transmission
measurement principle can significantly reduce the size of the precision level while maintaining the
measurement precision and accuracy. A prototype precision level sensor was made to verify the
feasibility of the instrument. The results of the verification experiments are satisfactory. The resolution
of the proposed precision level is 0.1 arc-sec, and the measurement uncertainty is less than ±1.2 arc-sec.
The calibration results show that, for the measurement range of ±100 arc-sec, the accuracy of the
proposed level is within ±0.6 arc-sec; for the full range of ±800 arc-sec, the accuracy of the proposed
level is within ±4 arc-sec. Benefitting from the simplicity of the measurement principle, the accuracy
and uncertainty of the proposed precision level are almost determined by the photoelectric sensor and
its signal processing electronic device, making it easy to improve its performance. In addition, with a
proper size design and response test, the quick settling time of about 1 s exhibits an advantage in
practical applications. Future works will concern the angular error measurement of precision machines.
At the same time, rigorous research on the surface adhesion effect will help us understand how this

276



Appl. Sci. 2020, 10, 6019

phenomenon affects the error source and dynamic characteristics of this type of inclination angle
sensor. The establishment of a mathematical model could help to optimize the design of the proposed
precision level, which will also be the focus of future research.
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Abstract: Due to the common path structure being insensitive to the environmental disturbances,
relevant Fabry–Pérot interferometers have been presented for displacement measurement. However,
the discontinuous signal distribution exists in the conventional Fabry–Pérot interferometer. Although
a polarized Fabry–Pérot interferometer with low finesse was subsequently proposed, the signal
processing is complicated, and the nonlinearity error of sub-micrometer order occurs in this signal.
Therefore, a differential quadrature Fabry–Pérot interferometer has been proposed for the first time.
In this measurement system, the nonlinearity error can be improved effectively, and the DC offset
during the measurement procedure can be eliminated. Furthermore, the proposed system also
features rapid and convenient replacing the measurement mirrors to meet the inspection requirement
in various measuring ranges. In the comparison result between the commercial and self-developed
Fabry–Pérot interferometer, it reveals that the maximum standard deviation is less than 0.120 μm
in the whole measuring range of 600 mm. According to these results, the developed differential
Fabry–Pérot interferometer is feasible for precise displacement measurement.

Keywords: differential Fabry–Pérot interferometer; homodyne interferometer; nonlinearity error;
linear displacement

1. Introduction

From the comparison between the resolution and measuring range of different measurement
devices, high resolution and contactless measurement can be realized by the laser interferometer in
various measuring ranges. Hence, the industrial application, including the calibration of the linear axis
for the machine tool, the positioning of the microelectromechanical equipment, and the wafer dicing,
must rely on it to ensure the quality of production and the high-precision inspection requirement [1–4].

Currently, the Michelson interferometer is the primary tool for displacement measurement in a
large dynamic range. In the optical structure, the laser beam is divided into a reference beam and a
measurement beam by a non-polarizing beam splitter (BS), and corresponding mirrors reflect each beam
and then form the interferometric signal. The phase of this signal depends on the optical path difference
between the reference beam and the measurement beam. Because the reference path is separate from
the measurement path, this kind of interferometer is susceptible to relative environmental changes.
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In contrast, the Fabry–Pérot interferometer is based on the common path structure. For this reason,
laser beams propagate in the same optical path, and this interferometer possesses high resistance
of environmental disturbances that contain thermal expansion, micro-flow gradient, and the tiny
vibration [5–7].

The optical arrangement of the conventional Fabry–Pérot interferometer, which contains a laser
light source, a detector, and an optical cavity composed of two plane mirrors (PMs) had been proposed
by Charles Fabry and Alfred Pérot in 1897 (illustrated in Figure 1a) [8]. The laser light source is incident
into the optical cavity in a nearly vertical direction, and the laser beam is divided into numerous
transmitted beams from the cavity reciprocally. Then the interferometric signal can be acquired by the
detector. Because the optical cavity of the conventional Fabry–Pérot interferometer is composed of two
PMs with a high reflectance, which results in the discontinuous signal distribution with high finesse.
Furthermore, displacement or vibration can only be realized by the fringe counting method, and it is
rarely utilized in large-scale dynamic displacement measurements.

 
 

(a) (b) 

Figure 1. Optical arrangement of Fabry–Pérot interferometer: (a) Conventional structure, and (b)
quadrature phase-shifted fiber-optic structure.

According to the development of the optical encoder and the interferometer system, to improve
the measurement accuracy, correlated technologies, including orthogonal signal processing and signal
subdivision, have been proposed. Therefore, the quadrature phase-shifted fiber-optic Fabry–Pérot
interferometer demonstrated in Figure 1b had been presented by Kent A. Murphy et al. in 1999 [9].
This structure is based on the spatial phase-shifted method to form the orthogonal signal, which will be
obtained by two detectors (D1, D2). The phase shift is mainly decided by the position and angle of the
probe and the measured surface. For this reason, the measuring range is limited by the performance of
the optical-mechanical alignment.

In the recent study, polarized Fabry–Pérot interferometer with low finesse, shown in Figure 2,
had been proposed by Chang et al. in 2013 [10,11]. The octadic-wave plate is placed in the optical cavity,
and its polarization axis must be the same as that of the polarizing beam splitter (PBS) to introduce the
orthogonal phase shift between two interferometric signals. By reducing the reflectance of the plane
mirror, continuous signal distribution can be acquired, and the interferometric signals (Is, Ip) can be
detected by the photodiodes (PD1, PD2). The orthogonal interferometric signal, shown in Figure 3a,
can be expressed by Equations (1) and (2) [12], where A0 is the amplitude of the incident beam, R and
T are the reflectance and transmittance of the coated plane mirror, T’ is the transmittance of the optical
cavity, and δ is the phase difference. In the simulation, optical parameters of R, T, and T’ are 0.25, 0.75,
and 0.86, respectively. The analysis method of the mean normalization is adopted to evaluate the
amplitude and DC offset of the orthogonal signal in this study. Theoretically, if the signal amplitude
is uniform change and there is no DC offset existing, the center (offset) of the orthogonal signal will
be at the zero points, and it will become a circle shape after the mean normalization processing.
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Interferometric signals (Is, Ip) can be processed by the mean normalization (Is-nom, Ip-nom) individually
represented in Equations (3) and (4). Then, the normalized orthogonal signal illustrated in Figure 3b
can be obtained, where I_max, I_min, and μ are the maximum, minimum, and average intensity.

Is =
1
2 A0

2 × T2 × T′
1 + R2 × T′2 − 2× T′ ×R× cos

(
δ− π

4

) (1)

Ip =
1
2 A0

2 × T2 × T′
1 + R2 × T′2 − 2× T′ ×R× cos

(
δ+ π

4

) (2)

Is−nom =
Is − μ

Is_max − Is_min
(3)

Ip−nom =
Ip − μ

Ip_max − Ip_min
(4)

 

Figure 2. The optical arrangement of polarized Fabry–Pérot interferometer. PBS, polarizing beam
splitter; PD, photodiode.

  

(a) (b) 

Figure 3. Orthogonal signal of polarized Fabry–Pérot interferometer. (a) Original signal; (b) signal
with mean normalization processing.

In this structure, there are two critical issues, including the existing large nonlinearity error
in the signal and involving the complex signal processing for the elimination of the direct current
(DC) offset. The nonlinearity error is caused by the DC offset, unequal alternating current (AC)
amplitudes, and quadrature phase errors that occur in the orthogonal signal. In the simulation
results in Figure 3, the orthogonal signal after the mean normalization processing reveals that the
signal possesses the DC offset and unequal AC amplitudes, which will lead to the nonlinearity error.
Therefore, the measurement accuracy of this measurement structure will be affected by the nonlinearity
error during the measurement. The formula for the analysis of the nonlinearity error is revealed in
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Equation (5), where Ix and Iy are the interferometric signals, ψ represents the ideal phase, and m is a
constant [13–15].

Nonlinearity error = arctan (Iy/Ix) − ψ +mπ (5)

In accordance with the measurement structure of the polarized Fabry–Pérot interferometer,
the analysis of the nonlinearity error is based on the simulated orthogonal signal, shown in Figure 3.
The simulation result (Figure 4) reveals that the nonlinearity error is ranging from −48 to 131 nm in the
polarized Fabry–Pérot interferometer.

 

Figure 4. Nonlinearity error of polarized Fabry–Pérot interferometer.

For subsequent signal subdivision, significant interpolation error will occur. Furthermore,
the conventional correction method of nonlinearity error is also difficult to implement in this
signal [16,17]. Subsequently, a look-up table method was provided to carry out the signal subdivision
with the resolution of 0.1 nm in the polarized Fabry–Pérot interferometer [18]. Still, this method can
only be processed for a single Lissajous signal under specific measurement conditions, e.g., measuring
speed and range, etc. If the measurement signal changes, this method will not be able to carry out.
In the correlated study, the Lissajous signal of the start-point and the endpoint in the whole measuring
range of 500 mm is different, which means that the signal phase and amplitude are changing [11].
If this signal processing method is utilized in this situation, the inherent measurement performance
with the resolution of 0.1 nm will not be achieved in the actual experiment. Furthermore, to avoid the
signal drift during the measurement procedure, the DC offset compensation module is also introduced
in the polarized Fabry–Pérot interferometer. The conversion of analog to digital and digital to analog is
performed in real-time to acquire the signal center and then is to eliminate the DC offset. Since signal
processing involves more complex feedback control, if the noise occurs during the measurement,
the measurement accuracy will be affected severely. Therefore, this kind of interferometer cannot be
performed in high precision and high-speed industrial applications.

By reviewing the development of the Fabry–Pérot interferometer employed for the displacement
measurement, the major problems in critical structures are summarized in Table 1. Therefore, how to
provide a measurement system based on the Fabry–Pérot interferometer with high measurement
performance for employing in the large range is an essential issue. From the above-mentioned
description, a differential quadrature Fabry–Pérot interferometer with variable measurement mirrors
employing in different measuring ranges is proposed in this study. By the integration of the differential
optical structure and the Fabry–Pérot interferometric technique, the nonlinearity error can be improved
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effectively, and the DC offset can also be eliminated during the measurement process to realize high
precision measurement performance conveniently and flexibly.

Table 1. Comparison between the previous Fabry–Pérot interferometers.

Fabry–Pérot Interferometer
Item Signal

Distribution
Signal Processing

Method
Problems

Conventional structure Reference 8 Discontinuous
(high finesse) Fringe counting

Not suitable for
dynamic
measurement in
large range

Polarized structure Reference 11 Continuous (low
finesse)

Quadrature-based
sensing with 2
photodiodes

1. With large
nonlinearity error
2. Involved with
the complex signal
processing

2. Proposed Differential Quadrature Fabry–Pérot Interferometer

Based on the pending patent (application number: 108142443), the optical structure of the proposed
differential quadrature Fabry–Pérot interferometer is extended and realized experimentally. It enables
the arrangement with two measurement types simultaneously for determining the linear displacement.
This structure contains a laser source, an optical cavity, and an optical element and signal sensing
module (Figure 5a). The laser beam is incident to the optical cavity module from the laser source
module and the optical element and signal sensing module. Then the laser beam is divided into
multiple beams and output from the cavity, and PDs placed in the optical element and signal sensing
module will inspect the interferometric signals. The laser source module is composed of the high
stabilized He-Ne laser and the optical isolator. The purpose of placing the optical isolator is to avoid
the laser beam to reflect back from other optical components. The optical cavity module contains two
measurement types depending on the selection of different measurement mirrors (Figure 5b). One is the
PM type whose optical cavity is composed of two PMs, and the other is the corner cube retro-reflector
(CCR) type whose optical cavity consists of a PM and a CCR. In the CCR type, due to its folded
measurement structure, the optical resolution can be improved by a factor of two compared to the type
of the PM [19]. In addition, owing to CCR bearing large tilt angles of the measurement mirror, this type
is more suitable for the displacement measurement within the large range. Due to the multi-beam
interferometric measurement structure, the incident beam travels forward and backward in the cavity
and is divided into numerous reflected beams (order number of beam: 1st, 2nd, 3rd . . . Nth). The Nth
beam will pass through the quarter-wave plate twice more than the N-1th beam, so the polarization
direction of each laser beam will be orthogonally converted. Then they will be transmitted back to
the optical element and signal sensing module. In the optical element and signal sensing module,
it contains a quarter-wave plate, two BS, two PBS, and four PDs. According to the proposed optical
structure, the interferometric signal can be acquired by PDs for further displacement measurement.

The linearly polarized laser beam with a polarization direction angle of –π/4 with respect to the
y-axis will be acquired after passing through the optical isolator, and it is converted to the right-handed
circularly polarized beam by the first quarter-wave plate, whose fast axis is along the y-axis. Then the
laser beam will be incident to the BS1 and the optical cavity. In this cavity, the beam is transmitted to
the second quarter-wave plate whose fast axis is at a zero angle with respect to the y-axis multiple
times. Numerous reflected laser beams output by the optical cavity are sequentially converted into
the orthogonally polarized beams (Figure 5c). The backward laser beam is split into two beams by
BS2, and then each beam is transmitted to the PBS1 and the PBS2, respectively. The optical axis of the
PBS2 is rotated around the incident beam by π/4 relative to that of PBS1. In the optical arrangement,
two pairs of the interferometric signal with a phase difference of π can be obtained. And by subtracting
each pair signal, the orthogonal signal for displacement measurement will be determined.
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(a) 

  
(b)1 (b)2 

 
(c) 

Figure 5. Proposed differential quadrature Fabry–Pérot interferometer: (a) Structure composition;
(b) transmission of laser beams in two measurement types (b)1 plane mirrors (PM) type, (b)2 cube
retro-reflector (CCR) type, (c) optical arrangement and the polarization direction of laser beams.
PD, photodiode, PBS, polarizing beam splitter; BS, non-polarizing beam splitter.

The Jones matrix of the incident beam and the relevant optical elements in this structure is as
Equation (6) to Equation (11).

E(Φ) =

(
cos Φ
sin Φ

)
(6)

PF = ei·δ= ei· 4πnd
λ (7)
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BS =
1√
2
·
(

1 0
0 1

)
(8)

QWP(θ) =
(

cos(θ) − sin(θ)
sin(θ) cos(θ)

)
·
[

e−i·(π4 ) 0
0 ei·(π4 )

]
·
(

cos(θ) sin(θ)
− sin(θ) cos(θ)

)
(9)

PBSo(α) =

⎛⎜⎜⎜⎜⎝ sin(α)2 − sin(α)· cos(α)
− sin(α)· cos(α) cos(α)2

⎞⎟⎟⎟⎟⎠ (10)

PBSe(α) =

⎛⎜⎜⎜⎜⎝ cos(α)2 sin(α)· cos(α)
sin(α)· cos(α) sin(α)2

⎞⎟⎟⎟⎟⎠ (11)

Where E (Φ) is the electric field of the linearly polarized laser beam after traveling the optical
isolator, the angle of the polarization direction with respect to the y-axis is Φ. PF is defined as the phase
factor (ei·δ) accounts for the optical phase difference (δ) caused by the changing of the cavity distance
(d). δ equals 4πnd/λ, where λ is the laser wavelength, and n is the refractive index. For the type of the
plane mirror and the corner cube retro-reflector, the optical phase difference equals to 4πnd/λ (δ) and
8πnd/λ (2δ), respectively. BS is the matrix of the non-polarizing beam splitter, and QWP (θ) represents
a matrix that corresponds to a quarter-wave plate whose fast axis is at an angle θ with respect to the
y-axis. PBSo (α) and PBSe (α) represent two separated beams rotated by an angle α relative to the
x-axis.

The sum of the electric field can be express as Equation (12), where R and T are the reflectance
and transmittance of the coated plane mirror, respectively, Q is the transmittance of the optical cavity,
and N is the order number of the backward reflected beam.

Esum =

⎡⎢⎢⎢⎢⎢⎣BS3· √R + BS3·
(√

T
)2·

∞∑
N=2

(√
R
)2N−3·QN−1·PFN−1·QWP(θ2)

2·N−2

⎤⎥⎥⎥⎥⎥⎦·QWP(θ1)·E(Φ) (12)

For PD1 to PD4, the corresponding electric fields of each incident beam are shown from Equation (13)
to Equation (16).

E1 = PBSo(α1)·Esum (13)

E2 = PBSe(α1)·Esum (14)

E3 = PBSo(α2)·Esum (15)

E4 = PBSe(α2)·Esum (16)

The light intensity can be expressed as Equation. (17) and two orthogonal signals can be
determined by Equation (18) and Equation (19).

I = E·E∗ (17)

Ix = I1 − I2 (18)

Iy = I3 − I4 (19)

For the proposed differential measurement structure, the mean normalization processing is similar
to the analysis method in the polarized Fabry–Pérot interferometer, shown in Section 1. By the mean
normalization (Ix-nom, Iy-nom) for each interferometric signal (Ix, Iy) indicated in Equations (20) and (21),
the orthogonal signal with normalization processing can be acquired. In order to illustrate this method,
an assumed ellipse is utilized to perform the mean normalization. Its center is in the coordinate (0, 0),
the length of the semi-major axis, and the semi-minor axis equal 2 and 1, respectively. The original
graph, shown in Figure 6a, can be converted into a circle (Figure 6b) by this normalization. In summary,
the reflectance of the coated plane mirror and transmittance of the optical cavity are 0.25 and 0.86.
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And the angle of Φ, θ, α1 and α2 are π/4, 0, 0, and π/4, respectively. The Lissajous signal of the proposed
differential Fabry–Pérot interferometer is demonstrated in Figure 7a,b.

Ix−nom =
Ix − μ

Ix_max − Ix_min
(20)

Iy−nom =
Iy − μ

Iy_max − Iy_min
(21)

 

(a) (b) 

Figure 6. Assumed ellipse. (a) Original graph; (b) Graph with mean normalization processing.

 
(a) (b) 

Figure 7. Orthogonal signal of proposed differential quadrature Fabry–Pérot interferometer. (a) Original
signal; (b) Signal with mean normalization processing.

According to the proposed differential Fabry–Pérot interferometer, the simulated results illustrated
in Figure 7 reveal that it is an ellipse orthogonal signal without the DC offset. It means that by subtracting
two pairs of the signal with a phase difference of π, the DC offset can be eliminated. Then, the equal
AC amplitudes can be realized by the hardware circuit, and that minimized the nonlinearity error.
Therefore, by the integration of the differential optical structure, and common path interferometric
technique, the DC offset can be eliminated, and the nonlinearity error can also be improved. The analysis
of the nonlinearity error is similar to the polarized Fabry–Pérot interferometer. Compared to the
polarized structure, the result reveals that the nonlinearity error is significantly reduced to less than
one nanometer, which equals to two magnitude orders (Figure 8).

In summary, by the proposed differential measurement structure, the DC offset occurs during the
measurement can be eliminated without a complex signal processing module. The nonlinearity error
can also be improved significantly to realize the precise industrial and scientific applications.
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Figure 8. Comparison of nonlinearity error between polarized and proposed differential
Fabry–Pérot interferometer.

3. Experimental Results

To verify the measurement performance of the proposed differential quadrature Fabry–Pérot
interferometer, a commercial interferometer with the resolution of 1 nm is employed as a reference
standard to carry out the comparison experiment simultaneously. After the experiment, the deviation
can be obtained by the difference between the measured values of two interferometers. For determining
the measurement repeatability, the experimental standard deviation is calculated by 10 deviations
(10 repeated cycles) at each position, and then the linearity can be confirmed through dividing
three times the maximum standard deviation by the whole measuring range [20]. The experimental
arrangement is demonstrated in Figure 9. In this experiment, the measurement structure of PM type in
the small measuring range and that of CCR type in the large range have been utilized. Results can
be gained in both structures. The Fabry–Pérot interferometer and the commercial interferometer are
installed on the left and right sides of the linear stage, and the corresponding measurement mirror is
fixed on it to carry out the measurement procedure.

 

Figure 9. The optical arrangement of the comparison experiment between the commercial and
proposed interferometer.

In the comparison experiment between the Fabry–Pérot interferometer of the PM type with the
resolution of λ/8 and commercial interferometer, the forward displacement is regulated from 0 mm
to 150 mm with a step interval of 15 mm, and each cycle is repeated 10 times. According to the
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measurement result (Figure 10), the maximum deviation between the two interferometers is 0.219 μm,
the maximum standard deviation is 0.076 μm, and the linearity is 1.52 × 10−6 F.S. in the whole range.

 

Figure 10. Comparison result between the commercial interferometer and proposed Fabry–Pérot
interferometer of PM type.

The comparison experiment between the Fabry–Pérot interferometer of the CCR type with
the resolution of λ/16 and commercial interferometer is similar to the above-mentioned procedure.
The measuring range is extended to 600 mm, which is conducted with a step interval of 60 mm.
The measurement results, shown in Figure 11, demonstrates that the maximum deviation, the maximum
standard deviation, and the linearity are 0.427 μm, 0.120 μm, and 6 × 10−7 F.S., respectively. From these
comparison results between two measurement types demonstrated in Table 2, the linearity of CCR
type is better than the PM type. Because of CCR bearing large tilt angles of the measurement mirror,
the linearity of CCR type would be better than that of the PM type within the same measuring range.

 

Figure 11. The comparison result between the commercial interferometer and proposed Fabry–Pérot
interferometer of CCR type.

In order to evaluate the improvement of the measurement performance in the large measuring
range, comparison results between the published polarized Fabry–Pérot interferometer in reference
11 and the proposed differential Fabry–Pérot interferometer of CCR type are illustrated in Table 3.
It reveals that the linearity in the published structure within the range of 500 mm is 8.76 × 10−7 F.S.,
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and the linearity in the proposed structure within the extended range of 600 mm is 6 × 10−7 F.S.
In summary, the maximum deviation and linearity can be improved by 48% and 32%, respectively
by the proposed measurement system. This measurement performance can be utilized for the linear
displacement measurement to meet the high-precision industrial demand.

Table 2. The comparison result of the proposed measurement structure between the PM type and the
CCR type.

Measurement Performance
Type

PM CCR

Range mm 150 160

Maximum
standard deviation (σ)

μm 0.076 0.120

standard deviation (3σ) 0.228 0.360

Linearity ( 3σ
Range ) F.S. 1.52 × 10−6 6 × 10−7

Table 3. The comparison result between the published and the proposed measurement structure.

Measurement Performance
Item

Reference 11
Proposed
Structure

Improvement (%)

Range mm 500 600

Maximum

deviation

μm

0.824 0.427 48

standard deviation (σ) 0.146 0.120

standard deviation (3σ) 0.438 0.360

Linearity ( 3σ
Range ) F.S. 8.76 × 10−7 6 × 10−7 32

4. Conclusions

In this study, the differential quadrature Fabry–Pérot interferometer with variable measurement
mirrors for employing in different measuring ranges has been proposed. By the integration of the
differential optical structure and common path interferometric technique, the nonlinearity error can
be effectively reduced, which equals two magnitude orders, and the DC offset can also be eliminated
during the measurement procedure. The measurement performance of the developed Fabry–Pérot
interferometer has been verified. From the experimental result, the measurement repeatability is less
than 0.120 μm, and the linearity is 6 × 10−7 F.S. within the whole range of 600 mm. By the comparison
of the measurement performance between the published polarized Fabry–Pérot interferometer and
the proposed differential Fabry–Pérot interferometer, the maximum deviation and linearity can be
improved by 48% and 32%, respectively. The capability of the proposed system is conducive to
industrial applications to realize the high precision displacement measurement.
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Abstract: This paper presents an off-axis differential method for the improvement of a femtosecond
laser differential chromatic confocal probe having a dual-detector configuration. In the proposed
off-axis differential method employing a pair of single-mode fiber detectors, a major modification
is made to the conventional differential setup in such a way that the fiber detector in the reference
detector is located at the focal plane of a collecting lens but with a certain amount of off-axis detector
shift, while the fiber detector in the measurement detector is located on the rear focal plane without
the off-axis detector shift; this setup is different from the conventional one where the difference
between the two confocal detectors is provided by giving a defocus to one of the fiber detectors.
The newly proposed off-axis differential method enables the differential chromatic confocal setup to
obtain the normalized chromatic confocal output with a better signal-to-noise ratio and approaches
a Z-directional measurement range of approximately 46 μm, as well as a measurement resolution of
20 nm, while simplifying the optical alignments in the differential chromatic confocal setup, as well as
the signal processing through eliminating the complicated arithmetic operations in the determination
of the peak wavelength. Numerical calculations based on a theoretical equation and experiments are
carried out to verify the feasibility of the proposed off-axis differential method for the differential
chromatic confocal probe with a mode-locked femtosecond laser source.

Keywords: chromatic confocal probe; femtosecond laser; off-axis differential method; tracking local
minimum method

1. Introduction

A confocal probe is an optical displacement sensor often employed in microscopy for form
measurement of three-dimensional microstructures for the quality control of ultra-precision machined
surfaces [1–6]. Due to a high lateral resolution and a good depth discrimination performance by
the Z-directional depth-sectioning effect, a confocal probe can also be employed in the surface
profilometry of various materials and medical applications in the observation of living cells [7–10].
Chromatic confocal microscopy [11] has been proposed for the elimination of the axial-scanning
of the conventional confocal microscopy. To obtain a better lateral resolution and an in-depth
discrimination performance while eliminating the influence of nonuniform surface reflectivity of a target
object in the three-dimensional surface topography measurement at nanometric or sub-nanometric level,
differential methods and the corresponding signal processing algorithms for a confocal probe [12–26]
have been proposed. Most of the differential methods for a confocal probe employ two confocal
outputs captured by two detectors with different apertures or focusing conditions.

The differential methods can be categorized into two major types. The first type [25] employs
two photodetectors having apertures with different sizes. Each of the apertures is placed at the focal
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plane of the corresponding collecting lens in the confocal setup, and the height information of an object
surface under inspection can be decoded from the linear relationship between the axial displacement of
the target surface and the normalized intensity ratio of the two confocal outputs. Some of the differential
probes of this type can carry out measurement without the scanning along the optical axis. However,
the in-depth measurement range is relatively small [26].

The second type employs two detectors having identical confocal apertures [17–24]. One confocal
aperture is located in front of the focal plane of a corresponding collecting lens, while the other is placed
behind the focal plane of another corresponding collecting lens to obtain two different confocal outputs.
In the case of employing two slits as the apertures for the confocal setups, the in-depth resolution could
be degraded [17]. However, this can be overcome by employing two identical pinholes as the apertures
for the confocal setup [18–24]. For this type of differential method, two corresponding signal processing
algorithms have been designed. The first signal processing algorithm [21–24] is designed in such a way
that the normalized output is defined as the ratio of intensity subtraction of the two confocal outputs.
Meanwhile, this algorithm cannot remove the influence of the nonuniform surface reflectivity of an
object under inspection, as well as the influence of the light source. To address these issues, a second
signal processing algorithm [18–20] has been designed. In the algorithm, the ratio of intensity difference
and intensity sum (or maximum intensity) of the two confocal outputs are utilized as a confocal output.
It should be noted that these two types can be combined with each other [26].

In the previous work by the authors of [27–31], the dual-detector confocal setup based on
the second type, as well as the signal processing algorithm, has been modified for the femtosecond
laser differential chromatic confocal probe, where a mode-locked femtosecond laser is employed
as the laser source. In the modified differential chromatic confocal setup, the two identical fiber
detectors are arranged in such a way that the fiber detector in the measurement detector unit is
placed at the focal plane of the collecting lens of the detector unit, as shown in Figure 1a, while
the fiber detector in the reference detector unit is placed at a position with a displacement (defocus)
d along with the axial position, as shown in Figure 1b. For acquiring the in-depth information, two
confocal outputs with these detectors in different confocal setups are utilized. For the signal processing,
the algorithm referred to as the tracking local minimum (TLM) method has been proposed [27]. In
the TLM method, the normalized confocal output is defined as the ratio of the measurement detector
output to the reference detector output. This algorithm can theoretically eliminate the influences
of the nonuniform spectrum of a mode-locked femtosecond laser source. Meanwhile, the intensity
around the first local minimum of the reference detector output spectrum is relatively small, and hence
the normalized output can easily be influenced by out-of-focus noise [25,32–34].

 
f

I I

df

Figure 1. Schematics of the relative position between the fiber core and the collecting lens in measurement
and reference detectors in the femtosecond confocal probe. (a) A setup for the measurement detector.
(b) A setup for the reference detector with a defocus d.

To address the issue, in this paper, a major modification is made to the conventional differential
chromatic confocal setup in the mode-locked femtosecond laser differential chromatic confocal probe.
Figure 2 shows a schematic of the confocal setup of the reference detector unit employed in the newly
proposed method. As can be seen in the figure, the fiber detector is placed at the focal plane of
the collecting lens while an off-axis detector shift dm is given to the fiber detector, instead of giving
a defocus d; this modification improves the signal-to-noise ratio of the normalized chromatic confocal
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output to be obtained in the differential confocal setup. This optical configuration is also expected
to make the optical alignment of the differential confocal setup easier than the conventional setup
shown in Figure 1. Theoretical analysis and experimental examination are implemented to verify
the feasibility of the proposed off-axis differential method for the differential chromatic confocal probe
with a mode-locked femtosecond laser source. It should be noted that the work described in this paper
is mainly intended to focus on the proposal of the preliminary idea of an off-axis differential method
for the improvement of the signal-to-noise ratio (SNR), the measurement range and the measurement
resolution of the femtosecond laser chromatic confocal probe. The subsequent application of this
new method is needed in the imaging of three-dimensional (3D) microstructures in our future work.
Regarding the spectral range (from 1480 to 1640 nm) and the chromatic objective lens employed
in the experiments, a measurement range of 46 μm is expected to be achieved through the above
improvements by the proposed off-axis differential method.

f

I

d

Figure 2. Reference detector unit with an off-axis detector shift dm in the newly proposed method.

2. Measurement Principle

2.1. Image Formation Principle

Figure 3 shows a schematic diagram of the differential chromatic confocal configuration [27–31].
A mode-locked femtosecond laser beam from the laser source is made to focus on a target surface
by a chromatic objective lens. The reflected laser beam from the target surface is then divided into
two sub-beams by a beam splitter, and the sub-beams are then captured by two fiber detector units
composed of two identical fibers and two identical collecting lenses, L1 and L2. One of the sub-beams
is captured by one fiber detector unit (referred to as the measurement detector unit) set at the focal
plane of L1, while the other is captured by another fiber detector unit (referred to as the reference
detector unit) with the collecting lens L2.

293



Appl. Sci. 2020, 10, 7235

f
Z

i vi+1vi-1
vceo

vrep
I

I

I

I
I

I
=

f i
f i+

f i-

Figure 3. A schematic diagram of the differential chromatic confocal configuration with a mode-locked
femtosecond laser source.

The confocal output I1mea(u) to be captured by the measurement detector unit, whose optical
configuration is shown in Figure 1a, can be expressed by the following equation [27,35–37].

I1mea(u) =

∣∣∣∣∣∣
∫ 1

0
exp( juρ2)P1eff(ρ)P2eff(ρ)ρdρ

∣∣∣∣∣∣
2

(1)

where ρ is the normalized radius of the imaging lens, j is the imaginary unit and P1eff and P2eff stand
for the effective pupil functions of the imaging lens (L1 or L2) and illuminating lens (collimating lens),
respectively. The parameters v and u represent the optical coordinates related to the actual radial and
axial coordinates r and z, respectively, that can be given as follows [27,35–37]. It should be noted that
only the axial (Z-) response is considered and measured in the experiments. Therefore, the variable v
in Equation (1) is treated to be zero [27] and is omitted in the equation.

v =
2π
λ

r sin β (2)

u =
2π
λ

z sin2 β (3)

where sinβ and λ are the numerical aperture of the collecting lens and the light wavelength, respectively.
Figure 4 shows schematic diagrams of the reference fiber detector unit by the proposed off-axis

differential method and the conventional differential method for the chromatic confocal probe system.
As can be seen in Figure 4a, in the reference fiber detector unit based on the conventional differential
method [27], the single-mode fiber detector is placed with a defocus d with respect to the back focal
plane of the collecting lens L2. In this case, the confocal output I2ref(u;ud) can be represented as follows:

I2ref(u; ud) =

∣∣∣∣∣∣
∫ 1

0
exp[ j(u + ud/2)ρ2]P1eff(ρ)P2eff(ρ)ρdρ

∣∣∣∣∣∣
2

(4)
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Figure 4. Schematic of the reference fiber detector settings by the proposed off-axis differential method
and conventional differential method. (a) Schematic diagram of the reference fiber detector setting by
the conventional differential method; (b) schematic diagram of the reference fiber detector setting by
the proposed off-axis differential method.

By using these two confocal outputs, the height of a surface under measurement can be detected
through the arithmetic operation based on the algorithm referred to as the tracking local minimum (TLM)
method [30]. Meanwhile, in the newly proposed off-axis differential method, a major modification is
made to the reference detector unit: the single-mode fiber detector is located on the rear focal plane of
the collecting lens L2 by the optical axis but with an off-axis detector shift dm, as shown in Figure 4b. In
this case, the confocal output I2ref_m(u;dm) can be represented as follows [38]:

I2ref_m(u, dm) =

∣∣∣∣∣∣
∫ 1

0
J0

(
dm

rf
ρvf

)
exp

(
juρ2

)
P1effP2effρdρ

∣∣∣∣∣∣
2

(5)

where rf and vf are the radius and the normalized radius of the single-mode fiber, respectively. As
can be seen in Equations (4) and (5), the confocal output becomes different in the modified setup.
According to Equation (5), the effect of employing the proposed off-axis differential method is similar
to reducing the core diameter of a fiber detector acting as a pinhole aperture in the confocal setup;
namely, the rejection of more scattered light and out-of-focus noise in the reference fiber detector can
be realized. This effect is expected to improve the signal-to-noise (S/N) ratio of the confocal output, as
well as the resolution, in the differential chromatic confocal probe.

2.2. Signal Processing Algorithm

In the tracking local minimum (TLM) algorithm [30], the normalized chromatic output ITLM is
defined as the intensity ratio of the two fiber detector outputs [27–30]. Denoting the chromatic output
to be captured by the off-axis reference detector unit as I2ref_m, the normalized chromatic output in
the newly proposed off-axis differential method can be expressed as follows:

IITLM(u, dm) =
I1mea(u)

I2ref_m(u, dm)
(6)

Figure 5a shows a graphical diagram of the TLM algorithm [30]. The wavelength at a specific
peak position of the normalized chromatic output IITLM, which corresponds to the wavelength at
the first local minimum of the confocal output I2ref_m, changes linearly with respect to the Z-directional
displacement of the target surface. A displacement of the target mirror can thus be acquired
by tracking the wavelength at the first local minimum of the confocal output through detecting
the peak wavelength in the normalized chromatic output IITLM. Figure 5b shows a schematic of
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the wavelength-to-displacement encoding by the signal processing algorithm. In the tracking local
minimum algorithm [27], the asymmetric peak in the normalized chromatic output IITLM could make it
difficult under practical conditions to precisely determine the peak wavelength due to the out-of-focus
noise [30]. To address the issue, a centroid wavelength of the peak is employed as the peak wavelength.

Figure 5. A schematic of the tracking local minimum (TLM) algorithm. (a) The normalized
output obtained from the reference output and the measurement output [30]; (b) a schematic of
the wavelength-to-displacement encoding in the TLM method.

3. Experiments and Discussions

3.1. Experimental Confocal Configuration

To verify the feasibility of the proposed off-axis differential method, experiments were carried out
by using the developed differential chromatic confocal system, a schematic diagram of which is shown
in Figure 6. For a fair comparison, the optical components in the configuration are the same as those
adopted in the previous work by the authors of [30] based on the defocus setup, except a manual stage
for the adjustment of the off-axis detector shift dm of the fiber detector in the reference fiber detector
unit. In this paper, dm in the positive Y-direction was treated to be positive.
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Figure 6. A schematic diagram of the proposed off-axis differential chromatic confocal probe
configuration with a mode-locked femtosecond laser source [30].

At first, the coarse adjustment of the off-axis fiber in the reference detector was carried out,
since too much offset dm could result in the local minimum in the reference detector output out of
the wavelength range of the optical spectrum analyzer employed in the setup. The amount of dm

given to the fiber detector in the reference detector unit was adjusted so that the first local minimum
wavelength of the confocal output I2ref_m could be captured at each Z-directional position of a target
surface. It should be noted that the single-mode fiber (SMF-28e, Corning Inc.) had a core diameter of
8.2 μm and an NA of 0.14. The detector was composed of a single-mode fiber and an optical spectrum
analyzer. At each Z-position, it took about 8 s to capture the spectrum by the measurement and
reference detectors. A bandwidth of the optical spectrum analyzer was set to be 0.5 nm with a sampling
interval of 0.1 nm. Figure 7 shows the noise reduction performances in the comparison between
the conventional defocus differential method and the proposed off-axis differential method. As can be
seen in the figures, the out-of-focus noises at the ends of the measurement range (positions A1 and B1)
could be found in the conventional defocus differential method. Meanwhile, the out-of-focus noises
at the ends of the measurement range (positions A2 and B2) were found to be reduced in the newly
proposed off-axis differential method; this contributes to achieving a wider measurement range. These
results mean that a better signal-to-noise ratio (SNR) of the normalized chromatic output IITLM can
be expected by the newly proposed off-axis differential method. It should be noted that this can also
contribute to carrying out stable detection of the peak wavelength to be employed for the detection of
the displacement of a surface under inspection through the wavelength-to-displacement encoding.
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Figure 7. Noise reduction performances in the two methods. (a) Measurement range of the conventional
defocus differential method; (b) measurement range of the proposed off-axis differential method; (c)
normalized chromatic confocal output IITLM in (A1) position; (d) normalized chromatic confocal output
IITLM in (A2) position; (e) normalized chromatic confocal output IITLM in (B1) position; (f) normalized
chromatic confocal output IITLM in (B2) position.

Figure 8a shows the spectrum of the mode-locked femtosecond laser employed in the experiments,
and Figure 8b shows the typical spectra of the two confocal outputs, I1mea and I2ref_m, captured
by the dual-fiber detector units. As can be seen in Figure 8b, due to the nonuniform spectrum of
the utilized mode-locked femtosecond laser source shown in Figure 8a, it is not so easy to figure out
peak wavelengths in the obtained spectra. Figure 8c shows the normalized chromatic confocal output
IITLM obtained from the spectra shown in Figure 8a,b. As can be seen in Figure 8c, it is much easier to
figure out the peak in the spectrum with a much smaller full width at half maximum (FWHM) value.
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Figure 8. Schematic of the wavelength-to-displacement encoding in the proposed off-axis differential
chromatic confocal probe system. (a) A spectrum of the mode-locked femtosecond laser employed in
this paper; (b) chromatic confocal outputs obtained by the detector units; (c) the normalized chromatic
confocal output obtained through the arithmetic operation with I1mea and I2ref_m.

3.2. Optimum of the Misalignment Value

The measurement resolution of the femtosecond laser differential chromatic confocal probe based
on the TLM algorithm could be affected by the sharpness of the peak in the normalized chromatic
confocal output [30]. In this paper, the appropriate off-axis detector shift dm was investigated through
experiments by using the full width at half maximum (FWHM) of the peak in the normalized chromatic
confocal output IITLM. At first, numerical calculations [28] were carried out based on Equation (5) to
estimate the variation of the FWHM due to the change in dm. Figure 9 shows the result. As can be seen
in the figure, the FWHM was estimated to reduce as there was an increase in the off-axis displacement
dm. It should be noted that the simulation based on Equation (5) is valid under the ideal condition of
a simplified optical configuration without any aberrations.

Figure 9. Variation of the full width at half maximum (FWHM) of the peak in the normalized chromatic
confocal output estimated by the numerical calculations.
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Following the numerical calculations, experiments were carried out. In the experiments, the central
wavelength λ0 was set to be approximately 1560 nm. The off-axis displacement dm of the fiber detector
in the reference detector was changed in a step of 1 μm, while obtaining the normalized chromatic
confocal output at each dm. Figure 10 shows the results. As can be seen in the figure, the FHWM of
the peak in IITLM was found to deviate with the change in dm. Figure 11 summarizes the variation
of the FWHM observed in Figure 10. As can be seen in the figures, FWHM values can clearly be
figured out when the mismatch displacement (off-axis shift) is smaller than 3 μm. Due to the effects of
the numerical aperture (mismatch) on the normalized chromatic confocal output IITLM, it becomes
difficult to find out the FWHM value for the case having large dm. The FWHM value was found to
be minimized around dm =1 μm. The root cause of the difference observed between the results of
numerical calculations and the experiments is not clear, and further investigation will be carried out in
future work. Regarding the experimental results, dm was set to be 1 μm in the following experiments.
It should be pointed out that the determination of the appropriate off-axis detector shift dm is a less
time-consuming task compared with the determination of the appropriate defocus in the conventional
setup, where the defocus d needs to be changed in a wide range up to hundreds of micrometers
depending on the confocal setup; this is another advantage of the newly proposed off-axis differential
method compared with the conventional defocus method.

I d I

I

d

d d

I

Figure 10. Normalized chromatic confocal output at each off-axis displacement dm of the fiber detector
in the reference detector. (a) dm = 0 μm; (b) dm = 1.0 μm; (c) dm = 2.0 μm; (d) dm = 3.0 μm.

Figure 11. Variation of the FWHM of the peak in the normalized chromatic confocal output due to
the change in the off-axis displacement dm of the fiber detector in the reference detector.

3.3. Evaluation of the Measurement Range and Resolution to Be Achieved by the Developed Setup

Experiments were extended to evaluate the measurement range of the femtosecond laser differential
chromatic confocal probe based on the off-axis differential method. In experiments, a target mirror
was moved along the Z-direction in a step of 2 μm by a piezoelectric (PZT) stage equipped with
a capacitance displacement sensor (P-621.2CL, Physik Instrumente, Karlsruhe, Germany). Two confocal
outputs were obtained at each Z-position of the target mirror. Figure 12a shows the normalized
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chromatic confocal output IITLM obtained through arithmetic operations based on Equation (6) in
a wavelength range of 1550–1610 nm. Figure 12b shows the variation of the peak wavelength detected
from the obtained IITLM at each Z-position of the target mirror. The measurement sensitivity, defined
as the ratio of the change in the peak wavelength to the Z-displacement of the target mirror, was
evaluated to be −3.233 nm/μm with good linearity of R2 = 0.9996 over a Z-directional range of 46 μm.
It should be noted that the above results contained the uncertainty that came from the PZT stage
employed in the experiments. Meanwhile, the PZT stage had a positioning resolution of 0.2 nm, which
was much smaller than that obtained by the femtosecond laser chromatic confocal probe and was
enough for the experiments. The verification experiments in this manuscript have been done as the first
step of the investigation of the proposed off-axis differential method. Analyses on the measurement
uncertainty of the femtosecond laser chromatic confocal probe with the proposed off-axis method will
be carried out in future work while considering the positioning uncertainty of the PZT stage.

 
Figure 12. Experimental results of the wavelength-to-displacement encoding in the proposed off-axis
differential chromatic confocal probe system. (a) Normalized chromatic confocal outputs in the range of
1550–1610 nm obtained at each Z-position; (b) variation of the peak wavelength over a range of 46 μm.

Figure 13 shows the centroid wavelength λITLM_C [30] and peak wavelength λITLM of IITLM

encoded from the normalized chromatic confocal output obtained at each Z-position of the target
mirror. As can be seen in the figure, the deviations between the peak wavelengths λITLM and centroid
wavelengths λITLM_C of IITLM were found to be within ± 1.0 nm, which is negligibly small compared
with the actual measurement resolution, and is much smaller than that observed in the conventional
defocus method (maximum > 40 nm) [30]. These results mean that the peak wavelength λITLM

detected in the normalized chromatic confocal output in the newly proposed off-axis differential
method can directly be adopted in the wavelength-to-displacement encoding, without the complex
and time-consuming arithmetic operations for obtaining the centroid wavelength λITLM_C.

Z

|

Figure 13. Peak wavelength λITLM and centroid wavelength λITLM_C of IITLM encoded from
the normalized chromatic confocal output obtained at each Z-position of the target mirror by
the chromatic confocal probe with the proposed off-axis differential method.

Experiments were then carried out to investigate the measurement resolution. In the following
experiments, the target mirror was made to move along the Z-direction in a small step by the PZT stage.
Figure 14a–c show the variation of the detected peak wavelength in the normalized chromatic output
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with a Z-directional step of 40, 30 and 20 nm, respectively. For each moving interval, five repetitive
measurements were made, and the mean value from the repeated measurements at each period is
plotted in Figure 14. As can be seen in the figures, the change in the peak wavelength with respect
to the step Z-displacement given to the target mirror was clearly distinguished in each of the cases.
Figure 14d shows a standard deviation of the five repetitive measurements at each step observed in
the case of Figure 14c. The standard deviation was evaluated to be smaller than 0.14 nm. It should
be noted that the above results contained the uncertainty that came from the PZT stage employed in
the experiments. Meanwhile, the PZT stage had a positioning resolution of 0.4 nm and a linearity
error of 0.02% (corresponding to 1.2 nm regarding a travel range of 6 μm in Figure 14c), which were
much smaller than those obtained by the femtosecond laser chromatic confocal probe and were enough
for the experiments. The verification experiments in this manuscript have been done as the first
step of the investigation of the proposed off-axis differential method. Analyses on the measurement
uncertainty of the femtosecond laser chromatic confocal probe with the proposed off-axis method will
be carried out in future work while considering the positioning uncertainty of the PZT stage.

Z-

R

R

R

Z-

Z-

Z-

Figure 14. Evaluation of the measurement resolution of the mode-locked femtosecond laser differential
chromatic confocal probe with the off-axis differential method. (a) Measured variation of the stage
position moved in a step of 40 nm; (b) measured variation of the stage position moved in a step of 30
nm; (c) measured variation of the stage position moved in a step of 20 nm; (d) standard deviation of
the repeated measurements in (c).
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4. Conclusions

In this paper, an off-axis differential method for a femtosecond laser differential chromatic
confocal probe has been proposed to improve the measurement performance, as well as to simplify
the optical alignments and the data processing in the peak wavelength-Z position encoding. A major
modification has been made to the conventional differential chromatic confocal setup in such a way
that the fiber detector in the reference detector unit has been placed to have an offset with respect
to the optical axis of the collecting lens in the detector unit, rather than giving a defocus to the fiber
detector. This modification enables the newly proposed off-axis setup to obtain a narrower peak having
a profile in the normalized chromatic confocal output, as well as to simplify the optical alignment
of the differential confocal setup. With the enhancement of the tracking local minimum method, an
improved Z-directional measurement range of 46 μm has been achieved by the newly proposed off-axis
differential method. The possibility of achieving a resolution of 20 nm has also been verified.

In this paper, attention has been paid to the verification of the feasibility of the newly proposed
off-axis method in the femtosecond chromatic confocal probe compared with the conventional setup
with the defocus method [27–30]. Further work contains the investigation on the Z-directional
measurement resolution with another signal processing algorithm such as the tracking intersection
method [30]. It should also be noted that this paper has focused on the proposal of a preliminary idea of
an off-axis differential method for the improvement of the signal-to-noise ratio (SNR), the measurement
range and measurement resolution of the chromatic confocal probe. A more detailed investigation
of the novelty of the displaced probe, as well as the corresponding application in three-dimensional
microstructure imaging, will be carried out in future work. Further optimization and simplification
of the established differential chromatic confocal probe system for a higher measurement resolution
and investigation on the difference between the results of numerical calculations and experimental
results described in this paper, as well as the extension of the measurement range by the optimization
of the chromatic objective lens, will also be carried out. The application of the developed mode-locked
femtosecond chromatic differential confocal probe to the three-dimensional surface profile measurement
also remains as a challenge to be addressed and will be carried out in future work.

Author Contributions: Conceptualization, W.G.; methodology, C.C. and R.S.; software, C.C. and R.S.; validation,
C.C., H.M. and R.S.; formal analysis, C.C., R.S. and Y.S.; investigation, C.C. and Y.S.; resources, W.G. and Y.S.; Data
curation, C.C.; writing—original draft preparation, C.C.; writing—review and editing, Y.S., C.C.; visualization,
W.G. and Y.S.; supervision, W.G. and Y.S.; administration, W.G.; funding acquisition, W.G., Y.S. and H.M. All
authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by Japan Society for the Promotion of Science (JSPS) 18H01345.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study;
in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the decision to publish
the results.

References

1. Gao, W.; Kim, S.W.; Bosse, H.; Haitjema, H.; Chen, Y.L.; Lu, X.D.; Knapp, W.; Weckenmann, A.; Estler, W.T.;
Kunzmann, H. Measurement technologies for precision positioning. CIRP Ann.-Manuf. Technol. 2015, 64,
773–796. [CrossRef]

2. Gao, W.; Haitjema, H.; Fang, F.Z.; Leach, R.K.; Cheung, C.F.; Savio, E.; Linares, J.M. On-machine and
in-process surface metrology for precision manufacturing. CIRP Ann. 2019, 68, 843–866. [CrossRef]

3. Fan, K.C.; Chu, C.L.; Mou, J.I. Development of a low-cost autofocusing probe for profile measurement. Meas.
Sci. Technol. 2001, 12, 2137. [CrossRef]

4. Chen, L.C.; Chang, Y.W. Innovative simultaneous confocal full-field 3D surface profilometry for in situ
automatic optical inspection (AOI). Meas. Sci. Technol. 2013, 21, 1–12.

5. Chen, L.C.; Chang, Y.W. High accuracy confocal full-field 3-D surface profilometry for micro lenses using
a digital fringe projection strategy. Key Eng. Mater. 2008, 364, 113–116. [CrossRef]

303



Appl. Sci. 2020, 10, 7235

6. Cai, Y.; Yang, B.; Fan, K.C. Robust roll angular error measurement system for precision machines. Opt.
Express 2019, 27, 8027–8036. [CrossRef]

7. Stephens, D.J.; Allan, V.J. Light Microscopy Techniques for Live Cell Imaging. Science 2003, 300, 82–86.
[CrossRef] [PubMed]

8. Yoneyama, T.; Watanabe, T.; Tamai, S.; Miyashita, K.; Nakada, M. Bright spot analysis for photodynamic
diagnosis of brain tumors using confocal microscopy. Photodiagnosis Photodyn. Ther. 2019, 25, 463–471.
[CrossRef]

9. Bohn, S.; Sperlich, K.; Allgeier, S.; Bartschat, A.; Prakasam, R.; Reichert, K.M.; Stolz, H.; Guthoff, R.; Mikut, R.;
Kohler, B.; et al. Cellular in vivo 3D imaging of the cornea by confocal laser scanning microscopy. Biomed.
Opt. Express 2018, 9, 2511–2525. [CrossRef] [PubMed]

10. Hickey, P.C.; Swift, S.R.; Roca, M.G.; Read, N.D. Live-cell imaging of filamentous fungi using vital fluorescent
dyes and confocal microscopy. Methods Microbiol. 2004, 34, 63–87.

11. Blateyron, F. Chromatic Confocal Microscopy. In Optical Measurement of Surface Topography; Springer:
Berlin/Heidelberg, Germany, 2012; pp. 71–106.

12. Zhao, W.; Jiang, Q.; Qiu, L.; Liu, D. Dual-axes differential confocal microscopy with high axial resolution and
long working distance. Opt. Commun. 2011, 284, 15–19. [CrossRef]

13. Lee, C.H.; Wang, J. Noninterferometric differential confocal microscopy with 2-nm depth resolution. Opt.
Commun. 1997, 135, 233–237. [CrossRef]

14. Tan, J.; Liu, J.; Wang, Y. Differential confocal microscopy with a wide measuring range based on polychromatic
illumination. Meas. Sci. Technol. 2010, 21, 054013. [CrossRef]

15. Sánchez-Ortiga, E.; Sheppard, C.J.; Saavedra, G.; Martínez-Corral, M.; Doblas, A.; Calatayud, A. Subtractive
imaging in confocal scanning microscopy using a CCD camera as a detector. Opt. Lett. 2012, 37, 1280–1282.
[CrossRef]

16. Qiu, L.; Zhao, W.; Feng, Z.; Ding, X. A lateral super-resolution differential confocal technology with phase-only
pupil filter. Optik 2007, 118, 67–73. [CrossRef]

17. Kobayashi, K.; Akiyama, K.; Suzuki, T.; Yoshizawa, I.; Asakura, T. Laser-scanning imaging system for
real-time measurements of 3-D object profiles. Opt. Commun. 1989, 74, 165–170. [CrossRef]

18. Butler, D.J.; Horsfall, A.; Hrynevych, M.; Kearney, P.D.; Nugent, K.A. Confocal profilometer with nanometric
vertical resolution. Opt. Commun. 1993, 100, 87–92. [CrossRef]

19. Liu, J.; Tan, J.; Bin, H.; Wang, Y. Improved differential confocal microscopy with ultrahigh signal-to-noise
ratio and reflectance disturbance resistibility. Appl. Opt. 2009, 48, 6195–6201. [CrossRef]

20. Qiu, L.; Liu, D.; Zhao, W.; Cui, H.; Sheng, Z. Real-time laser differential confocal microscopy without sample
reflectivity effects. Opt. Express 2014, 22, 21626–21640. [CrossRef]

21. Zhao, W.; Tan, J.; Qiu, L. Bipolar absolute differential confocal approach to higher spatial resolution. Opt.
Express 2004, 12, 5013–5021. [CrossRef]

22. Tan, J.; Wang, F. Theoretical analysis and property study of optical focus detection based on differential
confocal microscopy. Meas. Sci. Technol. 2002, 13, 1289. [CrossRef]

23. Zhao, W.; Tan, J.; Qiu, L.; Zou, L. A new laser heterodyne confocal probe for ultraprecision measurement of
discontinuous contours. Meas. Sci. Technol. 2005, 16, 497. [CrossRef]

24. Zhao, W.; Tan, J.; Qiu, L. Tri-heterodyne confocal microscope with axial superresolution and higher SNR.
Opt. Express 2004, 12, 5191–5197. [CrossRef]

25. Lee, D.R.; Kim, Y.D.; Gweon, D.G.; Yoo, H. Dual-detection confocal fluorescence microscopy: Fluorescence
axial imaging without axial scanning. Opt. Express 2013, 21, 17839–17848. [CrossRef] [PubMed]

26. Chen, L.C.; Nguyen, D.T.; Chang, Y.W. Precise optical surface profilometry using innovative chromatic
differential confocal microscopy. Opt. Lett. 2016, 41, 5660–5663. [CrossRef] [PubMed]

27. Chen, X.G.; Nakamura, T.; Shimizu, Y.; Chen, C.; Chen, Y.L.; Matsukuma, H.; Gao, W. A chromatic confocal
probe with a mode-locked femtosecond laser source. Opt. Laser Tech. 2018, 103, 359–366. [CrossRef]

28. Chen, C.; Sato, R.; Shimizu, Y.; Nakamura, T.; Matsukuma, H.; Gao, W. A Method for Expansion of
Z-Directional Measurement Range in a Mode-Locked Femtosecond Laser Chromatic Confocal Probe. Appl.
Sci. 2019, 9, 454. [CrossRef]

29. Sato, R.; Shimizu, Y.; Chen, C.; Matsukuma, H.; Gao, W. Investigation and Improvement of Thermal Stability
of a Chromatic Confocal Probe with a Mode-Locked Femtosecond Laser Source. Appl. Sci. 2019, 9, 4084.
[CrossRef]

304



Appl. Sci. 2020, 10, 7235

30. Sato, R.; Chen, C.; Matsukuma, H.; Shimizu, Y.; Gao, W. A new signal processing method for a differential
chromatic confocal probe with a mode-locked femtosecond laser. Meas. Sci. Technol. 2020, 31, 094004.
[CrossRef]

31. Chen, C.; Matsukuma, H.; Sato, R.; Chen, X.; Shimizu, Y.; Gao, W. Theoretical investigation on measurement
range of a femtosecond laser chromatic confocal probe by utilizing side-lobe of axial response. In Proceedings
of the 2018 IEEE International Conference on Advanced Manufacturing (ICAM), Yunlin, Taiwan, 16–18
November 2018; pp. 362–364.

32. Gu, M. Principles of Three Dimensional Imaging in Confocal Microscopes; World Scientific: Singapore, 1996;
pp. 117–220.

33. Cox, I.J.; Sheppard, C.J.; Wilson, T. Improvement in resolution by nearly confocal microscopy. Appl. Opt.
1982, 21, 778–781. [CrossRef]

34. Pawley, J. (Ed.) Handbook of Biological Confocal Microscopy; Springer Science & Business Media: Berlin,
Germany, 2006; Volume 236, pp. 17–20.

35. Wilson, T.; Sheppard, C. Theory and Practice of Scanning Optical Microscopy; Academic Press: London, UK,
1984; pp. 17–20.

36. Wilson, T.; Carlini, A.R. Size of the detector in confocal imaging systems. Opt. Lett. 1987, 12, 227–229.
[CrossRef] [PubMed]

37. Kimura, S.; Wilson, T. Confocal scanning optical microscope using single-mode fiber for signal detection.
Appl. Opt. 1991, 30, 2143–2149. [CrossRef] [PubMed]

38. Barrell, K.F.; Pask, C. Optical fibre excitation by lenses. Opt. Acta Int. J. Opt. 1979, 26, 91–108. [CrossRef]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

305





applied  
sciences

Article

A Fast Laser Adjustment-Based Laser Triangulation
Displacement Sensor for Dynamic Measurement of a
Dispensing Robot

Zhuojiang Nan, Wei Tao *, Hui Zhao and Na Lv

Department of Instrument Science and Engineering, Shanghai Jiao Tong University, Shanghai 200240, China;
nanzhuojiang@sjtu.edu.cn (Z.N.); zhaohui@sjtu.edu.cn (H.Z.); nana414526@sjtu.edu.cn (N.L.)
* Correspondence: taowei@sjtu.edu.cn

Received: 23 September 2020; Accepted: 20 October 2020; Published: 22 October 2020

Abstract: Height measurement and location by a laser sensor is a key technology to ensure accurate
and stable operation of a dispensing robot. In addition, alternation of dynamic and static working
modes of a robot, as well as variation of surface and height of a workpiece put forward strict
requirements for both repeatability and respond speed of the location system. On the basis of the
principle of laser triangulation, a displacement sensor applied to a dispensing robot was developed,
and a fast laser adjustment algorithm was proposed according to the characteristics of static and
dynamic actual laser imaging waveforms on different objects. First, the relationship between the
centroid position of static waveform and peak intensity for different measured objects was fitted by
least square method, and the intersection point of each curve was solved to confirm the ideal peak
intensity, and therefore reduce the interference of different measured objects. Secondly, according to
the dynamic centroid difference threshold of two adjacent imaging waveforms, the static and dynamic
working modes of the sensor were distinguished, and the peak intensity was adjusted to different
intervals by linear iteration. Finally, a Z direction reciprocating test, color adaptability test, and step
response test were carried out on the dispensing robot platform; the experiments showed that the
repeatability accuracy of the sensor was 2.7 um and the dynamic step response delay was 0.5 ms.

Keywords: laser triangulation displacement sensor (LTDS); dispensing robot; location system; actual
laser imaging waveform; centroid difference; repeatability accuracy; dynamic response speed

1. Introduction

With the development of modern science and technology, miniaturization of intelligent equipment
has become a trend, which puts forward more stringent requirements for the processing technology of
the equipment. In order to ensure the reliability of equipment processing, protective measures need to
be taken. Precision dispensing technology effectively solves this problem and is widely used in many
fields such as bottom filling, precision coating, chip encapsulation, component fixation, and so on [1–3].

Traditional precision dispensing depends on manual work under a microscope [4], which has
the disadvantages of low production efficiency, high work intensity, and inevitable human error.
With the continuous development of automation and robot technology, a series of dispensing robots
have been developed to improve dispensing efficiency. All the dispensing robots developed by the
Nordson Corporation (USA), the Datron Corporation (Germany), and the Soonchunhyang University
(Korea) [5,6] have realized automatic high-speed precision dispensing, but the price has been expensive
and they have been costly to maintain. Therefore, development of a high-precision and low-cost
dispensing robot has potential application prospects. The location technology of the dispensing robot
is the key to ensure measurement accuracy. Generally, height information of the actuator relative to
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the workpiece is accurately fed back to a robot through the photoelectric detection system, in order to
carry out the operation [7,8].

A laser triangulation displacement sensor (LTDS) is a kind of ranging sensor which combines high
directivity and brightness of laser with the principle of triangular measurement. It has the advantages
of wide application, large measuring range, high precision, and fast response [9–12], and can be
applied for precisely measuring the height information of a dispensing robot. Considering the working
environment of a dispensing robot, the technical difficulties to be overcome when using LTDS to detect
dispensing height information are as follows:

1. The problem of the adaptability of different objects, i.e., the different textures and colors of
an object on the dispensing substrate affect the measurement, and the sensor must have good
adaptability to different objects;

2. The problem of dynamic response speed, i.e., dispensing is a high-speed dynamic process,
because the height of the workpiece on the dispensing substrate is not uniform, the sensor should
have fast dynamic response speed during the measurement process.

Concerning the adaptability of different measured objects, for several years, researchers have
studied the accuracy optimization methods of LTDS and have obtained a number of achievements.
Klemen [13] introduced a dynamic symmetric projection and hyperbolic fitting compensation algorithm
to solve robust alignment problems for different material objects, but the installation and measurement
steps of this method were relatively complex. In contrast, it was relatively convenient to control the
intensity of the laser imaging spot using an algorithm. Jung [14] improved the adaptability of the sensor
to different colors by controlling the beam intensity of the laser diode so that the power received on the
photoelectric device was constant when the object color changed. Similarly, Keyence [15] proposed
the ABLE algorithm to adapt to the problem of light intensity inconsistency caused by different object
colors. Song [16] established a mathematical model for the relationship between the imaging point
position and the surface characteristic parameters of the measured object and modified the imaging
point position according to the surface parameters to adapt to different measured objects. In addition,
Li Sansi [17] analyzed the measurement error caused by different surface colors based on the Phong
reflector model and established a color error function library to compensate for the error caused by
the color change of the measured object. Although the above researches effectively improved the
measurement accuracy of the LTDS for different objects, they did not involve the study of the dynamic
response performance of the LTDS.

For the dynamic response speed problem, Zhang [18] developed a new type of LTDS which
could measure the surface of a train with a speed of 64 km/h, but the accuracy was low. Scichi [19]
proposed a dual-view triangulation structure to reduce the measurement error caused by the change of
laser speckle when the measured object moved laterally. However, the structure was too large to be
integrated. Thus, the LK-G series LTDS developed by Keyence [20,21] could achieve high-speed and
high-precision measurement synchronously (50 KHz sampling frequency and accuracy of 0.05% F.S)
through a highly integrated design. However, the LK-G series sensor took 4096 times, on average,
to improve the measurement repeatability, and it relied on the sampling speed of customized imaging
devices, with the disadvantage of complex steps that resulted in higher production costs.

In addition, imaging characteristics influence the accuracy of an optical measurement system.
With the development of computer pattern recognition, researchers have carried out recognition and
feature extraction for various optical images. Jeong [22] realized the detection of a dynamic laser
spot by auto-associative multilayer perceptron (AAMLP) but did not extract the detailed information
of the spot. Huffman [23] adopted a supervised classification algorithm based on a t-test filter for
spectral feature classification in a complex data environment. Wang [24] proposed a method combining
deep learning with a physical model to recover the information of the measured object from a single
diffraction intensity diagram, but the imaging time of this method was too long. Manzo [25] developed
an object recognition framework based on a fast convolution neural network, which could further
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extract more detailed features of the image and improved the speed of the model. Although the
above studies had forward-looking significance, they had high requirements for the performance of
the hardware system, which was not conducive to integrated development and promotion of LTDS.
Therefore, we need a simpler laser imaging recognition method that requires less hardware. Moreover,
in the particular application of a dispensing robot, it is necessary to quickly distinguish the dynamic
and static imaging and to adjust the imaging to ensure measurement accuracy.

In this paper, an LTDS was proposed for a dispensing robot. By using the adjustment algorithm
of laser imaging waveform, a method of “replacing hardware with software” was adopted to save
hardware cost, and high-precision measurements in a dynamic scene were realized to meet the
application requirements of a dispensing robot. First, the principle of dispensing robot system and the
laser spot location method of the LTDS were introduced. Secondly, from the static and dynamic point
of view, we studied the characteristics of an actual laser imaging waveform, in which the measured
objects were a white diffuse reflector and a black frosted reflector, respectively. The optimal peak
intensity of the imaging waveform was determined by least square fitting. Then, considering the
actual working scene of a dispensing robot, a fast waveform adjustment algorithm was proposed.
According to the dynamic centroid position shift of the imaging waveform, the static and dynamic
working modes of the sensor were distinguished, and the peak intensity of the waveform was adjusted
to different intervals by linear iteration. Finally, based on the dispensing robot experimental platform,
we verified the repeatability accuracy and the step dynamic response characteristics of the sensor.

2. Dispensing Robot System and Laser Spot Location Principle

2.1. Principe of the Dispensing Robot System

The location and height measurement system of the dispensing robot is shown in Figure 1.
The LTDS was fixed on the end of the manipulator to measure the workpiece in real time. It was
designed based on direct-injection laser triangulation imaging [26]. The laser light emitted by a laser
diode (LD) was focused by a collimated lens and projected vertically onto the object to form reflected
light. The reflected light propagated in space by way of diffuse reflection, and then the reflected
light was focused by the receiver lens in the direction of the observation angle ε and formed a laser
imaging spot on the photosensitive imaging device (CMOS). The position of the imaging spot on the
CMOS was obtained by the spot location algorithm. When the object moves s, the position of the
imaging spot moves Δx on the CMOS accordingly, and the displacement s can be calculated according
to Equation (1), where l and fpo are the object distance and image distance of the receiver lens group,
and β is the imaging angle:

s =
Δx · l sin β

fpo · sin ε− Δx · l sin(α+ β)
(1)

During the high-speed movement when the dispensing robot was working, the surface and height
of the workpiece could suddenly change, which inevitably led to distortion of the laser imaging spot
and reduced the measurement accuracy. The different surfaces and heights of the workpiece led to
a change in the shape and position shift of the imaging waveform, respectively. According to the
characteristics of an actual imaging waveform, considering the static and dynamic working mode of
the robot, we proposed a fast laser intensity iterative adjustment method to obtain an ideal waveform
for laser spot location, in order to satisfy measurement accuracy and response speed in both.
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Figure 1. Dispensing robot location system and its measurement method.

2.2. Laser Imaging Spot Location

The laser spot location algorithm is the most important key technology to improve measurement
accuracy. The gray centroid method [27,28] and function fitting method [29–32] are the mainstream
methods. Under ideal conditions, the laser spot energy presents a Gaussian distribution. The function
fitting method fits the Gaussian distribution of the spot energy by a simplified mathematical function,
which can effectively and quickly obtain the position of the imaging point on the CMOS. In practice,
however, due to optical distortion and the structure of the optical path, the imaging waveform was
tilted and stretched, which led to a skewed distribution. Therefore, the function method causes some
calculation deviation. In contrast, the gray centroid method can calculate the centroid of distorted
waveforms to achieve the spot subpixel location.

To reduce the influence of random noise and increase the weight value near the peak, in this
paper, the square weighted gray centroid method is adopted to calculate position x of the laser spot on
the CMOS, as shown in Equation (2), where xi is the position on the CMOS and yi is the waveform
intensity. In addition, we convert the position x from the pixel coordinates to the world coordinates by
the calibration method of linear piecewise interpolation, and finally obtain the measured value.

x =

∑N
i xi · y2

i∑N
i y2

i

(2)

3. Characteristics of the Actual Laser Imaging Waveform

The quality of imaging waveform affects the result of the centroid calculation, thus the sensor
developed, in this paper, adjusted the peak intensity of the imaging waveform by controlling the CMOS
exposure time. In order to improve the efficiency of the adjustment algorithm and the adaptability to
different objects, it was necessary to further analyze the characteristics of the imaging waveform.

3.1. Experiment Platform for Analyzing Imaging Waveform Characteristics

Although many practical factors, such as air flow, humidity, and temperature, have been considered
in recent research on laser triangulation imaging [33,34], most of these researches have focused on
simulation analysis and lacked complete analysis of the actual imaging waveform. In addition, there was
a lack of research on the dynamic imaging waveform, so we comprehensively analyzed the actual laser
imaging waveform from the static and dynamic perspectives.

An experimental platform for analysis of laser imaging waveform was established, as shown in
Figure 2a. The LTDS developed, in this paper, was placed at a certain distance from the mobile platform.
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It was highly integrated with a field programmable gate array (FPGA) and STM32 microprocessor
for signal processing. The key components in the sensor included a laser diode (Rohm Corporation,
wavelength 650 nm, power 2 mw), a linear CMOS (Hamamatsu Corporation), and an optical lens,
which were purchased without special customization, therefore, improving productivity and reducing
costs. The measured object was fixed on the mobile platform (resolution 1 um and precision 2 um).
When its movement was controlled by the motion controller, the imaging waveforms on the CMOS
were collected synchronously by the host computer. The black frosted and white diffuse reflectors
were selected as the measured objects to carry out the actual waveform analysis experiment, as shown
in Figure 2b.

Figure 2. Imaging waveform experiment platform. (a) Hardware platform; (b) Measured object.

3.2. Characteristics of Static Laser Imaging Waveforms

By controlling the exposure time of the CMOS to obtain a gray-scale image, the characteristics
of static imaging waveforms of two different measured object were studied. First, 10 groups of
waveforms were obtained for two measured objects, and the change rule of waveform shape under
different exposure times was analyzed. Then, the centroids of the waveforms were calculated,
and the relationships among the centroid positions of the imaging waveform and the peak intensity
were studied.

The imaging waveforms corresponding to different exposure times are shown in Figure 3.
Although the imaging waveforms of the two different objects had obvious morphological differences
(Figure 3a,b), the waveforms had a consistent trend when the peak intensity was in a certain range
(350–800). The relationship between the exposure time and the peak intensity was further analyzed,
as shown in Figure 3c. For different objects, the relationship between the peak intensity and the CMOS
exposure time was different; the CMOS exposure time required to reach the target peak intensity
could not be simply calculated from a function. Establishing multiple functions to calculate the CMOS
exposure time for different measured objects was costly in terms of both software and hardware.
Therefore, we intended to develop an iterative algorithm to automatically adjust the CMOS exposure
time for different objects.

To confirm the ideal peak intensity, we considered the relationship between the peak intensity and
the centroid position. As shown in Figure 4a, there was a certain difference in the centroid positions
calculated from the waveforms with different peaks. To reduce this difference and to eliminate the
interference caused by different colors, we fit the “centroid position-peak intensity” curve equation of
black and white objects, respectively, as shown in Equation (3):

X(p) = akpk + ak−1pk−1 + ak−2pk−2 + · · · · · ·+ a1p + a0 (3)
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where ak (k = 0, 1, 2, . . . ) is the coefficient term, p is the peak intensity, and X (p) is the centroid position
when the peak intensity was p.

The least square method is used to confirm the coefficient term, and the sum of squares of error
I(a0, a1, . . . , ak) is constructed, where Ci is the actual centroid position:

I(a0, a1, · · · , ak) =
n∑

i=1

[Ci − x(pi)]

2

=
n∑

i=1

(
yi − a0 − a1p1 − · · · − akpk

i

)
(4)

Solving the corresponding coefficient a0*, a1*, . . . , ak* such that:

I(a0
∗, a1

∗, . . . , ak
∗) = min

a0∗,a1
∗,...,ak

∗I(a0, a1, . . . , ak) (5)

According to the least square approximation method described above, the centroid position-peak
intensity equation can be written as:

X(p) =

[
Xw

Xb

]
=

[
1.216e− 19
5.878e− 19

]
p7 +

[ −3.39e− 16
−1.856e− 15

]
p6 +

[
3.916e− 13
2.406e− 12

]
p5

+

[ −2.574e− 10
−1.649e− 9

]
p4 +

[
1.178e− 7
6.383e− 7

]
p3 +

[ −4.255e− 5
−0.0001399

]
p2 +

[
0.01124
0.01872

]
p +

[
568

567.3

] (6)

where Xw and Xb are the centroid positions when the measured object is white diffuse reflector and
black frosted reflector, and the intersection point of the equation curves is the ideal peak intensity (520
in this paper), as shown in Figure 4b.

 
Figure 3. Imaging waveforms corresponding to different photosensitive imaging device (CMOS)
exposure times. (a) Imaging waveforms of white diffuse reflector; (b) Imaging waveforms of black
frosted reflector; (c) Relationship between peak intensity and exposure time of imaging waveform for
different objects.
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Figure 4. Analysis of the relationship between peak intensity and centroid position of imaging
waveform. (a) Relationship between centroid position and peak intensity of imaging waveform for
different objects; (b) Fitting results of relationship between centroid position and peak Intensity.

3.3. Characteristics of Dynamic Laser Imaging Waveform

In order to study the change law of imaging waveform when the measured object moved,
the mobile platform was driven by the host computer to enable the object to move 0.1 mm horizontally
at a speed of 20 mm/s, which was a tiny displacement to avoid the interference caused by the texture
change of the object surface, and five groups real-time imaging waveforms were collected (similar to
static experiments, two different objects were selected). On the basis of the result of the static waveform
experiment, we controlled the peak intensity of the imaging waveform to be as close as possible to the
ideal value (520) by giving a constant CMOS exposure time.

The dynamic waveform change is shown in Figure 5. Although we tried to obtain a stable
waveform by giving a constant exposure time, the imaging waveform was still distorted in the dynamic
measurement process. Moreover, when the measured object was a black frosted reflector, the distortion
of the imaging waveform changed more obviously than that of a white diffuse reflector, and the peak
intensity oscillated violently. We considered that it was inevitable that the laser energy distribution on
the CMOS was not uniform because of the superposition of light and the motion vector in the process
of laser transmission. Therefore, it was necessary to develop a dynamic waveform adjustment strategy
for dynamic waveform distortion.

Figure 5. Dynamic imaging waveform. (a) Imaging waveform of white diffuse reflector; (b) Imaging
waveform of black frosted reflector.
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Before developing the dynamic waveform adjustment algorithm, we quantitatively compared
the static and dynamic waveforms, as shown in Table 1. The peak intensity fluctuation of dynamic
waveforms was two to seven times that of static waveforms, and the maximum centroid position
shift was 24 times that of static waveforms. The peak intensity and centroid position drift of dynamic
waveform were taken as the important indexes of dynamic waveform adjustment.

Table 1. Change of centroid position and peak intensity of static and dynamic imaging waveforms.

Centroid Shift (Pixels) Intensity Difference (a.u.)

Static Dynamic Static Dynamic

White diffuse reflector 0.0259 0.5312 4 9
Black frosted reflector 0.0352 0.8641 4 28

In summary, based on the analysis of actual imaging waveforms of laser on the CMOS, the characteristics
of static and dynamic imaging waveforms were significantly different. Therefore, we needed to fully
consider the difference between the two measurement scenarios to develop the control algorithm.

4. Fast Automatic Adjustment Algorithm of Imaging Waveform

On the basis of the characteristics of the static and dynamic actual imaging waveforms,
and according to the centroid position shift of two adjacent frames of imaging waveforms, an automatic
fast waveform adjustment algorithm was proposed. This method could satisfy the dynamic response
of the dispensing robot during its high-speed motion, and could also ensure its static measurement
accuracy. The algorithm flow is shown in Figure 6.

 

Figure 6. Flow chart of fast waveform adjustment algorithm based on centroid difference.
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The proposed algorithm mainly included three main parts, i.e., waveform preprocessing,
measurement mode judgment, and peak intensity adjustment which are described as follows: (1) The
waveform preprocessing filtered out the noise interference and obtained the effective waveform
information. (2) The measurement mode judgment determined whether the measurement mode was
static or dynamic by setting the centroid difference threshold of two waveforms, and different peak
intensity adjustment intervals were selected for these two measurement modes. (3) During the peak
intensity adjustment part, a linear approximation prediction method was presented to quickly adjust
the imaging waveform.

4.1. Imaging Waveform Preprocessing

Before entering the algorithm loop, we gave the initial CMOS exposure time T0 to obtain the first
frame image, and based on it, each subsequent waveform image was preprocessed as follows:

Step 1 Read the raw data of CMOS imaging waveform, identify the peak (Pi), and record its position xp.
Step 2 To filter out the edge noise, select 15% of the peak intensity as the threshold, and the waveform

whose energy is higher than the threshold is intercepted as the main peak.
Step 3 Apply a median smoothing filter to the main peak obtained by Step 2, taking into account both

the filtering effect and speed.

4.2. Automatic Judgment of Measurement Mode

The actual working state of the dispensing robot alternated between dynamic and static. First,
the dispensing robot moved to the target position at a high speed in the dynamic state, and then
measured and dispensed in the static state.

Therefore, we set the dynamic centroid difference threshold between two adjacent frames of
imaging waveform to distinguish the dynamic and static states and adopted different algorithm
strategies. When it was the static working mode, the peak intensity was strictly controlled in an
interval close to the ideal value (520), and therefore reduced the interference caused by different
measured objects. Then, 64 times of smooth filter was applied to improve the measuring stability.
In the dynamic mode, considering that the sharp fluctuation of the peak intensity of the dynamic
waveform decreased the dynamic response speed of the sensor, we enlarged the peak intensity control
interval. Different from the static mode, we did not filter the measured value in dynamic mode.

In the above algorithm, the dynamic centroid difference threshold and the peak intensity control
interval of different working modes were identified as two important parameters.

4.2.1. Dynamic Centroid Difference Threshold

Table 1 shows the comparison of centroid shift of imaging waveforms between two adjacent
frames, the centroid position shift caused by object motion is obvious, and the state of the measured
object can be judged by the centroid difference. When the object moved, the centroid of the imaging
waveform shifted at least 0.5312 pixel, therefore, we set the dynamic centroid difference threshold
as 0.5 pixel. When the dynamic centroid difference was higher than 0.5 pixel, the sensor entered the
dynamic mode. Otherwise, the sensor entered the static mode.

4.2.2. Peak Intensity Adjustment Interval

It was difficult to adjust the peak intensity to the ideal value at a time. Therefore, according to the
static and dynamic working modes, different adjustment convergence intervals were determined to
improve the peak intensity adjustment efficiency.

On the basis of the result of Equation (6), the “centroid position-peak intensity” fitting curve of
different objects are subtracted to obtain the static centroid difference Xc(p) caused by the change of
the peak intensity of different measured objects, as shown in Figure 7a, which was different from the
dynamic centroid difference of two adjacent waveforms. We define the absolute deviation evaluation
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function ф(p), as shown in Equation (7), where ϕ is the deviation threshold. The peak intensity
adjustment intervals under different working modes are determined according to ϕ:

Φ(p) =
∣∣∣Xc(p)

∣∣∣ = ∣∣∣Xb(p) −Xw(p)
∣∣∣ ≤ ϕ (7)

Figure 7. Analysis of centroid shift caused by different peak intensity. (a) Centroid difference curve;
(b) Centroid difference in dynamic peak intervals; (c) Centroid difference in static peak intervals.

When ϕ = 0.125 pixel, the corresponding dynamic peak intensity interval is [400,800], as shown
in Figure 7b. When ϕ = 0.025 pixel, the corresponding static peak intensity interval is [500,550],
as shown in Figure 7c. The pixel coordinates are converted to the world coordinates, the theoretical
errors of dynamic and static measurement caused by ϕ are 2.7 um and 0.5 um respectively. Therefore,
the selection of the above peak intervals satisfied the needs of high-precision measurement.

4.3. Peak Intensity Linear Iterative Adjustment

In order to further improve the convergence speed of peak intensity adjustment iteration,
we proposed a linear iterative method, which simplified the exposure time and the peak intensity
as a linear relationship, as shown in Figure 8. The relationship between the current waveform peak
intensity and the ideal peak intensity was established, and the ideal peak intensity was approximated
iteratively in the next frame.

First, we judge whether the waveform peak intensity Pi of the current frame is in the ideal interval.
If it is in the ideal interval, no adjustment is needed, otherwise, the peak intensity adjustment is
required. According to the coordinate point (Ti, Pi) consisting of the CMOS exposure time, Ti, and the
peak intensity, Pi, a linear relationship is established, and the exposure time, Ti+1, required for the next
frame is calculated from Equation (8) for waveform adjustment. This cycle is iterated until the peak
intensity is adjusted to the ideal interval.

Ti+1 =
Pi+1

Pi
Ti (8)
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In order to approach the ideal peak intensity, Pi+1, Equation (8) is replaced by the ideal peak
intensity, Pc, as shown in Equation (9):

Ti+1 =
Pc

Pi
Ti (9)

where Pc is a constant, determined to be 520 by the analysis of the actual imaging waveform. On the
basis of the above peak intensity linear iterative approximation method, the peak could be quickly
adjusted to an ideal interval, and therefore improve the response performance of the sensor.

Figure 8. Schematic diagram of peak intensity linear prediction.

5. Dispensing Robot Experiment

5.1. Experimental Platform and Method

We verified the performance of the sensor developed in this paper on the dispensing robot
platform by experiments. The DS-200C dispensing robot developed by the Mingseal Robot company
(in China) was taken as the experimental platform, as shown in Figure 9a. The robot could move in
three dimensions, i.e., X, Y, and Z. The maximum moving speeds in the X-Y direction and Z direction
were 800 and 400 mm/s, respectively, and its repeat positioning accuracy was 10 um.

Figure 9. Experiment platform of dispensing robot. (a) Dispensing robot; (b) Different measured objects.

317



Appl. Sci. 2020, 10, 7412

The sensor was fixed to the mechanical arm in the Z direction of the robot and different measured
objects were placed on the X-Y platform (Figure 9b) for experiments, including the Z direction
reciprocating test, color mutation adaptability test, and step response test. It should be noted that
the robot stayed at each measured position for 30 ms to avoid interference caused by shaking of the
manipulator. Considering the processing errors of the measured objects and the working table of the
dispensing robot, the measurement performance of the sensor was evaluated for repeatability accuracy.

5.2. Z Direction Reciprocating Test Results and Analysis

To test the stability of the sensor in the Z direction of the dispensing robot, we fixed the sensor on
the robot arm and moved back and forth at a speed of 400 mm/s along the Z direction, reaching five
preset positions and staying for 30 ms, where the distance between each two-adjacent positions was
10 mm, as shown in Figure 10.

 

Figure 10. Z direction reciprocating test.

The displacement change curve of the sensor was recorded, as shown in Figure 11. When the
sensor moved in the Z direction, its displacement curve was smooth and there was no obvious noise
point, therefore, the sensor had good stability. Among them, the repeatability accuracy of five pause
positions are shown in Table 2, with an average repeatability accuracy of 2 um.

 
Figure 11. Displacement curve of the sensor when it moved in the Z direction.

Table 2. Repeatability accuracy of pause positions in the Z direction reciprocating test.

Position Max Displacement (mm) Min Displacement (mm) Repeatability Accuracy (um)

1 61.0265 61.0251 1.4
2 52.2737 52.2719 1.8
3 42.0042 42.0034 0.8
4 52.2767 52.2746 2.1
5 61.0265 61.0249 1.6

Average / / 2.0
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5.3. Color Adaptability Test Results and Analysis

We placed a ceramic checkered calibration board (its total size was 50 × 50 mm, each square
size was 5 × 5 mm, and surface flatness was 5 um) on the working platform of the dispensing robot.
The black and white squares were used to simulate the scene of color mutation, and the adaptability of
the sensor to the color of the measured object was tested.

As shown in Figure 12, we selected 11 alternate measured positions on the checkerboard for static
and dynamic tests. First, the dispensing robot moved slowly to the measured positions. When the
system was stable, the repeatability accuracy of each position was recorded, sequentially, in the static
state. Then, the dynamic test was carried out, the dispensing robot moved at a speed of 800 mm/s,
and it stopped for 30 ms at each measured position. The repeatability accuracy of each position during
the short-time stay were also recorded, as shown in Table 3.

Figure 12. Adaptability test when the color of the measured object changed suddenly.

Table 3. Repeatability accuracy test results when measured object color changed.

NO. 1 2 3 4 5 6 7 8 9 10 11 Average

Static (um) 0.9 0.5 1.5 0.3 1.6 0.3 1.4 5.4 0.8 1 1.9 1.42
Dynamic (um) 1.6 1 1 1.5 1.5 2.6 1.2 1.2 2.7 2.6 0.5 1.58

According to the results of Table 3, the dynamic measurement repeatability (1.58 um) of the sensor
was very close to the static repeatability (1.42 um). This indicated that the sensor could quickly adjust
to a stable working state within 30 ms under dynamic test conditions and verified that the sensor had
good adaptability to the color dynamic change of the measured object.

5.4. Step Response Test Results and Analysis

Two different steps were constructed for the step response test as follows: (1) A metal gauge
block (2 mm in height, 10 mm in width, and 75 mm in length) was placed on the working table of the
dispensing robot to construct a step without color change. (2) Similarly, a step with color change was
constructed by a white ceramic gauge block (the same size as the metal gauge block). As shown in
Figure 13, based on the steps constructed, the reciprocating dynamic experiments were conducted
five times. The X-Y worktable of the robot moved at a speed of 800 mm/s, and stayed for 30 ms at the
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starting position (Position 1) and the measured position (Position 2) on the gauge block. During this
process, the sensor recorded the data at a sampling frequency of 2 KHz.

Figure 13. Step reciprocating dynamic test. (a) Metal gauge step dynamic test; (b) Ceramic gauge step
dynamic test.

First, we investigated the step response characteristics of the sensor in the dynamic test. As shown
in Figure 14, the dynamic displacement curve of the sensor could completely express the changes of
the two different steps’ height information, during the five reciprocating tests. However, there were
obvious noise points at the edge of the step, which resulted in a delay of 0.5 ms for the measurement,
therefore, the dynamic step response delay of the sensor we developed was 0.5 ms. We considered
that there were two main reasons for the delay, one was the random tremble of the dispensing robot,
the other was the instantaneous distortion of the laser spot when it moved from the worktable to the
gauge block.

Figure 14. Displacement curve of the step dynamic reciprocating test. (a) Metal block step displacement
dynamic characteristic curve; (b) White ceramic block step displacement dynamic characteristic curve.

Furthermore, we investigated the repeatability accuracy of the sensor when it reached the
measured position at a quick speed and passed through the step, as shown in Table 4. The repeatability
accuracies of the sensor for the metal gauge block and the ceramic gauge block were 2.7 um and
1.48 um, respectively, within 30 ms after the mechanical arm stopped, which met the needs of
high-precision measurement.
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Table 4. Repeatability of measured position on the gauge block in the step dynamic reciprocating test.

No.
Metal Gauge Step Ceramic Gauge Step

Max (um) Min (um) R (um) Max (um) Min (um) R (um)

1 48.8753 48.8706 4.7 48.9579 48.9569 1
2 48.8727 48.8707 2 48.9579 48.9565 1.4
3 48.8721 48.8706 1.5 48.9575 48.9559 1.6
4 48.8726 48.8703 2.3 48.9577 48.9558 1.9
5 48.8735 48.8704 3.1 48.9586 48.9571 1.5

Average 48.8732 48.8705 2.7 48.9579 48.9564 1.48

To sum up, we verified the measurement repeatability and dynamic respond speed of the LTDS
we proposed in various working scenarios of the dispensing robot through Z direction motion,
color dynamic mutation. and step response experiments. The dynamic respond delay was 0.5 ms and
the maximum repeatability error among the test scenarios was 2.7 um.

5.5. Comparison and Discussion

We added three different laser adjustment strategies for comparison, as shown in Figure 15.
The laser adjustment method that only considered dynamic mode, the laser adjustment method that
only considered static working mode, and the Proportional Integral Derivative (PID) control were
selected, and these algorithms were implemented on a FPGA by program.

Figure 15. Different laser adjustment methods. (a) The method only considered dynamic mode; (b) The
method only considered static mode; (c) PID laser adjustment method.

For the above different methods, we took the z direction stability, color adaptability, and step
response tests, successively, under the same conditions (the measured object moved at the same
speed). The measurement repeatability and dynamic response speed of each method were calculated.
In addition, we defined the concept of positional noise density, σ, to comprehensively evaluate the
accuracy and response speed of measurement, as shown in Equation (10).

σ =

√√√√ n∑
i=1

(ui − u)2

w
(10)
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where u is the average measured displacement, ui is the ith measured displacement, n is the total
measured data, and w is the dynamic response speed. The measurement results were compared with
the method we proposed, as shown in Table 5.

Table 5. Comparison of different laser adjustment methods.

Method Repeatability Dynamic Delay σ

Only dynamic mode 16.2 um 0.5 ms 0.65 um/
√

Hz
Only static mode 2.9 um 10 ms 0.38 um/

√
Hz

PID adjustment 10.9 um 2 ms 0.85 um/
√

Hz
The method proposed 2.7 um 0.5 ms 0.08 um/

√
Hz

First, we discuss the necessity of working mode judgement. It was obvious that high measurement
repeatability and fast dynamic response speed could not be achieved at the same time in the previous
method. The dynamic mode only lead to low measurement accuracy, and the dynamic response speed
in high precision static mode was very slow. Our new method combined the advantages of both static
and dynamic mode by auto mode judgment. Its measurement accuracy was similar to the static mode,
and it had the same response speed as the dynamic mode.

In addition, compared with the relatively complex PID control algorithm, the linear adjustment
method had better repeatability accuracy and faster response speed, which we considered to be caused
by the operation consumption of PID algorithm on hardware.

Finally, we discuss the positional noise density, σ, for different methods. The method proposed in
this paper had the lowest σ, which also indicated that it had much better performance in both accuracy
and speed.

Therefore, the method proposed greatly improved the dynamic response speed while ensuring
the measurement accuracy and it had good adaptability to the alternating static and dynamic
working scenarios.

6. Conclusions

In this paper, a laser triangulation displacement sensor for a dispensing robot location system
was developed based on the comprehensive characteristics of the actual image waveform of the laser.
The “centroid position-peak intensity” relationship of static imaging waveforms of different objects
was fitted by the least square method, and the optimal peak intensity was solved to eliminate the
interference of different measured objects. On the basis of the centroid difference of two dynamic
imaging waveforms, the static and dynamic working modes were distinguished, and the peak intensity
was adjusted to the ideal interval by the linear iterative method. According to the dynamic test
experiment of the dispensing robot, the step response speed of the sensor was 0.5 ms under the
dynamic measurement scene, and the repeatability accuracy was 2.7 um for different measured objects.
However, the repeatability of the sensor still had room for improvement. In future work, we would
increase the sampling frequency to collect more data for an average filter, and research a method to
quickly obtain more feature information on the imaging laser spot, in order to improve the repeatability
accuracy. Moreover, the LTDS proposed in this paper can also be applied to other high-precision
dynamic measurement scenarios, in addition to the dispensing robot.
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Abstract: We report an absolute interferometer configured with a 1 GHz microwave source
photonically synthesized from a fiber mode-locked laser of a 100 MHz pulse repetition rate. Special
attention is paid to the identification of the repeatable systematic error with its subsequent suppression
by means of passive compensation as well as active correction. Experimental results show that passive
compensation permits the measurement error to be less than 7.8 μm (1 σ) over a 2 m range, which
further reduces to 3.5 μm (1 σ) by active correction as it is limited ultimately by the phase-resolving
power of the phasemeter employed in this study. With precise absolute distance ranging capability,
the proposed scheme of the photonic microwave interferometer is expected to replace conventional
incremental-type interferometers in diverse long-distance measurement applications, particularly for
large machine axis control, precision geodetic surveying and inter-satellite ranging in space.

Keywords: absolute distance measurement; system error correction; femtosecond laser

1. Introduction

Distance interferometry employing lasers has long been used for precision ranging and positioning
in diverse industrial applications [1,2]. Continuous-wave monochromatic sources such as He–Ne
gas lasers or semiconductor diode lasers are preferably used to attain sub-wavelength resolutions
by performing phase-measuring interferometry based on homodyne or heterodyne principles [3,4].
Such continuous-wave laser interferometry basically leads to incremental displacement measurement,
whereas absolute positioning interferometry requires incorporating additional source functionality
such as intensity modulation [5], frequency sweeping [6], and multiple wavelengths [7]. In general,
most industrial applications favor absolute positioning interferometry, but its measurement accuracy
when attained with continuous-wave lasers is limited by the practical difficulties encountered in
extending the source functionalities. As a result, incremental displacement interferometry using
continuous-wave lasers is still widely used, with absolute positioning being achieved by the digital
accumulation of instantaneous distance increments. At the same time, the zero-datum of absolute
positioning has to be set up arbitrary by installing a fiducial reference in advance.

With the aim of providing a new light source for absolute positioning interferometry, mode-locked
pulse lasers are being investigated to provide more efficient functionalities beyond continuous-wave
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lasers [8–10]. As a result, by making the most of the unique spectral and temporal characteristics of
mode-locked lasers, various novel methods for absolute positioning have so far been demonstrated;
they are conveniently referred to as synthetic wavelength interferometry [11,12], spectral-resolved
interferometry [13,14], dual-comb interferometry [15,16], optical cross-correlation [17,18] and
multi-wavelength interferometry [19,20]. Each method has its own capability of utilizing mode-locked
lasers as an alternative source for absolute positioning, and particularly the method of synthetic
wavelength interferometry draws attention as it utilizes microwaves that are photonically synthesized
directly from the pulse repetition rate of a mode-locked laser. Compared with conventional microwaves
that are electrically generated by means of intensity or frequency modulation, the photonic microwaves
offer superior stability in frequency and intensity so as to implement long-distance ranging with high
precision. Accordingly, efforts are being made to apply photonic microwaves to large-scale industrial
metrology [21] and space missions such as multiple satellite formation flying [22,23].

In this investigation, we describe a 1 GHz microwave distance interferometer based on the 10th
inter-mode harmonic of a 100 MHz pulse repetition rate of a fiber mode-locked laser. A comprehensive
analysis is made for correction of the systematic error through pre-calibration with respect to a
commercial incremental He–Ne laser interferometer. The photonic microwave created in this study is
able to offer an accurate length ruler with a 0.3 m wavelength stabilized to the Rb clock, with a fractional
instability of 10−11 at 1 s averaging. The repeatable systematic measurement error attributable to
the optical and radio frequency (RF) electrical disturbance embedded in the interferometer system
is identified and corrected by passive and active suppression schemes. Experimental results reveal
that absolute positioning can be achieved within a residual error of 3.5 μm (1 σ) over a 2.0 m distance,
which corresponds to a phase resolution of ~0.0084◦, which is in fact comparable to the phase resolving
power of the phasemeter configured in this study using a lock-in amplifier.

2. Photonic Microwave Distance Interferometer

2.1. Interferometer Configuration

Figure 1 describes the distance interferometer devised in this investigation. The light source is an
Er-doped fiber mode-locked laser emitting 120 fs short pulses at a repetition rate (fr) of 100 MHz. When
the laser pulses are observed using a photodetector over a time period, the resulting electrical signal
exhibits an RF comb structure in the frequency domain. As illustrated in Figure 1a, the resulting RF
comb is in fact a down-converted version of the optical comb of the mode-locked source. Each RF comb
mode element represents an integer-multiple harmonic frequency of the pulse repetition rate fr, which
can be isolated from other modes through an electrical bandpass filter. An N-th harmonic frequency
has the wavelength (ΛN), expressed as ΛN = c

N fr
, with c being the speed of light in a vacuum. Lower

harmonic frequencies, i.e., longer wavelengths, are preferable as the interferometer source to enlarge
the non-ambiguity range of distance measurement, whereas higher harmonic frequencies offer finer
measurement resolutions.

The source beam is launched into free space and divided into the reference beam (green) and
measurement beam (blue) with a 50:50 beam splitter as shown in Figure 1b. Both the reference beam
and measurement beam are converted into electrical signals and mixed with a local oscillator signal
(1 GHz–100 kHz) stabilized to the Rb atomic clock by phase-locked loop (PLL) control as shown in
Figure 1c. The reference beam directly goes to a reference photodetector, while the measurement beam
reaches a measurement photodetector after reflecting from a target mirror installed on a motorized
stage with a 2.5 m travel range. In this study, the 10th harmonic of 1 GHz is selected to be used as
the microwave source. The phase delay (θN) of the 1 GHz source microwave signal is measured by
down-shifting to a 100 kHz signal using an electrical local oscillator set to operate near 1 GHz. The
target distance (L) is then determined as:

L =
ΛN

2nair
(mN + θN) (1)
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where nair denotes the refractive index of air and mN is an integer. The phase delay θN between the
measurement and measurement paths is measured with respect to the particular photonic wavelength
ΛN. Finally, the super-heterodyned electrical signals of 100 kHz are processed through a lock-in
amplifier that is used as a phase meter to determine the interferometric phase delay θN. The phase
measurement resolution is found to be 0.01◦ with an accuracy of 0.02◦, from which the measurement
precision is estimated to be 4.2 μm.

 

Figure 1. Photonic microwave distance interferometer. (a) Optical spectrum of a mode-locked laser
and its radio frequency (RF) synthetic wavelengths. (b) Optical configuration for absolute distance
measurement. (c) RF electrical circuit for interferometric phase detection. BM: balanced mixer, BS:
beam splitter, c: speed of light in air, CC: corner cube, HPF: high pass filter, L: lens, LPF: low pass filter,
PC: personal computer, PD: photodetector, ref : reference, mea: measurement, Δf : beat frequency, fr:
pulse repetition rate, Nfr: N-th harmonics of fr, Λ: synthetic wavelength, θ: interferometric phase.

2.2. Measurement Repeatability

The measurement repeatability was evaluated at a fixed target distance of about 1 m. Figure 2a
shows a typical time-trace of distance measurement with an update rate of 10 Hz (blue) and 0.1 Hz
(yellow), respectively. Over a time period of 1000 s, the measured distance fluctuates within a few
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tens of micrometers as clearly seen in the measurement histogram, appearing to be a Gaussian shape.
For quantitative evaluation of the measurement repeatability, the Allan deviation of the time-trace
measurement was calculated as shown in Figure 2b, from which the measurement repeatability is
estimated to be 9.5 and 2.5 μm at an averaging of 0.1 s and 10 s, respectively. It is important to note
that the best measurement repeatability achievable near 10 s averaging is practically limited by the
detection resolution of the used phasemeter of lock-in amplifier type, not by the photonic microwave
signal stability of the mode-locked laser source.

μ μ

Figure 2. Measurement repeatability. (a) Measurement fluctuation of a 1-m fixed distance traced over
1000 s along with its histogram. (b) Allan deviation from 0.1 to 100 s averaging.

3. Systematic Error Correction

3.1. Systematic Error Analysis

We performed distance measurements repeatedly over a range of 0.5 to 2.5 m back and forth
with 10 mm steps as illustrated in Figure 3. Each position value is represented by an average of
60 consecutive measurements taken over a period of 6 s. The averaged distance was compared
with its counterpart value obtained simultaneously with a commercial incremental-type He–Ne laser
interferometer, of which the discrepancy was plotted in Figure 3a. At each distance, with respect to the
He–Ne laser interferometry, the measurement error of our interferometer was evaluated by processing
eight individual data sets. The measurement error appears to be a sum of two separable terms; one
is the non-repeatable random error and the other is the repeatable systematic error. In principle, the
random error determines the measurement precision ultimately achievable, whereas the systematic
error can be eliminated through correction at each position. Further, as depicted in Figure 3b, it is also
important to note that the repeatability of the systematic error can be either periodic (orange line) or
non-periodic (purple line).

In general, it is known that the periodic systematic error is caused by the signal leakage occurring in
the interferometer optics or electronics, with the period appearing to be identical to the wavelength of the
microwave signal used in distance measurement [24]. On the other hand, the non-periodic systematic
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error arises from the amplitude-to-phase error conversion due to the light intensity fluctuation as well
as the imperfect RF electronics of nonlinear behaviors [25,26]. For the 1 GHz microwave wavelength
employed in this study, the periodic error is found to have an amplitude of 22.6 μm with an actual
period of 0.15 m. The periodic error is attributable to the cyclic cross talk of the measurement signal
with unwanted signals. Yielding no position-dependency, the periodic error is generated by the RF
circuit noise, as well as the partially-reflected laser beam from the interferometer optics for beam
splitting and recombination. The effect of cross talk on the measurement error can be modelled as [24]:

cos
(

2π f
c

2L
)
+ εcrosstalk cos(θcrosstalk) = cos

(
2π f

c
2L + θperiodic error(L)

)
(2)

where f is the carrier frequency (here 1 GHz), c is the speed of light, L is the target distance, εcrosstalk

is the cross talk ratio to the measurement signal, θcrosstalk is the constant phase of the cross talk
components and θperiodic error (L) is the periodic error induced by cross talk as a function of the target
distance L. In our case, the cross talk ratio εcrosstalk is found to be 0.1%, as illustrated in Figure 3c.

The non-periodic systematic error shown in Figure 3a is found to be ±300 μm, with a position
dependency with a strong correlation with the optical power actually received by the photodetector, as
shown in Figure 3d. This confirms that the non-periodic error is attributable to the amplitude-to-phase
conversion caused by the photodiode and RF components. However, the microwave phase is not
reciprocal for increasing and decreasing the direction of the received optical power.

Figure 3. Systematic measurement error. (a) Experimental data of measurement errors over a range
from 0.5 to 2.5 m. (b) Periodic error vs. and non-periodic error. (c) Cyclic error amplitude vs. unwanted
signal ratio (d) Photodiode output amplitude (proportional to the received optical power) in comparison
to the non-cyclic error.

3.2. Passive Correction by Post-Processing

Figure 4 shows the passive correction results of the systematic error, of which the mean line before
correction is shown in Figure 3a. The residual error after correction is found to be ±7.8 μm (1 σ) over
a 2 m range. The accuracy of the phasemeter used in the calibration is 0.02◦, which corresponds to
8.4 μm. This implies that our passive correction almost reached the ultimate limitation imposed by
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the phasemeter. For more comprehensive analysis, the residual error after correction was Fourier
transformed as shown in Figure 4b. The result revealed that the periodic error of an amplitude of
22.6 μm is completely suppressed, whereas the residual error after correction is mainly dominated by
the non-periodic error.

μ

μ

σ
σ

μ

Figure 4. Passive systematic error correction. (a) Mean systematic error (blue) and residual error after
passive correction—1 σ line (green) and 2 σ line (orange). (b) Fourier transformed result of the mean
error (blue) and corrected error (orange). FFT means a Fourier transformed result.

3.3. Active Correction by Compensating Optical Power

Figure 5 shows the result of active correction of the systematic error. The optical power received
by the interferometer photodetectors in the measurement and reference arms varies while the target
is translated on the motorized stage. The optical power fluctuation is detected within the lock-in
amplifier as illustrated Figure 5a, and stabilized by controlling the gain of the RF amplifier installed
in the measurement arm circuit. As a consequence, the amplitude of the measurement signal into
the lock-in amplifier is kept constant with a maximum deviation of 0.014% as depicted in Figure 5b.
As discussed in the previous section, because the non-periodic error is dominantly influenced by the
amplitude-to-phase conversion in RF components, the optical power stabilization is able to actively
eliminate the non-periodic error. As a result, the systematic error is observed only in the form of cyclic
error without the non-periodic error over a 2-m travel range, as shown in Figure 5c. The residual cyclic
error can be corrected by post-processing so that the total measurement error remains within the level
of ±3.5 μm (1 σ).
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Figure 5. Active systematic error correction. (a) Phase measurement circuit with feedback control for
signal power compensation. (b) The result of optical power stabilization. (c) Position error after power
compensation (blue) and its corrected error (green). BM: balanced mixer, HPF: high pass filter, LPF: low
pass filter, PD: photodetector, RF: radio frequency, ref : reference, mea: measurement, fr: pulse repetition
rate, PI: proportional integral, STD: standard deviation.

4. Conclusions

We have demonstrated a photonic scheme of an absolute distance interferometer using a 1 GHz
microwave synthesized by the 10th harmonic of the pulse repetition rate of a fiber mode-locked laser.
The photonic microwave offers an accurate length ruler with a 0.3 m wavelength stabilized to the Rb
clock with a fractional instability of 10−11 at 1 s averaging. However, the measured interferometric
phase is disturbed by optical and RF electrical components comprising the interferometer system,
which were identified by measurements and subsequently corrected by passive and active schemes of
systematic error suppression. Experimental results revealed that the systematic error can be corrected
to a residual level of 7.8 μm in terms of the standard deviation (1 σ), which is a phase measurement
error of ~0.0084◦, comparable to the resolution of the lock-in amplifier used in phase measurement. It
is expected that the measurement error can be enhanced to a sub-micron level by selecting a higher
microwave frequency, along with high frequency RF components that will be available in the near future.
It is also important to note that the scheme of photonic microwave interferometry can be a promising
candidate for practical use of the frequency comb-based distance measurement with traceability to the
time/frequency standard, which can be applied to high-precision machine axis control as well as long
distance measurement space missions such as geodetic survey and inter-satellite ranging.
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Featured Application: This work is potentially applicable to in-line surface measurement. Integrated

with robots or other manipulation devices, the proposed technology will be able to capture surface

finishing parameters, including roughness and surface texture uniformity.

Abstract: In this paper, a surface measurement method based on dual-scan positioning strategy is
presented to address the challenges of irregular surface patterns and complex geometries. A confocal
sensor with an internal scanning mechanism was used in this study. By synchronizing the local scan,
enabled by the internal actuator in the confocal sensor, and the global scans, enabled by external
positioners, the developed system was able to perform noncontact line scan and area scan. Thus,
this system was able to measure both surface roughness and surface uniformity. Unlike laboratory
surface measurement equipment, the proposed system is reconfigurable for in situ measurement and
able to scan free-form surfaces with a proper stand-off distance and approaching angle. For long-travel
line scan, which is needed for rough surfaces, a surface form tracing algorithm was developed to
ensure that the data were always captured within the sensing range of the confocal sensor. It was
experimentally verified that in a scanning length of 100 mm, where the surface fluctuation in vertical
direction is around 10 mm, the system was able to perform accurate surface measurement. For area
scan, XY coordinates provided by the lateral positioning system and the Z coordinate captured by the
confocal sensor were plotted into one coordinate system for 3D reconstruction. A coherence scanning
interferometer and a confocal microscope were employed as the reference measurement systems to
verify the performance of the proposed system in a scanning area of 1 mm by 1 mm. Experimental
data showed that the proposed system was able to achieve comparable accuracy with laboratory
systems. The measurement deviation was within 0.1 μm. Because line scan mechanisms are widely
used in sensor design, the presented work can be generalized to expand the applications of line
scan sensors.

Keywords: surface texture measurement; confocal sensing; surface form tracing; 3D reconstruction;
roughness

1. Introduction

An important tool for product quality assessment, surface texture measurements are traditionally
performed based on laboratory systems, due to the high degree of measurement resolution required [1,2].
With the rapid development of advanced manufacturing technologies, such as five-axis machining
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and additive manufacturing (AM), new surface measurement solutions are needed to address the
challenges of complex geometries and irregular surface patterns [3,4]. Stylus profilometry is widely
used for conventionally machined samples [5]. Equipped with a coordinate measuring machine
(CMM), the measurement space of stylus profilometry can be enlarged to accommodate samples of
large volume and complicated geometry [6]. However, stylus profilometry is not an ideal solution for
measuring surfaces with irregular patterns due to its contact measurement mechanism and flanking
errors [7,8]. Another limitation of stylus profilometry is its low efficiency for areal surface texture
measurement. Therefore, based on ISO 4287 [9], stylus profilometry is mainly used in line scan mode
for conventionally machined surfaces with known directional surface patterns. 3D microscopy [10],
such as confocal microscopy [11–13], coherence scanning interferometry [14,15] and focus variation
microscopy [16,17], are suitable for area scans. 3D microscopic systems are able to determine surface
roughness and surface isotropy based on ISO 25178-2 [18,19]. Using objectives with high numerical
aperture (NA), 3D microscopic systems are able to achieve much higher lateral resolution compared
with stylus profilometry. However, the vertical measurement range relies on mechanical scanning,
which significantly limits measurement efficiency. In order to avoid mechanical movement, the concept
of chromatic confocal microscopy (CCM) [20,21] has been developed in the past decade. However,
for high-accuracy measurement, CCM’s sensing range is within a few hundreds of microns, which limits
its application to free-form surface measurement. Furthermore, when measuring high-roughness
surfaces, long scans are required to differentiate surface roughness from surface waviness and surface
form [22]. Therefore, a large vertical measurement range is needed to cover surface fluctuations over a
long scan range.

Based on the above literature review and analysis, the motivation of this presented work is to
develop an optical surface texture measurement system able to perform both line and area scans
for challenging surfaces with complex geometry and irregular surface patterns. Unlike a laboratory
solution, the proposed system has the potential to be utilized for in situ measurement [23,24].

2. Principle of Confocal Sensing with Internal Scanning

A laser confocal sensor, Keyence LT9011 (KEYENCE, Osaka, Japan), was utilized for surface
height measurement in this study. Figure 1a shows the general principle of a single-point confocal
sensor. Only when the measurement point is in focus will the detector receive the peak intensity of the
reflected laser. Figure 1b shows the working principle of the Keyence LT9011. The optics are driven
by a tuning fork to generate high-frequency vibration, enabling vertical scanning. In the meantime,
the focus position can be detected and height can be measured accordingly. The optics are also driven
by an oscillating unit for lateral scanning, with a frame rate of 2.8 fps covering a scan length of 1.1 mm.
This product was originally developed for height or thickness measurements.

The vertical resolution of the LT9011 is 0.1 μm. The laser beam spot size is 2 μm with a scanning
spacing of 2 μm, which complies with the requirements for surface roughness measurements based on
ISO 4287 [9]. In this study, this sensor was further developed for surface texture measurement.
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(a) (b) 

Figure 1. Principle of confocal sensing with internal scanning: (a) principle of confocal sensor;
(b) internal scanning mechanism.

With the internal scanning mechanism, this sensor is able to measure surface roughness subject to
two conditions:

(1) the surface is relatively flat; the surface fluctuation does not exceed the sensing range of 0.6 mm;
(2) the surface is relatively smooth; the measurement of roughness parameters does not require a

roughness evaluation length longer than 1.1 mm.

Figure 2 shows the measured surface profile of a calibrated roughness master (178–602, Mitutoyo
Corporation, Kawasaki-shi, Japan) with known Ra and Rt values of 2.97 μm and 9.4 μm, respectively.

 

Figure 2. Line scan for roughness measurement using confocal sensing.

The arithmetical mean roughness (Ra) can be calculated using Equation (1), where N is the
number of data points acquired in a measurement and Zi is the ith data point in height direction of the
roughness profile. The total height of roughness profile (Rt) is defined as the difference between the
largest profile peak height and the largest profile valley depth within the evaluation length [9].

Ra =
1
N

N∑
i=1

|Zi|. (1)

Therefore, with Zi values captured by the confocal sensor LT9011, the surface roughness parameter
Ra over a scan length of 1.1 mm can be calculated. To verify the measurement capability of the
laser confocal sensor LT9011, measurement results of the roughness master are shown in Table 1.
The nominal Ra and Rt values of the roughness master are 2.97 μm and 9.40 μm, respectively. The mean
error and standard deviation are 0.06 μm and 0.04 μm for Ra measurements and 0.10 μm and 0.08 μm
for Rt measurements. The measurement error is partially due to short sampling length.
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Table 1. Roughness master measurement result (unit: μm).

1 2 3 4 5 Mean Std. Dev.

Ra (μm) 3.02 3.02 3.10 3.00 3.01 3.03 0.04

Rt (μm) 9.51 9.43 9.67 9.46 9.48 9.50 0.08

3. 3D Surface Topography Measurement with Dual-Scan Scanning

Integrated with an external motorized stage (PT1/M-Z8, Thorlabs Inc., Newton, NJ, USA), a 3D
surface topography measurement system was configured, as shown in Figure 3a. By synchronizing
the internal and external scan, the 3D surface topography of the measured area was reconstructed,
as shown in Figure 3b. The scanning area was 1.1 mm by 1 mm, with point spacing and line spacing of
2 μm. The total measurement time was 250 s.

The motivation for developing this system was to address the challenge of measuring geometrically
complicated samples. Instead of accommodating the sample into the measurement space of a laboratory
system, the measurement system was designed to approach the samples for adaptive measurement.

  
(a) (b) 

Figure 3. 3D surface topography measurement based on confocal sensing: (a) system configuration;
(b) 3D surface topography.

Based on the captured 3D surface topography, surface texture parameters were calculated
as follows:

(1) height parameters Sa and Sq, for general understanding of the surface roughness;
(2) statistic parameters Ssk and Sku, to evaluate the dominant feature of the surface, peak dominant

or valley dominant, as reference for further surface finishing process;
(3) spatial parameters Str and Std, to characterize the uniformity and analyze the directional patterns

of the surface texture, if any.

Section 5.1 will provide the experimental data to verify the measurement performance.

4. Surface Tracing Strategy for Long Scan Length

In order to expand both the lateral and vertical measurement ranges of the line scan sensor,
a dual-scan surface tracing algorithm was developed in this study. For rough surfaces, a long scanning
length is needed to separate the information of roughness, waviness and form. Based on ISO 4288,
for example, if the Ra value is greater than 10 μm, the cut-off length is recommended to be 8 mm,
and five cut-offs are recommended for averaging computations. The entire scanning length would be
40 mm. For a free-form surface, the profile over such a scan length is very likely to exceed the vertical
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sensing range of a laser confocal sensor. In this study, therefore, a surface tracing control algorithm
was developed to extend the vertical measurement range.

4.1. Surface Tracing Algorithm

For high-resolution surface measurement, the confocal sensing range in the vertical direction is
typically less than 1 mm. The Keyence LT9011 laser confocal sensor used in this study has a vertical
sensing range of 0.6 mm. When measuring rough surfaces with significant curvature, the measurement
is very likely to fail due to insufficient sensing range, as shown in Figure 4a. In order to ensure surface
information was always captured within the sensing range, an adaptive surface tracing algorithm
was developed.

The methodology is illustrated in Figure 4b. The sensor moved in piece-wise mode. Each unit
travel length was 1 mm. Since the oscillating unit inside the senor was able to generate a local scan
length of 1.1 mm, the scanning range of the neighboring scans had an overlapping section of 0.1 mm.
This overlapping section was used for profile reconstruction based on the best fitting algorithm [25].

In this system, a vertical positioner (LS-110, Physik Instrumente GmbH & Co. KG, Karlsruhe,
Germany) was used to position the sensor to ensure that at each lateral scanning location, the data
capture was within the sensing range. The positioner LS-110 was able to achieve a maximum speed
of 90 mm/s and a positioning resolution of 50 nm in a range of 26 mm. The actual speed needed in
this study depends on the lateral movement speed and the height variation of the measured surface.
Since the lateral scanning speed generated by the internal positioner was 2 mm/s, this vertical positioner
LS-110 had sufficient capability for most use cases.

At each location, the sensor LT9011 collected height information over a scan length of 1.1 mm.
With the lateral position information determined by the sampling spacing and sequence number,
a second-order polynomial f (x) was obtained based on least-squares fitting. Then, the height to
position the sensor for the next scan was determined as

hj+1 =
1
2

f ′(xn) + f (xn). (2)

where f ′(x) is the first derivate of f (x), l is the lateral positioning increment and n is the number of
data points acquired in l. In this study, l and n were set as 1.1 mm and 551, respectively.

 

(a) 

Figure 4. Cont.
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(b) 

Figure 4. Surface tracing strategy to extend the measurement range: (a) measurement out of sensing
range; (b) surface tracing.

The vertical positioner has an embedded optical encoder to record the position. Therefore,
the height zi, j measured by the system included two portions: the height measured by the senor LT9011
and the height read from the optical encoder.

Figure 5a shows the setup for measuring a free-form surface. The sample was carried by a linear
stage (TSA100-B, Zolix Instruments Co., Ltd., Beijing, China), the displacement of which was measured
by an in-house developed image grating system [26,27]. Using this integrated system, the scanning
range can be expanded to 100 mm. In this study, at each location, time taken for positioning and local
scan was 1 s.

Figure 5b shows the scanning result. The vertical measurement range can be expanded using the
proposed surface tracing algorithm.

 

(a) 

 

(b) 

Figure 5. Free-form surface measurement: (a) system configuration; (b) scan data.
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4.2. Correction of Misalignment

The misalignment of the internal and external scan needed to be calibrated. Instead of physically
parallelizing the two moving axes, a pre-test on an optical flat (Figure 6a) was conducted to determine
the misalignment. With the data collected from all sections plotted into one coordinate system,
the measured profile is illustrated in Figure 6b.

  
(a) (b) 

Figure 6. Profile data misalignment illustration: (a) optical flat; (b) measured surface profile.

Discontinuity between neighboring sections can be corrected by introducing a vertical shift Δd to
compensate for the misalignment. The corrected height values can be expressed as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

z′i,0 = zi,0 + 0;
z′i,1 = zi,1 + Δd;
z′i,2 = zi,2 + 2Δd;

. . .
z′i,m−1 = zi,m−1 + mΔd.

(3)

where m is the number of data sections. These equations can be generalized as

z′i, j = zi, j + j·Δd. (4)

where zi, j is the height value captured by the LT9011 at the ith position in the jth section, and z′i, j is
the value after misalignment correction. When the section length was set as 1.1 mm with a sampling
spacing of 2 μm, and the external positioning interval was set as 1 mm, there was an overlapping of
0.1 mm with 50 sampling points between neighboring sections.

The least-squares principle can be applied to determine the value of Δd. The optimal Δd should
minimize the residual sum of squares (RSS) of the deviation between the neighboring overlaps:

RSS =
m−1∑
j=0

n∑
i=0

(z′i+(n−N), j − z′i, j+1)
2;

=
m−1∑
j=0

n∑
i=0

[zi+(n−N), j + j·Δd− zi, j+1 − ( j + 1)Δd]2;

=
m−1∑
j=0

n∑
i=0

[zi+(n−N), j − zi, j+1 − Δd]2.

(5)

where m, n and N represent the number of sections, the number of data points in each section and the
number of the data points in each overlap. In order to obtain the minimum value of RSS, Δd should
comply with the following condition:

∂RSS
∂Δd

= 0. (6)

With Equation (5) taken into Equation (6):
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− 2
m−1∑
j=0

N∑
i=0

(zi+(n−N), j − zi, j+1 − Δd) = 0. (7)

Δd = [
m−1∑
j=0

N∑
i=0

(zi+(n−N), j − zi, j+1)]/[N/(m− 1)]. (8)

4.3. Profile Restoration

Using Equations (2) and (6), linear misalignment can be well compensated. However, misalignment
could be eliminated only when the linear guide had perfect straightness and repeatability. In practical
tests, further compensation on the residual mismatch was still needed. Figure 7 shows the concept of
compensating the residual mismatch, demonstrated by simulation data. The residual mismatches were
compensated by adjusting every alternate data section. Assuming k is an odd number, the mismatches
between the kth, (k − 1)th and (k ± 1)th sections are⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Δdk =
1
N

N∑
i=0

z′i+(n−N),k−1
− z′i,k;

Δdk+1 = 1
N

N∑
i=0

z′i,k+1 − z′i+(n−N),k.
(9)

Then, the further corrected height values are

z′′k = z′k + Δdk +
i

N
(Δdk+1 − Δdk). (10)

Figure 7. Compensation of residual mismatch.

Considering the redundant data in the overlapping area, in each adjusted section {z′′k }, the first N
data points and the last N data points were removed to connect with the neighboring sections.

4.4. Dual-Scan Positioning Control for Surface Profiling

In the above sections, development of enabling technologies for surface profiling was discussed.
As a summary, in this section the algorithm of dual-scan positioning control and surface reconstruction
is presented.

In practical measurements, if the surface is relatively flat, the system will scan the surface without
vertical positioning control. Misalignment between the internal and external positioning was corrected,
as discussed in Section 4.2, and residual mismatch was eliminated as discussed in Section 4.3.

For free-form surface measurements, the system followed the process shown in Figure 8.
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Figure 8. Surface measurement workflow.

With the surface tracing algorithm discussed in Section 4.1, the system was able to capture the
surface data by combining the height information captured by LT9011 and the vertical positioner.
However, since the data captured in each section were from the internal scan of the LT9011, misalignment
between the internal scan and external lateral positioning was not considered.

With the misalignment correction algorithm discussed in Section 4.2, the non-parallelism between
the moving axes of internal scan and external lateral positioning can be compensated. After this
misalignment correction, the profile may still show mismatches between neighboring sections.
This mainly is due to the vertical positioning error and straightness of the lateral movement.

With the profile restoration algorithm discussed in Section 4.3, the mismatches between neighboring
sections can be compensated by adjusting data sections with even sequence numbers.

5. Experimental Verification

Experiments were conducted to verify the measurement performance of the proposed dual-scan
scanning method. Because temperature-induced deformation of the measurement modules may affect
measurement accuracy [28], the measurement tests were performed in an air-conditioned workshop,
with temperature controlled at 20 ± 2 ◦C. The reference systems were also working in a laboratory with
the temperature controlled at 20 ± 1 ◦C. In order to minimize the influence of temperature variation,
the data capture processes were completed within 3 min.

An area of 1 mm × 1 mm on an additive manufacturing sample was scanned to verify the areal
measurement method as discussed in Section 3. A line scan of 25 mm was conducted to verify the
long-travel surface tracing strategy discussed in Section 4.

5.1. Robotic Vibration Test

Since the proposed systems were portable and reconfigurable, the proposed methodology has
the potential to be utilized for in situ measurement [29]. Figure 9 shows the robotic application.
Vibration tests were conducted on a collaborative robot (UR5, Universal Robots, Odense, Denmark) to
address the concern of measurement stability. The measurements were conducted at five different
timings and repeated fifty times on the same spot at each timing. The test results (mean ± st. dev) are
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presented in Table 2. It can be concluded that robotic vibration in standby mode has minimum effects
for roughness measurement on the micron to sub-micron level.

  

Figure 9. Robotic setup for in situ measurement [25].

Table 2. Measurement results of robotic system vibration.

Timing No. 1 2 3 4 5

Test Result (μm) 63.38 ± 0.02 63.33 ± 0.02 63.30 ± 0.01 63.13 ± 0.02 62.62 ± 0.03

5.2. Area Scan

An external positioner was installed with the moving axis perpendicular to the internal scan of the
laser confocal sensor LT9011. The system was introduced in Section 3. As a representative surface with
irregular patterns, an additive manufacturing (AM) sample was selected for measurement. A coherence
scanning microscope (Talysurf CCI HD, AMETEK Inc., Berwyn, PA, USA) and a spinning-disk confocal
microscope (Smartproof 5, Carl Zeiss AG, Oberkochen, Germany) were used as the reference systems for
the comparison study. The surface topography of the AM sample measured by different instruments is
shown in Figure 10. It can be observed that the measurement results showed consistent surface patterns.

 
(a) (b) (c) 

Figure 10. Surface topography measurement of an additive manufacturing (AM) sample: (a) by CCI;
(b) by Smartproof 5; (c) by the proposed system.

For quantitative evaluation, height parameters Sa, Sq and S10z, statistical parameters Ssk and
Sku, and surface isotropy parameters Str and Std were employed to evaluate the measurement
performance. Comparison results are shown in Table 3, with the standard deviation of five repeats for
each measurement.

344



Appl. Sci. 2020, 10, 8418

Table 3. Measurement results of area scans.

Taylor Hobson CCI Carl Zeiss Smartproof 5 Proposed System

Sa (μm) 2.50 ± 0.10 2.42 ± 0.13 2.41 ± 0.12

Sq (μm) 3.26 ± 0.16 3.09 ± 0.19 3.04 ± 0.17

S10z (μm) 24.95 ± 0.16 23.02 ± 0.27 22.09 ± 0.17

Ssk −0.18 ± 0.01 −0.14 ± 0.01 −0.17 ± 0.02

Sku 3.40 ± 0.04 3.58 ± 0.04 3.37 ± 0.08

Str 0.19 ± 0.01 0.21 ± 0.00 0.18 ± 0.02

Std (◦) 69.97 ± 0.14 71.04 ± 0.10 70.58 ± 0.13

5.3. Long-Travel Line Scan

A free-form sample was fabricated to verify the long-travel measurement capability of the
proposed dual-scan surface tracing system. The system setup is shown in Figure 5a. Areas with
different roughness were intentionally made on the sample surface. The surface roughness measurement
results are shown in Table 4, with a standard deviation of five repeats for each measurement. A stylus
profilometer (Talysurf PGI 800, AMETEK Inc., Berwyn, PA, USA) was used as the reference system.

Table 4. Long-travel roughness measurement results.

PGI 800 Proposed System Absolute Error Relative Error

Zone 1
Ra (μm) 0.56 ± 0.01 0.58 ± 0.02 0.02 3.6%

Rq (μm) 0.69 ± 0.01 0.72 ± 0.03 0.03 4.3%

Zone 2
Ra (μm) 0.93 ± 0.02 0.97 ± 0.05 0.04 4.3%

Rq (μm) 1.14 ± 0.02 1.19 ± 0.07 0.05 4.4%

Zone 3
Ra (μm) 1.36 ± 0.01 1.42 ± 0.04 0.06 4.4%

Rq (μm) 1.70 ± 0.01 1.78 ± 0.06 0.08 4.7%

6. Conclusions and Future Work

In this paper, surface texture measurement methodology based on a dual-scan scanning mechanism
has been proposed for surface texture measurement. The motivation for this study was to address the
challenges of measuring surfaces with geometric complexity and irregular surface pattern.

By setting the internal and external scanning in perpendicular directions, the system was able
to perform area measurements. Areal parameters to evaluate the surface quality were obtained,
including height parameters Sa, Sq and S10z, statistic parameters Ssk and Sku, and surface isotropy
parameters Str and Std.

By setting the internal and external scanning in parallel directions, the system was able to perform
line measurements over long travels. A misalignment compensation algorithm was developed to
reduce the measurement error due to non-parallelism and straightness errors.

Commercial 3D microscopes (Talysurf CCI and Zeiss Smartproof 5) and a tactile stylus profilometer
(Talysurf PGI 800) were employed to evaluate the measurement performance of the proposed
methodology. For area measurement in a range of 1 mm by 1 mm, and for line measurement in
a scan length up to 100 mm, experimental results showed that the proposed systems were able to
achieve comparable accuracy with the commercial systems.

Future work will focus on further analyzing the effects of robotic vibration and environmental
temperature variation and on developing advanced noise filtering and error compensation algorithms.
In addition, the developed in situ measuring system will be fully integrated into a robotic polishing
cell to conduct in situ measurements as a tool of quality verification.
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Abstract: Growing requirements for in situ metrology during manufacturing have led to an increased
interest in optical coherence tomography (OCT) configurations of low coherence interferometry
(LCI) for industrial domains. This paper investigates the optimisation of spectral domain OCT
hardware and signal processing for such implementations. A collation of the underlying theory
of OCT configured LCI systems from disparate sources linking the journey of the light reflected
from the object surface to the definition of the measurand is presented. This is portrayed in an
applicable, comprehensible design framework through its application to profilometry measurements
for optimising system performance.

Keywords: in-process; metrology for machining; optical coherence tomography

1. Introduction

In situ metrology is a growing requirement for many high value manufacturing processes,
ensuring traceability of parts with high tolerances and complex geometric forms, in addition to
process control [1,2]. Current in situ forms of metrology commonly involve the use of sensors
collecting information on parameters such as temperature, pressure, vibration and torque [3,4] to
quantify part quality. Verification of quality becomes increasingly difficult via these methods with
adaptive production lines creating made to measure custom parts such as for biomedical implants.
Current systems used for geometric measurements on-machine are often tactile touch trigger probes,
due to the measurement speed of tactile probes only sparse datasets can be practically obtained in
production line scenarios, leading to the ability to only capture simple geometric forms requiring a low
datapoint density to accurately describe the structure [2,5,6]. Such methods of metrology do not allow
for comprehensive analysis of component manufacture progress in-process nor do they allow for a
complete verification of the parts adherence to required tolerances. Such a system would enable quick
adaptation to change in component design, ensure traceability of each stage of the manufacturing
process and identification of issues at the point of occurrence, then corrective actions can be taken
without needing to remove and re-fixture the workpiece.

In order to achieve this goal direct measurement of the component is required through the
migration of complex metrology systems from the measurement lab and into the domain of
manufacturing, allowing for geometric measurement data to be collected while a manufacturing
process is underway, or soon after it is completed. However, due to spatial constraints and impacts
from the environment, direct measurement of geometric form is not easily achieved using conventional,
currently developed metrology tools.
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Low-coherence interferometry (LCI) is a well-established optical method used for obtaining
absolute geometric measurements present in many metrology laboratories around the world. However,
typical LCI instruments are large and not suited to direct implementation into machining processes,
often utilising white light scanning configurations prone to error from external environmental factors
and requiring dedicated workstations. Optical coherence tomography (OCT) is a branch of applied
LCI developed for operating in non-ideal environments within biomedical science [7]. OCT has been
developed for over three decades and demonstrates high data integrity with high spatial resolution
even whilst operating within the hostile environment of the human body [8]. OCT configurations
have demonstrated straightforward coupling with fibre optics, allowing sensors to be located in
situ and at a distance from the readout sensor and electronics, meaning only the chemically inert,
extremely compact and robust optical fibre needs to be integrated within the manufacturing process
environment. This allows for potential sensor integration into hostile areas in the presence of issues
such as high temperatures, electromagnetic interference, corrosive fluids and radioactive activity,
whereas current electronic sensors would be prevented from working properly or require extensive
shielding. Additionally, the sensors require relatively inexpensive optical components that are readily
available making this technology highly accessible. These characteristics make OCT configurations of
LCI particularly interesting for in situ measurement where integration using current sensor technology
is currently not possible for profilometry.

Although several review papers have been generated from literature on the developments in
OCT systems [8–11], these focus on its application in the biomedical domain. As a result, areas of
the underlying theoretical principles of parameters affecting the captured signal and methods of its
processing for such configurations remain largely dispersed and isolated amongst the literature.
An in-depth end-to-end demonstration of the theory of operation, from light source to spatial
measurement in non-ideal, realistic scenarios with the additional focus for manufacturing regimes,
has not yet been completed. As this technology transitions over to greater use in different engineering
sectors and applications, a complete practical methodology for its design and application into such
environments is required.

The purpose of this article is to create an optical and data processing design framework for system
hardware characteristic selection and signal processing to optimise desired system performance. This is
achieved though collation of the underlying theory of spectral domain OCT systems from disparate
sources with an application to industrial metrology, linking the journey from the light reflected from
the object surface to the definition of the measurand, portraying it in an applicable, comprehensible
format through its application to profilometry.

Sensor Applications in Industry

It can be seen from Table 1 that a diverse range of applications have already had initial
investigation into the use of LCI sensors for monitoring processes. Recent work demonstrating
the use of LCI in the domain of a liquid environment has shown that the system is able to provide
stable, accurate data during profilometry measurements across various step-heights [12]. An extension
of this work demonstrates an embedded LCI sensor for absolute distance measurement of samples
operating within a jet of water has also shown significant data stability [13], demonstrating the potential
usefulness of the LCI sensor for post-processing verification of parts, utilising a liquid jet for flushing
of debris and coolant during measurement. This growing interest in the use of LCI sensors in industrial
applications indicated a requirement of a text focused on optimising systems for such environments,
along with expected outcomes and potential issues commonly found.

Although there are several implementations of OCT configurations, due to the sensitivity
advantages of Fourier-domain approaches over time-domain ones [14] and the prohibitive cost
of operating with laser-swept light sources, this paper focuses on the use of spectrometer or
spectral-domain based implementations.
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Table 1. Publication breakdown by application domain, table ordered by first appearance of application
in literature.

First Seen in Literature Application Domain Publications

1984 Absolute ranging for detecting faults in fibre optic cables [15–18]
2004 Art and Archaeology inspection [10,19,20]
2005 Measurement during laser machining [21–25]
2005 Material investigation [26–28]
2007 Investigation of paper structure [29,30]
2008 Electronic board and micro-electronics [31,32]
2008 Profiling measurements [33–38]
2009 Nuclear research reactor [39]
2009 Surface roughness measurements [40,41]
2011 Measurement of tablet coatings offline and online [11,42]
2013 Measurement of optical components such as GRIN material [43]
2013 Tracking film growth [44]
2020 Measurement in liquid jets [13]

2. Fundamental Principles

Spectral domain LCI investigates the optical path length and magnitude of backreflected light from
a sample to determine the samples’ distance offset. This involves analysing the achieved interferometric
signal frequency modulation which is dependent on the optical path difference between a stable
reference signal and the signal returned from the measured sample; this is commonly achieved through
conversion of the signal into the Fourier domain via a Fast Fourier Transform (FFT). This behaviour
is well outlined in literature especially for measurement of biological systems with OCT [45,46].
This section will clarify the step by step underlying theory of how to achieve a spatial distance
measurement from a simple LCI system.

A Michelson interferometer configuration is commonly used for the interferometric portion of
the LCI sensor which is outlined in Figure 1a, the mathematical description of the light signal is also
shown at each stage of progress. Figure 1b,c shows optical components can also be added at the exit
of the fibre, allowing for the control of specific beam parameters (shape, depth of focus, focal length,
and intensity distribution). Additionally, scanning methods can be added to perform profilometry as
shown in Figure 1b. However, when applying such a sensor to operate within the spatially constrained
non-ideal environment present in many manufacturing procedures scanning systems may not allow
for the required robustness and spatial tolerances imposed within the measurement area, thus scanning
procedures such as shown in Figure 1c may be more appropriate.
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Figure 1. (a) schematic of Michelson interferometer for LCI sensor, (b) scanning by galvanometer
mirror, (c) scanning via moving probe or moving sample, (d) signal term for a singular sample reflector
and corresponding equations relating to signal features. For multiple reflectors, the cross-correlation
component is a superposition of sinusoids.

351



Appl. Sci. 2020, 10, 8590

2.1. Mathematical Formulation

The progress of light through a Michelson configured LCI is shown in Figure 2; offshoots at
each stage in the process show key parameters which will be affected by the system components.
By understanding the impacting factors on signal quality at each stage of this progression, optimisation
of system design and signal processing can be undertaken to maximise achieved signal quality.

The theoretical principles of LCI have been detailed in literature for an object with M discrete
back-scattering reflectors [45,46]. This section collates that information in an end-to-end theoretical
breakdown from light source to spatial measurement.

Broadband light 
source

Split signal into
2 components

Returned signals
combine

Detector samples
signal

Coherence 
function

Axial resolution

Sensitivity loss

Signal noise

Spot size - lateral 
resolution

Sample signal

Single reflector

Multiple reflectors

Reference signal Maximum 
operating range

Figure 2. Flowchart of the signal progress throughout a Michelson interferometer lit by a broadband
light source. The grey boxes indicate effects resulting from each stage.

The interferometric signal that is generated by the superposition of reference and sample signals
is shown in Figure 1d and Equations (2) and (3), respectively; these are composed of the same original
signal from the light source represented by Equation (1) but with a phase delay due to the optical path
difference between them.

E0 = s0 (k, ω) ei(kz−ωt), (1)

ER = ARei(2kzR); AR = rR
1√
2

s0 (k, ω) , (2)

ES = AS ∗ ei(2kzS); AR = rS
1√
2

s0 (k, ω) , (3)

ED =
1√
2
(ES + ER) =

1√
2

[
ARei(2kzR) + ASei(2kzS)

]
, (4)

where s0 represents the light source spectrum as a function of wavenumber k also known as spatial
frequency and angular frequency ω. The phase offset (kz) can be set to zero for the initial signal in
Equation (1). The reference signal and sample signal are shown by Equations (2) and (3), respectively,
having their corresponding reflectivity represented by rR and rS(zS), where zS denotes the path length
variable in the sample arm from the beam splitter, the factor 1/

√
2 representing a 50:50 distribution of

the optical power of the source signal from the beam splitter. The interferogram signal is composed
of the superposition of the returned reference and signal electric fields as shown by Equation (4),
the factor 1/

√
2 represents that only half of the returned signal power will be passed towards the

detector as shown in Figure 1a; this signal takes the form shown in Figure 1d.
To digitise the interferometric signal, an optical detector is used; this comes in the form of a

charge-coupled device (CCD) or complementary metal-oxide-semiconductor (CMOS). This means that
the recorded intensity I is proportional to the time averaged electric field multiplied by its complex
conjugate. The signal obtained by the spectrometer is shown in Equation (5), where the photocurrent is
generated by a square-law detector expressed as a function of spatial frequency. Using the knowledge
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that the modulus of a complex number has the relationship: |z̃| ≡ √
z̃z̃∗ the following equation for

intensity can be determined:

ID (k, Δz) = |〈ED · E∗
D〉|, (5)

= 〈ES · E∗
S〉+ 〈ER · E∗

R〉+ 2R{〈ES · E∗
R〉} ,

where R represents the real component and the angled brackets denote a time-average which can be
displayed as:

ID (k, Δz) = lim
T→∞

1
2T

∫ T

−T
ED · E∗

Ddt, (6)

where ID is the photocurrent generated by the spectrometer. Substituting Equations (2) and (3) for the
reference, ER and signal, ES components in Equation (5) will yield Equation (7). Here, the light source
intensity spectrum is denoted as S(k) = |s(k)|2. This represents a modulating signal term combined
with a carrier signal term "DC term" to produce the modulated signal shown in Figure 1d.

ID(k) =
ρ

4
S (k)

[
RR +

N

∑
n=1

RSn

]

+
ρ

2

[
S (k)

N

∑
n=1

√
RRRSn(cos [2kn (zR − zSn)])

]
(7)

+
ρ

4

[
S (k)

N

∑
n �=m=1

√
RSnRSm(cos [2kn (zSn − zSm)])

]
,

where ρ is the responsivity of the line scan camera, RR is the reflectance of the reference, RS is the
reflectance of the sample reflector, 2(zR − zSn) is the round trip optical path difference (OPD) between
the reference and nth; and mth. sample reflectors. It can be seen from Equation (7) that the intensity of
the signal is composed from the sum of three terms:

The 1st term is a constant “DC” signal, independent of changes in the OPD between the reference
and sample signals. This term dominates the measured signal with an amplitude proportional to the
power reflectivity of the reference and sample, scaled by the light source optical intensity as a function
of wavenumber. This dominance can be reduced through changing the beam splitter ratio such that a
greater percentage of the signal is directed towards the sample arm of the interferometer. Additionally,
as the reference signal optical power is typically far greater than the samples returned signal optical
power, this term will limit the signal strength before the spectrometer detector becomes saturated;
by reducing the reference signal, the signal strength can be increased without saturation.

The 2nd term represents the reflected signals from the measured sample. The signal magnitude
contribution from this term is typically far less than the DC signal contribution, due to the optical
intensity being proportional to the square root of the reference and sample reflectivity.

The 3rd term represents the interference between different sample reflectors for a system where
the reference and sample paths are separate as in Figure 1a. This term will appear as additional peak
artefacts in the Fourier domain of the measured signal; reduction can be achieved through increasing
the reference signal power through changing the beam splitter ratio directing light along each path.
As shown in Equation (7), the 2nd term signal amplitude is dependent on the reflectivity of the
reference and sample whilst the 3rd term is dependent on only the sample signal reflectivity. However,
for a common-path configuration, this represents the reflected signals from the measured sample.
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Depth information is obtained by performing a Fourier transform on Equation (7) to form
Equation (8), allowing for determination of the modulating frequencies corresponding to sample
reflector locations:

iD(z) =
ρ

8
γ(z)[RR + RS1 + RS2 + ...] +

ρ

4
γ(z) ∗

N

∑
n=1

√
RRRSn(δ[z ± 2(zR − zSn)]) (8)

+
ρ

8
γ(z) ∗

N

∑
n �=m=1

√
RSnRSm(δ[z ± 2(zSn − zSm)]),

where iD(z) is intensity recorded as a function of OPD and γ (z) = FT{S(k)} is the coherence function
manifesting as a convolution of the Dirac delta function which represents frequency elements of the
Fourier transformed signal at set bins. Hence, this term determines the point spread function (PSF)
over which the spread of interference fringes occur for a set sample reflector.

Signal Analysis for Singular Reflecting Objects

When taking measurements of opaque, singular reflecting objects such as metallic surfaces, as is
often the case in manufacturing scenarios (N = 1); this allows for a reduction of Equation (7) to the
form shown in Equation (9). This removes the interference noise, which occurs between reflectors at
different OPDs for N > 1:

ID(k) =
ρ

4
S (k) [RR + RS1] +

ρ

2
S (k)

[√
RRRS1(cos [2kn (zR − zS1)])

]
. (9)

Depth information can be obtained by performing an inverse Fourier transform on Equation (9)
to form Equation (10):

iD(z) =
ρ

8
γ (z) [RR + RS1] +

ρ

4
γ (z) ∗

[√
RRRS1(δ [(z ± 2n(zR − zS1)])

]
. (10)

2.2. Extracting Spatial Depth from Spectral Interferogram

From Equations (8) and (10), the spatial distance measurement which is of interest is a sinusoidal
frequency dependent on cos(2n(zR − zS)); hence, the period of the wave is π/n(zR − zS).

The Fourier transformed result is composed from a series of discrete steps dependent on the
sampling resolution δk of the spectrometer with an array of Ns pixels. The spectral sampling resolution
can be determined by δλ = Δλ/Ns or δk = δλ/λ2

0, hence the sampling interval in the z-domain is
given by δẑ = 2π/2δsk, where ẑ = 2z to account for the apparent depth-doubling factor shown in the
modulation frequency term cos(2n(zR − zS)). Hence, a peak located at pixel Ni on the spectrometer
reading will correspond to a depth shown in Equation (11):

zi =
( π

δk

)(Ni
Ns

)
. (11)

However, systems are not perfectly representative of their theoretical counterparts, errors in
various parts of the system such as pixel spacing and diffraction grating ruling errors will bleed through
into the measurement data if such a linear fit approach is taken. As such, further calibration of the
system can be undertaken to improve the accuracy of this transfer function. Previous work discovered
for one setup that, during measurements in air, this would lead to errors of up to approximately 50 nm
and whilst operating in water approximately 100 nm [12]. Hence, depending on the measurement
accuracy requirements, further action may be required to compensate for nonlinearities in the system.
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To calibrate the LCI system, sensor readings were obtained from a mirror sample at a range of offsets
from the fibre tip. Simultaneous reference measurements were taken using a reference interferometer
(Renishaw XL-80, United Kingdom), allowing accurate determination of δk and Δk across the useable
range of operation.

2.3. Signal Noise

The noise in a detected signal is a result of noise introduced from the measurement hardware,
and as result of non-ideal measurement conditions. Noise sources resulting from the measurement
hardware can be grouped generally as: readout noise, photon noise, relative intensity noise (RIN) and
dark noise [47]. These can be further classified as temporal or spatial noise sources. Temporal sources
such as photon and dark noise vary with time and thus can be reduced through averaging of frames.
Spatial noise arises from non-uniform outputs in dark current non-uniformity and photo response.

Photon noise also known as shot noise is a statistical variation in the arrival rate of photons on the
camera detector governed by Poisson statistics and as such the magnitude is linked to the square root
of the signal optical intensity as shown in Equation (12). Dark noise results from a charge accumulation
in each pixel due to thermal fluctuations in the silicon which can release electrons. Readout noise arises
from converting the pixel charge carriers into a voltage signal and processing from analog-to-digital
conversion with the largest contributor being the amplifier electronics. RIN describes the instability in
the power level of the light source and is typically independent of laser power.

Spectrometer CCD’s commonly have cooling which results in contributions to noise from dark
current being insignificant. Noise contributions from photon variance reduces as photon flux increases
due to the square root relationship with signal. When the measured signal has a low optical intensity,
the read noise will be greater than the photon noise and the signal is termed read-noise limited.
Increasing the optical power input into the spectrometer or increasing the integration time will
allow the pixels to collect more photons, which in turn increases the SNR, there will then come a
crossover point where photon noise exceeds read and dark noise, and the signal is termed photon or
shot-noise limited:

σphoton =

√
ρητ

hv0

P0

N
(γSRS + γRRR), (12)

where η is the quantum efficiency of the detector, τ is the exposure time , h is the Planck constant, v0 is
the centre frequency of the light source spectrum, P0 is the optical power, and γS and γR denote the
quantity of input power that will exit the interferometer from each arm, assuming RS = RR = 1.

2.4. Measurement Range

The useable measurement range of an LCI system is dependent on: the sampling rate of the signal
due to Nyquist’s theory, the sensitivity fall-off and the returned signal strength from measured regions
such that the returned signal can be distinguished from the systems noise. This section looks at factors
impacting on these areas.

2.4.1. Maximum Range—Nyquist Theory

Since the analogue signal is being digitised through its sampling via the optical detector pixels the
maximum sample distance from the fibre that the sensor can resolve is limited by the sampling rate of
the signal by the detector. The signal is digitised through the sampling of its wavelength components
intensities across an optical detectors pixel array and thus is victim to Nyquist theory of requiring a
sampling rate of at least twice that of the measured signal frequency. This limitation due to hardware
can be calculated through the use of Equation (13):
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zmax =

(
λ2

0
4

)(
Ns

Δλ

)
. (13)

2.4.2. Sensitivity Fall-Off

When using spectrometer based LCI techniques, there is an apparent fall-off in signal strength
following a Gaussian rule with increasing OPD between the reference and sample signal leg, even if
the reflected signal amplitude is constant. This is caused by the following two factors: finite pixel
width and finite spectrometer resolution.

Finite Pixel Width

The diffraction grating within the spectrometer spectrally separates the interferometric signal in
terms of wavelength, directing spectral components of the signal onto discrete pixel detectors across
the pixel array. The optical intensity of each of these spectrally dispersed spots is sampled across each
pixel. The optical spot intensity is integrated over the pixel area which in effect imposes a rectangular
function as a convolution of the Gaussian beam spot. This signal decay factor as a function of the finite
pixel width (RPW) manifests as a non-normalized Sinc function as shown in Equation (14) along with
the Rect function [47]:

RPW = sinc2
(

πz
2 · zmax

)
, Rect

(
k
δk

)
=

⎧⎪⎪⎨
⎪⎪⎩

0 for |k| > δk
2

1
2 for |k| = δk

2 .

0 for |k| < δk
2

(14)

The result of this is a 4 dB drop in the signal-to-noise ratio (SNR) near the Nyquist limit [47].
However, the finite pixel width does not introduce a decay of the noise level due to the statistical
independence of the shot noise between neighbouring pixels of the array [46].

Finite Spectrometer Resolution

The finite spectrometer resolution determined by the Gaussian beam profile of the spot size
incident on the optical detector pixel array also introduces a sensitivity decay (RSR) as shown in
Equation (15):

RSR = exp

[
− ω2

2ln2

(
πz

2 · zmax

)2
]

, (15)

where ω = δk′
Δk and δk′ is the spectrometer’s spectral resolution dependent on the size of the beam

spot in the focal plane of the detector pixel. Thus, the total signal decay in the system as a function of
depth comes in the form of a convolution of the finite pixel size with the Gaussian spectral resolution.
After applying a Fourier transform, this leads to a multiplication of both of the decay functions which
gives the expression shown in Equation (16) for sensitivity reduction R, as a function of imaging
depth z [48]:

R(z) = sinc2
(

πz
2 · zmax

)
exp

[
− ω2

2ln2

(
πz

2 · zmax

)2
]

. (16)
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The depth-dependent sensitivity of the system presented in this work is shown in Figure 3a,
the SNR sharply declines with depth and measurements near the Nyquist limit become difficult to
reliably analyse as shown in Figure 3b.

0 500 1000 1500 2000
0

0.01

0.02

O
pt

ic
al

 in
te

ns
ity

 (a
.u

.)

0 500 1000 1500 2000
0

100

200

300

O
pt

ic
al

 in
te

ns
ity

 (a
.u

.) 0 500 1000 1500 2000
Measured depth ( m)

0

0.5

1

1.5

2

2.5

3

3.5

4

O
pt

ic
al

 in
te

ns
ity

 (a
.u

.)

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

O
pt

ic
al

 in
te

ns
ity

 (a
.u

.)

0 500 1000 1500 2000
Measured depth ( m)

Measured depth ( m) Measured depth ( m)

(a)

(b) (d)

(c)

Figure 3. Depth-dependent loss in signal sensitivity from sample reflector. (a) overlaid signals for
sample measurements up to 2.17 mm, (b) an example signal at a depth of 2 mm, (c) dataset (a) after
normalisation, (d) the same signal in (b) after the normalisation relationship.

A normalisation procedure can be applied in the Fourier domain to compensate for fall-off by
multiplying the frequency components of the signal by the inverse of the signal drop-off envelope,
indicated by the red dashed line in Figure 3a. This improvement can be seen in Figure 3c across the
range of operation, Figure 3d shows the same signal as in Figure 3b with the normalisation curve
applied to it. However, care should be taken to optimise this normalisation curve as it will also amplify
high frequency noise and dampen low frequency signal components.

Signal Strength

An additional factor limiting a systems ability to measure over large distances is signal strength
resulting from the amount of light backreflected or backscattered into the interferometer. The surface
which is being measured will also have a large impact on the signal magnitude and quality along
with the orientation of the surface in relation to the axis of measurement. Environmental impacts may
also degrade the signal, from attenuation due to operating medium, or the effects of vibration and
particulates in solution causing scattering of the light source.

Some improvement can be achieved using optics, focussing the light on a constrained small
region to improve re-coupling of back-reflected light into the system from the region of interest.
However, for in situ measurements or for integration into many manufacturing regions, tight geometric
constraints along with the influence of non-ideal environmental factors may limit the ability to add
such optical elements into the system.

3. LCI System Design Framework

The prospect of designing an LCI system from first principles can be somewhat daunting.
For practical implementation, the system will be built with a design specification of requirements,
thus a robust methodology and knowledge of the various parameters which affect the outcome of
critical operating qualifiers such as system resolution, operating range and measurement speed is
required. Furthermore, many parameters are inter-linked making the design process somewhat
iterative and, in many cases, trade-offs or compromises will need to be made to achieve a system
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that can perform in the desired manner under the required circumstances of operation. Figure 4
shows a system design framework based around metrology design operating criteria depicted by
the blue highlighted elements with the offshoots in grey representing parameters impacting them.
Some of the parameters are broken down into smaller elements with the positive and negative symbols
representing if the parameter should be increased or decreased to maximise each design criteria based
on our exemplar; other designs may vary based on prioritisation of certain requirements.
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Figure 4. LCI sensor design framework, optimising hardware choices for key operating criteria.

The operating domain should also be taken into account during the design phase, such as
operating medium, environmental conditions and sample surface characteristics and their impact on
the mentioned design parameters outlined in Figure 4. The following sections consider each step of the
flowchart in Figure 4 with more in depth discussion on the various parameters and the cross-linking
that occurs.

3.1. Axial Resolution

The axial resolution in an LCI system is determined by the smallest change in OPD that the
system can detect, determined by the spectral resolution of the spectrometer. Previous work utilising
the LCI system described in Section 3.2.1 has demonstrated submicrometric accuracy across step
heights ranging from 5 μm to 8 μm with a precision of ±56 nm [12]. However, if transparent samples
are measured with multiple reflective layers, the smallest discernible distance between layers will
be limited by the coherence length of the light source and the axial resolution will be as shown in
Equation (17). The larger the bandwidth of the light that is sent into the interferometer, the narrower
the coherence function/PSF upon performing an FFT. Increasing the bandwidth of the light source
for a detector of set pixel number will result in a reduction in the maximum achievable measurement
range as shown in Equation (13); thus, a balance must be found:

δz =
2ln2

π
× λ2

0
Δλ

. (17)

When performing tomographic measurements, the resolution of the instrument is limited by the
coherence function due to potential reflectors interfering with one another. It has been shown for
measurements of singular reflecting surfaces the accuracy of measurement is not limited by the peak
PSF with step-height measurements with submicrometric accuracy [12].
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3.2. Lateral Resolution

The lateral resolution of the system is controlled by the optics of the sensing arm of the
interferometer. These fixed optics will allow for an axial field of view (FOVaxial) as shown in
Equation (18) in which the lateral resolution (δx) will be approximately equivalent to the focused spot
size shown from Equation (19). Outside of this field of view, the lateral resolution will deteriorate:

FOVaxial =
0.221λ

sin2
[

sin−1(NA)
2

] . (18)

δx = 0.37
λ0

NA
. (19)

Hence, from Equations (18) and (19), it can be seen that, as lateral resolution is increased due to a
large NA focusing optic, the axial field of view over which the spot size is constant decreases.

The refractive index of the operating medium may also impact the lateral resolution [34].
Additionally, for in situ measurements during manufacturing processes, tight spatial constraints
may be in place along with environmental factors such as vibration and non-ideal operating regions
containing dust and liquid contaminants which may affect optical components. In such a situation,
the use of un-lensed optical fibres is a desirable solution due to the compact size and robustness
nature. However, as highlighted above, the lateral resolution severely degrades as a result of the light
diffraction upon exiting the fibre.

3.2.1. Operating outside the Region of Focus

To demonstrate degradation in lateral resolution outside of a focused region, profile measurements
were taken at two offsets of 235 μm and 1020 μm from a British five pence coin using the setup described
in Figure 5. The system was configured as a fully fibre-enclosed implementation of an LCI with a
common path for both the reference and sample signal leg, taking advantage of reduced sensitivity
to vibrations, thermal fluctuations, and humidity, and removing the requirement for dispersion
compensation between signals [49]. The system was un-lensed with the bare cleaved fibre having a
numerical aperture of 0.13. This provides a micrometre-level footprint and form factor of the sensor.
The system in this configuration has a confocal parameter of 83.5 μm and a 1/e2 transverse resolution
of 5 μm, hence both measured regions will be outside of the focused beam region.

SLED

Spectrometer

PC

Motorised 
stages

SampleFFT

Fibre Coupler
50:50

Fibre positioning

   FC/PC 
connector

   Position 2

   Position 1

Figure 5. Experimental setup of a common path low coherence interferometer.

359



Appl. Sci. 2020, 10, 8590

The system components consist of a broadband light source provided by a super luminescent
diode (EXS210068-01, Beratron, 850 nm) with a 3-dB bandwidth of 58 nm and an emitting power of
5.14 mW at 160 mA. A single-mode fibre coupler with a splitting ratio of 50:50 for beam splitting
and coupling was used, with only one branch of signal output being used as the common path for
the signal and reference. A spectrometer (MayaPro2000, Ocean Optics) operating at 125 Hz with a
2048 × 64 pixel array, starting wavelength of 756 nm and spectral range of 174 nm with a resolution of
0.21 nm was used, giving a theoretical axial operating range of 2.15 mm before aliasing as defined
from Equation (13).

A region of the coin was focused on which contains the artisan’s initials “J.C” to highlight
the variation in lateral resolution with the distance of the coin from the fibre. Unilateral profile
measurements were taken with the coin being translated at a constant speed of 100 μm/s on the
x-axis over 1100 μm with a measurement integration time of 8 ms and a single spectrum captured per
datapoint. This translated to a resolution of approximately 5 μm per datapoint. Steps of 5 μm were
taken on the y-axis over a range of 800 μm.

Figure 6 shows the results from the two measurements, the red circles indicate a predicted spot
size calculated from the NA of the fibre for an offset of 235 μm and 1020 μm. A clear reduction in the
lateral resolution is present between the two offsets which manifests in a blurring of the measured
feature. This degradation is a result of the increased spot on the surface of the sample reflecting light
back from a larger area of focus. This results in an integration over the illuminated area which can shift
the focus to other regions as the primary returned signal. From the measurement data, an increase of
1784% in the theoretical spot size area relating to an increase of 88% in the measured area covered by
the “J.C” was observed; it is worth noting that an uncertainty metric for this measurement has not been
completed. However, the values reflect the reduction in lateral resolution seen in Figure 6, where the
achievable resolution is not equal to the spot size; this is due to the optical intensity distribution
across the spot and that, with large incident angles to the sample surface, it is less likely for the light
component to be recoupled into the system upon back reflection. Although the comparison may appear
dramatic for a change in offset of approximately 900 μm, the lateral scale of measurement should
be taken into account which is approximately 700 μm; thus, for many applications, this introduced
blur will not impact measurement data integrity. However, for some small features such as shown
in Figure 6, or surface roughness, this may be an unacceptable compromise and thus measurement
offset must be taken into account or additional steps such as focussing optics to improve results must
be used.

Several methods of improving the lateral resolution of an OCT profilometry measurement have
been shown in literature [50–52]. A promising technique is the use of synthetic-aperture radar
(SAR) [53] which has been used for improving the lateral resolution of radar systems for decades;
due to LCI operating characteristics being analogous to radar, the same principles can be applied whilst
performing line scan measurements to drastically improve the measurement resolution. This may
circumvent the issue of lateral resolution whilst operating with an un-lensed system or outside of a
systems lateral field of view. Application of SAR to LCI has been demonstrated with some success in
literature with a technique named ’Interferometric Synthetic Aperture Microscopy’ (ISAM) [51].

3.3. Motion Artefacts and Fringe Washout

For in situ profilometry, data measurement on the fly is necessary. However, the effect of sample
motion can negatively impact on data integrity due to the signal being integrated over a period of time.
This results in a reduction in SNR and image degradation [54]. The magnitude of motion artefacts
and SNR reduction is controlled by the total axial or transverse displacement during a singular signal
acquisition time. Hence, for a given sample motion, if the capture rate is increased or axial and
transverse displacements are decreased, then the impact of motion artefacts will reduce.
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Figure 6. Effect of offset distance on artefact measurement.

3.3.1. Axial Motion Effects

Motion in the axial plane may occur due to vibrations of the measured sample or sensor leading
to SNR reduction. This manifests as fringe washout due to the continuous phase changes of fringes
over the integration period of the measurement. Equation (20) represents the detected number of
electrons per wavenumber, N(k):

N (k) = N0sinc (kΔz) , (20)

where N0 is the number of electrons obtained when the sample and sensor are stationary and
Δz = |vzT| is the axial displacement of the sample during the integration time (T) with axial velocity
(vz). Performing a Fourier transform on Equation (20) also allows for the approximation of the factor
sinc(kΔz) to be seen as sinc(k0Δz) for the case |Δz| << |z − zb|, where zb is the zero path length
location. Thus, the axial motion of the sample or sensor gives rise to an SNR penalty of sinc2(k0Δz).
For kΔz >> 1, broadening of the axial resolution occurs, due to the Sinc function in Equation (20)
limiting the effecting spectral bandwidth. This can be seen as a convolution of the original image with
a Rect function given by the Fourier transform of the Sinc function [54].

3.3.2. Lateral Motion Effects

Transverse motion will degrade the lateral resolution leading to a blurring of the image in the
direction of travel [55] and a reduction in SNR [54]. For a continuous wave (CW) source, the SNR
degradation (SNRdecrease) due to lateral motion is given by Equation (21) [54]:

SNRdecrease
∼= −5log10

(
1 + 0.5

Δx2

w2
0

)
, (21)

where x is the scanning distance during the camera integration time and w0 denotes FWHM of the
beam profile. The normalised displacement is defined as Δx2/w2

0 . For pulsed illumination, Δx is
replaced by (Tpulse/Tcamera). Δx, where Tpulse is the pulse width in time and Tcamera is the integration
time of the camera for a single data point capture. To combat the lateral motion artefacts, the spectra
capture speed can be increased, the motion speed decreased, or a pulsed or stroboscopic instead of CW
light source can be used. [54,56,57]. Additionally, pulsed illumination can also offer SNR improvements
for measurement on the fly over CW sources [58].
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The irradiance distribution profile for a Gaussian beam can be found using Equation (22) whilst
stationary. However, once there is a transverse movement between the probe and surface, then the
irradiance distribution profile for a fixed exposure period (T) can be calculated by Equation (23) [54]:

g(x, y, z) ≈ 4ln2
πw2

0
exp

[
−4ln2(x2 + y2)

w2
0

]
, (22)

G(x, y) =
1
T

∫ T/2

−T/2
g(x + vxt, y + vyt)dt, (23)

where x and y are locations along the beam profile, w0 is the FWHM of the beam profile and vx and vy

represent constant velocities along the transverse x and y-axis respectively. The impact on transverse
resolution in the x-axis for instance can be found by solving for G(x, y = 0) and then locating the
FWHM of the calculated irradiance profile.

3.4. Dispersion Compensation

Many manufacturing conditions do not offer an ideal environment to operate within,
with machining processes including various liquids for lubrication and for flushing of debris. OCT has
already shown that measurement errors due to chromatic dispersion in optically dense materials
occur, resulting from the frequency dependence of propagation constants for different mediums [59].
The result of unbalanced dispersion within an LCI system is a reduction in signal peak intensity and a
broadening of its Point Spread Function (PSF) shown in literature to be dependent on refractive index,
central wavelength, bandwidth and propagation distance [59–61]. LCI is very tolerant of chromatic
dispersion if the amount of dispersion occurring in the reference and sample arms are equal. This can
be achieved through insertion of artefacts of varying thickness and refractive index into the reference
arm of the spectrometer [60] or through using a common-path setup. Software based compensation is
also achievable offering a more flexible method of compensation [59,62,63].

The propagation constant for a material can be described by a Taylor series expansion shown by
Equation (24) with the expansion made around the light sources central frequency k0 [63]:

θ(k) = θ(k0) +
∂θ(k)

∂k
(k0 − k) +

1
2!

· ∂2θ(k)
∂k2 (k0 − k)2 + ... +

1
n!

· ∂nθ(k)
∂kn (k0 − k)n. (24)

The terms in Equation (24) relate to the zeroth, first and second orders of dispersion which
respectively represent: constant offset, group velocity, both of which are not related to dispersive
broadening and group-delay dispersion per unit length, though higher order terms may be present.

In practice, the frequency dependent dispersion variation can be compensated for by multiplying
the obtained interferometric signal by a phase correction term such that Icorrected(k) = I(k)× e(−iθ(k))

and can be obtained during post-processing [46]. This is achieved through isolation of the coherence
function of a strong reflector, followed by performing an inverse Fourier transform on the masked
signal and then taking the arctangent of the imaginary component divided by the real component.
By performing a linear fit and then identifying the difference through subtraction, an error term can
be achieved indicating how much wavenumbers are out of phase with one another. This can then be
used to form a phase adjustment value e(−iθ(k)). Using the knowledge that, for a properly dispersion
compensated system the signal peak intensity will be at its maximum [60], an iterative procedure can
be carried out until the maximum peak value is achieved.
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3.5. Design Exemplar

This section contains a walk-through for component specification dependent on an exemplar set
requirement list as outlined in the design framework shown in Figure 4:

• Axial resolution: 5 μm
• Operating range: 2.5 mm
• Measurement speed: 200 mm/s
• Lateral resolution: 20 μm

Axial resolution: The operating mediums absorption spectrum, degree of scattering present in
the measurement and the required axial resolution will determine the potential range of λ0. It is also
worth noting that some bandwidth regions have been more developed than others in terms of product
availability and pricing. If a central wavelength of 1 μm is chosen, then the corresponding bandwidth
for a set axial resolution can be calculated using Equation (17)—for this example, Δλ ≈ 88 nm.

Operating range: For a required operating range and light source bandwidth, the minimum
number of pixels sampling the wavelength range can be found using Equation (13) and solving for Ns

(i.e., Ns = zmax
4Δλ
λ2

0
). For the given example, this would come to Ns = 880 pixels.

Measurement speed: The measurement speed is limited by the linescan rate of the camera.
However, signal strength will impact the possibility of operating at such speeds which requires a
knowledge of sample reflectivity and potential scattering or absorption of the operating medium;
the amount of signal fall-off will also impact this. As shown by Equation (23), when relative transverse
motion between the probe and sample occurs for a set exposure time, there will also be a reduction in
the transverse resolution.

Lateral resolution: To achieve a lateral resolution of 20 μm at a translational speed of 200 mm/s
with a linescan rate of 100 μs, the maximum static FWHM of the beam profile should be ∼6.8 μm
from Equation (23), if the linescan rate is halved to 50 μs, then the static FWHM should be ∼18.7 μm.
The static FWHM of the beam profile is dependent on the focusing optics used and will only be
applicable over a certain axial field of view as described by Equations (18) and (19), respectively.
The use of objective lenses can be employed to extend the field of view [64].

4. Signal Processing Algorithms

Signal processing is increasingly playing a key role in the analysis of optical measurements due
to the enhanced power of microprocessors. There are many approaches to improving signal quality
of LCI systems presented in literature; however, these again remain dispersed across the literature.
This section will provide a concise overview of the key analysis procedures along with highlighting
practical application signal issues which the user will encounter during real-life measurement scenarios.
A signal processing framework for the steps required to go from raw detected signal to spatial distance
value is illustrated in Figure 7. Here, the solid bounding boxed elements represent essential parts of
post processing and the dashed bounding boxed elements represent procedures that will enhance the
signal quality.

Resample signal:
 to k-space

Windowing Remove DC
term

Zero
padding

Fourier
Transform

Locate
signal peak

Fit polynomial
to peak

Convert peak frequency
to spatial depth

Normalise
FFT profile

Dispersion
compensation

Figure 7. Framework for LCI signal data processing and distance offset retrieval, outlining required
procedures in solid bounding boxes along with processing steps which can improve the signal quality
in dashed bounding boxes.
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4.1. Resampling Captured Interferogram

The majority of spectrometers utilises diffractive components to uniformly sample the signal
by wavelength. However, FFT algorithms are most efficient when the data points are evenly spaced
within the frequency domain [65]. Due to the relationship between wavenumber and wavelength, (λ),
(k = 2π/λ), the data will be non-uniformly spaced by wavenumber, requiring a re-sampling process
before a conventional FFT can be effectively applied. If the dataset is left as linear in λ before the FFT
is applied, then severe deterioration of axial resolution and SNR will be present in the signal, with an
OPD dependent broadening of the PSF function leading to a reduced operational limit due to signal
fall-off. This phenomena can be seen in Figure 8a.
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Figure 8. (a) a comparison between FFT of a resampled spectrum and FFT of the original spectrum;
(b) a sample signal spectra with the DC component removed, the red dots show the zero crossing (ZC)
points on the curve; (c) the red line shows the nonlinearly spaced ZC locations for a raw spectrum,
and the black line shows the ZC points spacing once a resampling procedure has been undertaken.

It is possible to avoid this requirement for re-sampling of the data by using a Non-uniform
Direct Fourier Transform (NuDFT) instead of an FFT algorithm. However, the NuDFT is more
computationally intensive than other alternatives for re-sampling. Since computational time is
particularly important for high-speed imaging, the FFT is preferred. Re-sampling approaches can be
categorised into two methods. The first method uses a special hardware configuration which samples
the returned signal directly to be linear in k [66,67]. However, this also adds additional cost, design
complexity and is not easily translated between systems. The second method utilises software to take
the signal acquired nonlinearly in k and re-sample it during post processing through the use of a λ to
k-mapping function [68]. However, software-based methods do not perform as well for reflectors close
to the maximum achievable depth (Nyquist limit) due to high frequency fringes in the interferogram
that are poorly sampled [65].

The approach taken in this work is similar to that presented for automatic calibration [68],
relying on the knowledge that, for a singular reflector and whilst operating in a common-path
configuration negating the requirement for dispersion compensation, the interference fringes will be
evenly spaced in k-space. By using zero-crossing detection shown in Figure 8b, fringe spacing as a
function of pixel number is obtained from which a mapping relationship shown by the red line in
Figure 8c between linear in λ and linear in k-space can be created; this allows interpolation of the data
using a B-spline interpolation to create an evenly sampled dataset in k-space before performing an FFT.

To increase the accuracy of the zero-crossing detection, a zero-filling procedure can be followed
which addresses the issue of errors at greater depths because of the increased shoulders around the
peaks [14,65]. This involves taking the FFT, Fourier shifting the result and then zero padding the start
and end of the array to increase the data-array length by a factor M, followed by an inverse FFT back
to the spectral data. These spectral data, which was M times larger than the original array, have a
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greater datapoint density hence a more accurate resampling procedure is possible. In practice, this
gives an increase in signal magnitude and a reduced PSF of the signal peak.

4.2. Windowing Signal

Applying a windowing function to the spectral interferogram can improve the sensitivity of
FFT spectral-analysis techniques and reduce spectral leakage and side-lobes amplitude, resulting in a
greater SNR. There are various types of windowing functions available, and the appropriateness
of a window function depends on the frequency content of the measured signal. For example,
if measuring a multi-layered reflecting sample results in signal components close to one another,
then a window function with a narrow main lobe should be used to prevent spectral resolution
degradation. Various windows should be compared against one another to find the best fit for the
measurement situation. Table 2 shows four commonly employed windowing functions applied to an
LCI signal demonstrating an increase in PSF FWHM compared with the original unwindowed signal
but also a substantial increase in SNR.

Table 2. Comparison of windowing functions applied to LCI signal, showing change in PSF and SNR
from unwindowed data.

Window Function Hann Hamming Taylor Blackman

Δ PSF FWHM (μm) 0.81 0.7 0.45 1.23
Δ SNR (dB) 39.09 33.92 22.13 38.54

4.3. Fixed Pattern Noise Removal

Fixed pattern noise refers to items in the captured signal that are separate to the interference
modulation pattern which contains the depth information as a response to OPD between the reference
reflected signal and the signal reflected from the measured sample [46]. For example, variations in
response of pixels in the CCD camera or spurious etalons in the interferometer due to back-reflectance
within the interferometer or stray rays and the DC signal term. There have been various software
methods to remove these unwanted signal additions suggested in literature with the most common
techniques being high-pass filtering, subtracting the measured reference signal [69] and subtracting
the mid-point between the upper and lower signal envelopes [12].

4.4. Zero-Padding

A zero-padding methodology can be applied to the captured spectrum to increase datapoints
in the Fourier domain achieved by joining an array of zero values to the end of the spectrum array.
This does not add any frequency components to the signal but when an FFT is performed the number
of frequency bins that will be compared with the signal will be increased, thus improving the datapoint
density of the Fourier transform signal. This can be seen in Figure 9a,b showing the FFT peak of
a resampled spectrum without and with zero-padding before Fourier-transforming, respectively.
However, as array size is increased naturally so will the computational time. This increased datapoint
density can improve polynomial fitting to the FFT peak as shown in Figure 9c.

Figure 9d shows the resolution of the interferometer when processing the raw data by detecting
the location based on the maximum intensity detected peak, this value is calculated as being
2.17 μm according to the number of bins assigned by the 2048 CCD pixel array in the spectrometer.
This resolution can be improved through increasing the number of bins as shown through zero-padding
in Figure 9b, or by fitting a polynomial to the datapoints surrounding the maximum peak location and
extracting the vertex. In practice, a mixture of zero-padding and polynomial fitting can improve the
system’s ability to resolve depth values.
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Figure 9. (a) FFT of original dataset, (b) FFT of zero-padded dataset, (c) improving resolution through
fitting a 2nd order polynomial to the FFT peak, (d) comparing maximum peak detection versus a
polynomial peak fitting against OPD.

4.5. Locate Signal Peak(s)

The signal peak(s) which have the largest magnitude will correspond to regions from the sample
that the light signal has been backreflected or backscattered from. Thus, these frequencies correspond
to the depth values at areas of interest on the sample. A straightforward method of finding the
peak(s) within a signal is through use of the MATLAB function “findpeaks”. The resolution of the
measurement can be increased by fitting a 2nd order polynomial to datapoints surrounding the peak
location relating to the measured sample offset distance as shown in Figure 9b. The obtained peak
frequency can then be converted to a spatial depth as described in Section 2.2.

5. Conclusions

This work has identified a growing interest around the application of developments in OCT
configurations of LCI to the industrial domain for in situ measurement. However, due to the wealth of
knowledge accrued over the past 30 years of progress in the field, an in-depth structured collation of
theory with an industrial application mindset was required.

As a result, this work for the first time presents an end-to-end holistic framework for the
development of OCT configured LCI systems, linking the journey of light reflected from the
object surface to the definition of the m measurand. This includes the breakdown of achieved
signal contributions, practical operating limits from measurement range due to sampling rate and
sensitivity fall-off, lateral resolution variation across the region of measurement, motion effects on
SNR/introduction of spurious artefacts and dispersion mismatch compensation.

In addition to identification of factors impacting the measurement signal, a simple practical
approach to component selection resulting from critical operating qualifiers is also given and finally a
comprehensive step by step dataflow approach to digital signal processing techniques for optimising
the quality and robustness of achieved system measurements.

Some general limitations of OCT configured spectral domain LCI measurements which still require
improvement include: achieving a high lateral resolution over a large work volume, difficulty in
measuring surfaces with large gradients, limited penetration depth through scattering mediums,
relatively small operating range, and signal strength dependent on scatterers reflectively, impacted by
motion blur and suffering from sensitivity fall-off.

This work will equip the reader with the necessary underlying theoretical and practical
information to apply the developments that have been made in OCT/ LCI to industrial applications
for in process metrology.
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Featured Application: Die defect detection and measurement.

Abstract: This research used deep learning methods to develop a set of algorithms to detect
die particle defects. Generative adversarial network (GAN) generated natural and realistic images,
which improved the ability of you only look once version 3 (YOLOv3) to detect die defects. Then defects
were measured based on the bounding boxes predicted by YOLOv3, which potentially provided
the criteria for die quality sorting. The pseudo defective images generated by GAN from the real
defective images were used as the training image set. The results obtained after training with the
combination of the real and pseudo defective images were 7.33% higher in testing average precision
(AP) and more accurate by one decimal place in testing coordinate error than after training with the
real images alone. The GAN can enhance the diversity of defects, which improves the versatility of
YOLOv3 somewhat. In summary, the method of combining GAN and YOLOv3 employed in this
study creates a feature-free algorithm that does not require a massive collection of defective samples
and does not require additional annotation of pseudo defects. The proposed method is feasible and
advantageous for cases that deal with various kinds of die patterns.

Keywords: wafer die; defect detection; generative adversarial network (GAN); you only look once
version 3 (YOLOv3)

1. Introduction

Wafer is the major material for making integrated circuits (ICs), and it plays an indispensable role
in electronic products. The upstream of the semiconductor industry are IC design companies and silicon
wafer manufacturing companies. IC design companies design circuit diagrams according to customer
needs, while silicon wafer manufacturing companies use polysilicon as the raw material for silicon
wafers. The primary task of IC manufacturing companies in the midstream is to transfer the circuit
diagrams to wafers. The completed wafer is then sent to the downstream IC packaging and testing
companies for packaging and testing the functions of ICs, concluding the whole manufacturing process.

With the continuous evolution of wafer manufacturing technology, wafer sizes have become
larger and the patterns on the die have become more diverse. In order to inspect surface defects in
the dies of a wafer, automated optical inspection (AOI), mainly using one or more optical imagery
charge-coupled devices (CCDs), has gradually replaced traditional manual visual inspection (VI).

Appl. Sci. 2020, 10, 8725; doi:10.3390/app10238725 www.mdpi.com/journal/applsci371
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The current die AOI inspection methods of die inspection can be divided into design-rule
checking [1,2], neural network [3–5], golden template method [6,7], and golden template self-generating
method [8,9]. Design-rule checking is also known as the “knowledge database method”. Mital and
Teoh [1] and Tobin et al. [2] found the geometric features and textural features of the components on the
dies and stored them in the knowledge library, and then compared the features to determine whether
they are defective or not. Neural network methods learn the mapping relationship between die features
and defect classes throughout learning their synaptic weights. Su et al. [3] cut the die images into
several windows of fixed size, and extracted the corresponding average gray value as features, and then
established the back-propagation neural network (BPNN), the radial basis function neural network
(RBFNN), and the learning vector quantization neural network (LVQNN) models. Chang et al. [4]
used the kmeans to distinguish the P-electrode, the light-emitting area, and the background in the LED
die. Then they extracted the geometric features and the textural features from the P-electrode and the
light-emitting area, and distinguished the defects using the LVQNN. Timm and Barth [5] used radially
encoded features to measure the discontinuity around the P-electrode of the LED die. Since there were
relatively few defects, an anomaly detection method such as the one-class support vector machine
(SVM) could obtain extremely high classification accuracy. However, the geometric features and
appearance of various die images are quite different. It is difficult to find effective handcrafted
features and establish criteria. Golden template method is also called the “image-to-image reference
method”. This method compares the golden template with the image to be inspected, and the areas
with significant differences are regarded as the ones where the defects may occur. Chou et al. [6] used
the golden template method to highlight defects and measure the size, shape, location, and color of the
defects, and then distinguished the types of defects based on design-rule checking. Zhang et al. [7]
cut the boundary between the pads and the dies before establishing a golden template to highlight
defects, and then determined the defect types based on features such as location, number of objects,
and area of objects. This type of golden template method usually uses pixel-wise difference to identify
the difference. Before performing the pixel-wise difference, the image to be inspected must be carefully
aligned with the golden template. To alleviate alignment problem, golden template self-generating
methods were introduced. Guan et al. [8] used the characteristics of repetitive patterns of the dies in the
wafer to self-generate a defect-free template to highlight the defects. Liu et al. [9] used a discrete wavelet
transform (DWT) to extract the standard image from three defective IC chip images, and then used
the difference between the standard image and the defect image to highlight the defects. Liu et al. [9]
also used the image gray-scale matching method to reduce the impact of different brightness on the
detection results. This method avoided the alignment problem, but was limited by the need to zoom
out to capture the die’s repetitive pattern when shooting the image. Since the image resolution was
reduced, small defects became difficult to detect. However, the defect inspection algorithms used in
AOI systems often need to be highly customized, highly accurate alignments, and rely heavily on
experts to design hand-crafted features. As a result, existing algorithms described above cannot be
applied to different product types [1–9]. A cruel truth is that die AOI inspection machines are often
idle in practice when the production line is changed.

To overcome the above problem, deep learning methods have been introduced into die defect
classification in recent years. Cheon et al. [10] proposed a four-layer convolutional neural network
(CNN) architecture based on stacked convolution and max-pooling to classify five types of die defects.
They also used the k nearest neighbor (KNN) in the 3D autoencoder output space to detect unknown
defects that were very different from the existing types. Lin et al. [11] designed a six-layer CNN to
classify LED chip defects, and used class activation mapping (CAM) to create a heat map corresponding
to the analyzed image to locate the defective area. Chen et al. [12] constructed a CNN network based on
the separable convolutional and bottleneck for six times to classify four types of die defects. From the
existing literature, it finds that deep learning methods are shown not to require any feature extraction
process, to be able to avoid shift, rotation, exposure, and so on, which is very powerful and has
attracted global attention. However, most studies focused on how to use deep learning methods to
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solve the problem of die defect classification, while relatively few focused on how to use those to
solve the problem of die defect detection. The latter is the focus of the present study and makes a
contribution to introduce an object detection method, you only look once version 3 (YOLOv3), to solve
the die defect detection problem. The YOLOv3 model is able to predict the center coordinate, width,
and height of each bounding box where the defect is located, and the confidence that each bounding
box contains a defect. There is no need to rely on experts for feature engineering and have a certain
degree of invariance to interference such as translation and rotation, which are attractive characteristics
for companies that face constant changes die patterns. In addition, since the particle defects embedded
on the dies are very tiny and some of the defects are dense, YOLOv3 uses DarkNet53 as the backbone
and introduces multiscale detection, which is able to detect defects of different sizes on the extracted
feature maps. In this way it can effectively detect tiny and dense defects, ensuring the quality of the die.

Moreover, there is another issue regarding defective samples collection and annotation in the
factory environment. Operators do not have much time to collect various appearances of different kinds
of defects. Since the collection of defect images is time-consuming, recent research on generating pseudo
defective images with GAN has attracted attention. Chen et al. [12] uses affine transformation and
naïve generative adversarial networks (GAN) to tackle the problem of having unbalanced quantities
of defect-free and defective images. They expanded the number of defective images that enhanced
the classifier’s generalization ability. Tsai et al. [13] applied cycle-consistent adversarial network
(CycleGAN) to generate the saw-mark defect in heterogeneous solar wafer images and to solve the
unbalanced classification problem arising in manufacturing inspection. Their experiment showed that
the CNN’s classification accuracy rates of GAN-based data augmentation were better than those of
doing over-sampling and assigning higher class-weights on minor classes. In addition to the research
related to defect classification, the GAN-based method was also applied to the field of defect detection.
Yang et al. [14] introduced an image generating process for welded joints, which was based on the
affine transformation and CycleGAN. Then the YOLOv3 model was used for the welding head
detection, with a better average precision (AP) of 91.02% than faster region-based convolutional neural
network (Faster RCNN). Tian et al. [15] used CycleGAN to augment images of healthy apples and
apples with anthrax, thereby increasing the number of images and enriching its content. After that,
YOLOv3-dense was used to test the apple for anthracnose. Experiments showed that their model
performs at an AP of 95.57%. This method could also be applied to the detection of apple surface
diseases in orchards. However, some welded joints on metals or anthraces on apples generated by
CycleGAN are not expected output [14,15]. After augmenting the data using GAN, rich pseudo images
are obtained. Although the appearance diversity of defects increases, no corresponding annotation
files are provided [14,15], as operators have no time for time-consuming annotation work. Besides,
GAN is currently unable to form specific structures, generative images that are not only blurry but also
incorrectly colored. These undesirable generative images should be manually deleted. Cooperating
GAN with an automatic annotation method is another contribution of this study, so that the data
pairs are available for training the YOLOv3 die defect detection model. This research uses a series of
pre- and post- digital image processing (DIP) techniques to reduce the generation loading of GAN
and to develop an autoannotation procedure for pseudo defective images. The DIP techniques not
only help to generate realistic pseudo defects but also save the time needed for annotating defective
pseudo images.

This paper is composed of four parts. Following this introductory section, which has summarized
the literature on die inspection and presents the contributions of this study, is the second section that
describes the hardware architecture for capturing images, and the methodology. It also introduces
GAN, the automatic annotation mechanism, and the modified application of YOLOv3. The third
section presents the experimental results. A spot-checking process helps us to determine the YOLOv3
as the base model. The hyperparameters to be used in the GAN + YOLOv3 mechanism are derived,
based on the design of the experiment (DOE). The defect detection results are reported, compared,
and analyzed. The final part is the conclusion.
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2. Research Method

The overall research process of this study is shown in Figure 1. First, we captured the images
through the image-capturing system. We examined the die image structure and composition, and the
appearance, characteristics, and specification of the particles. The next step was to separate the image
set into training, validation, and testing sets. We manually marked the fine particles embedded on the
surface of the die through an annotation tool to create the annotation file corresponding to each image.
Defect-free dies do not need to be annotated and are not included in the training process. In order
to increase the diversity of defects, the study created pseudo particle defects with the help of GAN’s
automatic generation ability. The study also automatically generated an annotation file corresponding
to each pseudo defective image through the connected component labeling (CCL) [16]. The next step
was to feed real and pseudo defective images to the YOLOv3 model for learning. Finally, we measured
size of defects. Details of the research procedure are explained in the following sub-sections.

 

Figure 1. The research process.

2.1. Hardware Structure and Composition of the Die

In order to retrieve the surface images of the dies on the wafer, the study used the image-capturing
system shown in Figure 2a. The CCD in this system was Hitachi KP-FD202GV, and the resolution
was a 1620 × 1220 color image. The lens is an Olympus Lens with an optical magnification of 5×,
a working distance of 19.6 mm, and a resolution of 3.36 μm, coupled with a lighting source with
a 12 V/100 W coaxial yellow ring halogen lamp. The front-illuminated light source emphasizes the
surface characteristics of the inspection object. During the shooting process, the researchers used the
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XY axis motion controller to capture the image of each die to be inspected with an S-shaped scanning
path. By lowering the requirements for positioning precision, one image could contain multiple dies,
as shown in Figure 2b. However, only the die pattern at the center of the image was intact, called
region of interesting (ROI), and the eight neighboring dies had only partial patterns.

Figure 2. The image-capturing system and composition of the die. (a) The scanning path and field of
view (b) the ROI die and (c) the appearance of die.

The appearance of the image of the die surface in this research is shown in Figure 2c. In compliance
with a confidentiality agreement with the case company, images displayed in this paper are only part of
the die, and the images have been flipped and discolored before presentation. The die was composed
of the pad, the ion implantation zone, the bottom layer and the testing block. The pad was mainly used
for electrical testing to ensure the function of the die. The bottom layer was a protective layer protected
by a thin film, which could protect the components from chemical reactions, moisture, corrosion,
pollution, etc. The testing block was used by the foundry customers to perform special tests. During
the manufacturing process, the wafer might contaminate the surface of the die due to particle residues,
which could result in defective products. These particles appeared at random positions, and they might
be seen on the surface of the entire die. The shape of the particle was irregular, either large or small,
and sometimes dense clusters occurred. The testing block on the die was a dark rectangular pattern
with an appearance similar to that of particle defects, which increased the difficulty of defect detection.

2.2. Manually Annotating Defects

After building the die image set, we needed a corresponding annotation set before the model
could be trained. LabelImg was used as an annotating tool by the researchers to manually annotate the
locations and names of the defects in the image one by one. These annotation messages were stored
in the XML format, and the filename was the same as the filename of the annotated image, except
for the filename extension. As shown in Figure 2b, only the central die in the image was the ROI.
The traditional method might have been to design an algorithm to perform ROI image segmentation
before proceeding to subsequent actions. However, since this study would use the object detection
method in deep learning, the preprocess of extracting ROI could be omitted. As long as the researchers
focused on framing the defects on the ROI die when annotating, later the algorithm would naturally
ignore the defects on the eight neighboring dies when detecting defects.
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2.3. Defect Data Augmentation by GAN and Their Autoannotation

As proposed by Goodfellow et al. [17], GAN has a wide range of applications, such as fashion,
advertising, science, and games. Since the images for defect detection are usually captured in a stable
environment, each image is roughly the same regardless of location or color. Therefore, the general
traditional data augmentation method is not necessarily applicable. The case company does not have
much time for engineers to collect a huge image set, let alone an additional time-consuming annotation
work for a large number of image sets. To overcome this difficulty, this study took advantage of the
powerful generative capabilities of GAN to create richer types of defects. The basic idea of GAN is
shown in Appendix A.1 of Appendix A.

When we directly input a set of die images into the GAN model, however, we found that its
objective function value fluctuated during the iteration and converged only with difficulty. Additionally,
we also found that the GAN model could not generate high-resolution pseudo images effectively.
It could only generate the approximate outline of the die, but the details could not be identified.
Consequently, a strategy of simply generating the particle defects was adopted.

The detailed process is shown in Figure 3. We used the defect coordinate position, and the
information of length and width that the annotator has previously noted in the real image, which helped
to cut out the patch that indicates the area of each particle defect. Otsu binarization [18] was then
used to eliminate the background in the patch as far as possible, retaining the original appearance
of the particle defects, and the defects were attached to a white background image with the same
size as the GAN input image. As shown in the bottom left of Figure 3, GAN is composed of two
networks: a generator and a discriminator. During the first iteration, the generator generated poor
pseudo images and the discriminator distinguished them from real images easily. During the second
iteration, the quality of pseudo images generated by the generator was improved, which fooled the
underlying discriminator. With the rise of the ability of the discriminator, real images and pseudo
images can be recognized, which will also drive the improvement of the generator. The training process
of adversarial learning between the two networks was continued and a generative model similar to
the real image distribution was created. As the learning object became simpler, the objective function
converged rapidly, and generated more realistic pseudo particle defects. Finally, we embedded the
pseudo particle defects into the defect-free dies to create a generative pseudo image set.

Figure 3. The flowchart of GAN-based data argumentation and auto-annotation.
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Although we used GAN for data augmentation to increase the diversity of defects, the annotation
files of these pseudo defective images were not generated. In line with the previous literature,
an additional manual method was adopted to annotate the pseudo defect images [14,15]. In order to
save time when annotating the pseudo defective images, DIP techniques were used to automatically
annotate the pseudo particles as shown in the bottom right of Figure 3. The CCL algorithm [16] scanned
the image from left to right and top to bottom. If the gray values between adjacent pixels were found to
be similar during scanning, they were labeled with a same index. Each pseudo particle defect would be
regarded as a blob, and information of its minimum bounding box could also be registered. Then the
XML annotation file of the pseudo defective image could be output, which reduced the time spent in
annotating the pseudo defective images.

2.4. Defect Detection and Measurement Using YOLOv3

This research used YOLOv3 [19] as the basis for die defect detection and measurement. The basic
idea of YOLOv3 is shown in A.2 of Appendix A. The YOLOv3 model is a one-stage method, end-to-end
training process that can be realized using a single network. The inference can predict the center
coordinate, width and height of each bounding box where the defect is located, and the confidence
that each bounding box contains a defect.

After YOLOv3 output the predicted bounding boxes, the study would further measure the defects
of the corresponding patches and sort the quality of a die, as shown in Figure 4. The process included
Ostu binarization [18], the estimation of the bounding ellipse, and the calculation of the major and the
minor axis. The process was able to potentially assist to conduct the sorting of the dies in accordance
with the quality specifications of the customers. For example, there were three classes of die products:
an excellent die had no particle defect after inspection; a qualified die had particle defects with the
major axis length between 50 and 149 μm and the minor axis length less than 20 μm; an unqualified
die had particle defects that exceeded the quality specification.

Figure 4. Die defect detection and measurement.

3. Analysis and Results of the Experiments

This study collected 669 die images, 198 defect-free images, and 471 defective images with particles.
Since training an object detection model needs only defect samples of the “object”, this research randomly
selected 300 defective images as the training image set. The remaining defective images were used as
testing image sets to evaluate the inference performance of the model. In addition, on the production
line, the appearance of defects is multifaceted. It is not possible to produce distinctively different defect
appearances if we only depend upon the jitter mechanism of YOLOv3 itself. In addition to the images
generated by the jitter mechanism, this research also applied the GAN to generate images of pseudo
die defects.

3.1. Spot-Checking Experiment

The spot-checking experiment gets a quick assessment of different models on a custom dataset.
Researchers are able to know which type of models is suitable at picking out the structure of the
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dataset. In order to demonstrate the performance of the object detection models for the detection of
particle defects on the dies, this study compared the YOLOv3, the Faster RCNN [20], and the single
shot multibox detector (SSD) [21]. After all the training processes were completed, the validation
AP was used to evaluate the performance of the models on defective images. As shown in second
column of Table 1, there were significant gaps of validation APs between YOLOv3 and other two
models. In practice, the inference speed of a model was always concerned. The frames per second
(FPS) was adopted here to evaluate the inference speed of the models as shown in the last column of
Table 1. We found that the inference speed of SSD was fastest, followed by the YOLOv3 and lastly by
faster RCNN. Even though the FPS of YOLOv3 was not the fastest, it was enough to be applied to
the production line. The spot-checking experiment indicates that the YOLOv3 was the best model at
learning the structure in the dataset so we could focus the attention to optimize it.

Table 1. Spot-checking comparison using different evaluation metrics.

Evaluation Metrics Methods Validation AP FPS

YOLOv3 81.59% 13.447
Faster RCNN 14.00% 2.783

SSD 57.56% 23.852

3.2. Hyperparameter Sensitivity Experiment

The hyperparameters of a model are related to the flexibility and potential of its learning,
and directly influence the degree of the generalization when the model makes inferences. Since training a
deep learning model often takes a long time, it is extremely inefficient to find the optimal hyperparameter
combination manually for a deep learning model. Based on DOE, the research analyzed the validation
AP with various hyperparameter combinations. It endeavored to identify the key hyperparameter
combinations that affect the AP of die defect detection, which provides the basis for improving the AP
of the model in a reasonable way. The DOE of this research includes four factors, and each factor has
three levels.

• Input image size of GAN: The quality of the image generated by the GAN is not only influenced
by the background complexity of the input image, but also by the size of the input image. If the
size is too small, the GAN cannot generate detailed defects; if the size is too large, the GAN would
weaken during the generation process. This research set three levels of the factor to be 28 × 28,
64 × 64, and 96 × 96, with 28 × 28 as the default value, and 96 × 96 the upper limit of the defect size.

• Fold size of GAN image augmentation: This study proposed an image augmentation technology
based on the GAN. Defect patches were generated from the adversarial learning process. Then the
patches were pasted onto the defect-free die image to generate pseudo defect images. Compared
with the original defective die images in Figure 5(a1,a2), the defects in Figure 5(b1,b2) were
naturally embedded in the die image. This process generated various shapes, sizes and numbers
of defects, and increased the quantity of training images and the diversity of defects, allowing
YOLOv3 to learn a richer appearance of defects, and improving the performance of model training.
In this study, the factors were set to three levels: 1, 1.5, and 2. The 1 meant that the GAN image
augmentation mechanism was turned off; 1.5 and 2 meant that the original number of defective
die images was multiplied by 1.5 and 2 respectively as the pseudo defective die images for
later training.

• Upper limit of the input image size: There are only convolutional layers in YOLOv3, and its input
image size is unrestricted. However, in order to strengthen the robustness of model inference,
YOLOv3 adopted a multiscale training strategy. During the training process, the size of the input
image was changed after a certain number of iterations. YOLOv3 could define the upper limit of
the size range of the input image during the training process. In addition, because the minimum
input feature map in Yoloblock employed downsampling 32 times, the upper limit of the image
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size range must also be a multiple of 32. In the experimental design, the factor was set to three
levels: 416 × 416, 480 × 480, and 544 × 544. 416 × 416 was the default value of YOLOv3.

• Degree of jitter: In addition to the pseudo images generated by the GAN, the YOLOv3 also had its
own data augmentation program, called the degree of jitter. It could flip, zoom, crop, and perform
HSV contrast conversion of the input image to augment the images and suppress overfitting.
This research set the factor to three levels: 0, 0.15, and 0.3. The 0.3 was the default value of
YOLOv3, and 0 indicated that the jitter was turned off.

Figure 5. Comparison of defect images. (a1,a2) Original defects and (b1,b2) pseudo defects.

Next, this study removed 20% from the training image set to be used as the validation image set
(not including any pseudo defective images). After conducting 34 DOE, the main effect plots of the
validation AP for all the factor and level combinations were drawn as shown in Figure 6. Using the
criterion “the larger the better” (LTB) for validation AP, the researchers selected the hyperparameter
combination: the input image size and augmentation fold size of the GAN were 64 × 64 and 2, and the
upper limit of the input image size and jitter degree of YOLOv3 were 416 × 416 and 0.3.

Figure 6. The main effect plot of 34 design of the experiment (DOE).

3.3. Results of Die Defect Detection and Measurement

After deciding the hyperparameters of the GAN + YOLOv3 model and training the model, defect
detection and measurement of the remaining test images were performed. The pipeline of the testing
process first inferred the predicted bounding boxes of the defects through YOLOv3. Then, the major
and the minor axis of the defects were measured for the content inside the bounding box. After the
inference was completed, different evaluation metrics were used to measure the generalization ability
of the proposed algorithm.

The testing AP was used to measure the performance of the predicted bounding boxes: after the
testing image set was inferred by the object detection method, the predicted bounding boxes were
compared with the ground truth boxes, and the average of the maximum precision values calculated
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when recall ≥ 0, 0.1, ..., 1.0. Coordinate prediction error was used to measure the accuracy of
the coordinate prediction: after the testing image set was inferred by the object detection method,
the closeness of the center coordinates, length, and width of the predicted bounding boxes were
compared with those of the ground truth boxes, which could be calculated through the first two items
in Equation (A2) of Appendix A.

Figure 7 demonstrates the patches of defect detection results. When inputting the die image of the
product, as shown in Figure 7(a1–a4), the model precisely box-bounds the corresponding particles,
as in Figure 7(b1–b4). The testing blocks in Figure 7(b1–b4) are not falsely box-bounded. YOLOv3 is
able to discriminate between irregular-shaped particles and rectangular testing blocks. The model
effectively detected particle defects on the surface of the die, and even very small defects could be
detected successfully.

 
Figure 7. Defect detection results by GAN + YOLOv3. (a1–a4) Images to be inspected and (b1–b4)
detection results.

In order to further demonstrate the performance improvement of the GAN-based image
augmentation technology for the detection of particle defects on the dies, this research also constructed
the YOLOv3 model, the GAN + YOLOv3 model (augmenting 1.5 times the training sample), the GAN
+ YOLOv3 model (augmenting 2 times the training sample), and the CycleGAN + YOLOv3 model
(augmenting 1.5 times the training sample). After the training of the four models was completed,
the study used the testing AP and the testing coordinate prediction error to evaluate the models on
testing images.

Before calculating AP, the precision–recall (PR) curve of each model was drawn as shown in
Figure 8. The pseudo defective die image generated by the GAN could work along well with the true
defective die image to train the YOLOv3. In addition, when GAN helped to increase the training image
by about 1.5 times, the PR curve tended to converge as shown in Figure 8, and the corresponding
testing AP jumped from 81.39% to more than 88%, an increase of about 7% as shown in the second
column of Table 2. As indicated by the results of the testing coordinate prediction error indicator,
the coordinates and length and width of the predicted bounding boxes and the ground truth boxes,
were very close to the ground truth labels. Even without the help of the GAN, the bounding box
error predicted by the naïve YOLOv3 model was below three decimal places. After adding the GAN,
the testing coordinate prediction error could be reduced to a level below four decimal places as shown
in the last column of Table 2. This experiment shows that the pseudo defect images generated by the
GAN play an important role in enriching the diversity of defects, which helps to improve the efficacy
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and versatility of the model. Beside, we also compared the CycleGAN + YOLOv3 with proposed
GAN + YOLOv3. The corresponding result is shown in the last row of Table 2. It clearly found that its
testing AP and coordinate prediction error were not satisfied. The main reason is the appearance of the
particle patches generated by CycleGAN was far from the real particle. Not only the area of defect was
large, but also the edge of defect was not smooth.

Figure 8. Precision–recall (PR) curve for each method.

Table 2. Comparison of methods by different evaluation metrics.

Evaluation Metrics Methods Testing AP Testing Coordinate Prediction Error

YOLOv3 81.39% 1.6456 × 10−3

GAN + YOLOv3 (1.5-fold increase) 88.12% 2.9662 × 10−4

GAN + YOLOv3 (2-fold increase) 88.72% 1.5851 × 10−4

CycleGAN + YOLOv3 (1.5-fold increase) 33.14% 6.4880 × 10−1

4. Conclusions

Defect sample collection, defect annotation, and feature engineering have always been the most
time-consuming tasks in defect detection. To address this issue, this research integrated the technology
of generative pseudo defective samples (using GAN), automatic pseudo defect annotation (using DIP),
and automatic feature extraction (using YOLOv3). The methods proposed in this study need not to rely
on experts for feature engineering and did not need bulk defect samples. Massive defect annotations
are not required, either. Users need only to prepare a few defect image sets, manually annotate them,
and complete the model training before conducting the inferences. This means that the method has
great potential for application in various die patterns, where appearances are changeable and complex.
In addition, the experimental results show that after the addition of the GAN mechanism, both the
overall detection precision of the predicted bounding box and the measurement accuracy of quality
classification were improved. This indicates that the pseudo defect images generated by the GAN help
enrich the diversity of the training data set, which to some extent improved the versatility of the model.

If sematic segmentation methods make a breakthrough in the inference speed in the future, it may
be possible to combine the GAN and sematic segmentation methods to perform defect segmentation.
The annotation process of the object segmentation model captures the outline of the defect in the
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image, rather than simply annotating the rectangular bounding box, as happens in the object detection
model. Therefore, the annotation does not contain the background and does not consider the angle.
The annotation may include other rectangles near the defects. In this way, the process of removing
the background and the process of extracting blobs from the predicted bounding box can be omitted,
and the efficiency of model inference can be improved.
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Appendix A

We described the technical sections related to GAN and YOLOv3 in Appendix A.1 and
Appendix A.2 respectively, so that the readers can focus on the important messages in the main texts.

Appendix A.1. Descriptions of the GAN

The network structure of GAN is shown in Figure A1 [17]. GAN is composed of two networks:
a generator (G) and a discriminator (D). The generator is a four-layer neural network of regression.
By obtaining the distribution of the real image and inputting the noise source (z) to the generator,
it produces a pseudo image similar to the real one. The discriminator is a three-layer neural network of
the binary classifier, which is responsible for evaluating the authenticity of the pseudo image. With the
rise of the ability of the discriminator, real images, and simulated images can be recognized, which will
also drive the improvement of the generator. Subsequently the generator generates pseudo images
closer to real ones for the discriminator to distinguish. Finally, the generator can generate pseudo
images very similar to real ones. Between the two networks described above, the training process of
adversarial learning is continued, interactive learning is realized, and a generative model similar to the
real image distribution is created. The loss function of the model is shown in Equation (A1):

min
G

max
D

V(D, G) = Ex∼Pdata(x)
[log D(x)] + Ez∼Pz(z)[log(1−D(G(z)))] (A1)

where x is an image from the real data distribution Pdata; z is a noise vector sampled from a uniform
distribution or a normal distribution Pz; and E represents the expectation of real data and that of noise.

Figure A1. Architecture of the GAN network.
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Appendix A.2. Descriptions of the YOLOv3

The network structure of YOLOv3 is shown in Figure A2. With DarkNet53 as its backbone, the
model used a series of 1 × 1 and 3 × 3 convolution layers for feature extraction without a pooling
layer and a fully connected layer. YOLOv3 introduced a residual block, which adds the corresponding
dimensions of the input and the output feature maps to control the magnitude of the gradient propagate
and alleviate the vanishing gradient problem faced by the deep network. In addition, the feature
pyramid network (FPN) structure was used for multiscale detection effects. After the input image
passed through DarkNet53, the feature map generated by Yoloblock was taken for two purposes.
The first was to generate feature map 1 with a size of 13 × 13 after passing through the 3 × 3 and
the 1 × 1 convolution layer. The second use was to add an upsampling layer after passing through
the 1 × 1 convolutional layer, and to splice it with the output result of the intermediate layer of the
DarkNet53 network, which generated feature map 2 with a size of 26 × 26. After the same loop, feature
map 3 with a size of 52 × 52 was generated. 13 × 13, 26 × 26, and 52 × 52 are the number of grid cells
of the output feature maps for each scale. The depth of these output feature maps, was set as B × 5,
where B represented the number of predicting bounding boxes for each scale, set here as 3. The number
5 represented the 5 levels of x, y, w, h, and confidence that must be predicted for each bounding box,
where x and y represent the shift levels between the predicted bounding box center and the upper left
corner of the grid cell; w and h represent the ratio of the width and height of the predicted bounding
box to the width and height of the entire image; confidence represents the confidence value of the
defect. The depth of the feature map output for traditional YOLOv3 needs to include the probability
of the predicted bounding box of each grid cell for C categories, so its depth should be B × (5 + C).
However, this research only sought to classify the single problem of particle defects, so the prediction
of C could be omitted.

Figure A2. Architecture of the YOLOv3 network.
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During training, YOLOv3 used the modified loss function and the back-propagation algorithm to
learn the weights, as shown in Equation (A2). The loss function of YOLOv3 was originally composed
of three parts, namely coordinate prediction error, intersection over union (IoU) error, and classification
error [19]. However, since this research focused on the single classification problem, the classification
error could be omitted.

Loss = λcoord
S2∑

i=0

B∑
j=0

I
obj
i j [(xi − x̂i)

2 +
(
yi − ŷi)

2] + λcoord
S2∑

i=0

B∑
j=0

I
obj
i j [

(√
wi −

√
ŵi

)2
+ (

√
hi −

√
ĥi)

2
]

+
S2∑

i=0

B∑
j=0

I
obj
i j (Ci − Ĉi)

2
+ λnoobj

S2∑
i=0

B∑
j=0

I
noobj
i j (Ci − Ĉi)

2
(A2)

The first two terms in Equation (A2) represent the coordinate prediction error, and λcoord was the
weight hyperparameter given in advance. Since the number of grid cells that did not contain objects far
exceeded the number of grid cell that contained objects, the loss of confidence without objects would
be great. In order to reduce the impact of this problem on the network, it was generally assumed to be
5. Iobj

i j described the predicted bounding box j of the grid cell i had an indicator function containing

objects. The x̂i, ŷi, ŵi, and ĥi represent the central coordinates and the length and width of the ith
predicted bounding box and the xi, yi, wi, and, hi represented those of the ith ground truth box.

In addition, the last two terms in Equation (A2) represented the IoU error, where λnoobj was the

weight hyperparameter given in advance, which generally defaulted to 0.5. Inoobj
i j represented that the

predicted bounding box j of the grid cell i did not contain the indicator function of the object. The Ĉi
represented the ith predicted value of confidence; the Ci referred to whether the ith ground truth box
contained object.
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Abstract: This study aims to develop a dynamic pad monitoring system (DPMS) for measuring
the surface topography of polishing pad. Chemical mechanical planarization/polishing (CMP) is a
vital process in semiconductor manufacturing. The process is applied to assure the substrate wafer
or thin film on wafer that has reached the required planarization after deposition for lithographic
processing of the desired structures of devices. Surface properties of polishing pad have a huge
influence on the material removal rate (MRR) and quality of wafer surface by CMP process. A
DPMS has been developed to analyze the performance level of polishing pad for CMP. A chromatic
confocal sensor is attached on a designed fixture arm to acquire pad topography data. By swing-arm
motion with continuous data acquisition, the surface topography information of pad can be gathered
dynamically. Measuring data are analyzed with a designed FFT filter to remove mechanical vibration
and disturbance. Then the pad surface profile and groove depth can be calculated, which the pad’s
index PU (pad uniformity) and PELI (pad effective lifetime index) are developed to evaluate the
pad’s performance level. Finally, 50 rounds of CMP experiments have been executed to investigate
the correlations of MRR and surface roughness of as-CMP wafer with pad performance. Results
of this study can be used to monitor the pad dressing process and CMP parameter evaluation for
production of IC devices.

Keywords: pad dressing; dynamic measurement; CMP; pad uniformity; pad lifetime

1. Introduction

Chemical-mechanical planarization/polishing (CMP) has been known as a key process
for global and local planarization in IC fabrication. Because of the urgent demands for
conducting linewidth of IC device downsizing to nanometers, the stability and availability
of CMP process have become critically significant [1,2] for high volume production. The
polishing pad used in CMP process is one of the most important consumables for affecting
CMP process output [3]. The material removal rate (MRR) and planarization ability of
the process are determined by the structure and material properties of polishing pads [4].
The slurry contains abrasive particles on the wafer surface for removal of the passivated
layer after chemical activation. Currently, a CMP tool is not capable of fully monitoring the
polishing pad on-line. Usually it only measures the groove depth and pad thickness or by
empirical analysis [5–7]. Some efficiency indicators of pad performance can be established
with measuring the surface topography, such as roughness and bearing area ratio so that
the polishing pad could be efficiently utilized [8–10]. The asperities and profile of pad are
associated with MRR and final quality of as-CMP wafer. The asperities and groove depth
of pad are gradually worn with CMP processes. The pad conditioning or dressing process
is necessary to restore the pad surface, but the profile and groove depth are changed with
the numbers of conditioning. As the pad topography will effectively influence the MRR
and polishing results, different kinds of measuring methods are developed to monitor the
change of the pad surface [11–13]. Nowadays, the methods of analysis of pad topography

Appl. Sci. 2021, 11, 179. https://dx.doi.org/10.3390/app11010179 https://www.mdpi.com/journal/applsci

387



Appl. Sci. 2021, 11, 179

are mostly for static and partial area [5]. Additionally, judging the efficiency of polishing
pad and lifetime are based on groove depth and thickness. Better methods are those
that establish a system which can achieve bigger area scanning and extract pad surface
topography easily and faster. Accurate results can be obtained using optical microscope,
but the polishing pad needs to be cut and comprehensive measurement cannot be achieved.
The pad profiler can achieve a scan of a full pad, but still requires a high measurement time
and the mechanical parts are easily affected by environmental pollution. Thus, there is not
yet available for dynamic measurement of pad topography before and after CMP or pad
conditioning processes.

This study aims to develop a dynamic pad monitoring system (DPMS) for measuring
the surface topography of polishing pad. A swing-arm type conditioner is widely used
in modern polishing machines. In this study, a chromatic confocal sensor is attached
on a designed fixture arm to acquire data from pad topography. Topography of total
working area of the polishing pad is detected by rotation of polishing pad and arm motion.
Because the mechanism is fixed on the swing arm, the entire area of polishing pad can be
scanned and it can effectively reduce the measuring time. The DPMS then can provide a
performance index of polishing pad to maximize the utilization of the polishing pad in a
relatively shorter time.

2. Design and Configuration of DPMS

2.1. System Description

The DPMS is shown in Figure 1 with rotating the platen and the swing-arm motion on a
CMP tool. The monitoring mechanism is based on a concentric circle as shown in Figure 1a.
The surface topography is built by height information from a chromatic confocal sensor.
This developed DPMS is divided into motion module and measuring module. The system is
designed to ensure the movement does not have any interference with the space constraints
of the polishing tool. Experimental set-up is shown in Figure 1b. A chromatic confocal
measurement sensor with STIL MG140/CL3 sensor is used in the measuring module. The
chromatic confocal measurement is mainly done through the multi-wavelength white
dispersion lens and spectrometer design. Different wavelengths of light are focused to
different height positions, and through the pinhole design, unfocused wavelengths are
blocked out, by avoiding entering inside the spectrometer, while controlling the hole size
to control the measurement accuracy.

  
(a) Schematic diagram of system (b) experimental setup 

Figure 1. Dynamic swing-arm chromatic confocal system.

With dynamic measurement by the swing-arm confocal system, the raw data contains
surface non-uniformity, groove depth, surface height change or roughness [13]. The
system disturbance from motor vibration or electrical noise needs to be considered for
pre-processing of analysis. A filter based on FFT method is used and the filtered signals
from specific frequencies are identified before the experiments [14–16]. Then, metrology
data can be obtained from the signal measured from the system by reducing the disturbance
of external environment.
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2.2. Mathematical Model of Scanning Locus

The main purpose of the system is to obtain the total surface information of polishing
pads. Because the system is set up on the polishing machine with a rotating platen, the
sensor’s scanning locus is combined with platen rotating and swing motion of the dressing
arm [17]. The scanning locus of height sensor needs to be calculated with the actual position
of the sensor, as the thickness of the pad changes with the radius during the CMP process.
After combining the sensor’s location and measurement data, the distribution of height
and groove depth of pad are shown in the results. The motion locus is expressed as a spiral
line; the diagram is shown in Figure 2.

Figure 2. Schematic of scanning locus of confocal sensor.

The equation of locus can be expressed as:[
X(t)
Y(t)

]
= D

[
coscos (α − ω × t)
sinsin (α − ω × t)

]
(1)

D =
√
(dx + L(β − ωd × t)) 2 + (dy + L(β − ωd × t)) 2 (2)

where D means the distance between pad center and sensor location, dx and dy are the
distance between pad center and arm’s rotating center, L is the length of swing arm, α and β
mean the initial angle of pad and swing arm, ω and ωd mean the rotating speed of pad and
swing arm.

2.3. Signal Processing and Filter Design

The measured data from the confocal sensor can be analyzed in three parts including
vibration signal, rotation signal, and height data. Since the disturbance signal will couple
with the real surface height data, the real surface features are separated by the signal
processing. The rotation signal and system vibration can be separated by FFT method
in this system. The rotating speed is defined in the beginning of the experiments. The
vibration from the structure can be filtered by determining the mechanical frequency of the
swing arm. The working frequency can be analyzed by rotating the arm independently on a
ceramic platen. The frequency data are shown in Figure 3. The IIR filter is used to eliminate
the influences of vibration and disturbances. Then the measured signal is analyzed and
presented as Figure 4a. The comparison of processed and original signals is shown in
Figure 4b,c. The original height data are combined with arm tilting, pad waviness, and
pad. As the signal is analyzed by the designed algorithm, the measurement signal can be
extracted and calculated.
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Figure 3. Working frequency of swing arm.

  
(a) (b) (c) 

Figure 4. Measurement data of pad surface. (a) Raw data combined with arm tilting, pad waviness and asperities.
(b) Extraction of pad surface profile. (c) Extraction pad asperities.

3. Experimental Method and Parameters

In CMP experiments, a HAMAI HS-720C polishing machine is attached with the
confocal system to achieve in situ monitoring. An IC1000 polyurethane pad with x-y type
groove is implemented in the experiments and its characteristics are shown in Table 1. A
Kinik 3EA-3 diamond dresser is adopted in this experiments as shown in Figure 5, which
has grit size around 100 ± 15 μm and 40–60 μm height. Related experimental parameters
of pad conditioning and CMP are listed in Tables 2–4. Some 3 × 40 mm2 Cu blanket
substrates are used in the CMP experiments with 50 rounds. The pad surface is measured
between each polishing process. The MRR and roughness of Cu substrates are measured to
compare with the change of the pad performance index. With the swing-arm monitoring
system, the measurement of pad surface has been accomplished without taking pad off-line
or pausing the CMP process. Each measurement data has been completed within 50 s
during the conditioning process for arm swinging from outer edge to inner position with
sampling rate as 1 kHz. Changes of pad thickness and groove depth can be measured
before and after each round of CMP process. Then the correlations of wafer quality and
pad performance index can be analyzed and discussed.

Table 1. Characteristics of IC1000 pad.

Pad IC1000

Thickness (mm) 1.36
Grid size (mm) 7.5

Groove width (mm) 0.5
Groove depth (mm) 0.436
Hardness (Shore D) 53
Compressibility (%) 5%

Recovery (%) 76%
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Figure 5. Kinik 3EA-3 diamond dresser.

Table 2. Break-in parameters of pad dressing.

Pressure 6.89 kPa (1 psi)

Pad speed 80 rpm
Dresser head speed 70 rpm

Slurry DIW
Slurry feed rate 200 mL/min

Conditioning time 12 min

Table 3. Diamond conditioning parameters of pad.

Pressure 13.79 kPa (2 psi)

Pad speed 80 rpm
Dresser head speed 70 rpm

Slurry DIW
Slurry feed rate 200 mL/min

Conditioning time 1.5 min

Table 4. Chemical mechanical planarization/polishing (CMP) parameters.

Pressure 20.68 kPa (3 psi)

Pad speed 80 rpm
Dresser head speed 70 rpm

Slurry C8902
Slurry feed rate 200 mL/min

Conditioning time 1 min

4. Results and Discussion

4.1. Measuring Points Allocating and Processing

Figure 6 shows the spiral locus obtained by a confocal sensor in different rotating
speeds of pad platen. Figure 7 shows the results to allocate the height data to pad surface
by placing target symbols on the ceramic platen of polishing machine. By calibrating the
location of measuring data with angle feedback signals from motor driver, the outlook
shape of the target symbols can be displayed clearly. With the calibration data, the surface
profile can be mapped into the corresponding location.
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Figure 6. Diagram of scanning locus by different pad speed.

 

Figure 7. Re−allocating the measurement data into the surface.

4.2. Metrological Parameters

Two major indexes are investigated in this study, which are PU (pad non-uniformity)
and PELI (pad effective life time index). PU shows the pad profile and the wear condition
during the conditioning process. PELI shows the remaining lifetime of pad by evaluating
the change of groove depth. The definition of PU is as Equation (3), where Tmax and Tmin
mean the maximum and minimum value of measuring height data. Tpad means the original
pad thickness without conditioning. The PU represents the difference of pad profile, whose
value varies with the initial setup or within the dressing process. The PELI defines the
available lifetime of pad by the remaining pad groove depth. The definition of PELI shows
as Equation (4) and Hg and Hg∗ mean the groove depth before and after conditioning
process.

PU =
Tmax − Tmin

2 × Tpad
× 100% (3)

PELI =
Hg∗
Hg

× 100% (4)

To examine the system metrological parameters, 50 measurements were tested for
specific rotation speeds. The detailed experimental parameters are listed as Table 5. The
results are shown in Figure 8. For the total swing time for each measurement is 50 s, so the
length of scanning locus on pad will increase with the faster rotation speed. The result of
PU is larger than others when rotation speed is 1 rpm. Lower rotation speed will reduce
the scanning area, so the PU value will become unstable. The PELI value is stable because
the groove depth is more evenly distributed on the pad surface. The standard deviation of
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PU in each rotation speed except 1 rpm is less than 1.2%. the overall SD of experiments
is 0.48%. SD of groove depth in each rotation speed is under 3 μm, and the overall SD of
rotation speed from 1 rpm to 100 rpm is 5.58 μm.

Table 5. Parameters of metrological experiments.

Platen Rotation Speed 1, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100 rpm

Swing Arm Rotation Speed 1◦/s
Sampling Rate 1000 Hz

Measurement times 50 times
Scan time 50 s

  
(a) Average pad non-uniformity (PU) in 

different rotation speed. 
(b) Average pad effective lifetime index 

(PELI) in different rotation speed. 

Figure 8. Results of metrological experiments.

4.3. PU and PELI in CMP Experiments

Figure 9 shows the change of PELI (pad effective lifetime index) and PU (pad non-
uniformity) value in CMP experiments. The PELI decreases to 30.5% after 50 rounds
of CMP experiments and PU increases to 61.9% in the same time. Figure 10 shows the
re-mapped pad surface profile from the measuring data. After 50 rounds of CMP process
with conditioning between each polishing, a dish-type pf pad profile is measured. The
dish-type shape is formed because of the difference of relative speed with pad radius.
The pad cutting rate (PCR) is higher at inner area due to the higher relative speed. The
scanning electron microscope(SEM) photos of cross-section of pad after 50 rounds of tests
are shown as Figure 11 to verify the change of the groove depth during CMP process.
Figure 11a shows the locations to take the SEM pictures. The pad’s area is separated into
6 ring sections from outer ring to inner ring. Figure 11b is the cross-section on groove of
new IC1000 pad. Figure 11c–h shows the wear of pad’s groove from outer area to pad
center.
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(a) Change of PELI in 50 rounds of experiments 

 
(b) Change of PU in 50 rounds of experiments 

Figure 9. Results of PELI and PU for 50 rounds of CMP experiments.
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(a) Pad surface profile of round 1. 

 
(b) Pad surface profile of round 10. 

 
(c) Pad surface profile of round 20. 

 
(d) Pad surface profile of round 30. 

 
(e) Pad surface profile of round 40. 

 
(f) Pad surface profile of round 50. 

Figure 10. Re−mapped pad surface profile from round 1 to round 50.
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(a) Locations SEM picture on pad. 

 
(b) New IC1000 pad. 

 
(c) SEM cross-section of Section 1. 

 
(d) SEM cross-section of Section 2. 

 
(e) SEM cross-section of Section 3. 

 
(f) SEM cross-section of Section 4. 

Figure 11. Cont.
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(g) SEM cross-section of Section 5. 

 
(h) SEM cross-section of Section 6. 

Figure 11. Cross-section SEM photo of pad.

4.4. Correlations of CMP Results with Pad Performance Index

After 50 rounds of CMP tests with totally 150 CuB substrates, the MRR of CMP and sur-
face roughness Sa are presented in Figures 12 and 13. The average MRR is 602.97 nm/min
and the average Sa is 3.496 nm. The MRR is 710 nm/min and reaches a maximum
762.5 nm/min in the third round of CMP experiment. From experimental results, the
PELI and PU remain the same during the first three rounds of tests. The MRR decreases
under average value after 25 rounds of tests and Sa of wafer increases over the average line
after 31 rounds of test, but Sa value has a trend to increase around 25 rounds of test.

The PELI refers to the remaining groove depth of pad, which represents the ability
to store and transfer slurry during CMP process. The effective groove depth can be used
to refresh and spread the slurry into the surface between pad asperities and CMP area of
Cu film. With the wearing of pad thickness or reducing pad groove depth, the MRR of
CMP keeps decreasing. When PELI is smaller than 65%, i.e., the groove depth is less than
280 μm, the MRR of CMP becomes unstable. The MRR is 525 nm/min as PELI is between
35~50%. The MRR of CMP decreases 35% as the PELI of pad is over 70%.

 

Figure 12. Average MRR of CuB wafer of 50 rounds of test.
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Figure 13. Average Sa of CuB wafer of 50 rounds of test.

Figures 14 and 15 show the correlations between MRR of CMP with PELI and PU of
polishing pad. The MRR of CMP has a high correlation as 0.94 with PELI and −0.94 with
PU. The high correlation factor shows the MRR of CMP is highly influenced by the PELI of
pad.

Consequently, Figures 16 and 17 show the correlations between wafer Sa with PU and
PELI. The correlations are obtained as 0.74 and −0.74. The wafer Sa keeps in the same level
in the first 25 rounds of the test, and then raises with continuous tests. The correlations
are obtained 0.93 and −0.91 by calculating only the last 25 rounds of the CMP tests, where
the PELI is below 66.8%. The wafer Sa is significantly affected when pad is conditioned
after rounds of processes. The correlations of each performance index and wafer quality
are shown in Table 6.

 

Figure 14. The correlations between MRR and PU.
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Figure 15. The correlations between MRR and PELI.

 

Figure 16. The correlations between wafer Sa and PU.
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Figure 17. The correlations between wafer Sa and PELI.

Table 6. Correlations of Wafer and pad index.

Wafer/Pad Index MRR(nm/min) Sa(μm)
Sa(μm)

Last 25 rounds

PU(%) −0.94 0.76 0.93
PELI(%) 0.94 −0.76 −0.91

5. Conclusions

This study has developed and completed a dynamic pad measurement system (DPMS)
of surface topography for chemical mechanical polishing/planarization (CMP) process of
IC fabrication. The integration of a chromatic confocal measurement probe into a dressing
arm in CMP tool can be used for in-process acquiring pad topography for accessing the
pad performance index. The measuring time can be minimized with the motion of the
pad conditioning arm and not affecting the CMP throughput. Two major indexes of PU
and PELI are presented to identify the status and performance level of the pad during the
CMP process. Relationship of wafer quality and pad performance index are discussed
by 50 rounds of CMP experiments. The change of PELI and PU are obvious, the wear of
pad can be observed by the SEM cross-section photos. The PELI starts from 99.2% and
ends with 34.61%, in which the groove is almost gone in the inner part of pad. The PU
is 1.9% to 58.7% from start to end. The PU and PELI have high correlations, −0.94 and
0.94, with wafer MRR. Considering wafer Sa remains in the early stage of the experiments,
the PU and PELI also highly correlated with wafer Sa for calculating the late stage of the
experiments of 0.93 and −0.91. The MRR is changing with the wear of pad during CMP
experiments, and the wafer Sa is affected by pad profile when the pad cutting rate (PCR)
increases to a certain level. In this study, the Sa value will be highly correlated when PELI
is below 66.8%. The MRR drops by 64% and wafer Sa raises 35% with the PELI decreasing
by 64.6% and PU increasing by 56.8%.

Results of the study show that the developed DPMS can monitor the change of pad
surface profile, which are significantly correlated with wafer quality by CMP. Experimental
results can be used positively to predict pad life time for in-process process control of the
CMP process.
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