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Preface to ”Symmetry in Structural Health

Monitoring”

Structural health monitoring refers to the strategy and process of damage diagnosis and the

characterization of engineering structures. With the development of urbanization, various types of

infrastructure and mechanical equipment provide people with convenient life services. This also

shows the importance of structural health monitoring where symmetry is widely used. By analyzing

the symmetry of the structure and using sensors to collect data, it is possible to study the performance

of the structure itself. This is a hot topic in the current research. The collected data contain the

structural random vibration and environmental noise; good equipment can improve the efficiency

of data collection, while effective denoising methods with the knowledge of structural dynamics

can extract the characteristic parameters of the structure from the data. In this Special Issue on

symmetry, we mainly discuss the application of symmetry in various aspects of structural health

monitoring. For example, by considering the health monitoring of a known structure by obtaining

the structure’s static or dynamic response, using different signal processing methods, including some

advanced filtering methods, to remove the influence of environmental noise and extract structural

feature parameters to determine the structure’s safety. These damage diagnosis methods can be

effectively applied to various types of infrastructure and mechanical equipment. For this reason,

the vibration control of various structures and the knowledge of random structure dynamics should

be considered, which will promote the rapid development of the structural health monitoring.

The signal extraction and evaluation methods are also worthy of study. The improvement in

signal acquisition instruments and acquisition methods improves the accuracy of the data. A

good evaluation method will help to correctly understand the performance with different types of

infrastructure and mechanical equipment.

Yang Yang, Ying Lei, Xiaolin Meng, and Jun Li

Editors

vii
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Abstract: Current inspection for installation quality of high formwork is conducted by site managers
based on personal experience and intuition. This non-systematic inspection is laborious and it is
difficult to provide accurate dimension measurements for high formwork. The study proposed a
method that uses terrestrial laser scanning (TLS) technology to collect the full range measurements
of a high formwork and develop a genetic algorithm (GA) optimized artificial neutral network
(ANN) model to improve measurement accuracy. First, a small-scale high formwork model set was
established in the lab for scanning. Then, the collected multi-scan data were registered in a common
reference system, and RGB value and symmetry of the structure were used to extract poles and
tubes of the model set, removing all irrelevant data. Third, all the cross points of poles and tubes
were generated. Next, the model set positioned on the moving equipment was scanned at different
specified locations in order to collect sufficient data to develop an GA-ANN model that can generate
accurate estimates of the point coordinates so that the accuracy of the dimension measurements can
be achieved at the millimetre level. Validation experiments were conducted both on another model set
and a real high formwork. The successful applications suggest that the proposed method is superior
to other common techniques for obtaining the required data necessary for accurately measuring the
overall structure dimensions, regarding data accuracy, cost and time. The study proposed an effective
method for installation quality inspection for high formwork, especially when the inspection cannot
be properly operated due to cost factors associated with common inspection methods.

Keywords: terrestrial laser scanning; high formwork; RGB; genetic algorithm; artificial neutral
network

1. Introduction

Formwork is a temporary structure on a construction site into which concrete or
a similar substance is poured, while the falsework supports the shuttering moulds [1].
In building construction, formwork plays a major role in determining the duration and
schedule of construction activities [2]. In fact, the cost of formwork construction (forming
cost) accounts for 10% of the overall cost and erection and assembly of formwork systems
(forming time) spend 50% of the overall construction time of the entire project [3]. Recently,
with developments in the building industry, high formwork is used more widely. High
formwork projects are more significant than general formwork projects due to their complex
structures. Their large size and complex structure make them more vulnerable to potential
safety risks.

Symmetry 2022, 14, 377. https://doi.org/10.3390/sym14020377 https://www.mdpi.com/journal/symmetry
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In the installation of high formwork structures, errors are unavoidable, resulting in
defects that differ from code requirements or design specifications. In general, small errors
are permitted, but they must be within an acceptable error range. Otherwise, they can create
potential safety risks. Any such safety risks can adversely affect subsequent processes,
lower the efficiency of the construction work and increase construction costs, or worst of
all, cause accidents [4]. Such accidents can lead to significant loss of life as well as financial
losses. Hence, it is necessary to conduct proper, high-quality inspections for high formwork
after installation. However, the inspection process for high formwork has not been dealt
with systematically due to the lack of an appropriate inspection technology for such projects
and a shortage of primary data necessary to establish a plan. In fact, inspecting these factors
on construction site using common methods like tape measurements or plumb monitoring
is exhausting and laborious.

The main concern of the inspection of installation quality for high formwork includes:
(1) to check the position of the main components of the formwork such as vertical poles,
horizontal tubes, bottom reinforcing tubes and the diagonal bracing; (2) to check whether
the spacing of vertical pole and lift height (the distance between the two neighbour tubes)
are in accordance with the requirements of the building code. Based on the investigations
of [5–7], these factors are the main determinants of the proper function of a high formwork.
According to China’s building codes related to high formwork [8–10], they are the main
inspection terms during the inspection process. Hence, the study proposed a method for
effectively checking them.

Current installation quality assessment of high formwork is mainly based on manual
inspection using traditional measurement instruments like measuring tapes, which require
close-up access, and are not ideal for detecting defects or for accurately measuring the
dimensions and recording the data. The inspection process is mainly based on human
inspection and judgement, which is labour-intensive and inefficient, especially for large-
scale structures.

Different approaches have been adopted, including theodolites, joint meters, and
inclinometers, as well as tachymetry, global navigation satellite system (GNSS), and robotic
total station [11,12]. They can offer accurate results, but they only provide discrete moni-
toring points and fail to attain full area coverage. Some measurement techniques are also
too expensive. Moreover, not all available techniques are suitable for inspection of high
formwork due to the size and complex shape of the structure, and level of required accuracy.
When choosing a suitable measurement system, factors such as cost, time required for
operation, and the required skills of the user should all be considered [13–15].

Inspection accuracy and efficiency can be improved by using terrestrial laser scanning
(TLS) technology. Another benefit of TLS is its long range, which allows data collection
in inaccessible fields. The TLS system can be regarded as the best monitoring technique
for high formwork owing to its ability to provide high spatial resolution and accurate
measurements. A major benefit of TLS is that it provides rapid and dense measurements in
inaccessible areas [16]. TLS can produce point clouds with high level of details and accuracy,
which is particularly good for detailed investigations on a large scale [17,18]. The large
amount of accurately measured data has great potential to deliver measurements that are
difficult to achieve by other methods in such a short period of time, with simple installation
requirements. TLS measurements require only a laser scanner, a laptop computer with data
processing software, and several reference targets.

Previous studies have provided sound evidence for the efficiency and effectiveness
of inspection operation using TLS. Gordon et al. [19] and Akinci et al. [20], for example,
demonstrated that manual inspection can miss important information such as site changes
and defects. However, the adoption of TLS can improve efficiency in construction inspec-
tion via timely provision of comprehensive, as-built data. Although there are advantages
to adopting TLS, some studies [21–23] also point out the challenges that adversely influ-
ence the effective use of TLS, including difficulties in effectively extracting the required
information from scan data and in generating required accuracy results.
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This study provides a new method for conducting quality inspection using TLS
technology. The proposed method can effectively extract important elements such as poles
and tubes in high formwork from the point cloud data. A GA-ANN model was developed
to increase the accuracy of the TLS measurements. To achieve these, some techniques are
first proposed to rapidly extract the important points from the dense data. Secondly, a
small-scale high formwork model set with set dimensions and simulated defects was built
to help in collecting sufficient data to train the ANN model. The obtained measurements
based on the results from the ANN model were compared to the set dimensions to evaluate
the performance of the ANN model. Moreover, the genetic algorithm was adopted to
optimised ANN model. The performance of the GA-ANN model was compared with other
ML algorithms such as support vector machine and random forest. Next, a laboratory test
was conducted to validate the proposed method. Finally, the proposed method was used
on a real high formwork to validate its effectiveness.

The uniqueness of the study lies in: (1) the consideration of TLS as an effective tool
in quality inspection for high formwork after installation; (2) the rapid extraction of the
standard poles and tubes from the point clouds; and (3) the development of a GA-ANN
model that can generate the coordinates of important points to accurately calculate the
distance between the important points and thus detect defects that fall out of the acceptable
error range.

The organization of the study is as follows: the literature review and the highlights of
the contribution of the current study are described in Section 2. The proposed method for
installation quality inspection for high formwork are illustrated in Section 3. The validation
of the proposed method on a real high formwork are shown in Section 4. Section 5 provides
the conclusion and future research plans.

2. Literature Review

2.1. TLS System

Several studies have been carried out focusing on the use of terrestrial laser scanning
(TLS) technology as an inspection approach including the application of TLS for health
monitoring and the inspection of bridge structures [24,25]; condition monitoring and
defect identification for historic structures and building facades [26,27]; checking concrete
conditions [16,28]; and as-built modelling [25,29]. In a study of [24] TLS that was used in
building damage inspection after an earthquake, the accuracy of the measurement was
achieved at the millimetre level, a performance comparable with conventional methods
like displacement transducers and inclinometers.

TLS has been widely adopted in the construction field for construction progress
tracking [30,31], the reconstruction of buildings [32–35], and construction quality assur-
ance [36–38]. However, limited studies have been performed using TLS to inspect the
installation quality of high formwork.

2.2. Object Recognition

Extensive studies on the use of TLS in object recognition have been conducted. TLS
data can generally be extracted based on features. Some studies also proposed to specify
the point data based on the RGB value. For example, Pu and Vosselman [33] proposed a
region-growing method to effectively extract planar objects from point clouds of a building
façade, and a feature recognition method was used to classify the planar objects. In the
study [39], the least square method was used to fit lines to extract important lines and points
from the point clouds of structural elements on buildings damaged by an earthquake.

Some studies also focused on developing an automatic algorithm to recognize and
segment required objects from point clouds. For example, Riveiro et al. [40] recommended
an approach that can automatically extract masonry blocks from point clouds. In the
study [41], machine learning methods were used to automatically classify the morphological
segments of a hillslope affected by shallow landslides into seven classes (e.g., scarp, eroded
area, deposit, rock outcrop and different classes of vegetation). Lee et al. [42] used a

3
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method that automatically extracts pipelines and their detailed parts, such as elbows and
tees, from point clouds. Similarly, Czerniawski et al. [43] proposed as fully automatic
approach for extracting pipe spools from point clouds. Some studies also developed
methods that can recognize infrastructure objects based on point clouds. For example,
Holgado-Barco et al. [44] extracted features from Light Detection and Ranging (LiDAR)
data to model a road axis.

Most of the studies have focused on extracting data from buildings or infrastructure
such as roads or bridges. However, few studies extract important elements from point
cloud data based on the specific features of a high formwork. The combination of the RGB
value of the point cloud data and the symmetry of the structure and special shape of the
main components of the high formwork can help to rapidly extract important data from
scan data.

2.3. Quality Assessment and Control

Traditionally, structural dimension checks are performed manually. Two main inspec-
tion methods are widely used: (1) directly check based on visual observations or using a
measuring tape; (2) obtain coordinates of serval feature points by using total station. How-
ever, these methods are laborious, time-consuming, and insufficiently accurate. Recently,
TLS has been widely used in quality assessment and control, such as surface-defect detec-
tion [45,46] or structure dimensional check in the Architecture, Engineering & Construction
(AEC) industry [47–49]. Moreover, some studies have proposed using TLS to check the
dimensions of structures. For example, Wang et al. [50] developed an automatic method to
estimate the dimensions of a precast concrete panel using point clouds data. Bosch’e [51]
proposed an approach to automatically detect and calculate the as-built dimensions of a
steel structure based on laser scan data. Lee & Park [52] proposed a method using both
TLS and an AI model to perform a dimensional check. And Nuttens et al. [53] provided a
clear work flow to illustrate how to use TLS to measure the dimensional changes in two
tunnels in Belgium and to generate results with submillimeter accuracy.

Although these studies provided good examples about the adoption of TLS technology
in the AEC industry, they also admitted some issues about TLS measurement. First, TLS
can quickly provide as-built data, but the scan strategy should be properly designed in
order to provide good-quality data. Moreover, some techniques should be used to rapidly
extract important data from dense scan data. In addition, the accuracy level of the TLS
measurement should be improved to satisfy the requirements.

The contribution of the study lies in three aspects. First, the study proposes using
TLS technology in the inspection of high formwork installation quality. Due to the unique
complex structure of the high formwork and the labor and cost concerns of the inspection
process, this study provides a reasonable and cost-effective way to conduct the inspection
process. Secondly, the study provides an effective to quickly extract the data related to the
important components of the high formwork such as vertical poles and horizontal tubes.
Thirdly, the study used genetic algorithm optimized ANN model to improve the accuracy
of the TLS measurements, which can provide coordinates of the cross points of the poles
and tubes at millimeter level.

3. The Proposed Method

The proposed method used both TLS data and ANN model for evaluating installation
quality for high formwork according to China building codes [8–10]. The major clauses
of the building codes and regulations for the installation quality of high formwork are
illustrated in Table 1. Therefore, the main tasks of the study are to evaluate the positions
of the vertical poles, horizontal tubes, and diagonal bracing according to clauses i–iii,
assess the longitudinal spacing of vertical pole according to clause iv, inspect the transverse
spacing of vertical pole according to clause v, check the space between the two neighbour
tubes (the lift height) according to clause vi, and check the position and the height of the
bottom reinforcing tube according to clause vii.

4
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Table 1. Classification of inspection terms.

Clause Inspection Term
Requirements by China

Building Codes
Acceptable Error

i Standing pole

Every pole should be vertical
to the ground;

Δ ≤ 1/500 H and horizontal
deviation Δ ≤ ±50 mm

5 mm

Description diagram

ii Horizontal tube
Every tube should parallel to

the ground 5 mm

Description diagram

iii Diagonal bracing
The angle of the vertical diagonal bracing and

the ground should set between 45◦–60◦
The angle of the horizontal diagonal bracing and
the horizontal tube should set between 45◦–60◦

iv Longitudinal spacing of
standing pole

The distance should
less than 1.2 m ≤30 mm

v Transverse spacing of
standing pole

The distance should
less than 1.2 m ≤30 mm

vi
Distance between two

neighbouring tube
(Lift height)

The space should
less than 1.5 m ≤20 mm

vii The bottom reinforcing tube The height of the bottom tubes should equal to 350 mm; the transverse tubes
should locate on the top of the longitudinal tubes.

The proposed method for installation quality assessment of high formwork is carried
out in four steps. First, a small-scale high formwork model set was built in the lab and
scanned to collect multi-scan data, which were then registered in a common reference
system. Secondly, RGB value, symmetry of the structure and shape fitting algorithm were
used to extract the poles and tubes of the model set and all the cross-points of the poles and
tubes were generated. After that, the model set was positioned on a moving equipment
and moved along the X, Y and Z axes, from 1 mm to 10 mm at interval 1 mm, respectively.
The model set was scanned at every movement in order to collect sufficient scan data for
developing an ANN model that can help to generate accurate coordinates of the cross
points at the millimetre level. Finally, another small-scale high formwork model set was
established in the lab to validate the efficiency of the proposed method. The flowchart of
the proposed method is described in Figure 1. The details of the four steps are illustrated
as follows.

5



Symmetry 2022, 14, 377

Figure 1. Flowchart of the installation quality assessment framework for a high formwork.

3.1. Scan Data Obtainment

The model set is a length 1.3 m × width 1.0 m × height 1.6 m formwork, consisting
of steel vertical poles and horizontal tubes. The model set contains 77 standard poles and
270 tubes. The steel bars are connected via couplers, the longitudinal spacing of vertical
pole is set as 12 cm, the transverse spacing of pole is 15 cm, and the lift height (the distance
between two neighbouring tubes) is 10 cm. The simulated defects were purposefully set
including: the leftmost longitudinal pole is not vertical to the ground but inclined 1 degree;
the first top longitudinal tube is not parallel to the ground and is inclined 1 degree; the
distance between the 5th and 6th longitudinal poles on the front side is 14 cm; the distance
between the 5th and 6th transverse poles on the leftmost side is 17 cm; and the space
between the 10th and 11th transverse tubes on the leftmost side is 12 cm. The details of the
formwork dimensions are shown in Figure 2.

 
(a) 

Figure 2. Cont.
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(b) 

 
(c) 

Figure 2. Cont.
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(d) 

Figure 2. The high formwork model with simulated defects (a) The high formwork model, (b) The
front side of the high formwork model, (c) The leftmost side of the high formwork model, (d) The
plan view of the high formwork model.

3.1.1. Scan Strategy

The small-scale high formwork model set located on a moving equipment, the scanning
position, and the control points for the laboratory trial are shown in Figure 3. The moving
equipment can move freely along X, Y, and Z direction at submillimetre level. Targets were
used for post-processing data registration in a common reference frame. A Trimble total
station was used to survey control points and targets in order to build a control network.
The observations were adjusted to minimize the errors. The resulting coordinates were
corrected to within 1 mm. The Trimble TX5 3D laser scanner was used to carry out the
scans and collect point cloud data. The small-scale model located on the moving equipment
move from 1 mm to 10 mm at interval 1 mm along X, Y, and Z directions, respectively. In
every 1 mm movement, the model was scanned once, and thus, the model was scanned
30 times in total.

3.1.2. Data Registration and Noise Removal

After the completion of the scan of the small-scale high formwork model set, it was
necessary to conduct post processing of the raw point cloud data. Co-registration of
multiple point clouds in a unit reference frame is important for further data processing. Two
methods are usually adopted: homologous points identification and surface matching [54].
Homologous points identification needs several points indicated a same object that can
be identified without spatial ambiguity in subsequent point clouds. Hence, targets-based
registration was used in this study. A control network with more stable points should be
established in order to periodically observe the targets and verify their stability. In this
study, four stable locations were identified as TLS targets in such a way that they were
geometrically well distributed.

The scans were registered using the targets and Iterative Closet Point (ICP) adjustment.
The details of the ICP algorithm can be found in the study of Besl and McKay [55] and
in the study of Sgrenzaroli and Wolfart [56]. The data processing was conducted using
algorithms implemented in the scanner combined software JRC 3D Reconstructor. The
combined software not only registers the multiple scans data but can also remove the noise
data and reduce the data density to facilitate further data processing. Alternatively, point
clouds data can be exported in many formats like ASCII for post processing in MATLAB.

8
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Figure 3. The layout of the TLS measurement.

3.2. Data Extraction
3.2.1. Removal of Mixed Pixels

The scan data of a high formwork usually include multiple objects such as vertical
poles, horizontal tubes, couplers, braces, bolts, ground, timber formwork, and so on.
Construction sites include other unexpected noise, including construction equipment,
workers, and etc. In order to retain useful data relating to poles and tubes, the others must
be removed. Unfortunately, mixed pixels that are a type of false measurement are always
included in the laser scan data [49]. It occurs when a laser beam is split into two parts and
falls on two different objects. Hence, the laser scanner obtains two reflective signals that are
from two different objects, and then generates the mixed pixel measurements that cannot
represent either of the two objects [57–60].

As mixed pixels adversely influence the recognition of the poles and tubes, it is
necessary to remove the mixed pixels before further processing of the point data. Since
mixed pixels are located at greater distances from their neighbours [57], an algorithm based
on the average distance from one point to its k-nearest neighbours was employed in this
study. If the average distance is bigger than a threshold value, the point is considered to
be a mixed pixel. Moreover, in this study, colour information of the point data was used
to filter out the mixed pixels. Steel poles and ledgers usually have substantially different
colours so that pixels will experience large colour changes. The proposed method regards
both the distance value and the average colour difference dRGB between one point and its
surrounding k neighbours. The colour difference can be calculated in Equation (1).

dRGB =
∑k

i=1

√
(Ri − R0)

2 + (Gi − G0)
2 + (Bi − B0)

2

k
, (1)

where (x0, y0, z0) and (R0, G0, B0) are the coordinates and RGB values of this point, re-
spectively, and (xi, yi, zi) and (Ri, Gi, Bi) are the coordinates and RGB values of the ith
neighbor, respectively.
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Based on distance value and colour difference, a discriminant analysis can be con-
ducted to classify the valid data and mixed pixels clearly, as shown in Figure 4. The
irrelevant data can be removed from the scan data. This step aims to retain data associated
with standard poles and ledgers and remove other scan data as outliers. The proposed
method is expected to generate more reliable results than conventional methods.

Figure 4. Remove mixed pixels (a) using distance value, (b) using both distance and color differ-
ence value.

3.2.2. Extraction of Scan Data Associated with Poles and Tubes

As the high formwork mainly composed of vertical cylindrical poles and horizontal
cylindrical tubes, upright poles and horizontal tubes have distinctive geometries and
positions that differ from other objects. Hence, both geometries and positions of the scan
points were used for classification. The proposed data extract method consists of six steps,
as shown in Figure 5.
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Figure 5. Data extraction method.

An array of Z-planes (Parallel to the XY plane) with a certain interval was inserted
to the refined point cloud data and the data was projected onto the Z planes, as shown in
Figure 6. For each slice, the point cloud data were projected on to the Z plane, as shown in
Figure 7.

Figure 6. Horizontal slices with a certain interval.
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Figure 7. X-Y projection of point cloud data of a pole on a slice.

Since a vertical pole is circular in section, the data in every Z plane were clustered
in a circle. The region growing algorithm [61] was used to add more points to the points
clusters within a certain radius (the radius of a pole). The algorithm iteratively explores
the point clusters and adds more neighbor points to the clusters in order to form a circular
shape with a certain radius until all the points clusters in the array of Z planes have been
checked. If a point does not belong to any of the clusters, it can be seen as an outlier to
be removed. The remaining data in every Z plane were corrected in MATLAB by fitting a
simple circle based on the section formation of a standard pole. Based on the points the
boundary of the poles and tubes can be detected. The centre and diameter of a pole are
then fitted according to the detected boundary, as shown in Figure 8. As the same pole has
the similar XY coordinates, Equation (2) was used to evaluate whether the point belong to
the pole or not.

(x − xi)
2 + (y − yi)

2 ≤ p, (2)

where x, y is the coordinates of the vertical pole; xi, yi is the coordinate of the i point; p is
the threshold value.

The centre points of the circles on each Z planes belonging to the same pole can be
determined, as shown in Figure 9. A line fitting algorithm in MATLAB was used to fit
the centre points in each Z plane to obtain the vertical pole, as shown in Figure 10. Every
vertical pole can be extracted. If the model set is subjected to deformation, data can be fitted
with higher order polynomials for accurate representation. The same methods were used
to extract every horizontal tube, although in that case an array of X-planes was inserted
for the extraction of the longitudinal tubes and an array of Y-planes were inserted for the
extraction of the transverse tubes. The thickness and the interval of the inserted planes are
highly related to the size and density of the point data.
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Figure 8. Boundary detection (a) rough boundary, (b) fine boundary.
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Figure 9. The centroid of fitted circles.

Figure 10. Identification of a vertical stand pole (a) potential line representing a vertical pole, (b) 3D
line fitting.

14



Symmetry 2022, 14, 377

This method has several potential advantages. First, it can collect sufficient data for
individual poles to facilitate the recognition process. Second, the outliers can be removed
effectively. Third, the incomplete scanning of standard poles due to the occlusion of
line-of-sight by other objects can be corrected using the region growing technique.

The attained lines representing the poles were checked to determine whether they
were vertical to the plane XOY. And the lines indicated tubes were checked to determine
whether they were perpendicular to the plane YOZ. The projection of an inclined pole on
the XOY plane is shown in Figure 11. If the distance between the leftmost and rightmost
centroids are larger than a threshold value, it indicates the pole is not vertical to the XOY
plane. Then the pole that is not vertical to the planes should be filtered out to check its
inclination value. The pole should be considered a defect that is not follow the building
code rule. The rule states that all poles should be perpendicular to the ground and all tubes
should be parallel to the ground. Hence, the pole or the tube should be re-installed to
correct the defect.

Figure 11. Intersections of a pole projected on XOY plane (a) inclined pole, (b) upright pole.
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In this study, a pole and a tube of the small-scale high formwork model were inclined
on purpose to validate the proposed method. The proposed method can identify the pole
and the tube that are not properly installed. Next, the cross points of lines that represent
poles and tubes were generated. The cross points are disk lock nodes, which are considered
important points in this study. The further ANN model was developed to generate accurate
coordinates of the key points in order to accurately calculate the spacing of the pole and
the lift height. Such data are important for building code requirements.

The longitudinal spacing of pole can be calculated in Equation (3).

dli =

√
(xi+1 − xi)

2, (3)

The transverse spacing of pole can be calculated in Equation (4).

dti =

√
(yi+1 − yi)

2, (4)

The lift height (space between two neighboring tubes) can be calculated in Equation (5).

si =

√
(zi+1 − zi)

2, (5)

where xi, yi, zi indicate the coordinates of the i point.

3.3. ANN Structure and Training

The TLS technology was used as a basis for obtaining data for neutral network training.
This can generate better predictions with acceptable accuracy. The flowchart of the proposed
scheme is displayed in Figure 12.

Figure 12. The flowchart of the TLS measurements optimized by using GA-ANN model.
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3.3.1. ANN Training Data Collection

In order to improve the accuracy of the coordinates of the key points, the study needs
to collect sufficient data to develop an ANN model. The spacing of the pole and the lift
height of the small-scale high formwork model set were specified. The model set first
was positioned on a movement equipment and moved along the X direction at interval
1 mm, and then the model set was moved along the Y direction at interval 1 mm from
1 mm-10 mm. Finally, the model set was moved along the Z direction from 1 mm to
10 mm at interval 1 mm. Every movement was scanned. Thus, the model set was scanned
30 times, and the collected 30 datasets were used to develop an ANN model to predict the
coordinates of the cross points of the poles and tubes. The moving distance is specified as
1 mm, so that the coordinates of the key points at t moment can be calculated based on the
coordinates at t − 1 moment, as shown in Equation (6). The initial coordinates of the key
points were generated from total station measurement.

Pt
i

⎛
⎝ xt

i
yt

i
zt

i

⎞
⎠ =Pt−1

i

⎛
⎜⎜⎜⎜⎜⎜⎝

xt−1
i + 1 mm

(→
X
)

yt−1
i + 1 mm

(→
Y
)

zt−1
i + 1 mm

(→
Z
)

⎞
⎟⎟⎟⎟⎟⎟⎠

(6)

where Pt
i

⎛
⎝ xt

i
yt

i
zt

i

⎞
⎠ indicates the coordinate of the i point at t moment; xt−1

i + 1 mm(
→
X)

indicates the model move along the X axis at specified value 1 mm, so the x coordinate of
the i point at t moment equal to the x coordinate of the point at t − 1 moment add 1 mm,
but the y and z coordinates of the i point at t moment are the same as that at t − 1 moment.

3.3.2. ANN

The ANN model was used to solve the non-linear problem. The strong self-learning
ability of the ANN can generate accurate predictions with high computational speed. Many
kinds of neutral networks have been established, and multilayer feed forward is one of
the most popular. Back propagation (BP) is one of commonly used algorithm, which can
minimize ANN error properly [62]. Hence, the back propagation (BP) neutral network was
adopted in this study.

Although ANN has been widely and successfully used in many studies, it has several
disadvantages. For example, it is tedious to choose the number of hidden layers and
the number of nodes at the hidden layer; the learning rate of ANN is usually decided
randomly; and it is more likely to achieve local minima rather than global minima [63–65].
Moreover, the proper selection of parameters such as learning rate and momentum co-
efficient are important for model convergence progress. Hence, in this study, genetic
algorithm (GA) was utilized to designate the parameters of the ANN model including the
number of hidden layers, the number of nodes at the hidden layer, learning rate, and the
momentum coefficient.

3.3.3. ANN Optimization by Genetic Algorithm

GA is a meta-heuristic, population-based searching algorithm based on natural se-
lection [66,67]. In this method, each individual in the population can generate a solution
by reproducing the individuals, and the solution should converge on the best one. In
this study, an individual includes four genes such as the number of the hidden layer, the
number of nodes at the hidden layer, learning rate and momentum coefficient, formed as
shown in Equation (7).

i = (c1, c2, c3, c4), (7)
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where i represents an individual chromosome and c1 to c4 are binary codes for the four
genes. A population is composed of a number of individual chromosomes, which can be
expressed as I = (i1, i2, i3, . . . in), n denotes the number of individual chromosomes.

GA uses three operators like selection, crossover and mutation to produce next gener-
ation chromosomes with better fit. The selection operator chooses the chromosomes with
better fit based on the selection criteria defined in the algorithm. In the crossover operator
the two selected parent chromosomes were merged from a new solution, which makes the
probability of the best fit higher in the next generation. Different crossover rules can be
used. In this study, a random crossover from two parents was employed. The mutation
operator can make random changes to the chromosome features to avoid the local optimum.
The details of the GA can be found in other studies [68,69]. The main parameters were used
in Genetic Algorithm are shown in Table 2.

Table 2. Main parameters of GA algorithm used for optimizing ANN.

Parameter Designation Value

Population size Npop 50
Generation number Ngen 100

Number of binary digits 10
Number of iterations 1000

Cross-over probability Pc 0.95
Mutation probability Pm 0.01

Fitness value 1

3.3.4. GA-ANN

The number of nodes at the input and output layers is equal to the input and output
variables, respectively. The number of the hidden layer and the number of nodes at the
hidden layer were determined by GA. The important parameters for an ANN model consist
of Nh, Nnh, Lr, and Mc, and the four genes in the binary form were considered for each
chromosome. The number of the hidden layer (Nh) was limited 1 to 2, the number of the
node at each hidden layer (Nnh) is selected from 1 to 10, and the learning rate (Lr) and
momentum coefficient (Mc) ranged from 0 and 1.

The TLS measuring coordinates were seen as inputs, the real value of the coordinates
was regarded as output, and then the transfer model was estimated. The ANN models with
different momentum coefficients are shown in Figure 13. The ANN3 with the momentum
coefficient Mc = 0.876 perform the best compared with other ANN models. As shown in
Figure 13, the momentum coefficient cand strongly influence the model performance.

Figure 13. The model performance for ANN models with different momentum coefficients.
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According to the results of the study [70], the position of the laser scanners has
significant influence on data scanning accuracy. Hence, the study used the positions of
the TLS as the ANN model inputs. In this study, the inputs of the ANN model were the
coordinates of the key points, R distance, laser coefficients, and scan conditions. The output
of the ANN model was the specified value (specified value of the set distance and space
dli = 12 cm; dti = 15 cm; si = 10 cm). The value of the cross points can be calculated by
using Equations (3)–(5).

Sigmoid function was employed as a transfer function for output and hidden layers
of the GA-ANN. The model training process was to adjust the model parameters in order
to minimize the error between the output and the target. Mean Squared Error (MSE) was
adopted to evaluate the model performance, it can be calculated in Equation (8).

MSE =
1
n

n

∑
i=1

(pi − xi)
2, (8)

where n is the number of data samples, pi is the model estimate of the i sample, and xi
represents the actual value of the i sample.

During the training process, the number of nodes and layers and functions of the
network were changed. MATLAB software was used to train and test the ANN model.
The important parameters of the proposed ANN model were first encoded as the genes
of the genetic algorithm (GA). Then, the fitness values of each individual chromosome
were calculated based on the fitness function. After a series of GA selection, such as the
crossover, the mutation and the duplication, the GA can discover the optimal individual
chromosome corresponding to the optimal fitness values. The evolution process is shown
in Figure 14. It should be noticed that GA can properly coverage the fitness value to the
global optimum rather than any other local optimal by random initialization.

Figure 14. The evaluation process of GA.

According to the GA results, the best number for the hidden layer was found to be
one; the best number for the nodes at the hidden layer is six. The structure of the proposed
GA-ANN model is shown in Figure 15.

The optimum network results in the lowest MSE. The optimum configuration of
the ANN model is shown in Table 3. Moreover, several network configurations with
different nodes at hidden layer were developed to evaluate and compare the accuracy of
the proposed GA-ANN model in estimating the variables. The MSE function was used to
assess the performance of the proposed GA-ANN model. The prediction performance of
the models for the data of simulated defects and the coordinates of key points are shown in
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Table 4. The corresponding rating was provided by averaging each MSE for the models.
As shown in Table 4, the proposed GA-ANN model achieves the best results among the
other models. To assess the model performance of the prosed GA-ANN model, the study
provided model performance value for ANN model and the ANN model optimised by
using GA respectively. The model performance of the proposed GA-ANN model and the
second-best ANN model compared with the actual value of the measurements are shown
in Figure 16.

Figure 15. The structure of the proposed GA-ANN model.

Table 3. Optimum configuration of the ANN obtained from GA.

Gene Designation Value

Number of hidden layer (c1) Nh 1
Number of hidden layer neurons (c2) Nnh 6

Learning rate (c3) Lr 0.125
Momentum coefficient (c4) Mc 0.876

Table 4. Prediction performance of the proposed GA-ANN model versus ANN model.

Model Nnh Predicted Simulated Defects (MSE) Predicted Coordinates (MSE) Rank

1 2 3 4 5 X Y Z

ANN 2 0.713 0.529 0.871 0.405 0.679 0.862 0.837 0.893 7
3 0.064 0.057 0.070 0.061 0.066 0.073 0.049 0.069 4
4 0.021 0.011 0.018 0.023 0.016 0.019 0.012 0.014 2
5 0.028 0.030 0.015 0.022 0.014 0.018 0.017 0.021 3
7 0.143 0.135 0.164 0.145 0.105 0.179 0.101 0.141 5
9 0.437 0.219 0.204 0.591 0.140 0.759 0.217 0.611 6

GA-ANN 6 0.005 0.004 0.004 0.003 0.004 0.002 0.003 0.002 1
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Figure 16. Model performance of the GA-ANN versus the ANN model and the actual value.

The obtained estimates from GA-ANN model versus the actual value are described
in Figure 17. Obviously, the proposed model can generate reliable predictions as error is
nearly zero. The R2 results for the proposed GA-ANN model which are very close to 1 for
training and testing dataset, as shown in Figure 18, explored that the proposed GA-ANN
can generate high accuracy predictions.

Figure 17. Cont.
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Figure 17. Actual versus predicted values of the measurements from GA-ANN model (a) training
dataset (b) test dataset.

Figure 18. The R2 of the proposed GA-ANN model.

According to [71], the R2 of the ANN model indicates that the inputs provide sufficient
information for the model predictions. Based on the results of [72], the Coefficient of
Variation-Root Mean Square Error (CV-RMSE) should be <30%, CV-RMSEs of the ANN
model is 12.5%, indicating that the developed ANN model meets the standard. Other model
performance evaluations, such as Root Mean Square Error (RMSE) and Mean Absolute
Error (MAE), also indicate that the model can generate predication with high accuracy.
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3.3.5. Comparison with Other ML Algorithms

To better demonstrate the GA-ANN learning approach, the common methods (ANN,
SVM and RF) that are often used are also applied in this study. Support vector machines
(SVMs) are well-known supervised machine learning techniques that were proposed by
Cortes and Vapnik [73] to solve classification problems, and then were extended to regres-
sion domain by Vapnik et al. [74]. For nonlinear problems, a nonlinear kernel function is
utilized. Random forest (RF) is an effective machine learning method proposed in 2001 [75],
which can be applied to classification, regression, and feature selection problems. RF is an
ensemble learning model with a decision tree as the base classifier, combining bagging and
random subspace theory.

To evaluate the performance of the suggested models, three different metrics, Mean
square error (MSE), Correlation coefficient (R), and root mean square error equation (RMSE)
are introduced. These statistical indicators assess the efficiency, linear relationship, and
deviation experienced from the average values. Statistical indices including MSE, R, and
RMSE gave an overall view of the precision and error of the model. The performance
measurements of the models are shown in Table 5. GA-ANN model was superior, followed
by ANN model, RF model and the least was SVM model. This might be indicated that,
ANN, SVM, and RF are individual learning algorithms while GA-ANN is an optimized
learning algorithm.

Table 5. The performance evaluation of the suggest models.

Model
R RMSE MSE

PSD PC PSD PC PSD PC

GA-ANN 0.987 0.985 0.008 0.005 0.004 0.0035
ANN 0.918 0.873 0.023 0.045 0.018 0.015
SVM 0.880 0.798 0.187 0.215 0.157 0.173
RF 0.881 0.853 0.034 0.048 0.011 0.035

PSD = predicted simulated defects; PC = predicted coordinates.

3.4. Validation

A different small-scale high formwork model was installed with different values of
distance between the poles and tubes and simulated defects in different area, as shown in
Table 6. The different value set in the installation was to verify that the model can detect
differences to improve the robustness of the training model.

Table 6. The detail of the second high formwork model set.

Term Description

Length 60 cm
Width 70 cm
Height 100 cm

The distance between two neighboring
horizontal ledgers (Lift height) 15 cm

The longitudinal spacing of vertical pole 8 cm
The transverse spacing of vertical pole 10 cm

The height of the bottom reinforcing ledger 5 cm
The angle of the diagonal brace 45◦

The number of vertical poles 49
The number of horizontal ledgers 98

Simulated defects
The distance between the 3rd and 4th horizontal

ledgers on the longitudinal middle frame 18 cm

The longitudinal spacing of the 4th and 5th vertical
pole on the longitudinal middle frame 10 cm

The transverse spacing of the 3rd and 4th vertical
pole on the transvers middle frame 12 cm
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The proposed GA-ANN model was used for predicting the simulated defects and the
coordinates of the key points. The convergence process of the proposed GA-ANN model is
displayed in Figure 19. The optimal result of the proposed GA-ANN model was obtained
after the 100th iteration. In this study, the model was able to detect all the simulated defects
and generate accurate coordinates of the key points.

Figure 19. The converge process of the proposed GA-ANN model.

4. Case Study

4.1. Validation on a Real High Formwork

While the prior case studies show the effectiveness of the proposed method, a full
in-site test on a real high formwork was carried out to evaluate the effectiveness of the
proposed method. The dimensions of the high formwork were 5.5 m × 5.5 m × 6 m,
consisting of 49 standard poles and 70 tubes. Both longitudinal and transverse spacing
of pole are 0.8 m, while the lift height is 1.5 m. The formation of the high formwork is
shown in Figure 20. The object provided an opportunity to validate the approach on a
real structure.

As the results may have been influenced by the instrument position error between
different point clouds, a control network was adopted to ensure that the horizontal position
locates correctly within a millimetre. The error can be absorbed into +2 mm registration
errors. Several scans from different viewpoints were collected so that the workflow effi-
ciency could be evaluated in a real situation. Typically, a total of 10–15 min was spent at
each position, including setup and scan time. The georeferencing process only took 5 min
to complete. The point clouds of the high formwork are shown in Figure 21.
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Figure 20. The photography of the high formwork.

Figure 21. Real point clouds of the high formwork.
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4.2. Discussion of Results

Based on the proposed method, the Z planes were inserted at 5 cm interval from 1 cm
to the height of the high formwork. Next, the lines representing the individual poles or
tubes were generated. Then, the coordinates of the cross points were input the ANN model.
Both longitudinal and transverse spacing of pole and lift height (the distance between
two neighbouring ledgers) were checked. Moreover, the perpendicularity of pole and
levelness of ledger were inspected. In addition, the angle of the diagonal bracing of the
high formwork were checked. The standard error was calculated between real value and
estimates. The standard error can be calculated in Equation (9).

SE =

√
∑ (Y − Y′)2

N
, (9)

where Y is the real value, Y′ is the estimated value, and N is the number of points to estimate.
The overall accuracy is acceptable and the errors fall within the allowable tolerance range.
The results are summarized in Table 7. The results indicate that the accuracy of the
developed GA-ANN model is satisfied at the millimetre level. It can generate reliable
results in real applications.

Table 7. Summary of the predicted error by using the proposed method.

Inspection
Term

Specified
Value

Error from the Proposed Method

Max Min Average Standard Error Percent of Pass

dli 800 15 3 5 4.7 95%
dti 800 13 6 5.5 5 94.3%
si 1500 16 5 7 6.8 92%

Am 60◦ 30′ 10′ 18′ 15′ 98%
Note: Am indicates the angle of diagonal bracing.

The purpose of the validation is to examine the performance of the proposed approach
dealing with real problems. Moreover, short range (about 10 m), simple scanned area,
and scanning from one position can reduce errors. Results of the validation indicate the
proposed method can detect and locate defects. Optimistically, it is capable of providing
accurate measurements at the magnitude of the millimetre level. Based on the outcomes,
the proposed method provides an effective tool for installation quality inspection for
high formwork.

Based on the cost and time evaluation, the proposed method can provide an effective
tool for quality inspection of a high formwork. The scanning time used for the inspection
at every station was only twenty minutes, which suggests the superiority of the adoption
of TLS in terms of both cost and time when compared to common methods. For example, a
GNSS-based method, which recently was suggested for use in structure monitoring and
inspection, has an error at the magnitude of the centimetre level, and requires extensive
calculation and processing [76,77]. With such an error budget, it is unacceptable for
installation quality inspection for high formwork. Moreover, to improve accuracy, it usually
requires the addition of more stations which will significantly increase operation costs.
Other methods, like unmanned aerial vehicle (UAV) imagery, are also recommended as
an effective tool for installation quality inspection for high formwork. However, based
on previous studies [78,79], it has average error of about 15mm. Moreover, it requires
sophisticated processing to extract the required information from the raw imagery. In
addition, and most importantly, considering factors such as registration errors, missing
data or mixed pixels might cause the misidentification of important elements or increase
errors in the measuring of the dimensions of high formwork.

Without the use of TLS, to safely conduct quality inspection in a cost- and time-effective
manner, and with acceptable accuracy, would prove extremely difficult and labour-intensive.
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Moreover, the data accuracy of TLS can be improved with the following suggestions: (1)
conduct the scan without impacting the line-of-sight; (2) increase scanning resolution; (3)
increase the number of scans; (4) scan the high formwork from all faces; (5) widen the range
of scan stations.

5. Conclusions

The current study highlighted the advantages of the proposed method using TLS
and ANN algorithms for installation quality inspection for a high formwork. When con-
ducting the inspection operation, the non-invasive method, along with full area coverage
measurements, are a benefit.

Adoption of the TLS uses less labour when compared to common inspection methods,
avoids any labour-related risks, and can access difficult and dangerous areas, which will
save significant money and time and greatly improve the performance of the inspection
process. The collected point cloud data can be effectively processed using the proposed
data extraction approach in this study and can rapidly extract the important elements of
the high formwork.

The conventional ANN network was optimized via GA to achieve the optimum
parameters of the ANN model including: the number of hidden layers, the number of
nodes at the hidden layers, the learning rate and the momentum coefficients. The model
performance evaluation parameters and generated result indicate that the proposed GA-
ANN model can produce accurate predictions. The generated accurate coordinates of the
important points that are the cross points of the poles and ledgers facilitate the spacing
calculation between two neighbouring of pole or lift height (the distance between two
neighbouring ledgers).

The proposed method can provide accurate results that facilitate quality inspection,
safety management and decision making on the construction site. Moreover, the collected
measurements can be kept properly, which facilitates further application in safety mon-
itoring for high formwork during concrete cast-in. In addition, the study also provides
an indication that measurements with tight tolerances can be achieved not only by using
contact methods, but that the proposed methods using TLS outputs can also generate
results with the required level of accuracy.

The benefits of the proposed method indicate that TLS can be successfully used in
quality inspection and can generate accurate measurements in terms of the quantity and
quality of the data points and timing. The measurements based on the proposed method
are similar to the set values with acceptable error, and hence confirm the suitability of the
proposed method. A successful approach for point cloud data extraction and measurements
calculation can be used for other similar structures.

Furthermore, the laser scanning system can be utilized in combination with other
techniques like photogrammetry to offer a hybrid method that can provide accurate mea-
surements of the full covering area and the points of interest. TLS measurements can also
be combined with BIM to vividly display the structure in real dimensions and state.
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Abbreviations

Acronym Meaning

AEC Architecture, Engineering & Construction
ANN Artificial Neutral Network
BP Back Propagation
BIM Building Information Modelling
CV-RMSEs Coefficient of Variation-Root Mean Square Error
GA Genetic Algorithm
GA-ANN Genetic Algorithm optimized Artificial Neutral Network
GNSS Global Navigation Satellite System
ICP Iterative Closet Point
LiDAR Light Detection and Ranging
Lr Learning rate
MAE Mean Absolute Error
MSE Mean Squared Error
Mc Momentum coefficient
Nh Number of hidden layer
Nnh Number of nodes at hidden layer
PC Predicted Coordinates
PSD Predicted Simulated Defects
RF Random Forest
RMSE Root Mean Square Error
RGB Red, Green & Blue
SE Standard Error
SVM Support Vector Machine
TLS Terrestrial Laser Scanner
UAV Unmanned Aerial Vehicle
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31. Rebolj, D.; Pučko, Z.; Babič, N.Č.; Bizjak, M.; Mongus, D. Point cloud quality requirements for Scan-vs-BIM based automated
construction progress monitoring. Autom. Constr. 2017, 84, 323–334. [CrossRef]

32. Son, H.; Kim, C.; Kim, C. 3D reconstruction of as-built industrial instrumentation models from laser-scan data and a 3D CAD
database based on prior knowledge. Autom. Constr. 2015, 49, 193–200. [CrossRef]

33. Pu, S.; Vosselman, G. Knowledge based reconstruction of building models from terrestrial laser scanning data. ISPRS J.
Photogramm. Remote Sens. 2009, 64, 575–584. [CrossRef]

34. Budroni, A.; Boehm, J. Automated 3D reconstruction of interiors from point clouds. Int. J. Archit. Comput. 2010, 8, 55–73.
[CrossRef]

35. Ochmann, S.; Vock, R.; Wessel, R.; Klein, R. Automatic reconstruction of parametric building models from indoor point clouds.
Comput. Graph. 2016, 54, 94–103. [CrossRef]

36. Anil, E.B.; Tang, P.; Akinci, B.; Huber, D. Deviation analysis method for the assessment of the quality of the as-is Building
Information Models generated from point cloud data. Autom. Constr. 2013, 35, 507–516. [CrossRef]

37. Kim, M.K.; Cheng, J.C.; Sohn, H.; Chang, C.C. A framework for dimensional and surface quality assessment of precast concrete
elements using BIM and 3D laser scanning. Autom. Constr. 2015, 49, 225–238. [CrossRef]

38. Kim, M.K.; Sohn, H.; Chang, C.C. Automated dimensional quality assessment of precast concrete panels using terrestrial laser
scanning. Autom. Constr. 2014, 45, 163–177. [CrossRef]

39. Zeibak-Shini, R.; Sacks, R.; Ma, L.; Filin, S. Towards generation of as-damaged BIM models using laser-scanning and as-built BIM:
First estimate of as-damaged locations of reinforced concrete frame members in masonry infill structures. Adv. Eng. Inform. 2016,
30, 312–326. [CrossRef]

29



Symmetry 2022, 14, 377

40. Riveiro, B.; Lourenço, P.B.; Oliveira, D.V.; González-Jorge, H.; Arias, P. Automatic morphologic analysis of quasi-periodic masonry
walls from LiDAR. Comput.-Aided Civ. Infrastruct. Eng. 2016, 31, 305–319. [CrossRef]

41. Brigham, C.A.P.; Crider, J.G. A new metric for morphologic variability using landform shape classification via supervised machine
learning. Geomorphology 2021, 399, 108065. [CrossRef]

42. Lee, J.; Son, H.; Kim, C.; Kim, C. Skeleton-based 3D reconstruction of as-built pipelines from laser-scan data. Autom. Constr. 2013,
35, 199–207. [CrossRef]

43. Czerniawski, T.; Nahangi, M.; Haas, C.; Walbridge, S. Pipe spool recognition in cluttered point clouds using a curvature-based
shape descriptor. Autom. Constr. 2016, 71, 346–358. [CrossRef]

44. Holgado-Barco, A.; Gonz´ alez-Aguilera, D.; Arias-Sanchez, P.; Martinez-Sanchez, J. Semiautomatic extraction of road horizontal
alignment from a mobile LiDAR system. Comput.-Aided Civ. Infrastruct. Eng. 2015, 30, 217–228. [CrossRef]

45. Wojtkowska, M.; Kedzierski, M.; Delis, P. Validation of terrestrial laser scanning and artificial intelligence for measuring
deformations of cultural heritage structures. Measurement 2021, 167, 1–18. [CrossRef]

46. Fawzy, H.E.-D. 3D laser scanning and close-range photogrammetry for buildings documentation: A hybrid technique towards a
better accuracy. Alex. Eng. J. 2019, 58, 1191–1204. [CrossRef]

47. Kim, M.-K.; Thedjaa, J.P.P.; Wang, Q. Automated dimensional quality assessment for formwork and rebar of reinforced concrete
components using 3D point cloud data. Autom. Constr. 2020, 112, 1–14. [CrossRef]

48. Liu, J.; Zhang, Q.; Wu, J.; Zhao, Y. Dimensional accuracy and structural performance assessment of spatial structure components
using 3D laser scanning. Autom. Constr. 2018, 96, 324–336. [CrossRef]

49. Wang, Q.; Cheng, J.C.P.; Sohn, H. Automated Estimation of Reinforced Precast Concrete Rebar Positions Using Colored Laser
Scan Data. Comput.-Aided Civ. Infrastruct. Eng. 2017, 32, 787–802. [CrossRef]

50. Wang, Q.; Kim, M.K.; Cheng, J.C.; Sohn, H. Automated quality assessment of precast concrete elements with geometry irregulari-
ties using terrestrial laser scanning. Autom. Constr. 2016, 68, 170–182. [CrossRef]

51. Bosché, F. Automated recognition of 3D CAD model objects in laser scans and calculation of as-built dimensions for dimensional
compliance control in construction. Adv. Eng. Inform. 2010, 24, 107–118. [CrossRef]

52. Lee, K.H.; Park, H.P. Automated inspection planning of free-form shape parts by laser scanning. Robot. Comput.-Integr. Manuf.
2000, 16, 201–210. [CrossRef]

53. Nuttens, T.; Stal, C.; De Backer, H.; Schotte, K.; Van Bogaert, P.; De Wulf, A. Methodology for the ovalization monitoring of newly
built circular train tunnels based on laser scanning: Liefkenshoek Rail Link (Belgium). Autom. Constr. 2014, 43, 1–9. [CrossRef]

54. Alba, M.; Scaioni, M. Comparison of techniques for terrestrial laser scanning data georeferencing applied to 3-D modelling of
cultural heritage. Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci. 2007, 7, 1–8.

55. Besl, P.J.; McKay, N.D. A method for registration of 3-D shapes. IEEE Trans. Pattern Anal. Mach. Intell. 1992, 14, 239–256.
[CrossRef]

56. Sgrenzaroli, M.; Wolfart, E. Accurate texture-mapped 3D models for documentation, surveying and presentation purposes.
In Proceedings of the Scanning For Cultural Heritage Recording, Corfu, Greece, 1–2 September 2002; The ICOMOS/ISPRS
Committee for Documentation of Cultural Heritage: Corfu, Greece, 2002.

57. Hebert, M.; Krotkov, E. 3D measurements from imaging laser radars: How good are they? In Proceedings of the IEEE/RSJ
International Workshop on Intelligent Robots and Systems 1991, Osaka, Japan, 3–5 November 1991; pp. 359–364.

58. Tuley, J.; Vandapel, N.; Hebert, M. Analysis and removal of artifacts in 3-D LADAR data. In Proceedings of the 2005 IEEE
International Conference on Robotics and Automation, Barcelona, Spain, 18–22 April 2005; pp. 2203–2210.

59. Tang, P.; Huber, D.; Akinci, B. A comparative analysis of depth-discontinuity and mixed-pixel detection algorithms. In Proceedings
of the Sixth International Conference on 3-D Digital Imaging and Modeling (3DIM 2007), Montreal, QC, Canada, 21–23 August
2007; pp. 29–38.

60. Wang, Q.; Sohn, H.; Cheng, J.C. Development of a mixed pixel filter for improved dimension estimation using AMCW laser
scanner. ISPRS J. Photogramm. Remote Sens. 2016, 119, 246–258. [CrossRef]

61. Adams, R.; Bischof, L. Seeded Region Growing. IEEE Trans. Pattern Anal. Mach. Intell. 1994, 16, 641–647. [CrossRef]
62. Simpson, P.K. Artificial Neural Systems: Foundations, Paradigms, Applications, and Implementations, 1st ed.; Pergamon Pr: Oxford,

UK, 1990.
63. Joshi, S.; Pande, S. Intelligent process modeling and optimization of die-sinking electric discharge machining. Appl. Soft Comput.

2011, 11, 2743–2755. [CrossRef]
64. Momeni, E.; Nazir, R.; Jahed Armaghani, D.; Maizir, H. Prediction of pile bearing capacity using a hybrid genetic algorithm-based

ANN. Measurement 2014, 57, 122–131. [CrossRef]
65. Khandelwal, M.; Marto, A.; Fatemi, S.A.; Ghoroqi, M.; Armaghani, D.J.; Singh, T.N.; Tabrizi, O. Implementing an ANN model

optimized by genetic algorithm for estimating cohesion of limestone samples. Eng. Comput. 2017, 34, 307–317. [CrossRef]
66. Adeli, H.; Hung, S.L. Machine Learning: Neural Networks, Genetic Algorithms, and Fuzzy Systems, 1st ed.; John Wiley & Sons, Inc.:

Hoboken, NJ, USA, 1994.
67. Sardinas, R.Q.; Santana, M.R.; Brindis, E.A. Genetic algorithm-based multi-objective optimization of cutting parameters in turning

processes. Eng. Appl. Artif. Intell. 2006, 19, 127–133. [CrossRef]
68. Stone, R.; Krishnamurthy, K. A neural network thrust force controller to minimize delamination during drilling of graphite-epoxy

laminates. Int. J. Mach. Tools Manuf. 1996, 36, 985–1003. [CrossRef]

30



Symmetry 2022, 14, 377

69. Dhupal, D.; Doloi, B.; Bhattacharyya, B. Optimization of process parameters of Nd: YAG laser microgrooving of Al2TiO5 ceramic
material by response surface methodology and artificial neural network algorithm. J. Eng. Manuf. 2007, 221, 1341–1350. [CrossRef]

70. Shen, Z.; Tang, P.; Kannan, O.; Cho, Y.K. As-built error modeling for effective 3d laser scanning on construction sites. In ASCE
International Workshop on Computing in Civil Engineering; ASCE: Los Angeles, CA, USA, 2013; pp. 533–540.

71. Chakraborty, D.; Elzarka, H. Performance testing of energy models: Are we using the right statistical metrics? J. Build. Perform.
Simul. 2018, 11, 433–448. [CrossRef]

72. Sun, Y.; Wang, S.; Xiao, F.; Gao, D. Peak load shifting control using different cold thermal energy storage facilities in commercial
buildings: A review. Energy Convers. Manag. 2013, 71, 101–114. [CrossRef]

73. Cortes, C.; Vapnik, V. Support-vector networks. Mach. Learn. 1995, 20, 273–297. [CrossRef]
74. Vapnik, V.; Golowich, S.E.; Smola, A.J. Support vector method for function approximation, regression estimation and signal

processing. Adv. Neural Inf. Processing Syst. 1997, 9, 281–287.
75. Breiman, L. Random forests. Mach. Learn. 2001, 45, 5–32. [CrossRef]
76. Oku Topal, G.; Akpinar, B. High rate GNSS kinematic PPP method performance for monitoring the engineering structures: Shake

table tests under different satellite configurations. Measurement 2021, 189, 110451. [CrossRef]
77. Shen, N.; Chen, L.; Chen, R. Displacement detection based on Bayesian inference from GNSS kinematic positioning for deformation

monitoring. Mech. Syst. Signal Processing 2022, 167, 108570. [CrossRef]
78. Palmer, L.; Franke, K.; Abraham Martin, R.; Sines, B.; Rollins, K.; Hedengren, J. Application and Accuracy of Structure from

Motion Computer Vision Models with Full-Scale Geotechnical Field Tests. In Proceedings of the International Foundations
Congress and Equipment Expo 2015 (IFCEE 2015), San Antonio, TX, USA, 17–21 March 2015; pp. 2432–2441.

79. Laefer, D.F.; Truong-Hong, L. Toward automatic generation of 3D steel structures for building information modelling. Autom.
Constr. 2017, 74, 66–77. [CrossRef]

31





Citation: Liang, B.; Xiao, J.; Shi, S.

Establishment of an Eleven-Freedom-

Degree Coupling Dynamic Model of

Heavy Vehicle-Pavement. Symmetry

2022, 14, 250. https://doi.org/

10.3390/sym14020250

Academic Editors: Yang Yang,

Ying Lei, Xiaolin Meng, Jun Li and

Juan Luis García Guirao

Received: 31 October 2021

Accepted: 11 January 2022

Published: 27 January 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

symmetryS S

Article

Establishment of an Eleven-Freedom-Degree Coupling
Dynamic Model of Heavy Vehicle-Pavement

Bo Liang 1,2, Jinghang Xiao 1,* and Shirong Shi 3

1 School of Civil Engineering, Chongqing Jiaotong University, Chongqing 400074, China; liang_laoshi@126.com
2 State Key Laboratory of Mountain Bridge and Tunnel Engineering, Chongqing Jiaotong University,

Chongqing 400074, China
3 CISDI Engineering Co., Ltd., Chongqing 400013, China; shirong.shi@cisdi.com.cn
* Correspondence: xiaojinghangswust@126.com or 611190080004@mails.cqjtu.edu.cn; Tel.: +86-186-0809-8751

Abstract: Considering the actual situation of moving vehicles acting on road surfaces, a dynamic
model of a heavy vehicle–road coupling system was established based on the traditional vehicle–road
vibration model. Firstly, a seven-degree-of-freedom vehicle model was established, and the vibration
characteristics of the road subsystem were considered part of the whole system. The excitation effect
of road roughness on the vehicle model was considered, and the dynamic model of the coupling
system was finally obtained by combining the displacement compatibility principle of the contact
relationship between the wheels and the road surface. The results show that the maximum bending
value of the surface course reaches 2.37 mm. The maximum shear stress in the middle part of the
surface course is 43,858 Pa. The vertical dynamic stress in the middle part of the surface course is
larger, reaching 119,373 Pa, while the value of the vertical dynamic stress in the subgrade is much
smaller, reaching 5824 Pa. The coupling dynamic model can reflect the relationship between the
moving vehicle and the road and the dynamic performance, which not only provides theoretical
support for the design parameters of heavy-duty vehicles but also provides a reference for the design
of road durability.

Keywords: heavy-duty vehicle; road; coupling model; dynamic response

1. Introduction

In recent years, heavy-duty vehicle transportation has become important all around
the world [1,2]. The concept of dynamic interactions between the vehicle and the road
surface has been widely studied, and a series of problems caused by the coupling vibrations
of the vehicle structure and road have become very prominent. Thanks to the in-depth
study of this issue by scholars, research on the dynamic interaction between vehicles and
road systems [3,4], and the vehicle–road dynamics model of coupled systems [5–11], our
understanding in this area is continuously developing. The key problems that hinder the
long-term development of heavy haul transportation have been partially solved, including
the impact coefficient of vehicles, the vibration of vehicles under the uneven road surface,
and the instantaneous response of road vibrations.

As mentioned above, the dynamic characteristics of the roadbed are regarded as one of
the important components of the system. At present, a vehicle–road system can be divided
into a vehicle vibration model and a road subsystem model. The vehicle is the moving
part, which is the main excitation part that causes the vehicle and road vibration. The
pavement and the following parts are the road subsystem. Due to the long-term bearing
of the dynamic load of the upper vehicle, including the repeated load of heavy vehicle
movement, subgrade diseases form easily. In particular, the deformation of flexible asphalt
pavement is often affected by many factors such as traffic congestion, joints, load capacity,
and repeated vehicle loads [12,13]. All these factors affect the normal service of the road and
make the road surface irregular, seriously affecting the normal operation of the road and
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even damaging it. The above analysis shows that the damage of roads not only involves
damage to the road surface but also the excessive deformation of the roadbed. Therefore,
when analyzing the dynamic interaction between vehicle and road, the vehicle vibration
excitation is the key problem, which is, therefore, one of the main concerns of this work.

Scholars have studied the dynamic problems of vehicle and highway subgrades
from different perspectives [14,15]. However, few of the existing models consider the
vehicle–road system as a whole, and most models analyze the road dynamic performance
under the dynamic load of vehicles. The literature [16] describes the lateral dynamics model
of vehicles under road environment excitation. The authors of [17,18] studied the dynamic
response of the vehicle–pavement coupling system based on the nonlinear Timoshenko
beam method and the vehicle–road dynamic response of the multi-degree-of-freedom
vehicle with a double-layer, rectangular, thin plate. Zhang et al. [19] studied the road
deformation and crack propagation path under the action of a quarter of vehicles using
a modified two-parameter foundation plate. The above analysis fails to fully reflect the
interaction of a vehicle–subgrade system in the process of vehicle moving, and this is
another main objective of the present study.

In the present study, we establish a seven-degree-of-freedom vehicle dynamic model
and use the harmonic superposition method to simulate the process of road random
vibration. The dynamic interaction between vehicle and road is analyzed theoretically.
Then, the validity of the model is verified by numerical analysis, and the dynamic response
is analyzed. The organization of the paper is as follows. In Section 2, the dynamic model
and equilibrium equation of heavy load vehicles are established. In Section 3, the coupling
dynamic equation of heavy load vehicle–road is established. Then, the vehicle–road system
is analyzed from multiple angles through numerical simulation, and the validity of the
established equation is verified in Section 4.

2. Vehicle Dynamic Model and Equilibrium Equation

2.1. Simplified Vehicle Road Dynamic Model

According to different research needs, traditional vehicle models can come in three
different styles. They are the quarter two-degree-of-freedom vehicle model, the half four-
degree-of-freedom vehicle model, and the whole vehicle model, respectively. The first two
models are widely used due to their simple calculation, but the parameters of vibration
are not fully considered and the calculation accuracy is not high. Based on the traditional
model, a 7-DOF vehicle model is established in this paper, as shown in Figure 1. In this
model, the car body and wheels are treated as rigid bodies. A vehicle consisting of a
single body and several wheels passes through the line at a uniform speed; for the body
itself, the freedom of nod vibration, deflection vibration, and vertical vibration will be
considered [20], along with the vibration of the four wheels, for a total of seven degrees
of freedom. Furthermore, it is assumed that the wheels of the vehicle are in close contact
with the road surface. In this paper, we mainly study the vibration of the vehicle–road
system caused by the excitation of road roughness. In particular, this paper studies the
effects on vehicle ride performance, including comfort, safety, and irregularity. To simplify
the analysis process, it was simplified into the 7-DOF vehicle structure model shown
in Figure 1.
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Figure 1. 7-DOF vehicle structure model.

2.2. Dynamic Balance of Vehicle–Road System

Based on the above description, combined with the vehicle vibration balance equation
and the road vibration balance equation, the dynamic balance equation of the vehicle–road
system is established. The stress analysis of the vehicle model and the body are shown in
Figures 2 and 3, respectively.

Figure 2. Stress analysis of vehicle model.

Figure 3. Stress analysis of body.
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and Ftc1, Fts1, Ftc2, Fts2, Ftc3, Fts3, Ftc4, and Fts4 represent the interaction force between the
unsprung mass part of the vehicle and the body.

According to the force balance conditions in Figures 2 and 3, the balance equations of
vertical vibration, pitch vibration, and roll vibration of the body are as follows [21–23]:
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The force analysis of the vehicle’s unsprung mass model is shown in Figure 4.
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Figure 4. Force analysis of vehicle unsprung mass.

Where i = 1, 2, 3, and 4 represent the right front unsprung mass part, the right rear
unsprung mass part, the left front unsprung mass part, and the left rear unsprung mass part,
respectively. The force balance equations of the four unsprung mass parts are as follows:
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Zl2) + Kt2(Zt2 − Zl2)− Cs2(

.
Zs

+λ2
.
ψ − λ3

.
θ − .

Zt2)− Ks2(Zs + λ2ψ − λ3θ − Zt2) = 0
(6)

mt4
..
Zt4 + Ct4(

.
Zt4 −

.
Zl4) + Kt4(Zt4 − Zl4)− Cs4(

.
Zs

+λ2
.
ψ + λ4

.
θ − .

Zt4)− Ks4(Zs + λ2ψ + λ4θ − Zt4) = 0
(7)

The stress analysis of the wheel is drawn according to the stress of the vehicle wheel,
as shown in Figure 5.

Figure 5. Stress analysis of wheel.
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Where, i = 1, 2, 3, and 4 represent the four wheels, respectively. According to the force
balance, the balance equations are obtained:

ft1 = Ct1(
.
Zt1 −

.
Zl1) + Kt1(Zt1 − Zl1)− ml1

..
Zl1 (8)

ft2 = Ct2(
.
Zt2 −

.
Zl2) + Kt2(Zt2 − Zl2)− ml2

..
Zl2 (9)

ft3 = Ct3(
.
Zt3 −

.
Zl3) + Kt3(Zt3 − Zl3)− ml3

..
Zl3 (10)

ft4 = Ct4(
.
Zt4 −

.
Zl4) + Kt4(Zt4 − Zl4)− ml4

..
Zl4 (11)

In the above equations and pictures (Equations (1)–(11) and Figures 1–5), ms represents
the body mass; θ is the body nod displacement angle, ψ represents the body turnover dis-
placement angle; mti represents the unsprung mass of vehicle front and rear; mli represents
wheel mass; Cti represents the damping coefficient of the corresponding wheel before and
after the vehicle; Csi represents the damping coefficient of the corresponding suspension
system before and after the vehicle; Kti represents the stiffness coefficients of the corre-
sponding wheels before and after the vehicle; Ksi represent the stiffness coefficients of the
front and rear suspension of the vehicle; Zs represents the vertical vibration displacement
of the body; Zti represent the vertical vibration displacements of the four unsprung mass
parts corresponding to the front and rear of the vehicle; Zli represents the vertical vibration
displacement of the front and rear wheels of the vehicle; JX represents the rotational inertia
of the body around the x-axis; JY represents the rotational inertia of the body around the
y-axis; and fti represents the dynamic loads of the four wheels.

Based on the balance equation of each part of the vehicle system mentioned above, the
vector expression can be obtained as:

M
..
Z + C

.
Z + KZ = Ft (12)

where M represents the mass matrix of the vehicle; C represents the damping matrix of
the vehicle; K represents the stiffness matrix of the vehicle; Z represents the displacement
matrix of the vehicle; Ft represents the dynamic load vector acted on the road surface by
the vehicle system. The above matrix expressions are as follows:

M =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

m 0 0 0 0 0 0 0 0 0 0
0 JX 0 0 0 0 0 0 0 0 0
0 0 JY 0 0 0 0 0 0 0 0
0 0 0 mt1 0 0 0 0 0 0 0
0 0 0 0 mt2 0 0 0 0 0 0
0 0 0 0 0 mt3 0 0 0 0 0
0 0 0 0 0 0 mt4 0 0 0 0
0 0 0 0 0 0 0 ml1 0 0 0
0 0 0 0 0 0 0 0 ml2 0 0
0 0 0 0 0 0 0 0 0 ml3 0
0 0 0 0 0 0 0 0 0 0 ml4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,
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C =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

c11 c12 c13 −cs1 −cs2 −cs3 −cs4 0 0 0 0
c21 c22 c23 λ1cs1 −λ2cs2 λ1cs3 −λ2c4 0 0 0 0
c31 c32 c33 λ3cs1 λ3cs2 −λ4cs3 −λ4c4 0 0 0 0
−cs1 λ1cs1 λ3cs1 cs1 + ct1 0 0 0 −ct1 0 0 0
−cs2 −λ2cs2 λ3cs2 0 c2 + ct2 0 0 0 −ct2 0 0
−cs3 λ1cs3 −λ4cs3 0 0 c3 + ct3 0 0 0 −ct3 0
−cs4 −λ2cs4 −λ4cs4 0 0 0 c4 + ct4 0 0 0 −ct4

0 0 0 −ct1 0 0 0 ct1 0 0 0
0 0 0 0 −ct2 0 0 0 ct2 0 0
0 0 0 0 0 −ct3 0 0 0 ct3 0
0 0 0 0 0 0 −ct4 0 0 0 ct4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

K =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

k11 k12 k13 −ks1 −ks2 −ks3 −ks4 0 0 0 0
k21 k22 k23 λ1ks1 −λ2ks2 λ1ks3 −λ2ks4 0 0 0 0
k31 k32 k33 λ3ks1 λ3ks2 −λ4ks2 −λ4ks4 0 0 0 0
−ks1 λ1ks1 λ3ks1 ks1 + kt1 0 0 0 −kt1 0 0 0
−ks2 −λ2ks2 λ3ks2 0 ks2 + kt2 0 0 0 −kt2 0 0
−ks3 λ1ks3 −λ4ks3 0 0 ks3 + kt3 0 0 0 −kt3 0
−ks4 −λ2ks4 −λ4ks4 0 0 0 ks4 + kt4 0 0 0 −kt4

0 0 0 −kt1 0 0 0 kt1 0 0 0
0 0 0 0 −kt2 0 0 0 kt2 0 0
0 0 0 0 0 −kt3 0 0 0 kt3 0
0 0 0 0 0 0 −kt4 0 0 0 kt4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Z =
[

Zs ψ θ Zt1 Zt2 Zt3 Zt4 Zl1 Zl2 Zl3 Zl4
]T ,

C11 = cs1 + cs2 + cs3 + cs4,

C12 = C21 = −λ1cs1 + λ2cs2 − λ1cs3 + λ2cs4,

C13 = C31 = −λ3cs1 − λ3cs2 + λ4cs3 + λ4cs4,

C22 = λ1
2cs1 + λ2

2cs2 − λ1
2cs3 + λ2

2cs4,

C23 = C32 = λ1λ3cs1 − λ2λ3cs2 − λ1λ4cs3 + λ2λ4cs2,

C33 = λ3
2cs1 + λ3

2cs2 + λ4
2cs3 + λ4

2cs4,

K11 = Ks1 + Ks2 + Ks3 + Ks4,

K12 = K21 = −λ1Ks1 + λ2Ks2 − λ1Ks3 + λ2Ks4,

K13 = K31 = −λ3Ks1 − λ3Ks2 + λ4Ks3 + λ4Ks4,

K22 = λ1
2Ks1 + λ2

2Ks2 − λ1
2Ks3 + λ2

2Ks4,

K23 = K32 = λ1λ3Ks1 − λ2λ3Ks2 − λ1λ4Ks3 + λ2λ4Ks2,

K33 = λ3
2Ks1 + λ3

2Ks2 + λ4
2Ks3 + λ4

2Ks4,

Ft =
[

0 0 0 0 0 0 0 ft1 ft2 ft3 ft4
]T

The boundary constraint conditions of the finite element model of the road multi-layer
system need to be simplified according to the force and loading conditions of the road
under the actual vehicle traveling conditions. When the vehicle is driving in the center
of the road, the response at the far side of the road is negligible. Because of the thick soil
foundation, the response at the bottom is too small and negligible. Therefore, it can be
known from Saint-Venant’s principle that longitudinal constraints are imposed on both
sides of the principle and fixed displacement are imposed on the bottom to obtain the finite
element model of the road [24–26], as shown in Figure 6.
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Figure 6. Finite element model of road structure layer.

3. Establishment of Coupled Dynamic Equation between Heavy-Duty Vehicle
and Road

3.1. Pavement Vibration Model

The roughness of the road surface is called unevenness in highway engineering. It
originates from the accidental factors that cannot be controlled artificially in the process
of construction and the irregular vertical undulation of the ground caused by repeated
loads caused by vehicles. The unevenness of the road will cause the vibration of the
vehicle. Based on the establishment of the road finite element model in the previous section,
according to the forced vibration equation of the damped system with multiple degrees
of freedom, the vibration balance equation of the road structure model can be obtained
as follows:

[m]{
..
δ}+ [c]{

.
δ}+ [k]{δ} = { f } (13)

where [m] represents the overall mass matrix of the road finite element model, [c] represents
the overall damping matrix, [k] represents the overall stiffness matrix, {δ} represents the
displacement vector of the road finite element model, {

.
δ} represents the velocity vector,

{
..
δ} represents the acceleration vector, and { f } represents the vertical load vector, including

the dynamic load and static load.
To solve the common vibration problem caused by vehicles acting on the road, the

vehicle vibration balance equation and road vibration balance equation in Equations (12)
and (13) are needed to calculate the dynamic response of the whole system. To simplify the
calculation without losing accuracy and reliability, the high-order term of vibration mode
superposition is discarded, and only the contact between the vehicle and the road is consid-
ered; that is, the node between the wheel and the road. The vertical vibration displacement
at any cross-section x position of the road pavement is obtained by superposition of the
vibration mode functions of each order of the road:

zr(x) =
N

∑
n=1

Anφn(xi) (14)

where An represents the corresponding generalized coordinates and φn(xi) is the vibration
mode function at the corresponding road horizontal position x and the nth order.

3.2. Model of Road Roughness

The methods of road unevenness can be divided into static cross-section measurement,
dynamic cross-section measurement, reaction level measurement system, and subjective
evaluation method. The road smoothness is expressed as the superposition of some sine
or cosine waves with random phases. For the superposition of N similar sine waves, the
smoothness of a random road surface can be expressed as [24]:

Z(x) =
n

∑
i=1

√
2Ai · sin(2π · x · nmid_i + θi) (15)
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where, Z(x) represents the unevenness value of the random pavement, x represents the
displacement of the pavement along the horizontal direction, θ represents the random
number of [0–2π], and nmid_i represents the intermediate value of the spatial frequency of
the pavement flatness between each cell.

Assuming the vehicle speed is v, let x = vt, and the first-order and second-order
derivatives of the above formula can obtain the speed and acceleration of a random
road, respectively.

.
Z(x) =

n

∑
i=1

2
√

2πvnmid_i Ai · cos(2π · x · nmid_i + θi) (16)

..
Z(x) =

n

∑
i=1

−4
√

2π2v2n2
mid_i Ai · sin(2π · x · nmid_i + θi) (17)

3.3. Wheel–Road Displacement Coupled Vibration

It has been assumed that the vehicle is always in contact with the pavement during
driving, and the vertical displacement of the pavement is divided into pavement flatness
zp(xi) and pavement vibration vertical displacement zr(xi); then, the vertical displacement
of the wheel can be expressed as:

zli = zr(xi) + zp(xi) (18)

where zp(xi) is the road surface flatness value of tire i (i represents the wheel position) at
the horizontal direction x of the road. Substituting Equation (14) into Equation (18), we get:

zli =
N

∑
n=1

Anφn(xi) + zp(xi) (19)

The contact between vehicle wheel and the road surface can be simplified according
to Hertz’s contact theory. Consider the coupling relationship between the wheel and the
road surface to be a nonlinear contact force, as shown in Figure 7.

Figure 7. Wheel–road coupling vibration diagram.

According to the contact relation in Hertz’s law, when further simplified the vertical
contact force between the wheel and the road surface is expressed as:

F(t) = kH(Zw − Zr) (20)

3.4. Establishment of Vehicle–Road Coupling Dynamic Analysis Model

As mentioned above, the vehicle vibration balance equation and road vibration balance
equation are combined to obtain the vibration coupling relationship model under the
condition of displacement compatibility:
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s
0

0
0

0
0

0
0

J X
0

0
0

0
0

0
0

J Y
0

0
0

0
0

0
0

m
t1

0
0

0
0

0
0

0
m

t2
0

0
0

0
0

0
0

m
t3

0
0

0
0

0
0

0
m

t4

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣

.. Z
s .. ψ .. θ .. Z
t1

.. Z
t2

.. Z
t3

.. Z
t4

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦+

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣

c 1
1

c 1
2

c 1
3

−c
s1

−c
s2

−c
s3

−c
s4

c 2
1

c 2
2

c 2
3

λ
1c

s1
−λ

2c
s2

λ
1c

s3
−λ

2c
s4

c 3
1

c 3
2

c 3
3

λ
3c

s1
λ

3c
s2

−λ
4c

s3
−λ

4c
s4

−c
s1

λ
1c

s1
λ

3c
s1

c s
1
+

c t
1

0
0

0
−c

s2
−λ

2c
s2

λ
3c

s2
0

c s
2
+

c t
2

0
0

−c
s3

λ
1c

s3
−λ

4c
s3

0
0

c s
3
+

c t
3

0
−c

s4
−λ

2c
s4

−λ
4c

s4
0

0
0

c s
4
+

c t
4

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣

. Z
s . ψ . θ . Z
t1 . Z
t2 . Z
t3 . Z
t4

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦

+

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣

k 1
1

k 1
2

k 1
3

−k
s1

−k
s2

−k
s3

−k
s4

k 2
1

k 2
2

k 2
3

λ
1k

s1
−λ

2k
s2

λ
1k

s3
−λ

2k
s4

k 3
1

k 3
2

k 3
3

λ
3k

s1
λ

3k
s2

−λ
4k

s3
−λ

4k
s4

−k
s1

λ
1k

s1
λ

3k
s1

k s
1
+

k t
1

0
0

0
−k

s2
−λ

2k
s2

λ
3k

s2
0

k s
2
+

k t
2

0
0

−k
s3

λ
1k

s3
−λ

4k
s3

0
0

k s
3
+

k t
3

0
−k

s4
−λ

2k
s4

−λ
4k

s4
0

0
0

k s
4
+

k t
4

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣Z
s ψ θ Z
t1

Z
t2

Z
t3

Z
t4

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦

=

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣

0 0 0

C
t1

[ . z p
(x

1)
+

N ∑ n=
1

. A
n

φ
n
(x

1)

] +
K

t1

[ z p
(x

1)
+

N ∑ n=
1

A
n

φ
n
(x

1)

]

C
t2

[ . z p
(x

2)
+

N ∑ n=
1

. A
n

φ
n
(x

2)

] +
K

t1

[ z p
(x

2)
+

N ∑ n=
1

A
n

φ
n
(x

2)

]

C
t3

[ . z p
(x

3)
+

N ∑ n=
1

. A
n

φ
n
(x

3)

] +
K

t3

[ z p
(x

3)
+

N ∑ n=
1

A
n

φ
n
(x

3)

]

C
t4

[ . z p
(x

4)
+

N ∑ n=
1

. A
n

φ
n
(x

4)

] +
K

t4

[ z p
(x

4)
+

N ∑ n=
1

A
n

φ
n
(x

4)

]⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦

.. A
n
+

2ξ
n

ω
n

. A
n
+

ω
2 n

A
n
=

4 ∑ j=
1

Φ
n

( x j
)⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩

( λ
j λ
m

s
+

m
tj
+

m
lj

) g
+

K
tj

Z
tj
+

C
tj

. Z
tj

−{ K
tj

[ z p
( x j
) +

N ∑ n=
1

A
n

φ
n

( x j
)] +

C
tj

[ . z p
( x j
) +

N ∑ n=
1

. A
n

φ
n

( x j
)]}

−m
lj

[ .. Z
p( x j

) +
N ∑ n=

1

.. A
n

Φ
n

( x j
)]

⎫ ⎪ ⎪ ⎪ ⎪ ⎪ ⎬ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭

(2
1)
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In the above equation, the total number of equations is N + 7, where N represents
the modal equations of the road subsystem and generally takes the low-order vibration
mode. The dynamic equilibrium equation will be solved by the Newmark-Beta method.
The vibration equation of the standard vehicle–road system can be obtained by rearranging
Equation (21):

[M]
{ ..

Y
}
+ [C]

{ .
Y
}
+ [K]{Y} = {F} (22)

where [M] represents the total mass matrix, [C] represents the total damping matrix, [K]
represents the total stiffness matrix, and [F] represents the total load matrix. The matrix
expressions are as follows:

C1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2ξ1ω1 +
4
∑

j=1
Φ1
(

xj
)
CtjΦ1

(
xj
) 4

∑
j=1

Φ1
(
xj
)
CtjΦ2

(
xj
) · · · 4

∑
j=1

Φ1
(
xj
)
CtjΦn

(
xj
)

4
∑

j=1
Φ2
(

xj
)
CtjΦ1

(
xj
)

2ξ2ω2 +
4
∑

j=1
Φ2
(
xj
)
CtjΦ2

(
xj
) · · · 4

∑
j=1

Φ2
(
xj
)
CtjΦn

(
xj
)

...
...

. . .
...

4
∑

j=1
Φn
(
xj
)
CtjΦ1

(
xj
) 4

∑
j=1

Φn
(
xj
)
CtjΦ2

(
xj
) · · · 2ξnωn +

4
∑

j=1
Φn
(

xj
)
CtjΦn

(
xj
)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

C2 =

⎡
⎢⎢⎢⎣

0 0 0 −Ct1Φ1(x1) −Ct2Φ1(x2) −Ct3Φ1(x3) −Ct4Φ1(x4)
0 0 0 −Ct1Φ2(x1) −Ct2Φ2(x2) −Ct3Φ2(x3) −Ct4Φ2(x4)
...

...
...

...
...

...
...

0 0 0 −Ct1Φn(x1) −Ct2Φn(x2) −Ct3Φn(x3) −Ct4Φn(x4)

⎤
⎥⎥⎥⎦,

C3 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
0 0 0 0
0 0 0 0

−Ct1Φ1(x1) −Ct1Φ2(x1) · · · −Ct1Φn(x1)
−Ct2Φ1(x2) −Ct2Φ2(x2) · · · −Ct2Φn(x2)
−Ct3Φ1(x3) −Ct3Φ2(x3) · · · −Ct3Φn(x3)
−Ct4Φ1(x4) −Ct4Φ2(x4) · · · −Ct4Φn(x4)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

C4 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

c11 c12 c13 −cs1 −cs2 −cs3 −cs4
c21 c22 c23 λ1cs1 −λ2cs2 λ1cs3 −λ2cs4
c31 c32 c33 λ3cs1 λ3cs2 −λ4cs3 −λ4cs4
−cs1 λ1cs1 λ3cs1 cs1 + ct1 0 0 0
−cs2 −λ2cs2 λ3cs2 0 cs2 + ct2 0 0
−cs3 λ1cs3 −λ4cs3 0 0 cs3 + ct3 0
−cs4 −λ2cs4 −λ4cs4 0 0 0 cs4 + ct4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

K1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ω2
1 +

4
∑

j=1
Φ1
(

xj
)
KtjΦ1

(
xj
) 4

∑
j=1

Φ1
(

xj
)
KtjΦ2

(
xj
) · · · 4

∑
j=1

Φ1
(

xj
)
KtjΦn

(
xj
)

4
∑

j=1
Φ2
(
xj
)
KtjΦ1

(
xj
)

ω2
2 +

4
∑

j=1
Φ2
(
xj
)
KtjΦ2

(
xj
) · · · 4

∑
j=1

Φ2
(

xj
)
KtjΦn

(
xj
)

...
...

. . .
...

4
∑

j=1
Φn
(

xj
)
KtjΦ1

(
xj
) 4

∑
j=1

Φn
(
xj
)
KtjΦ2

(
xj
) · · · ω2

n +
4
∑

j=1
Φn
(

xj
)
KtjΦn

(
xj
)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

K2 =

⎡
⎢⎢⎢⎣

0 0 0 −Kt1Φ1(x1) −Kt2Φ1(x2) −Kt3Φ1(x3) −Kt4Φ1(x4)
0 0 0 −Kt1Φ2(x1) −Kt2Φ2(x2) −Kt3Φ2(x3) −Kt4Φ2(x4)
...

...
...

...
...

...
...

0 0 0 −Kt1Φn(x1) −Kt2Φn(x2) −Kt3Φn(x3) −Kt4Φn(x4)

⎤
⎥⎥⎥⎦,
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K3 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
0 0 0 0
0 0 0 0

−Kt1Φ1(x1) −Kt1Φ2(x1) · · · −Kt1Φn(x1)
−Kt2Φ1(x2) −Kt2Φ2(x2) · · · −Kt2Φn(x2)
−Kt3Φ1(x3) −Kt3Φ2(x3) · · · −Kt3Φn(x3)
−Kt4Φ1(x4) −Kt4Φ2(x4) · · · −Kt4Φn(x4)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

K4 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

k11 k12 k13 −ks1 −ks2 −ks3 −ks4
k21 k22 k23 λ1ks1 −λ2ks2 λ1ks3 −λ2ks4
k31 k32 k33 λ3ks1 λ3ks2 −λ4ks3 −λ4ks4
−ks1 λ1ks1 λ3ks1 ks1 + kt1 0 0 0
−ks2 −λ2ks2 λ3ks2 0 ks2 + kt2 0 0
−ks3 λ1ks3 −λ4ks3 0 0 ks3 + kt3 0
−ks4 −λ2ks4 −λ4ks4 0 0 0 ks4 + kt4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

{F} =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

4
∑

j=1
Φ1
(
xij
)[( λj

λ ms + mtj + mlj

)
g − Ktjzp

(
xj
)− Ctj

.
zp
(
xj
)− mlj

..
Zp
(

xj
)]

4
∑

j=1
Φ2
(

xij
)[( λj

λ ms + mtj + mlj

)
g − Ktjzp

(
xj
)− Ctj

.
zp
(
xj
)− mlj

..
Zp
(

xj
)]

...
4
∑

j=1
Φn
(

xij
)[( λj

λ ms + mtj + mlj

)
g − Ktjzp

(
xj
)− Ctj

.
zp
(
xj
)− mlj

..
Zp
(

xj
)]

0
0
0

Kt1zp(x1) + Ct1
.
zp(x1)

Kt2zp(x1) + Ct2
.
zp(x1)

Kt3zp(x1) + Ct3
.
zp(x1)

Kt4zp(x1) + Ct4
.
zp(x1)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

{Y} =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A1
A2
...

An
Zs
ψ
θ

Zt1
Zt2
Zt3
Zt4

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,
{ .

Y
}
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

.
A1.
A2
...

.
An.
Zs.
ψ
.
θ

.
Zt1.
Zt2.
Zt3.
Zt4

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,
{ ..

Y
}
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

..
A1..
A2
...

..
An..
Zs..
ψ
..
θ

..
Zt1..
Zt2..
Zt3..
Zt4

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

[C] =
[

C1 C2

C3 C4

]
, [K] =

[
K1 K2

K3 K4

]

It is difficult to see from the above matrices that the total mass matrix [M], the total
damping matrix [C], and the total stiffness matrix [K] change with the road position
x (x1, x2, x3, and x4 represent the positions of the four wheels). Therefore, the vehicle road
system coupling dynamic balance equations can be regarded as a highly second-order
nonlinear differential equation. By solving the equation, the vertical vibration displacement
Zs, vertical velocity

.
Zs, and vertical acceleration

..
Zs of the vehicle body; the vertical vibration

displacement Zt1, Zt2, Zt3, and Zt4 of each unsprung mass part of the vehicle body, the
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vertical velocity
.
Zt1,

.
Zt2,

.
Zt3, and

.
Zt4; and the vertical acceleration

..
Zt1,

..
Zt2,

..
Zt3 and

..
Zt4

can be obtained. At the same time, the nodal displacement θ, nodal velocity
.
θ, nodal

acceleration
..
θ, and deflection displacement ψ of the vehicle body can also be obtained using

the deflection velocity
.
ψ and deflection acceleration

..
ψ.

The vehicle is regarded as a multi-stiffness system. According to D’Alembert’s princi-
ple, considering the dynamic balance conditions of each rigid body in the system, the road
vibration balance equation and the vehicle dynamic balance equation are listed according
to the coupling model under the contact force condition in Figure 8.

Figure 8. Coupling vibration relation model under contact force.

The dynamic balance equation of the vehicle–road system is obtained by combining
Equation (20). The total number of equations is N + 7, where N represents the number of
modal equations of the path sub-model.

[M]
{ ..

Y
}
+ [C]

{ .
Y
}
+ [K]{Y} = {F} (23)

The Newmark-β and Park integral methods are used to solve the above equations, and
the responses of the vehicle and road in the time domain, such as the force, displacement,
and vibration velocity, can be obtained [27].

4. Theoretical Analysis of Vehicle–Road System

According to the vehicle–road coupling dynamic equation and the dynamic balance
equation listed above, the following vehicle driving mass and road design parameters can
be obtained using the Newmark-β method in a self-programmed program. It is assumed
that the heavy vehicle has a mass of 20 t and runs at a speed of 80 km/h on a class B road.
The road structure adopts planar 8-node PLANE82 unit, and the road model takes 100 m
along the road longitudes. The calculated step time is 0.02. See Appendices A and B for
detailed parameters.

4.1. Maximum Deflection of Pavement

According to the relevant parameters, an instantaneous dynamics calculation is carried
out in this paper. Figure 9 shows the curve of deflection value change at a node of road
surface under a moving load. Table 1 shows the deflection values of each layer of the
road structure in the vertical direction. It can be seen that the bending value of the surface
layer is the largest, and the bending value of the surface layer and surface layer changes
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relatively little. When the subgrade is used, the bending settlement value changes greatly,
and the fundamental reason is that the material properties of subgrade soil differ greatly
from the surface layer, base layer, and cushion layer. The smaller the elastic modulus of the
material is, the larger the vertical deformation is. As the bottom layer of the soil foundation
is set as a constraint in the calculation, its displacement is zero.

Figure 9. Variation curve of pavement deflection value.

Table 1. Deflection value of road structure in the vertical direction.

Location of
Structural Layer

Deflection Value
(mm)

Location of
Structural Layer

Deflection Value
(mm)

Surface course 2.37 Surface subgrade 2.34
Base course 2.35 Upper part of the subgrade 1.93

Subbase course 2.34 Middle part of the subgrade 1.06
Bed course 2.34 Bottom part of the subgrade 0

4.2. Stress State Analysis of Pavement
4.2.1. Tensile Stress Analysis

The surface of the asphalt pavement undergoes deflection changes under the coupled
dynamic load of the vehicle. At the same time, the road structure layer also undergoes
bending and tensile stress. Under repeated vehicle loads, this bending and tensile stress
will cause bending and tensile fatigue damage to the asphalt road structure.

Figure 10 shows the time–history curve of the maximum tensile stress at each node of
each structural layer on the road. It can be seen from the figure that the tensile stress on
the road is sometimes positive and sometimes negative, but it is the maximum at the road
surface course and the base course.

Figure 11 shows the horizontal stress nephogram at the position of the maximum
tensile stress at each node of the road structure layer. From this figure, it can be seen that
the maximum tensile stress mainly occurs in the road surface course at the vehicle load
and the combination part of the road surface course, bed course, and subgrade at the load,
while the combination part of the road surface layer and the cushion is the largest. This
shows that each structural layer of the road is relatively easy to damage in these parts. For
the tensile stress of the road structure, it is easy to cause the cracking of road pavement on
the surface course. However, there is a large tensile stress at the joint between the structural
layers, which will increase the wear between the structural layers and directly lead to the
damage of the road.
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Figure 10. Time–history curve of maximum tensile stress at each node of road structure layer.
(Note: ×10**2 means ×102, .5 means 0.5).

Figure 11. Horizontal stress nephogram at the position of maximum tensile stress. (Note: .010711
means 0.010711).
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4.2.2. Shear Stress Analysis

According to the existing service conditions of the highway, the asphalt pavement is
mainly damaged by shear stress. In asphalt pavement, it is easy to cause the shear failure
of asphalt structural layers, especially under high temperatures. Shear failure is one of the
most common problems with asphalt pavements.

Figure 12 shows the time–history variation diagram of the horizontal shear stress of
each node in the pavement structure layer under the action of the coupled dynamic load. It
can be seen from the figure that the horizontal shear stress of the road surface is the most
obvious, while the horizontal shear stress of the base and subgrade surface is relatively
small, indicating that the horizontal sheer force of the asphalt road structure mainly has an
effect on the asphalt road surface, which reminds us to pay special attention to the shear
condition of the road surface in the design and construction process. At the same time, it
can be seen that the horizontal shear stress can be positive or negative within the range of
influence, and its value is approximately symmetric.

Figure 12. Time–history diagram of shear stress. (Note: ×10**1 means ×101, .5 means 0.5).

Figure 13 shows the variation in the shear stress of nodes in the pavement structure
layer at the midpoint of the road, along with the depth of the road section. According to
the data in the figure, the proportion of cushion and roadbed with horizontal shear stress
below 1 m is almost zero. The shear stress of asphalt pavement mainly occurs in the road
surface and the base layer, the maximum shear stress is in the middle of the surface layer,
and the value of shear stress is 43,858 Pa.

48



Symmetry 2022, 14, 250

Figure 13. Diagram of shear stress variation with road depth.

4.3. Vertical Dynamic Stress Analysis

Figure 14 shows the variation of road vertical dynamic stress with depth when the
vehicle travels to about 50 m. It can be seen from the figure that, like the horizontal shear
stress, the value of the vertical dynamic stress in the number of road surface layers and the
base layer is larger, and the dynamic stress in the middle of the surface layer is 119,373 Pa.
The value of vertical dynamic stress in the road subgrade is much smaller, and the vertical
dynamic stress in the middle of the subgrade is 5824 Pa. In the vertical direction of the road,
the vertical dynamic stress of each layer of the road structure decreases rapidly. In contrast,
the dynamic stress on the surface of the asphalt base course is 0.602 times the dynamic
stress on the surface course, and when it reaches the bottom of the subbase, the dynamic
stress decreases to 0.038 times the surface stress.

Figure 14. Diagram of vertical dynamic stress variation with road depth.

Figure 15 shows the time–history variation diagram of the vertical dynamic stress
of each layer. It can be seen from the diagram that the vertical dynamic stress of road is
sometimes positive and sometimes negative, and the positive value shows tension while
the negative value shows compression, and each value shows the maximum value when
the asphalt road surface course.
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Figure 15. Diagram of time–history variation of vertical dynamic stress of each layer. (Note: ×10**2
means ×102, .5 means 0.5).

Figure 16 shows the distribution of vertical dynamic stress on asphalt roads. It can
be seen from the figure that vertical dynamic stress is mainly concentrated in asphalt road
surface and base, within a relatively small range of the whole road length. Due to the
alternating action of vertical dynamic stress tension and compression, the damage of road
surface is accelerated.

Figure 16. Vertical dynamic stress nephogram. (Note: .010711 means 0.010711).

4.4. Stress Analysis of Pavement Considering Tire Starting Force and Braking Force

When the vehicle is running on the road, in addition to the dynamic load in the vertical
direction of the vehicle, it also receives the starting force and braking force in the horizontal
direction when the vehicle starts and brakes. In fact, when the vehicle is driving on the
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road, the horizontal starting and braking force are the reasons for the large shear stress on
the road surface. China’s urban road design code also requires us to consider the horizontal
force applied to the road when the vehicle’s braking starts.

The horizontal shear stress change mileage curve of the road under the action of
vehicle vertical coupling dynamic load, horizontal starting force, and braking force is
shown in Figures 17 and 18. The horizontal shear stress of surface course and the base
course is obvious during vehicle starting and braking. Compared with normal conditions,
the horizontal shear stress of the road during starting and braking is larger. This is not
only the main factor affecting vehicle starting and braking but also a factor affecting road
service life.

Figure 17. Diagram of shear stress time–history at startup. (Note: ×10**1 means ×101, .5 means 0.5).

Figure 18. Diagram of shear stress time–history during braking. (Note: ×10**1 means ×101,
.5 means 0.5).
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In the process of vehicle starting and braking, the road surface course and the base
course are stressed the most, and the shear stress of the base course is larger than that of the
surface course, which is more obvious when the vehicle is braking. From the perspective
of the vertical road displacement, the vehicle can affect the front of the road when it
is started, and the vehicle can still affect the back road when it is braked, as shown in
Figures 19 and 20.

Figure 19. Vertical displacement nephogram at startup. (Note: .315 means 0.315, and so on with the
other numbers).

Figure 20. Vertical displacement nephogram during braking. (Note: .011017 means 0.011017, and so
on with the other numbers).

5. Conclusions

The heavy-duty vehicle road coupling model not only adopts the vibration coupling
relationship under the condition of displacement compatibility between vehicle and road
but also tries to adopt the vibration coupling relationship under the condition of contact
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force between vehicle and road. Further research is conducted on the coupling relationship,
which provides a new idea for the future development of a vehicle–road coupling vibra-
tion model. This paper studies the vehicle–road coupling dynamic analysis model and
vehicle–road interaction analysis under heavy load conditions, which will play a significant
role in the whole design method and theory of vehicles and roads and will also have very
important application value to future engineering practice.

In this paper, the subgrade is regarded as part of the vehicle road dynamic system,
and the vehicle road coupling dynamic model under heavy load is established. The results
show that the equation can better reflect the dynamic performance of a vehicle–road
system; Additionally, it better reflects the coupling vibration relationship and interaction
between the vehicle and the road. The model will provide a theoretical basis for a more
accurate analysis of the interaction between heavy-duty vehicles and roads and then
provide a theoretical basis for important parameters in heavy-duty vehicle design and road
durability design. The coupling dynamic equation established in this paper can analyze the
instantaneous dynamic performance of the coupling system by the finite element method.

The two-dimensional finite element model is used in the analysis of road coupled
dynamic load in this paper, and the three-dimensional finite element model can be used to
simulate the spatial dynamic response of the road. This will be the focus of future research.
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Appendix A

Table A1. Heavy vehicle parameters.

Symbols of Vehicle Parameters Value

Body Mass (ms/kN) 180

Inertial mass (x-axis) (JX/kN·m2) 20,000

Inertial mass (y-axis) (JY/kN·m2) 7200

Rear non-suspension mass (mt2/kN) 15.55

Front non-suspension mass (mt1/kN) 3.85

Wheel weight (ml1/kN) 0.15

Vehicle net weight (G/kN) 200

Rear suspension stiffness coefficient (KS2/kN·m−1) 4800

Front suspension stiffness coefficient (KS1/kN·m−1) 1200

Rear suspension damping coefficient (CS2/kN·m−1·s−1) 20

Front suspension damping coefficient (CS1/kN·m−1·s−1) 5

Rear-wheel stiffness coefficient (Kt2/kN·m−1) 9600
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Table A1. Cont.

Symbols of Vehicle Parameters Value

Rear-wheel damping coefficient (Ct2/kN·m−1·s−1) 24

Front-wheel damping coefficient (Ct1/kN·m−1·s−1) 6

The distance from the center of gravity of the car to the rear axle (λ2/m) 1.5

The distance from the center of gravity of the car to the front axle (λ1/m) 2.5

The distance from the center of gravity of the car to the right wheel (λ4/m) 0.9

The distance from the center of gravity of the car to the left wheel (λ3/m) 0.9

Appendix B

Table A2. The Parameter of Road Layers.

Material Parameters
Thickness

(cm)
Elastic Modulus

(MPa)
Poisson’s

Ratio
Density (Kg·m−3)

Surface course
SAC-16 5 1400 0.25 2500
AC-20 6 1200 0.25 2500
AC-25 7 1000 0.25 2500

Base course 6% cement stabilized macadam 20 1000 0.25 2400

Subbase course 5% cement stabilized macadam 20 900 0.25 2400

Bed course 4% cement stabilized macadam 20 600 0.25 2300

Subgrade 300 60 0.4 1900
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Abstract: Due to structural irregularity, curved bridgesaremore likely to cause non-uniform collisions
and unseating between adjacent components when subjected to earthquakes. Based on the analysis
of the collision response of curved bridges duringearthquakes, and according to the seismic character-
istics of curved bridges, research was carried out on pounding mitigation and unseating prevention
measures. A curved bridge with double column piers was taken as an engineering example, and a
finite element model of curved bridges thatcould consider the non-uniform contact collision between
adjacent components was built with ABAQUS software. Viscoelastic dampers, viscous dampers,
and a lead rubber bearing were selected as the damping devices, and a steel wire rope-rubber mat
was used as the pounding mitigation device to form the combinatorial seismic mitigation system.
Based on the principle of energy dissipation combined with constraints, three kinds of combined
seismic mitigation case were determined; a seismic response analysis was then performed. The
results indicated that the three kinds of combined seismic case were effective atreducing the response
topounding force, stress, damage, girder torsion and displacement, and achieved the goals of seismic
mitigation and unseating prevention.

Keywords: curvedcontinuous girder bridge; collision response; seismic mitigation; pounding mitigation
and unseating prevention

1. Introduction

Over the past decades, curved continuous girder bridges have been widely used in
transportation networks that featuregeometric restrictions and constraints on site space,
such as complicated interchanges and river crossings. However, curved bridges are vul-
nerable to earthquakes. Research in previous studies showed that curved bridges could
sustain severe damage due to the coupling between bending and torsional forces or the
displacement caused by complex vibrations [1–3]. The combination of their horizontal
curvature and the irregularity of their adjacent segments means that curved bridges feature
complex dynamic characteristics, which cause non-uniform collisions along the contact
surface [4,5]. In addition, large pounding forces during collisions can amplify the relative
displacement, which may lead to girder unseating and the collapse of the bridge. Chiyu
Jiao et al. [6] conducted a shake table experiment on a 1/25-scale curved bridge model
to investigate the influence of collision between adjacent girders on the seismic response
of bridges. It was found that the collision was non-uniform along the contact surface,
and the girder-to-girder collision could induce significantly large in-plane rotation of the
adjacent bridges, which could substantially increase the global displacement demands of
the bridges.

Damage to curved bridges is mainly due to pounding between girders or between
girders and the abutment, aswas commonly observed during past major earthquakes [7].
Damage reports oncurved bridges during the 1995 Hyogo-Ken Nanbu earthquake in Japan
indicated that pounding can lead to local damage and the collapse of bridge decks [8].
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The failure of girder ends and bearing damage due to the pounding of adjacent simply-
supported spans were reported after the 2001 Bhuj earthquake in Gujarat, India [9].The
collapse of curved bridges, such as Baihua bridge, wasreported as a consequence of the 2008
Wenchuan earthquake. It was noted that the collapse only occurred in one of the curved
segments of the 18span bridge while the other straight segments remained in location [10].
The destruction of bridges was also observed in the 2010 Chile earthquake and in the 2011
Christchurch earthquake [11,12]; most of the bridge damage, including the phenomenon of
unseating, was caused by collisions between adjacent structures, especially the damage to
curved bridges.

Reports from past major earthquakes and research findings from analytical and exper-
imental researches highlight the seismic vulnerability of curved bridges and the seismic
pounding impact on bridges. Therefore, seismic mitigation and collision prevention mea-
sures on curved Bridges have been highly valued in academic and engineering circles.

A variety of seismicmitigationtechnologieshave been proposed for bridges, including
seismic isolation bearing, passive energy dissipation devices, tuned damper, and semi-
active damping devices. Seismic isolation devices, such as rubber or lead rubber bearings,
have been used to reduce seismic forces [13–16]. However, the use of lead rubber bearings
can lead to large displacements, which consequently increase the possibility of pounding
between adjacent segments or even unseating damage. In order to mitigate possible
pounding and unseating damage, some researchers recommended the installation of rubber
shock absorbers and restrainers. A few researchers have investigated the effectiveness of
using steel restrainers [17–21] or Shape Memory Alloy (SMA) [22] and rubber bumpers
together to mitigate pounding and unseating damage between adjacent decks. Felix [17]
performeda comparative analysis of curved viaducts with cablerestrainers and different
isolation bearings, and pointed out that cablerestrainers could reduce the probability of
girder unseating. Raheem [19] conducted numerical studies on an isolated bridge with
cablerestrainers and a natural rubber shock absorber. It was found that the use of rubber
shock absorbers at the expansion gaps can significantly reduce the pounding forces, since
the absorbers can reduce the impact stiffness and the cablerestrainers can effectively prevent
girder unseating. Chiyu Jiao [21] performed a shake table experiment on a curved bridge
model with a pounding buffer zone made of a natural rubber pad or aluminum foam at
the expansion joint location to mitigate the pounding effect. The results show that the
buffer zones of rubber and aluminum can effectively reduce seismic impact forces, and
hence alleviate the localized damage. Meanwhile, the application of viscous dampers or
viscoelastic dampers to bridges has received significant attention in recent years [23–26].
Due to the large resistance force and energy dissipation capacity, viscous dampers offer
wide application prospects [27]. The main advantage of viscous dampers is that they are
only activated during earthquakes, and theyshow no resistance force under slow relative
segment movement.

Although there are some studieson seismic mitigation and unseating prevention, rela-
tively few studies of curved continuous girder bridges have comprehensively considered
the measures of seismic energy dissipation and pounding or unseating prevention together.
In order to improve the seismic performance of curved girder bridges, it is necessary to
carry out further research on the reasonable combination of seismicmitigationtechnolo-
gies and pounding mitigation measures together. For this purpose, this paper presents
acomparative numerical analysis of the impact of different combinations of unseating re-
strainer with different isolation bearings or dampers on the dynamic response of the curved
continuous girder bridge to seismic shock. Based on the principle of energy dissipation
combined with constraints, this paper optimizes the combination of unseating restrainers
and damping devices to form three seismic mitigation strategies for the curved continuous
girder bridge. Athree-dimensional non-linear model of anentire bridge structural system is
established; the model includes adjacent bridge superstructures with different sizes and
the presence of expansion joints, as well as considering the unbalanced distribution of
pounding forces across the contact surface and the nonlinear characteristics of bearings and
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dampers. Furthermore, the seismic response of the bridge structural systems is studied by
dynamic nonlinear analysis. This study sheds some light on the benefits and limitations
of restraining devices and damping or isolation devices when acting in combination. The
results presented could assist bridge engineers in selecting damping devices to effectively
mitigate damage tothis type of bridge structure.

2. Bridge Analysis Model

The bridge model takes the middle bridge section of the Jinjiang Interchange of Lipan
Highway as an example. The schematic plan is shown in Figure 1. The curved ramp bridge
has two joints, four spans, and three expansion gap joints, and the width of expansion
joint is 50 mm. In order to analyze the collision of the curved bridge during anearthquake,
three expansion joints in the original bridge are retained and abutments are set at both
ends. In the figure, the first span is between the right abutment and the pier 1©, and the
second, third, and fourth spans are from the pier 1© to the left abutment in turn. The
span length of the first, second, and third spans is 18.33 m, respectively, and the length of
the fourth span is 26.18 m. The radius of the curvature of the curved bridge is 50 m.The
constraint conditions of the bridge support are shown in Figure 1, and the original structure
of the bridge uses ordinary rectangular plate rubber bearings. The superstructure of the
bridge uses cast-in-placereinforced concrete box girders, and the substructure piers are
double-columnreinforced concrete round piers with a height of 20 m. The specific sections
are shown in Figure 2.

Figure 1. Plan of the curved bridge (unit: m).

 
(a) (b) 

Figure 2. Cross-sectional dimensions of curved bridge (unit: mm). (a) Transverse profile.
(b) Longitudinal elevation.

2.1. Bridge Main Structure Model

This paper establishes afinite element model with ABAQUS software to carry out a
structural dynamic nonlinear time-history analysis, considering the non-uniform collision
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response between the expansion joints of the curved continuous girder bridge and the
nonlinearity of the piers, damping devices and supports.

The superstructure of the bridge is a reinforced concrete box girder. Because of the
asymmetrical collision response between the expansion joints, the use of beam elements is
not applicable. Considering the solid element integral model, the three-dimensional solid
reduction integral element C3D8R is used to simulate the bridge deck [28]. In order to
better simulate the collision response without excessive calculation workload, the bridge
deck main girder uses the multi-scale method to divide the grid [29]. Refining the grid at
the expansion joint, the grid size near the expansion joint is 0.18 m, and the grid size at other
parts is 0.50 m. The pier adopts a separated model; the three-dimensional solid reduction
integral element C3D8R is used to simulate the concrete; the two-node bar element T3D2 is
used to simulate the reinforcement [28].

The concrete intensive grade is C40, and the concrete damage plasticity model is
used as the constitutive model [30], which describes the stiffness degradation of concrete
during an earthquake through the tensile and compressive damage factors. For C40
concrete, the modulus of elasticity is 3.25 × 104 N/mm2, the density is 2400 Kg/m3, and
the Poisson’s coefficient recommended is 0.2. In the plastic phase of concrete material, the
stress-strain relationship and damage factor of the constitutive model are shown in Table 1.
Furthermore, the characteristics of the longitudinal and transverse reinforcement bars are
defined based on the bilinear elastic-plastic model shown in Figure 3. The elastic modulus
of the longitudinal reinforcement and transverse reinforcement bars is 2.0 × 105 N/mm2

and 2.1 × 105 N/mm2, respectively, and the yield strengths are 360 N/mm2 and 270
N/mm2, respectively. The limit strain is recommended to be 0.1; the density is 7850 Kg/m3,
and the Poisson’s coefficientis 0.3. At the strengthening stage, the elastic modulus Eh is
1/100 of the initial elastic modulus Es.

Table 1. Calculation parameters of concrete damage plasticity model.

Compressive
Strength (N/mm2)

Inelastic Strain
Compressive

Damage Factor
Tensile Strength

(N/mm2)
Cracking Strain

Tensile Damage
Factor

15.5934 0.000000 0.0000 3.0042 0.000000 0.0000
17.6459 0.000017 0.0151 1.2476 0.000196 0.5901
19.5436 0.000040 0.0305 0.7419 0.00033 0.7419
23.1160 0.000104 0.0643 0.5406 0.000454 0.8092
24.3117 0.000136 0.0778 0.4326 0.000575 0.8473
25.5944 0.000177 0.0941 0.3646 0.000695 0.8721
27.7023 0.000275 0.1274 0.3176 0.000814 0.8895
29.2035 0.000393 0.1620 0.2829 0.000933 0.9024
29.5360 0.000431 0.1726 0.2561 0.001051 0.9125
30.1015 0.000529 0.1978 0.2347 0.00117 0.9205
30.4000 0.000684 0.2352 0.2026 0.001406 0.9326
30.0218 0.000861 0.2754 0.1794 0.001643 0.9413
29.0579 0.001057 0.3175 0.1365 0.00235 0.9571
27.7390 0.001263 0.3593 0.0478 0.010006 0.9877
26.2440 0.001475 0.3995 0.0374 0.014126 0.9908
24.6966 0.001689 0.4372 0.0336 0.016481 0.9920
23.1748 0.001902 0.4721 0.0180 0.040028 0.9962
21.7238 0.002113 0.5042 0.0178 0.040616 0.9963
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Figure 3. Constitutive model of reinforcement bar.

2.2. Contact Collision Simulation

During an earthquake, the actual collision between adjacent structures of a curved
bridge is not a single problem ofnormal frontal contact, but a complex problem ofspatial
contact. The collision between adjacent components that is caused by the in-plane rotation
of the curved bridge is arbitrary and asymmetrical. In order to consider anon-uniform
collision, the master–slave surface method [28] is used. This method is mainly applied to
deal with the contact between two surfaces, and could simulate the non-uniform collision
between adjacent contact surfaces at the expansion joints with relative accuracy. The
master–slave surface method involvestwo surfaces in contact with each other as master and
slave surfaces, respectively, and the nodes on the master and slave surfaces are defined as
master and slave nodes, respectively. Duringthe analysis process, the following instruction
s should be followed: first, search for the contact pairs on the master and slave surfaces;
next, calculate the effect of the contact pairs. The algorithms involved mainly include
search algorithm and contact algorithm. The surface-to-surface contact automatic search
algorithm [28] is used in this paper, and the penalty function method [28] is used as the
contact algorithm. The penalty function method is used to obtain the contact force by
multiplying a penalty parameter related to the element stiffness by the contact surface
intrusion value [31]. The calculation of the contact force mainly includes the normal contact
force and tangential friction force. In ABAQUS software, the “surf-to-surf” command
adopted to simulate the normal contact force is set as “hard contact”, and the penalty
friction is adopted to simulate tangential force [28]. According to [32], the tangential
friction coefficient is set as 0.5.

There are three types of contact pairs in the bridge model. One is formed by the
adjacent structural surfaces at the expansion joints of the curved bridge. The expansion
joint at the abutment position takes the abutment contact surface as the master surface, the
middle expansion joint takes the contact surface of long unit girder as the master surface,
and the corresponding surface is the slave surface, including the free surface of the rubber
pad. Another is formed by the top surface of the sliding support and the bottom surface
of the girder at the corresponding position, with the bottom surface of the girder as the
master surface and the top surface of the support as the slave surface. The other is formed
by the contact surfaces of the other components, including the upper and lower surfaces of
the fixed support and its adjacent contact surfaces, the contact surfaces between cylindrical
piers and cap beams, and the contact surfaces between rubber pads and the girder attached
to it.The three-dimensional finite element model of the whole structure and its components
is shown in Figure 4. In order to express the collision response at different expansion joints
more clearly, they were named as shown in Figures 4 and 5. The three expansion joints
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are respectively named as short unit expansion joints, middle expansion joints, and long
unit expansion joints; the positions of the collision surface are respectively named as the
short-unit abutment position, the short-unit middle position, the long-unit middle position,
and the long-unit abutment position; the nodes at both ends of the expansion joint are
numbered.

 
(a) 

 
(b) (c) 

Figure 4. Finite element model of curved bridge. (a) Overall structure model. (b) Double-column
pier. (c) Abutment and bearing.

  
(a) (b) (c) 

Figure 5. The name and node number of expansion joints. (a) Short unit expansion joints. (b) Middle
expansion joints. (c) Long unit expansion joints.
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2.3. Seismic Mitigation and Unseating Prevention Devices

In order to reduce the collision response of the curved girder bridge and improve
the seismic performance during seismic shock, a relatively effective method is to install
unseating restrainers or damping devices inside and outside the expansion joints. The
restraint effect of the unseating restrainer and the energy consumption effect of the damping
device can effectively reduce the torsion and collision reaction of the beam to achieve
the goal of pounding mitigation and unseating prevention. The seismic mitigation and
unseating prevention devices used in this paperinclude viscoelastic dampers, viscous
dampers, steel strand cables-rubber pads, and lead-core rubber bearings.

Steel strand cable restrainers are usually used to prevent the girder from falling, but
traditional steel strand cables can only bear axial tension. Therefore, they prevent unseating
but offer no pounding mitigation function. In order to achieve the goal of seismic mitigation
and unseating prevention function simultaneously, the two ends of the steel stranded cable
are anchored at the webs of the beams on both sides of the expansion joint, and rubber pads
are set between the expansion joints, as shown in Figure 6. The setting of rubber pads on
the contact surfaces of each expansion joint isshown in Figure 7. The restrainer can prevent
excessive relative displacement between the beams to perform the unseating prevention
function. The rubber pad can buffer collisions with adjacent beams, and can also absorb
the energy generated by the collision between the beams and avoid the direct collision of
adjacent beams, thereby mitigating pounding.

 

Figure 6. Steel wire rope-rubber mat device.

Figure 7. The location of rubber pads.

The pounding mitigation and unseating prevention device is composed of the Strand
Cable-Rubber Blanket (SCRB), which is mainly composed of steel strand cables and rubber
pads. Among these, the rubber pad is made of general rubber, and its elastic modulus is
taken as the elastic modulus of natural rubber. The cable restrainer used on the bridge
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usually is the steel stranded cable. The mechanical model of the cable restrainer can be the
bilinear model. Its pre-yield stiffness is K1, its post-yield stiffness is K2, and it generally
takes K2 = 0.05 K1 [12]. The elongation of the steel cable, whose length is L, is ΔL, and the
pre-yield stiffness can be calculated using the following formula:

K1 =
E′A0

L
(1)

E′ = TL
A0ΔL

= E
(
6L3 + 1.0671S3)L
(6S + 1.0671L)S3 (2)

where E′ is the elastic modulus of steel strand,
T is the total tension of steel strand,
E is the elastic modulus of steel wire, generally taken as 2 × 105 N/mm2,
S is the length of inner and outer wire of a twist pitch, S =

√
4π2R2 + L2,

R = d1+d2
2 = 1.0165d1,

R is the distance between the centerline of the outer wire and the centroid of the steel
strand,

d1 is the cross-section diameter of outer wire,
d2 is the cross-section diameter of inner wire.
Consider the use of lead rubber bearings (LRB) and laminated rubber bearings (GJZ)

for seismic isolators. The shear force-displacement hysteretic curve of laminated rubber
bearings, which can be approximately linearized, is narrow and long, [33]. The stiffness
of the lead rubber bearing includes vertical stiffness, horizontal stiffness, and horizontal
equivalent stiffness. The horizontal stiffness includes two important parameters, namely
the pre-yield stiffness and the post-yield stiffness. The horizontal restoring force model
can be simulated by the bilinear model.The pre-yield stiffness of the support is used in the
elastic stage, and the post-yield stiffness is used in the plastic stage. According to industry
standards [34], the ratio of the pre-yield and post-yield stiffness is between 0.15 and 0.16; in
this paper, it is taken as 0.154.

Viscoelastic Dampers (VEDs) arecomposed of viscoelastic material, which is usually
polymer, constrained steel plate, and related parts. Viscoelastic dampers depend on the
damping of some viscoelastic material, and they feature initial stiffness. Theircommon
mechanical calculation models include the Kelvin model, the standard linear and equivalent
standard solid model, etc. The most commonly used model to describe the properties of
Viscoelastic Dampers is the Kelvin model. The Kelvin model [35] is composed of a spring
and a damper in parallel. This model is used in this article, and its mechanical equation is
as follows:

f = ku + c
.
u (3)

where u is the displacement acting on the model,
f is the output force of the damper,
k is the spring equivalent stiffness,
c is the equivalent damping coefficient.
Viscous Fluid Damper (VFDs) arecomposed of pistons, cylinders, orifices, and other

related components. Viscous dampersare velocity-dependent and can dissipate seismic
energy without adding any initial stiffness to the bridge structure. The mechanical model of
VFDs adopt the Maxwellmodel, which is created by connecting the spring and dampers in
series. Due to the series of viscous elements, deformation will increase infinitely under any
small external force, so the Maxwell model is essentially viscous. According to [36], if the
actual frequency is less than the cut-off frequency of 4 Hz, the effect of the spring stiffness
on the displacement is negligible. Therefore, the relationship between the damping force
and the relative speed can be expressed by the following formula:

f = −c
.
uα (4)
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where c is the damping coefficient,
α is the speed index.
In order to achieve a better effect of pounding mitigation and unseating prevention, the

aforementioned damping devices and unseating restrainers were optimized in combination.
The four cases obtained are shown in Table 2. In the table, Case A represents the original
structure, in which all supports are GJZ, and there is no unseating restrainer at the expansion
joints. All the supports in Case F are GJZ, and the VED and SCRB are set inside and outside
the expansion joints. All the supports in case G are GJZ, and the VFD and SCRB are set
inside and outside the expansion joints. All the supports in case H are LRB, and SCRB is
set inside and outside all the expansion joints.

Table 2. The arrangement of various cases.

Case
Support Type

VED VFD SCRB
GJZ LRB

A • � � � �
F • � • � •
G • � � • •
H � • � � •

Note: • means setting, � means not setting.

The design parameters of the damping devices and unseating restrainers selected in
the calculation conditions are shown in Table 3.

Table 3. The parameters of the devices.

Device Parameter Value

GJZ
Support length and width : l1 × l2 × t = 600 × 480 × 100 mm

Elastic modulus : E = 38.4 Mpa
Shear modulus : G = 1 Mpa

VED Equivalent stiffness : K = 4000 KN/m
Equivalent damping coefficient : C = 600 KN/m/s

VFD Damping coefficient : C = 600 KN/(m/s)0.3

Speed index : α = 0.3

SCRB

Pre–yield stiffness : K′
1= 254238 KN/m

Post–yield stiffness : K′
2= 12711.9 KN/m

Yield force: Fy = 2605.7 KN
Rubber pad length and width : l1 × l2 × t= 360 × 180(360) × 30 mm

Elastic modulus : E = 7.84 Mpa

LRB

Piers and : Pre–yield stiffness : Ku= 21.97 KN/mm
Post–yield stiffness : Kd= 3.38 KN/mm

Vertical stiffness : Kl= 7350 KN/mm
Yield force: Fy = 209 KN

Pier : Pre–yield stiffness : Ku= 17.75 KN/mm
Post–yield stiffness : Kd= 2.73 KN/mm

Vertical stiffness : Kl= 6000 KN/mm

3. Dynamic Analysis Method and Ground Motion Input

Implicit and explicit algorithms can be used to solve dynamic equations, sincethe
low frequency component is usually the main component in the dynamic response of
the bridge structure. Considering the calculation accuracy, a larger time step is allowed;
therefore, the unconditionally stable implicit algorithm, the Newmark method, is used
to solve the dynamic equation. The contact collision process is the nonlinear problem.
Nonlinear dynamic equations require iterative solutions that adopt the modified Newton-
Raphson iterative method [37]. The structure in this study considers Rayleigh damping.
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To determine the α and β factors, the radial frequency of the first mode and the highest
mode to achieve a 90% modal mass participation wereconsidered, respectively. We tookthe
damping coefficient as 0.05, the calculated massdamping coefficient α = 0.4158, and the
stiffness damping coefficient β = 0.006.

The bridge is located in Renhe District, Panzhihua City, Sichuan Province, China, with
site category I1 (i.e., with a shear wave velocity, VS, in the range of 250 to 500 m/s, and with
a thickness of covering soil of less than 5 m). The seismic fortification intensity is determined
to be 7 degrees (the peak acceleration of rare earthquakes is 3.1 m/s2). Through a modal
analysis, it was determined that the basic period of the bridge structure is 0.7966 s. The
wave selection software, compiled by the Structural Engineering and Disaster Prevention
Center of Chongqing University, was used to input the basic information aboutthe bridge
structure and site for wave selection, and MEX00003 was finally selected. The Fourier
spectra and the acceleration waveform of the scaled ground motion are shown in Figure 8.
Due to the far-field type of the selected motions, the vertical component of the motion was
neglected; only the horizontal seismic ground motion was considered.

 
(a) (b) 

Figure 8. MEX00003 ground motion. (a) Fourier spectrum of ground motion. (b) Acceleration of the
ground motion.

When analyzing the seismic response of curved bridges, the seismic input should
be carried out separately along the connecting direction of two adjacent bridge piers to
determine the most unfavorable seismic horizontal input direction. The curved bridge
model established in this paper features three piers. According to the requirements of the
specification, the ground motion should be input along the connection direction of piers 1©
and 2© and the connection direction of piers 2© and 3©. Comparing the effect of collision
response of curved bridges at different input angles of ground motion, it was found that
the connecting direction of piers 2© and 3© is the most unfavorable direction.Therefore, the
seismic response of the structure was mainly analyzed when the seismic wave was input
along the connecting direction of piers 2© and 3©.

4. Seismic Response Analysis

4.1. Contact Force between Adjacent Structures at the Expansion Joint

A comparative analysis of several cases was carried out on the displacement, stress,
contact force, and damage of the bridge structure obtained through the dynamic analysis.
Compare the peak value of the normal contact force at each expansion joint of the three
combined shock absorption cases with the case A. The peak value of the normal contact
force of each case is shown in Figure 9. The normal contact force time history of cases A
and G are listed in Figures 10 and 11.
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Figure 9. The maximumnormal contact force of expansion joints adjacent structures of every case
(unit:N).

 
(a) 

 
(b) 

 
(c) 

Figure 10. The normal contact force time-histories of expansion joints adjacent structures of case A
(time:s). (a) Short unit expansion joints (b) Middle expansion joints (c) Long unit expansion joints.
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(a) 

 
(b) 

 
(c) 

Figure 11. The normal contact force timehistories of expansion joints adjacent structures of case G
(time:s). (a) Short unit expansion joints. (b) Middle expansion joints. (c) Long unit expansion joints.

From the analysis in Figure 9, the combined shock absorption working case provides
more effective pounding mitigation. The maximum contact force of case F (the combination
of VED and SCRB) is reduced by 47.6% at the maximum; case G (the combination of VFD
and SCRB) is reduced by 57.9% at the maximum; and case H (the combination of LRB and
SCRB) is reduced by 57.4% at the maximum. Thisindicates that the energy dissipation
effect of dampers or seismic isolator plus the cushioning effect of rubber pads can greatly
reduce the contact force between adjacent beams. Analyzing the anti-collision effect of
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each combination device from the perspective of contact force, the energy dissipation and
seismic mitigation effect of the VFD and LRB combined with SCRB are more effective.

From the comparison of Figures 10 and 11, it can be seen that in cases G and A, the
contact force time history curves are similar and the moment of the maximum contact force
is almost the same, but the maximum contact force is quite different. For case A, the times
corresponding to the peak contact force at the three expansion joints (the peak contact force)
are 23.95 s (13.22 MN), 20.16 s (5.23 MN), and 10.26 s (16.45 MN), and for case G, they are
23.98 s (5.56 MN), 20.72 s (2.25 MN), and 10.24 (6.92 MN). This shows that the maximum
contact force was greatly reduced after installing the combined VFD and SCRB devices.

4.2. Contact Stress of the Contact Surface of the Expansion Joint

Extracting the normal contact stress of the contact surface at the expansion joint, the
anti-collision effect of the combined case was analyzed from the perspectiveof stress. The
position of each collision surface is shown in Figure 4, and the maximum stress of each
combined case is shown in Figure 12. The peak stress of cases A and G, where the effect of
the seismic mitigation is the strongest, is shown in Figures 13 and 14.

Figure 12. The maximum normal contact stress of adjacent surface at expansion joints in every case
(unit:N/m2).

(a) (b) 

Figure 13. Cont.
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(c) (d) 

Figure 13. The normal contact stress of adjacent surface at expansion joints in case A(unit: N/m2).
(a) The contact surface of the short unit expansion joint at the abutment position (t = 23.95 s). (b) The
contact surface of the short unit expansion joint in the middle position (t = 20.16 s). (c) The contact
surface of the long unit expansion joint at the abutment position in the middle position (t = 20.16 s).
(d) The contact surface of the long unit expansion joint at the abutment position (t = 10.26 s).

 
(a) (b) 

(c) (d) 

Figure 14. The normal contact stress of adjacent surface at expansion joints in case G(unit: N/m2).
(a) The contact surface of the short unit expansion joint at the abutment position (t = 23.83 s). (b) The
contact surface of the short unit expansion joint in the middle position (t = 20.01 s). (c) The contact
surface of the long unit expansion joint at the abutment position in the middle position (t = 20.01 s).
(d) The contact surface of the long unit expansion joint at the abutment position (t = 10.11 s).

According toFigure 12, these mitigation and unseating prevention devices could
effectively reduce the maximum contact stress of contact surfaces. Case F (the combination
of VED and SCRB) is reduced by 36.2% at the maximum; case G (the combination of VFD
and SCRB) is reduced by 42.3% at the maximum; and case H (the combination of LRB and
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SCRB) is reduced by 41.5% at the maximum. Cases G and H are more effectiveat seismic
mitigation and unseating prevention.

In Figures 13 and 14, it is shown that the collision betweenadjacent components does
not occur on the entire contact surface, but locally. The location of the maximum contact
stress at different expansion joints is different. For the position of the short unit expansion
joint, the collision occurs between the junction of the top plate of the box girder and the
outer web and the bridge abutment in cases A and G. For the position of the middle
expansion joint, the collision occurs between the outer side of the box girder top plate of
the adjacent girder. For the position of the long unit expansion joint, the collision occurs
between the junction of the top plate of the box girder and the inner web and the bridge
abutment. After installing the pounding mitigation and unseating prevention devices,
because of the installation of the rubber pad at the beam end on the side of the expansion
joint, the contact stress only appears in the area with the rubber pad. Thisshows that the
adjacent girders did not directly collide, but indirect collisions were caused by the force
transmission of rubber pad.

4.3. Damage to Adjacent Structures at Expansion Joints

We extracted the tensile damage and compression damage at the last moment of the
ground motion of each case. The maximum cumulative damage of each combined case is
shown in Figure 15. The compression damage of the girder at the expansion joints of cases
A and G are shown in Figures 16 and 17, respectively. The values in the figure represent the
cumulative degree of plastic damage; 0 means the material is intact, 1 means complete loss
of strength.

Figure 15. The cumulative damage of expansion joints adjacent surface of every case.

 
(a) (b) 

Figure 16. Cont.
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(c) (d) 

Figure 16. Damage of girder in expansion joints of case A. (a) Compression damage at abutment
position of short unit expansion joint. (b) Compression damage in the middle of the short unit
expansion joint. (c) Compression damage in the middle of long unit expansion joint. (d) Compression
damage at abutment position of the long unit expansion joint.

(a) (b) 

 
(c) (d) 

Figure 17. Damage of girder in expansion joints of case G. (a) Compression damage at abutment
position of short unit expansion joint. (b) Compression damage in the middle of the short unit
expansion joint. (c) Compression damage in the middle of long unit expansion joint. (d) Compression
damage at abutment position of the long unit expansion joint.

Figure 15 shows that the tensile damage toconcrete is more serious than the compres-
sion damage. After installing the seismic mitigation and unseating prevention device, both
tension and compression damage are reduced to a certain extent, but the reduction ratio
of the tensile damage is smaller and the ratio of compression damage reduction is larger.
For tensile damage, the maximum reduction percentage in each combined case is about
24%. For compressive damage, case F (the combination of VED and SCRB) is reduced by
32.2% at the maximum; case G (the combination of NFVD and SCRB) is reduced by 36.6%
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at the maximum; and case H (the combination of LRB and SCRB) is reduced by 36.3% at
the maximum.

From the comparison of Figures 13 and 16, it can be found that the location where the
maximum contact stress is generated is also the place where the compression damage is the
most serious. This shows that the huge contact pressure generated by collision damages
and destroysthe bridge structure.

4.4. The Number of Collisions at the Edge of Expansion Joints

The timehistory contact stress of nodes at the edges of different expansion joints in each
case was extracted, and the number of collisions of each node was obtained by statistics.
Figure 18 shows the number of collisions at the edge of the expansion joints in each case.
Refer to Figure 5 for the location of each node.

Figure 18. The contact number of node at the edge of expansion joints of every case.

Figure 18 shows that each combined case can effectively reduce the number of colli-
sions of each edge node, and cases G and H exerta better effect on reducing the number of
collisions. The collision responses between the inner node and the outer node of the same
expansion joint arequite different. At the short unit expansion joint, the number of collisions
on the outer side (node 3) is less than on the inner side (node 4).At the middle expansion
joint, the number of collisions on the outer side (node5) is much higherthan on the inner
side (node 6), and the outer contact stress is greater.At the long unit expansion joint, the
number of collisions on the outside (node 9) is far lower than on the inside (node 10), and
the contact stress on the inside is greater. This phenomenon shows that when the seismic
wave is input along the connecting direction of piers 2© and 3©, the short unit mainly
twists horizontally, counterclockwise, around the Z axis, while the long link mainly twists
horizontally, clockwise, around the Z axis; the length of the long unit bridge is longer, and
the torsion effect is obvious, which makes the numberof collisions and the collision stress
between the inner and outer nodes obviously different.

4.5. Displacement Response
4.5.1. Displacement at the Short Unit Expansion Joint

We extracted the displacement of each node of the expansion joint and tookthe dis-
placement of each node minus the displacement of the corresponding pier or abutment
bottom node at each time. The displacement of the outer node was subtracted from the
corresponding pier or abutment bottom, and the displacement of the inner node was
subtracted from the corresponding pier or abutment bottom. Subsequently, the maximum
absolute value was taken as the peak displacement of each node. We extracted the ra-
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dial and tangential peak displacementof the four inner and outer nodes at the short unit
expansion joint in all the cases, as shown in Figure 19.

 
(a) (b) 

Figure 19. Nodal peak displacement of short expansion joints in every case. (a) Radial diaplacement
(b) Tangential displacement.

Figure 19 shows that each combined case exertsan obvious effect on reducing the peak
radial tangential displacement of each node at the edge of the short unit expansion joint,
and the reduction rate reached more than 45%. Among these, cases G and H producethe
greatestseismic mitigation effect. Comparing Figure 19a,b, the peak tangential displacement
of the joint at the short unit expansion joint is obviously greater than the peak radial
displacement of the joint. The main reason for this is that the ground motion in this paper
only considers the input along the direction of piers 2© and 3©, and does not consider
the input perpendicular to the horizontal direction. Therefore, the radial displacement
of the beam is mainly caused by the torsion of the beam. The tangential displacement is
composed of two parts, one of which is caused by the translation of the beam, and the other
by the torsion of the beam.

Figure 19b shows that the difference in the tangential displacement ofnodes 3 and
4 in case A is mainly caused by the torsion of the girder. However, after installing the
seismic mitigation and unseating prevention devices, the torsional response is effectively
reduced, the inward and outward torsion is balanced and essentiallythe same, and the peak
tangential displacement ofnodes 3 and 4 also become more consistent.

4.5.2. Displacement at the Middle Expansion Joint

We extracted the peak radial and tangential displacement of the four inner and outer
nodes of the middle expansion joint under several combined cases, as shown in Figure 20.

Figure 20 shows that the peak seismic mitigation ratio of the radial tangential dis-
placement of each node at the edge of the expansion joint in each combined case also
reached more than 40%, and that the damping effect of cases G and H was the greatest.
From Figure 20b, it can be seen that the peak tangential displacement of nodes 5,6, 7,
and 8 of case A are quite different, mainly due to the torsion of the girder. However, the
corresponding peak displacements of the joints in the three combined damping cases F, G
and H are all effectively reduced and the difference is not significant. This shows, once
again, that through the combined damping optimization design, the torsion of the girder is
effectively reduced.

74



Symmetry 2022, 14, 129

(a) (b) 

Figure 20. Nodal peak displacement of middle expansion joints of every case. (a) Radial diaplacement
(b) Tangential displacement.

4.5.3. Displacement at Long Unit Expansion Joint

We extracted the peak radial and tangential displacement of the four nodes on the
inner and outer edges of the long unit expansion joint, as shown in Figure 21.

(a) (b) 

Figure 21. Nodal peak displacement of long expansion joints in every case. (a) Radial diaplacement
(b) Tangential displacement.

Figure 21 shows that the long unit expansion joints are similar to the short unit
expansion joints. The peak radial and tangential displacements of the joints are effectively
reduced, as well as the torsion effect of the girder. The seismic mitigation ratio to the peak
tangential displacement is greater than that ofthe peak radial displacement.

4.5.4. Torsion of Girder

The girder or abutment features torsion in both the tangential and vertical directions.
In this paper, the torsion angle is used to indicate thedegree of torsion. The calculation
formula is as follows:

ϕ =

∣∣ui − uj
∣∣
max

lij
× 180

π
(5)

where ui and uj is the tangential displacement or vertical displacement of the inner and
outer nodes of the girder or abutment,

lij is the distance between the inner and outer nodes of the main girder (bridge
abutment), where the bridge deck width is 7.2 m.
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Calculate the tangential and radial torsion angle of the girder or abutment in the
combined case according to the above formula. The specific values are shown in Figure 22.

 
(a) (b) 

Figure 22. Torsion of the girders. (a) Tangential torsion (b) Vertical torsion.

It was found that there is a torsion phenomenon in curved bridgesduring earthquakes.
After installing seismic mitigation and unseating prevention devices, the tangential torsion
of the curved bridge is effectively reduced, but the reduction in the vertical torsion is not
large because, for vertical torsion, a certain reduction effect can only be obtained through
the overall energy dissipation.

When seismic shock is input along the direction of piers 2© and 3©, it mainly causes
the tangential torsion of the beam. When the seismic mitigation and unseating prevention
device is installed, the tangential torsion is effectively reduced. To clarify this point, take
the outward twist (the short unit is twisted counterclockwise around the Z axis, and the
long unit is twisted clockwise around the Z axis) as an example. When the beam is twisted,
for SCRB, the outer cable is in a relaxed state, and the inner cable is in a tensioned state,
which can provide a large pulling force to the inside of the beam, thereby restricting the
torsion of the beam.For case F (the combination of VED and SCRB), not only can the inner
SCRB can provide the restraining force to pull the beam together, but the outer VED can
also provide the opposite restraining force to push the beam apart.At the same time, it also
dissipates part of the seismic energy; therefore, it can effectively reduce the torsion.For case
G (the combination of VFD and SCRB), theprinciple is similar to VED.For CASE H (the
combination of LRB and SCRB), in addition to SCRB, which can provide constraining force,
the horizontal rigidity and damping of the lead rubber bearing can also provide a certain
constraining force on the inside and outside, reducing the torsion of the beam. Among
several damping devices, LRB and VFD exertstrongereffects on the dissipation ifseismic
energy; hence, theyoffer more effective seismic mitigation and unseating prevention.

5. Conclusions

In this paper, usinga curved bridge with double-column piers as an engineering
example, weestablished a three-dimensional finite element solid unit model of acurved
bridge. The collision response analysis of the curved bridge was performedthrough a
nonlinear dynamic time history analysis. According to the response characteristics of the
curved bridge, the damping device and unseating restrainer were used for the combination
optimization to analyze the seismic mitigation and unseating prevention of the curved
bridge. The analysis led to the following conclusions:

(1) During earthquakes, the bending–torsion coupling phenomenon inthe girders of
curved continuous girder bridges is serious, and the displacement magnitude and
direction of the inside and outside of the contact surface of the expansion joints of
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each bridge span are inconsistent, which can easily cause uneven local collisions at
the contact surfaces. The high contact stress causes local compressive and tensile
damage to reinforced concrete. At the same time, the increase in the relative radial
and tangential displacement caused by the torsion of the girder could lead to the
unseating of the girder.

(2) Based on the principle of energy dissipation combined with constraints, considering
the combination of seismic mitigation and unseating prevention devices, three seis-
mic mitigation cases were obtained, including the combination of VED and SCRB,
the combination of VFD and SCRB, and the combination of LRB and SCRB. The
results indicated that the three kinds of combined seismic mitigation cases were ef-
fective atreducing the response to collision force, stress, damage, girder torsion, and
displacement, and achieved the goals of seismic mitigation and unseating prevention.

(3) The three kinds of combined device can effectively reduce the contact force, stress,
and damage between adjacent structures, as well as the torsion and displacement of
the beam. Among these, the pounding and unseating prevention effects of case G (the
combination of VFD and SCRB) and case H (the combination of LRB and SCRB) are
superior to those of case E (viscoelastic damper and steel strand cable-rubber pad
combination). The performance of viscoelastic energy dampers is obviously affected
by temperature, vibration frequency, and strain, while viscous dampers offer a strong
energy dissipation capacity and dissipate energy under small deformations, which
are also widely used in practical engineering. Therefore, it is recommended that the
design of seismic mitigation and unseating prevention for curved bridges consider
the combination of VFD or LRB and SCRB.
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Abstract: The curved surface of the tunnel is symmetrical. The curved surface of the tunnel can
be roughly divided into the left and right arch walls along the direction of the central axis of the
tunnel. The symmetry of the tunnel needs to be analyzed when the flatness inspection of the tunnel
engineering is carried out. The flatness of the initial support of the tunnel project is an important
indicator of the quality inspection and acceptance of the tunnel project. The three-dimensional
laser scanner (3DLS) can be used to detect its rapidity effectively. According to the points obtained
by the scanner, the surface fitting method based on B-spline interpolation and the SG bar initial
support value processing method are used to optimize the tunnel surface to obtain the initial degree
calculation reference. Based on the method, a calculation system for the initial flatness of the tunnel
based on 3DLS technology is established. At the same time, the calculation method of the overall
field of view distance and the development of small blocks is proposed. Through its application and
comparison with traditional methods, the analysis shows that the three-dimensional laser scanning
technology is feasible in the detection of the initial branch of the tunnel, and achieves a high degree
of accuracy requirements.

Keywords: three-dimensional laser scanning; surface flatness of initial support of tunnel; curved
surface fitting; flatness calculation datum

1. Introduction

The initial support of the tunnel refers to a form of surrounding rock support used
on-site to protect the safety of the construction during the excavation of the tunnel project.
The flatness refers to the degree of unevenness of the sprayed concrete lining on the initial
support surface during the tunnel excavation process [1]. It is one of the important criteria
for the quality acceptance of the tunnel project. The results directly affect the subsequent
laying of waterproof coiled materials, the paving quality of the second-stage lining, and
the safety of the tunnel project; the surface level of the initial support of the tunnel is too
large, which directly leads to the decrease of the construction quality of the laying of the
waterproof coiled material and the second-stage lining [2]. This indirectly affects the water
seepage condition of the tunnel surface, making it more prone to water seepage and leakage
in the tunnel. The traditional detection methods for the flatness of the initial tunnels are
low in accuracy and efficiency, and fail to meet the expectations of future construction
guidance, and the current flatness detection system of the tunnel is not optimistic. The
introduction of the emerging 3DLS technology and the establishment of a method system
for the flatness detection of the initial support of the tunnel based on the 3DLS technology
are of great significance to the improvement and development of the flatness detection
system of tunnel engineering [3].
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Symmetry 2021, 13, 2239

1.1. The Main Work

To establish a detection system for the surface flatness of the initial support of the
tunnel based on the 3DLS technology, the tunnel engineering site (Figure 1) was firstly
analyzed comprehensively, then a reasonable tunnel engineering measurement plan was
formulated. The Topcon GTL-1000 ground 3DLS was used to obtain the data in tunnel
engineering. For the surface point cloud data of the initial branch, the relevant parameters
of the 3DLS are shown in Table 1.

 

Figure 1. Tunnel project site.

Table 1. Performance parameters of the 3D laser scanner.

Country of
Origin

Product
Number

Scanning Speed
(Point/s)

Range
Ranging
Accuracy

3DLS
parameters Japan GTL-1000 100,000 0.3~1000 2.0 mm@50 m

Take the area with a length of 2 m along the central axis of the tunnel as the analysis
object, and use the SW Amberg Tunnel to preprocess the collected point cloud data. The
SW Amberg Tunnel is specially designed for tunnel construction and was developed by the
Swiss Amberg Technology Company (Amberg Technologies) R & D. It supports various
tunnel construction methods and construction phase systems. The system is composed of
software and hardware. The SW Amberg Tunnel cooperates with and guides high-precision
measurement hardware equipment to efficiently and accurately complete the measurement
tasks of each construction stage. Not only does it significantly improve the efficiency and
accuracy of data collection and analysis, but also achieves an excellent performance in
tunneling guidance, high-density scanning section over-under-excavation analysis, refined
excavation volume analysis, lining thickness analysis, geotechnical engineering monitoring
analysis, and tunnel completion data archiving [4].

After preprocessing by the SW Amberg Tunnel, the point cloud condition of the initial
support surface of the tunnel is roughly obtained. It is believed that based on the number
of point clouds after the reduction, the random sampling of the point cloud reduction
method can maintain the original shape as well as the characteristics of the point cloud.
Therefore, a 200 × 200 point cloud data set is obtained by this method and imported
into MATLAB. To complete the calculation of the surface flatness of the initial support of
the tunnel, the surface fitting method based on B-spline interpolation and the SG filter
smoothing method based on curvature correction need to be used to optimize the surface
fitting of the point cloud data and obtain the flatness calculation benchmark reference [5].
Finally, the normal vector distance from the original point cloud to the flatness calculation
datum is obtained, the calculation formula of the standard deviation and the traditional
detection method of the surface flatness of the initial support of the tunnel are presented,
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and the calculation method of flatness based on 3DLS technology is established. Draw
a flatness distribution map based on the calculated flatness. It clarifies the overall and
local conditions of the surface flatness of the initial support of the tunnel and improves
the entire flatness detection system. It can not only determine the flatness of the surface of
the initial support of the tunnel but also determine the uneven surface area of the initial
support of the tunnel [6]. The measurement operation of the point cloud data by MATLAB
(Commercial mathematics software produced by MathWorks, Natick, MA, USA) is shown
in Figure 2.

 

Figure 2. MATLAB operation process.

Through the comparison and analysis with traditional flatness detection methods, the
surface flatness detection method of tunnel primary branches based on 3DLS technology not
only meets the accuracy requirements and high accuracy, but also meets the requirements
of the specification, and its detection method is feasible. The technical route of this research
is shown in Figure 3.

Figure 3. Technology roadmap.
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1.2. Research Background

The traditional detection methods for the flatness of the initial support of the tunnel
mainly include the 2 m leaning ruler combined with the tapered feeler gauge detection
method and the total station detection method. Due to the randomness of the selection of
detection points, the detection accuracy of this method is not high, the detection speed is
slow, and the efficiency is low. When the total station is used to detect the flatness of the
initial support surface of the tunnel, the randomness of the selection of detection points
and the influence of the prism-free mode on the measurement accuracy will cause the
fitted plane to deviate too much from the actual curved surface, which makes it impossible
to obtain accurate tunnel flatness. Moreover, the selection of measurement points on the
tunnel surface is subjective, so that it cannot comprehensively and truly reflect the condition
of the initial support surface of the tunnel [7]. Compared with the traditional methods that
have low efficiency, low accuracy, and inconvenient operation, the use of three-dimensional
laser scanning technology to detect the surface flatness of the initial support of the tunnel
can quickly and accurately obtain the data of the point cloud of the initial support of the
tunnel. The operation is simple and does not need to touch the detected surface of the
initial support of the tunnel. In addition, the accuracy of the instrument is high enough to
meet the specification requirements.

At present, domestic and foreign scholars mainly apply 3D laser technology in the
fields of tunnel monitoring and measurement, tunnel overall deformation analysis, etc.
The application of 3D laser technology in the flatness detection of tunnel engineering is
rarely studied. Duan [8] and others applied 3DLS technology to tunnel monitoring and
measurement, and pointed out that when traditional detection methods are used, they
are greatly affected by construction, points are easily destroyed, and data is manually
recorded and inconvenient for long-term storage. Laser scanning technology has fast
measurement speed and no dead ends, which effectively makes up for the shortcomings
of traditional monitoring technology. Zhao [9] et al. proposed a dimensionality reduction
grid deformation analysis method based on tunnel point cloud data, which can determine
the tunnel deformation area and the magnitude of the deformation. Li [10] and others
introduced 3DLS technology to collect 3D data of the full section of the tunnel, and qualita-
tively analyzed the overall deformation through chromatographic analysis, to obtain the
deformation of each part of the tunnel more intuitively and automatically. Zhang [11] and
others believed that the traditional method of tunnel convergence monitoring has obvious
limitations and disadvantages, and clarified that the application of 3DLS technology to
tunnel convergence monitoring has better advantages. The comparison with traditional
methods shows the feasibility of its method. Weixing [12] and others believe that ground
laser scanning technology has a huge development prospect in tunnel engineering, and
clarified the advantages of ground laser scanning technology. Jong-SukYoon [13] et al.
introduced a method for extracting features of tunnel concrete lining based on 3DLS tech-
nology, which provides a theoretical basis for structural health and safety inspection of
tunnel construction. Manlin Xiao [14] and others introduced a tunnel surface smoothing
algorithm based on mechanics correction, which can be used for 3D point cloud data
collected by a 3D laser scanner. Using this algorithm, it is possible to detect and locate
the damaged or deteriorated part of the inner wall of the tunnel based on the 3D laser
point cloud data, effectively avoiding safety problems. Farahani [15] et al. proposed a
three-dimensional laser scanning system, which can effectively obtain the contour of the 3D
tunnel model, and set the deformation monitoring of the tunnel through a 3D digital image
correlation system suitable for the tunnel structure. Pejić [16] proposed an optimal scheme
for effectively measuring the geometry of the tunnel surface through 3DLS technology.
This scheme can reliably inspect railway tunnels and achieve the purpose of optimizing the
railway tunnel monitoring and measurement system. Fekete [17] and others applied the
3DLS system to the drilling and blasting tunnel operation of railway tunnel projects, which
has more advantages than traditional detection methods. At present, there is relatively
little research on tunnel flatness detection methods based on 3DLS technology. Therefore,
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research on tunnel flatness detection methods based on 3DLS technology can provide new
technical ideas and methods for tunnel flatness detection.

The calculation method and analysis of the flatness are the keys to how to establish
the method for detecting the flatness of the initial support surface of the tunnel based on
the three-dimensional laser scanning technology. Many scholars at home and abroad have
applied the 3DLS technology to flatness detection. Cheng [18] and others believe that in the
engineering survey of the building facade, an electronic total station without cooperation
target can be used to fit a plane and calculate the distance from the point to the fitting surface
so that the fluctuation of the observation point can be observed. The overall situation can
represent the flatness of the building facade. This method is feasible in the measurement of
the building facade and meets the accuracy requirements. Li [19] obtained the point cloud
data of the building wall according to 3DLS, obtained the accurate wall plane equation
and the distance from each point to the fitting plane, and finally calculated and analyzed
the wall flatness based on these distances. Based on these values, a distance statistical
histogram and a distribution map of the leveling of the wall were made, and the distances
were given different colors according to the threshold, which intuitively reflects the leveling
of the wall. Li [20] et al. applied the three-dimensional laser scanning technology to the
flatness detection of building concrete components, and also developed a color-coded
deviation map to indicate the flatness of the components. At the same time, by scanning
two different types of concrete components, comparative analysis shows that this method
is feasible. Bosché et al. [21] proposed a new method for characterizing the flatness of
building surfaces, which relies on the combination of ground laser scanning and continuous
wavelet transform. It can provide accurate and extremely dense measurements on the
surface of the building, while also providing a method for frequency analysis with high
resolution in the spatial and frequency domains. Tang [22] et al. proposed three practical
methods for evaluating the flatness of building surfaces through three-dimensional laser
scanning technology. Kim [23] et al. proposed a method to detect the surface features and
flatness of precast concrete components using building information modeling (BIM) and
three-dimensional laser scanning technology. Based on this, a framework for evaluating
the surface characteristics and flatness of concrete components is established. Fuchs [24]
discussed the feasibility of introducing three-dimensional laser scanning technology into
the inspection system of highway bridges, which also includes the inspection of the road
smoothness of highway bridges. The research on flatness detection methods based on
three-dimensional laser scanning technology is relatively complete. These studies also
provide a theoretical basis and ideas for the establishment of the flatness detection system
method of the primary surface of tunnel engineering.

1.3. Advantage

The establishment of a tunnel surface flatness detection system based on three-
dimensional laser scanning technology is more intuitive and simple to reflect the surface
flatness of tunnels. It can provide solid theoretical support and technical guidance for the
tunnel engineering construction process thus has very important research significance. It
solves the problem that the project in the tunnel does not meet the expectation of future
construction guidance and the problem that the existing tunnel engineering initial sup-
port flatness detection system is not optimistic. The main innovation of this research is
to propose a method for detecting the flatness of the initial support of the tunnel based
on the three-dimensional laser scanning technology, introduce the calculation method
of the flatness of the initial support of the tunnel, and introduce the concepts of overall
flatness and local flatness. The comprehensive analysis of the surface flatness of the initial
support of the tunnel through the combination of the overall flatness calculation method
and the local flatness calculation method and the flatness distribution diagram has a good
guiding role in engineering practice. It also provides research ideas for scholars who study
tunnel-related fields [25].
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2. Acquisition of Flatness Calculation Datum

To establish a detection system for the surface flatness of the initial support of the
tunnel based on the three-dimensional laser scanning technology, the acquisition of the flat-
ness calculation datum is very important. The point cloud of the tunnel after preprocessing
(Figure 4) is very smooth, which is conducive to the reconstruction of the tunnel model.
The reconstruction of the tunnel point cloud model is essentially the surface fitting of the
point cloud, and the discrete point cloud is fitted to a curved surface that approximates
the surface of the target object. The accuracy of the fitted surface also directly affects the
calculation of the flatness of the initial support surface of the tunnel result. The flatness
calculation datum surface is essentially a fitting surface suitable for flatness calculation
obtained by the point cloud data through the fitting method and optimization processing.
To obtain the flatness calculation reference surface, selecting a suitable fitting method can
effectively improve the degree of fitting optimization.

 

Figure 4. The point cloud of the tunnel after preprocessing.

2.1. Comparison of Fitting Methods

Common surface fitting methods include the meshing method [26], Poisson surface
reconstruction method [27], Lagrangian interpolation method [28], and cubic spline inter-
polation method [29]. This experiment uses 3DLS The instrument obtains the surface point
cloud data of the initial branch of the tunnel K109+870~K109+900 in the tunnel project, and
takes the point cloud data of some areas as the analysis object, and compares and analyzes
the fitting degree and fitting of the four methods when constructing the surface. Accuracy.
In the schematic diagram of the degree of surface fitting by the four fitting methods, the
X axis represents the direction along the central axis of the tunnel, the Y axis represents
the horizontal direction of the tunnel cross-section, and the Z axis represents the vertical
direction of the tunnel cross-section. In the schematic diagram, only the intercept Part of
the area on the surface of the tunnel.

(1) The degree of fit of the four methods
After the tunnel surface is constructed by meshing (Figure 5), the surface is complete

and has good continuity, but the smoothness of the surface is poor, and the details of the
local area are not enough.

The tunnel surface obtained by the Poisson reconstruction method (Figure 6) is con-
tinuous and complete, which can reflect the unevenness of the tunnel surface, but the
smoothness of the surface is not high, and the construction details of the point cloud cavity
are insufficient.

The tunnel surface constructed by the Lagrangian interpolation method (Figure 7)
can reflect the overall contour of the tunnel surface and can reflect the basic details of the
tunnel surface in a local area. However, the smoothness of the surface constructed by this
method is poor, and there are convex hulls. Phenomenon.
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The tunnel surface constructed by the cubic B-spline interpolation method (Figure 8)
is continuous and complete, with high smoothness, no local mutations, etc., and the details
of the local area are rich, and the tunnel surface is better restored.

 

Figure 5. Partial area of tunnel surface constructed by meshing method.

Figure 6. Partial area of tunnel surface constructed by Poisson.

(2) Analysis of the fitting accuracy of the four methods
The data this time is a total of 40,000 point clouds. The data points are extracted

5 times from the point cloud data at 5 cm intervals and 100 data points are randomly
selected each time, which is divided into 5 groups. After that, the z value corresponding to
each point is stored in the order of arrangement, and then the surface is constructed using
four methods for the 10 cm interval point cloud data. The x and y of each stored point on
the surface correspond to the corresponding z value, 5 cm interval points are compressed to
get 10 cm interval point clouds, so the z value on the surface obtained by the 10 cm interval
point cloud fitting is different from the corresponding z values of the points stored in the
5 cm interval point cloud. According to the x and y of the stored point, the corresponding
surface can be obtained and stored, and then the difference of the corresponding point is
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calculated. This method is equivalent to the error calculation of the 10 cm interval point
cloud, by calculating the sum of each point The fitting difference value corresponding to
the fitting surface, the fitting difference value formula is

E = zp − z′p (1)

where: p = 1, 2, 3, . . . , n.

Figure 7. Local area of tunnel surface constructed by Lagrangian interpolation method.

Figure 8. The obtained tunnel surface was constructed by cubic B-spline interpolation.

The fitting error generated by the constructed surface can also be called the root mean
square error. By counting the root mean square error, you can get the error of the area
where the surface other than the original point is located. The root mean square error
formula is:

σ =

√
E2

1 + E2
2 + . . . . . . + E2

N
n

=

√
∑ E2

p

n
(2)
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According to Formula (2), four interpolation methods are used to construct the surface,
and the fitting error is calculated based on 5 sets of data, as shown in Table 2.

Table 2. Fitting errors of the four sets of data corresponding to the four methods.

Fitting Error σ Method 1 (mm) Method 2 (mm) Method 3 (mm) Method 4 (mm)

Group 1 3.024 0.995 1.814 1.009
Group 2 3.071 1.015 1.775 0.984
Group 3 3.043 1.044 1.823 1.020
Group 4 3.068 1.007 1.814 1.005
Group 5 3.108 0.980 1.814 0.990

Note: Method 1 means meshing method, method 2 means Poisson reconstruction method, method 3 means
Lagrangian interpolation method, method 4 means bicubic spline interpolation method.

It can be seen from the tab that the point cloud fitting errors of the Poisson reconstruc-
tion method and cubic B-spline interpolation method are kept in a small range, and the
fitting accuracy is high. The fitting accuracy of the Lagrangian interpolation method is not
high. The grid division method has the largest fitting error and the lowest precision. The
results show that the construction of tunnel surface by the Poisson reconstruction method
and cubic B-spline interpolation method has higher fitting accuracy.

By comparing and analyzing the fitting degree and fitting accuracy of the four fit-
ting methods when constructing the surface, the following conclusions are drawn: the
smoothness of the surface constructed by the meshing method is poor, and the fitting
accuracy is low; Poisson reconstruction The fitting accuracy of the method is high, but the
surface lacks a certain degree of smoothness; the surface fitting effect constructed by the
Lagrangian interpolation method is better, but the fitting accuracy is not high; the cubic
B-spline interpolation method has high fitting accuracy, compared with other methods,
the surface details are complete and the smoothness is higher. This method has more
advantages in the construction of the tunnel surface and has the least influence on the
calculation results of the surface flatness of the initial support of the tunnel.

2.2. Optimal Fitting of Cubic B-Spline Interpolation

The main ideas for the optimal fitting of the original point cloud of the tunnel based
on the cubic B-spline interpolation method are:

The point cloud data is divided into slices according to the x-direction, that is, the
tunnel axis direction, which is equivalent to taking a tiny dx as the threshold. The x
coordinate changes of the point cloud data within this range are considered to be on a
2-dimensional slice point. Then perform spline curve-fitting on this two-dimensional slice.
First, convert Cartesian coordinates to polar coordinates. Since the cross-section of the
tunnel is a curve similar to an arc, after changing to polar coordinates, it can be ensured
that the depression angle and the polar radius can be in a one-to-one correspondence. Then
use polar coordinates for interpolation and encryption based on the spline curve, and then
convert the polar coordinates back to rectangular coordinates to complete the fitting of
each section of the tunnel. For the same reason, perform the above processing again in the
Y direction. After processing, the curve interpolation is carried out in the two orthogonal
directions of the tunnel x and y, and the interpolation in the two directions is superimposed
to form the fitting surface of the first branch surface of the tunnel [30].

The method of two-way slice complementary to the overall surface of the tunnel
proposed in this study effectively eliminates the jagged layering effect of the one-way
slice on the overall fitting surface of the tunnel, and the enlarged tunnel surface appears
smoother. The cloud fitting operation speed is also faster than the overall point cloud
fitting surface [31].

2.3. S-G Filter Smoothing Based on Curvature

The curved surface after the fitting process by cubic B-spline interpolation has a high
degree of smoothness, good continuity, and more complete and rich local details, which
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is more consistent with the actual engineering situation. However, the fitted surface still
has many point clouds that deviate from the actual surface, and its accuracy cannot meet
the requirements of flatness calculation. To make the final fitting surface that can meet
the requirements of flatness calculation, the fitting surface should not only be close to
the actual situation but also ensure that the fitting surface has sufficient smoothness. To
further limit the smoothness and authenticity of the fitted surface, this study guarantees
the reliability of the fitted surface by limiting the curvature of each point on the fitted
surface. Based on the fitting processing of cubic B-spline interpolation, The fitted surface is
again processed by SG filtering based on curvature limitation [32]. In all tunnel projects,
the design parameters of the Leicaoshan Tunnel are universal, and among many tunnels,
Leicaoshan Tunnel is the most typical. The flatness detection method in this study specifies
the upper and lower limits of the tunnel point cloud curvature as the curvature parameter
value of the Leicaoshan Tunnel. That is, the upper limit is specified as the maximum
curvature of the vault in the design parameters of Leicaoshan Tunnel, 0.395, and the lower
limit is specified as the minimum curvature of the arch bottom in the design parameters of
Leicaoshan Tunnel, 0.104.

The specific plan for curvature limitation is as follows:
(1) First, the curvature of any point on the curve is calculated by the curve function.

The curvature of a point is calculated based on the first and second derivatives of the
two points before and after. Since the fitted surface obtained by the B-spline interpolation
method is fitted by the slicing method, the curvature in this step is also used in the same
way. The two-dimensional curvature of each tangent surface in the previous B-spline
interpolation method is calculated. Superimposed to form the curvature of the entire
surface, the formula for calculating the curvature is as follows:

K =
|y” |

(1 + y′2)3/2 (3)

In the formula, K is the curvature at a point on the curve, and y is the function of the
corresponding curve.

(2) There are points in the calculated surface point cloud curvature that are not within
the limited range. At this time, it is necessary to perform smoothing and filtering again on
the surface obtained by the B-spline interpolation method. For the cross-sectional direction
and the longitudinal direction, the data in the two directions is smoothed and filtered again.
Taking into account the symmetry of the tunnel and the requirements for the calculation
of the surface flatness of the initial support of the tunnel, Savitzky–Golay filtering is used
here. The processing of S-G filtering maintains the best shape of the original data, making
the processed surface closer to the actual engineering situation.

(3) After removing the unqualified points through the above method, the remaining
unqualified points are only the points at the bottom of the arch. Because the curvature
calculation is calculated using the curvature of the front and back slices, the curvature
calculated at the two ends of the point cloud data, namely the two arch bottoms on the
left and right, is meaningless in itself, and it can be directly eliminated. At this point, the
final flatness calculation datum (Figure 9) is obtained surface. In the figure, the X axis
direction represents the direction along the central axis of the tunnel, the Y axis represents
the horizontal direction of the tunnel cross-section, and the Z axis represents the vertical
direction of the tunnel cross-section. Segment fitting surface.
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Figure 9. Flatness calculation datum.

3. Flatness Calculation

Through the above method, the flatness calculation reference surface has been ob-
tained. The flatness calculation method in this article is based on the normal vector distance
from the original point cloud of the initial support surface of the tunnel to the flatness
calculation datum plane. The calculation of the normal vector distance only needs to use
the original point cloud to make a normal ray perpendicular to the flatness calculation
datum plane. The normal ray and the fitted surface intersect at a point, and the distance
between this point and the starting point of the ray is the normal vector distance di. Flatness
calculation can be divided into two parts: overall flatness and local flatness. The calculation
of overall flatness is to analyze the unevenness of the overall point cloud in a region, and
the calculation of local flatness is to analyze the point cloud on the local details of a region.
The degree of unevenness.

3.1. Overall Flatness

The overall flatness of the initial support surface of the tunnel is mainly determined
by the dispersion degree of the normal vector distance from the original point cloud to
the flatness calculation datum. If the dispersion is large, it means that the original point
cloud and the flatness calculation datum are quite different. The rougher the surface. If the
degree of dispersion is small, it means that the difference between the original point cloud
and the flatness calculation reference plane is small, and the surface is flatter.

To intuitively express the overall flatness of the surface of the initial support of the
tunnel, the concept of standard deviation is introduced. Simply put, the standard deviation
is a measure of the degree to which a set of values are scattered from the average. A larger
standard deviation means that the difference between most of the values and its average is
larger; a smaller standard deviation means that these values are closer to the mean.

To sum up, the formula for calculating the overall flatness of the initial support surface
of the tunnel is as follows:

m0 = ±
√

∑ d2
i

n − 1
(i = 1, 2, · · · , n) (4)

In the formula, m0 is the overall flatness of the initial support surface of the tun-
nel, di is the normal vector distance, and n is the no. of point clouds collected during
flatness detection.
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3.2. Local Flatness

The overall flatness of the surface of the initial support of the tunnel can only reflect
the overall flatness of a specific section of the tunnel. In a specific tunnel project, the overall
flatness of the surface of the first support of the tunnel can only play a qualitative role, but
cannot pass a quantitative one. Method to define the leveling degree of the specific local
location of the tunnel surface. Therefore, the concept of local flatness is introduced, and the
uneven points on the local details of the initial support surface of the tunnel are expressed
through the concept of local flatness.

In the traditional method of detecting the surface flatness of the initial support of the
tunnel, the 2 m ruler method is generally used to define the flatness: the maximum gap
value between the reference plane of the 2 m ruler and the measuring surface. Usually, two
points are measured every 200 m, and each point is continuously tested 10 times. According
to the qualified rate, it is judged whether the surface flatness meets the measurement
requirements. The schematic diagram for defining the flatness of the 2 m leaning rule
method is shown in Figure 10.

Figure 10. Schematic diagram of flatness definition of 2 m by ruler method.

By referring to the flatness definition method in the 2 m ruler method, this paper
introduces the local flatness definition method based on 3DLS technology:

(1) First obtain the three-dimensional distribution map of flatness as shown in Figure 11,
where the X axis represents the direction of the tunnel’s central axis, the Y axis represents
the direction of the tunnel cross-section, and the Z axis represents the normal vector distance
of the original point cloud and flatness calculation reference plane. Flatness situation. It can
be clearly seen from the three-dimensional map of flatness that the flatness of the tunnel has
symmetry along the direction of the tunnel’s central axis (Y = 0). The flatness of the left arch
of the tunnel is mostly on the negative Z semi-axis, and the flatness of the right arch of the
tunnel is mostly on the positive Z semi-axis.

(2) The flatness data in the Figure constitutes a 3-dimensional scalar field. First,
calculate the gradient value of this scalar data point at each point. However, the size of this
gradient is of no practical significance to the calculation of local flatness here, because what
needs to be known here is only the direction of the gradient. Theoretically, every point on a
three-dimensional surface has countless directions that can be changed, and the gradient
of each point is calculated only to obtain the direction with the largest change in flatness.

(3) As it is the gradient of a 2-variable function, the value obtained corresponds to the
components in the x-direction and the y-direction, which is as follows:

grad( f ) =
∂ f
∂x

i +
∂ f
∂y

j (5)

In this way, the direction of the gradient vector can be determined based on the x
component and the y component, and the direction angle of the gradient can also be
obtained.

(4) The flatness distribution map drawn according to the normal vector distance is
similar to the topographic map. Here we draw on the principle of slope in the topographic
map, slope = elevation difference/horizontal distance, in the gradient direction of each
point, calculate the slope i and the inclination angle. The distance X can be adjusted
according to the accuracy requirements.
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(5) Once the horizontal distance is determined, the height difference between the two
points can be known. It can be imagined that a certain point is the center of the circle,
the horizontal distance is the radius, and the gradient direction is unique. In the gradient
direction, the height changes the fastest, and the highest height difference is obtained when
the horizontal distance is constant.

 

Figure 11. 3D diagram of the flatness distribution of the fitting surface after smoothing.

Note: What needs attention here is how to find the corresponding horizontal distance
according to the direction of the gradient, as shown in Figure 10 below.

Assume that the red arrow is the direction angle of the calculated gradient vector,
and the black dot is the normal vector distance data of a certain point, that is to say, the
normal vector distance data is along the red arrow. The direction is the fastest-changing
direction (gradient direction). The original coordinates of the point can be identified in
Figure 10, and the length X along the gradient direction can be expressed as the green
point in Figure 12. In the gradient diagram, the horizontal axis represents the direction
along the central axis of the tunnel, and the vertical axis represents the direction of the
cross-section of the tunnel. The endpoint of the original point gradient direction is the
green point, which can be obtained in the two-dimensional coordinate plane.

Figure 12. The diagram of the gradient.

91



Symmetry 2021, 13, 2239

(6) To make the definition of local flatness meet the measurement requirements as
much as possible and meet the technical specifications of tunnel engineering construction,
the introduced three-dimensional laser scanning technology-based tunnel engineering
primary surface flatness definition formula is as follows:

m1 =
h cos α

2
=

x sin α

2
=

xh
2
√

h2 + x2
(6)

In the formula, m1 is the local flatness of the initial support surface of the tunnel,
X represents the step distance of the original point cloud along the gradient direction, h
represents the height difference between the starting point and the endpoint of the stepping
direction, and α represents the inclination angle between the two points.

The schematic diagram of the local flatness definition is shown in Figure 13. The
horizontal axis represents the direction of the horizontal step distance X, and the vertical
axis represents the relative height h between the original point and the endpoint of the
gradient direction.

Figure 13. Schematic diagram of local flatness definition based on 3DLS technology.

4. Engineering Case Analysis

The project supported by this test is the Lushan Tunnel Project shown in Figure 14.
The Lushan Tunnel is located in Fuyang, Hangzhou City, Zhejiang Province. It is a section
of the newly-built Huhang Railway. The main surrounding rock grade is Grade V, and
the area sections that need to collect point cloud data for flatness detection are mainly
concentrated in the initial support section of the tunnel. A total of 30-m-long section areas
are collected. The mileage section is DK109+870~DK109+900, whichever is selected The
2 m part is used as the analysis object of this experiment. The parameters of some regional
sections of the Lushan Tunnel Project are shown in Table 3.

 

Figure 14. Field view of the tunnel.

The experiment uses a three-dimensional laser scanner to scan the surface of the
initial support of the tunnel and collect the point cloud data of the surface of the initial
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support of the tunnel in a section of the area. After the point cloud data is preprocessed,
the surface point cloud data of the initial support of the tunnel is curved and smoothed by
the programming method to obtain the final flatness calculation datum. The normal vector
distance is obtained according to the datum plane, to calculate and analyze the flatness of
the initial support surface of the tunnel.

Table 3. List of regional parameters of Lushan Tunnel.

Tunnel
Name

Serial No. Scope
Surrounding
Rock Grade

Length (m) Geological Condition

Lushan
Tunnel

1 DK107+468~DK107+870 V 402 Inlet section, shallow buried section
2 DK107+870~DK107+920 IV 50 sandstone
3 DK107+920~DK108+715 III 795 sandstone
4 DK108+715~DK108+770 IV 55 Shallow buried section
5 DK108+770~DK109+570 V 800 Shallow buried section
6 DK109+570~DK109+645 IV 75 Fault affected zone
7 DK109+645~DK109+720 IV 75 Fault affected zone
8 DK109+720~DK110+180 III 460 Feldspar quartz sand layer

4.1. Analysis of Overall Flatness

In the experiment, the point cloud data of a 2-m-long tunnel surface cross-section was
taken along the direction of the central axis of the tunnel. After preprocessing the point
cloud data, a total of 40,000 points are selected by random sampling, and their normal
vector distance is calculated, and a 200 × 200 normal vector distance scalar matrix is
formed at the same time. Then, through the coordinates of the point cloud data, there are
one-to-one correspondence in the X-axis central axis direction and the Y-axis cross-sectional
direction. Finally, the normal vector distance scalar matrix is colored into a graph to analyze
the overall flatness of the tunnel surface, as shown in Figure 15.

 

Figure 15. Overall smoothness distribution of tunnel primary branch surface.

According to the calculation formula for the overall flatness of the surface of the initial
support of the tunnel, the overall flatness of the surface of the first support of the tunnel is
19.9 mm. According to the “GB-T 50299-2018 Construction Quality Acceptance Standard
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for Underground Railway Engineering” [33], the flatness of the sprayed concrete is allowed
the deviation should be 30 mm, and the overall flatness of the initial support surface of the
tunnel meets the requirements of the specification.

4.2. Analysis of Local Flatness

The analysis of local flatness first draws a flatness distribution map through the normal
vector distance, and each point in the figure obtains the gradient of each point according
to the gradient formula. In the gradient direction, the flatness changes the fastest. The
local flatness is calculated in the gradient direction, and the local flatness is calculated and
analyzed by determining the value of the horizontal distance X in the gradient direction.
After the value of the horizontal distance X is determined, the height difference h between
the starting point and the endpoint can be obtained, and X and h can be substituted into
the local flatness calculation formula to obtain the final local flatness.

In this experiment, to analyze the influence of the value of the horizontal distance
x on the local flatness results of the initial support surface of the tunnel, four-parameter
values of X = 5 mm, X = 10 mm, X = 20 mm, and X = 50 mm were taken to determine
the local flatness. The calculation and analysis of flatness are shown in Figure 16. In the
figure, the X-axis is along the central axis of the tunnel, and the Y-axis is the direction of
the cross-section of the tunnel.

  

(a) X = 5 mm local flatness (b) X = 10 mm local flatness 

  
(c) X = 20 mm local flatness (d) X = 50 mm local flatness 

Figure 16. Overall smoothness distribution of tunnel primary branch surface.

Through the calculation of the local flatness of the initial support surface of the tunnel,
when X = 5 mm, the maximum local flatness is 2.5 mm and the minimum is −2.5 mm; when
X = 10 mm, the maximum local flatness is 4.9 mm and the minimum When X = 20 mm, the
maximum local flatness is 9.3 mm and the minimum is −9.3 mm; when X = 50 mm, the
local flatness maximum is 18.6 mm and the minimum is −17.3 mm.

The traditional flatness detection of the initial support of the tunnel is to detect the
flatness of the initial support of the tunnel by a combination of a two-meter ruler and
a wedge feeler. During the inspection, place the two-meter ruler horizontally on the
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tunnel surface along the direction of the central axis of the tunnel. The ruler is close to
the tunnel surface and finds the largest gap. Place the wedge-shaped feeler gauge here.
The reading is the ruler datum plane and the initial support of the tunnel. The maximum
gap distance of the protective surface is the flatness of the initial support surface of the
tunnel [34]. According to the “GB-T 50299-2018 Construction Quality Acceptance Standard
for Underground Railway Engineering”, the allowable deviation of the flatness of the
shotcrete should be 30 mm, and the local flatness of the initial support surface of the tunnel
for the four sets of data meets the requirements of the specification.

When the value of X gradually increases, the local flatness value of the initial support
surface of the tunnel also gradually increases. At the same time, when the value of X
gradually increases, the local flatness value also tends to stabilize. To further determine
when the local flatness tends to be stable, this paper adds five sets of variable test data
X = 60~100 mm, as shown in Figure 17. In the figure, the X-axis is along the central axis of
the tunnel, and the Y-axis is the direction of the cross-section of the tunnel.

  

(a) X = 60 mm local flatness (b) X = 70 mm local flatness 

  
(c) X = 80 mm local flatness (d) X = 90 mm local flatness 

 
(e) X = 100 mm local flatness 

Figure 17. Distribution diagram of local flatness of the variable set.
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It can be seen from the two sets of test data that the horizontal distance X has a greater
impact on the calculation of local flatness. The results of overall flatness and local flatness
are summarized, as shown in Table 4 below.

Table 4. Summarization of flatness calculation results.

Max (mm) Minimum (mm) Abs Max (mm)

Overall flatness 19.9 19.9
Local flatness (X = 5 mm) 2.5 −2.5 2.5
Local flatness (X = 10 mm) 4.9 −4.8 4.9
Local flatness (X = 20 mm) 9.3 −9.3 9.3
Local flatness (X = 50 mm) 18.6 −17.3 18.6
Local flatness (X = 60 mm) 19.5 −19.4 19.5
Local flatness (X = 70 mm) 19.9 −20.0 20.0
Local flatness (X = 80 mm) 20.6 −20.8 20.8
Local flatness (X = 90 mm) 20.3 −20.6 20.6
Local flatness (X = 100 mm) 20.1 −20.3 20.3

The following conclusions can be drawn from the analysis of the above table and the
flatness distribution graph: (1) The calculation of local flatness depends on the program
setting parameter step distance X. Choosing a suitable step distance parameter is very
important for local flatness detection. When the value of X becomes larger and larger, the
value of local flatness becomes larger and larger, and its value will approach the upper
limit, which is similar to the calculation result of overall flatness. The approximate interval
of the advance distance X is between 70 mm~90 mm, and it can be preliminarily judged
that the Dangmai advance distance parameter setting between 70 mm~90 mm is suitable
for local flatness detection. (2) By comparing and analyzing the flatness of the local flatness
distribution map and the overall flatness distribution map, the flatness distributions of the
two are basically the same. It can be explained that the detection methods of the overall
flatness and the local flatness affect the flatness of the initial support of the tunnel. The
representations are the same and the two have commonality. At the same time, the surface
flatness of the initial support of the tunnel in this area meets the specification requirements.
The local flatness calculation formula based on three-dimensional laser scanning proposed
in this experiment is feasible.

4.3. Feasibility Analysis

To verify the effectiveness and feasibility of the method of detecting the surface flatness
of the initial branch of the tunnel based on the 3DLS technology, this study compares and
analyzes the point cloud data detected by the total station and the point cloud data detected
by the 3DLS technology. The tunnel mileage K107+780, K107+785, K107+790, and K107+795
are, respectively, taken from four cross-section information, and each cross-section is taken
from the left and right arch bottom, left and right arch waist, and the position of the archtop.
The points were measured 4 times with a three-dimensional laser scanner at the same time
interval. The thickness of the difference between the monitoring point and the design
section collected by the total station is recorded as d1, and the thickness of the difference
between the monitoring point and the design section collected by 3DLS is recorded as d2,
and the statistical results of the test data collected by the two measuring instruments are
summarized, as shown in Table 5 below.

It can be seen from the data in the tab that the detection value collected by 3DLS is
roughly the same as the detection value collected by the total station. To further illus-
trate the accuracy and effectiveness of the flatness detection method based on the 3DLS
technology, this study will the detection value of the total station is regarded as the most
reliable value x̂. and the detection value of the scanner is regarded as the observation value
xi. The detection difference Δd of 4 tests can be calculated respectively, and finally the
median error σ̂ of 3DLS can be calculated by the detection difference Δd. The error σ̂ in the
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calculated observation value can represent the true error of 3DLS. The Medium error result
is shown in Table 6.

Table 5. Section monitoring point detection value.

Section
Mileage

Stake

Monitoring Points
Position

Class 1
Detection

Value d2/mm

Class 2
Detection

Value d2/mm

Class 3
Detection

Value d2/mm

Class 4
Detection

Value d2/mm

Total Station
Detection

Value d1/mm

K107+780

Left arch 196 203 195 193 199
Left arched waist 208 211 208 204 210

dome 202 203 206 200 204
Right arched waist 179 178 183 184 180

Right arch 135 127 140 * 143

K107+785

Left arch 243 246 242 233 233
Left arched waist 229 230 246 241 237

dome 230 229 230 220 226
Right arched waist 219 230 212 225 216

Right arch 219 218 222 * 225

K107+790

Left arch 184 190 160 176 171
Left arched waist 247 268 247 245 237

dome 209 229 216 212 212
Right arched waist 216 214 208 202 213

Right arch 176 177 173 * 174

K107+795

Left arch 239 258 236 * 224
Left arched waist 274 266 265 260 257

dome 244 249 244 242 232
Right arched waist 200 218 204 214 194

Right arch 191 201 * * 183

Note: * indicates that the location is blocked, and the data at this point has not been measured.

Table 6. The two instruments measure the difference.

Section Mileage
Stake

Distance to
Station/m

Monitoring Points
Position

Class 1
Difference

Δd/mm

Class 2
Difference

Δd/mm

Class 3
Difference

Δd/mm

Class 4
Difference

Δd/mm

K107+780

Left arch 3 4 4 6
Left arched waist 2 1 2 6

0 dome 2 1 2 4
Right arched waist 1 2 3 4

Right arch 8 16 3 *
Medium error σ̂ 5 8 3 6

K107+785

Left arch 10 13 9 0
Left arched waist 8 7 9 4

5 dome 4 3 4 6
Right arched waist 3 14 4 9

Right arch 6 7 3 *
Medium error σ̂ 8 11 7 7

K107+790

Left arch 13 19 11 5
Left arched waist 10 31 10 8

10 dome 3 17 4 0
Right arched waist 3 1 5 11

Right arch 2 3 1 *
Medium error σ̂ 9 20 8 8

K107+795

Left arch 15 34 12 *
Left arched waist 7 9 8 3

15 dome 12 17 12 10
Right arched waist 6 24 10 20

Right arch 8 18 * *
Medium error σ̂ 14 25 12 16

Note: * indicates that the location is blocked, and the data at this point has not been measured.
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It can be seen from Table.6 that the true error of the 3DLS will increase as the distance
between the section and the station increases. The cross-sectional instrument method, total
station coordinate method or 3DLS method can be used, and the error in the measurement
should not be greater than 25 mm [35]. Because the selection of the initial section of the
tunnel in this study is a cross-sectional area of 2 m in the direction of the central axis By
default, the center position of the cross-sectional area is the position of the measuring
station, so the distance between the instrument and the scanned cross-section has little
effect on the flatness detection results of this study. The true error of the 3DLS meets the
requirements of the specification within a certain measurement range. The accuracy of the
point cloud data collected by the 3DLS is improved.

5. Conclusions

This paper is based on the three-dimensional laser scanning technology to obtain the
point cloud data of the initial support surface of the railway tunnel, and expounds the
use of the tunnel point cloud data, through the B-spline interpolation method and the S-G
smoothing method based on the curvature limitation, to obtain the flatness calculation
reference plane. The normal vector distance formed by the intersection of the normal line
drawn from the original point cloud and the flatness calculation datum plane is proposed,
and the normal vector distance is used as the basis for flatness calculation, and two
concepts based on the detection of the surface flatness of the initial support of the tunnel
are introduced: the whole Flatness and local flatness. Through the analysis of the flatness
distribution map and the flatness calculation results, the feasibility of the application of
the three-dimensional laser scanning technology in the surface flatness detection of the
initial support of the tunnel engineering is verified and discussed. The main conclusions
are as follows:

(1) Compared with the traditional total station method and the two-meter ruler method
in the traditional flatness detection, the efficiency is low, the accuracy is not high, and
the operation is inconvenient. The use of three-dimensional laser scanning technology to
detect the surface flatness of the initial support of the tunnel can quickly and accurately
obtain the tunnel. A large amount of point cloud data on the surface of the initial support
is easy to operate, without touching the surface of the initial support of the tunnel to be
tested, and the accuracy of the instrument is high enough to make up for the problem of
acquisition accuracy.

(2) Common surface fitting methods include meshing method, Poisson surface re-
construction method, Lagrangian interpolation method, and cubic B-spline interpolation
method. To obtain the most suitable surface fitting method for this experiment, the exper-
iment compares and analyzes the surface fitting degree and fitting accuracy of the four
surface fitting methods. According to the comparative analysis, compared with the other
three surface fitting methods, the tunnel surface constructed by the cubic B-spline interpola-
tion method is continuous and complete, with higher smoothness, no local mutations, etc.,
and the details of the local area are rich and relatively The tunnel surface is restored well.
At the same time, by calculating the statistical root mean square error of the four fitting
methods, the fitting error of the surface area other than the original point can be obtained.
The calculation result can be obtained by using the Poisson reconstruction method and
the cubic B-spline interpolation method. The point cloud fitting error can be kept within a
small range, and the fitting accuracy is high. Comprehensive comparative analysis shows
that cubic B-spline interpolation is the most suitable fitting method for this study.

(3) After comparative analysis, a suitable surface fitting method for this experiment,
namely cubic B-spline interpolation, has been obtained. On this basis, this research puts
forward the method of two-way slice complementarity in the B-spline interpolation method
to fit the overall surface of the tunnel and the method of SG filter smoothing based on
curvature, which effectively eliminates the one-way slice to fit the whole tunnel. The jagged
layering effect of the curved surface optimizes the fitting process of the tunnel curved
surface. The optimized fitting surface is continuous and complete, with high smoothness,
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rich and complete local details, which is consistent with the actual engineering situation,
and better restores the tunnel surface. At the same time, it can also meet the requirements
of the flatness calculation of the initial support of the tunnel. It can be used as a reference
plane for flatness calculation.

(4) The intersection of the normal line drawn from the original point cloud and the
flatness calculation datum forms the normal vector distance. Based on this, this research
proposes two flatness calculation methods and draws the flatness distribution map. The
calculation of overall flatness can determine the overall flatness of the initial support
surface of the tunnel, and the calculation of local flatness can determine the specific location
of the uneven area. Combined with the flatness distribution map, the flatness detection can
be more accurate and intuitive, which can be used for tunnel engineering. The construction
provides technical support and theoretical guidance.

(5) In the flatness calculation method, this research proposes a local flatness calculation
method. The step distance X set by the program is the main factor affecting the local flatness.
In the flatness detection of the actual tunnel engineering, it is necessary to set an appropriate
stepping distance X according to actual engineering conditions. To explore and analyze
the influence of step distance X on local flatness, this study set up experimental groups
with different step distance X to conduct analysis. The results show that the local flatness
will increase as the step distance X increases. Finally, Infinite approaches the upper limit,
which is roughly stable at around 20 mm, which is roughly the same as the overall flatness
calculation result. According to the analysis of the flatness distribution map obtained by
the two flatness calculation methods, the flatness of the initial tunnel support surface is
basically consistent, which proves that the tunnel flatness detection method proposed in
this study is feasible.

(6) Through the comparative analysis with the traditional flatness detection method,
the true error of 3DLS meets the specification requirements within a certain measurement
range, and both are less than the 25 mm required by the specification. This shows the
accuracy of the point cloud data collected by 3DLS. At the same time, the initial fitting
surface fitting of the tunnel project obtained by 3DLS technology has a higher degree of
optimization and is closer to the actual engineering situation. The flatness calculation
method is simpler and more effective, and the flatness analysis based on the flatness
distribution map is more Precise and intuitive. The method of detecting the flatness of
the initial support surface of the tunnel based on the three-dimensional laser scanning
technology is feasible.

In summary, compared with traditional detection methods, 3DLS are faster and more
accurate, with high acquisition accuracy, wide range, and simple operation in the detection
of the flatness of the initial support surface of the tunnel. The surface fitting effect is best
after cubic B-spline interpolation and SG filter smoothing based on curvature limitation.
In this study, the normal vector distance is formed by the intersection of the normal line
drawn from the original point cloud and the flatness calculation datum surface, and based
on this, the concepts of overall flatness and local flatness are proposed, and corresponding
flatness distribution maps are drawn respectively. The size of the local flatness will increase
as the step distance X becomes larger, and finally, approach the calculation result of
the overall flatness infinitely. Comparing the measurement accuracy of 3DLS and the
traditional detection instrument, and comparing the flatness distribution map and the
calculation results, it can be preliminarily concluded that the tunnel flatness detection
method proposed in this study is feasible.

6. Outlook

The flatness detection method in this study is mainly for curved surfaces similar to
the tunnel surface. For the traditional flatness detection methods, flatness detection can
only be performed on relatively flat road surfaces or building walls. Through the research
of the flatness detection method in this experiment, the purpose of flatness detection on
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a complex curved surface is realized. However, there are still some shortcomings in the
research process:

(1) Obtaining the flatness calculation datum plane in the tunnel flatness detection
calculation is a key step in calculating the flatness of the initial support of the tunnel, but
how to determine that the flatness calculation datum obtained by processing is the most
suitable and optimal solution flatness calculation datum plane, its treatment method is still
worthy of further study.

(2) At this stage, there is no system for systematic evaluation of the flatness detection
of the initial branches of the tunnel using 3DLS technology, so the construction of a more
complete 3DLS tunnel flatness detection and evaluation system is the next research direction.
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Abstract: The interaction between multiple loops and string cables complicates the dynamic response
of triple square loops-string dome structures under seismic excitation. The internal connection
between the multiple square loops-string cables and the grid beams was studies to provide a favorable
reference for an anti-seismic structure. With a finite element model of the Fuzhou Strait Olympic
Sports Center Gymnasium, established by SAP2000 software, the structural dynamic characteristic
parameters were obtained first, and then this study adopted a time-history analysis method to study
the internal force response of the cables and the roof grid beams of the multiple square loops-string
dome (MSLSD) under three types of seismic array excitation. The influence of two factors, namely
the seismic pulse and the near and far seismic fields, on the dynamic response of this structure was
analyzed by three groups of different types of seismic excitation (PNF, NNF, PFF). As shown from the
results, the first three-order vibration modes were torsional deformations caused by cables, the last
five were mainly the overall roof plane vibration and antisymmetric vibration. Under the excitation
of the three seismic arrays, the internal force responses of stay cables, square cables in the outer
ring and the string cables were largest, while the maximum internal force response of the struts
changed with the direction of seismic excitation. The largest internal force response of the roof grid
beams occurred in local components such as BX3, BX7 and BY7, and the largest deformation of the
beam nodes occurred in JX7, JX12 and JY4. In general, the seismic pulse and the near seismic field
weakened the internal force response of the struts and cables but increased the internal force response
and deformation of the dome beams, while the near and far seismic fields outweighed the seismic
pulse. All the above provides an important reference for structural monitoring and seismic resistance.

Keywords: multiple square loops (MSL)-string; seismic excitation; dynamic response; seismic pulse;
near and far field

1. Introduction

With the recent continuous development of long-span spatial structures, the string
dome, as a roof structure boasting light weight, high rigidity, good stability and strong
spanning capability, has been widely adopted in large gymnasiums, opera houses and other
public buildings such as the Tianbao Center Lobby, the 2008 Olympic Badminton Stadium,
and the Jinan Olympic Sports Center Gymnasium [1,2]. The new square loops-string (SL-S)
structure is one with pre-tensioned square ring cables and stay cables, in which struts
bear axial compression and form a reliable support to arch up the lattice cylindrical shell.
Compared with the traditional large-scale string dome structure, the square loops-string
structure is simpler in lines, clearer in force transmission paths and better in force-bearing
and antideformation performance of the roof grid beam structure. Such a structure has
been integrated into the canopies of Shenzhen North Railway Station and the Fuzhou Strait
Olympic Sports Center Gymnasium [3,4].
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In addition to exhibition competitions and large-scale mass activities, the dome-
structure gymnasium can also serve as an earthquake refuge. Collapse of buildings during
earthquakes causes serious casualties and economic losses. Much research has been carried
out on recent years carried out by Chinese and foreign experts on the mechanical proper-
ties and stability of the string dome structure, such as seismic response and anti-seismic
analysis [5–8], buckling and dynamic response under friction [9], model optimization
design based on artificial neural networks [10], elastoplastic dynamic response [11], struc-
tural optimization algorithm and design [12–14], long-span discontinuous mechanical
properties [15], initial geometric defect analysis [16], cable tension estimation [17], static
and the dynamic analysis by finite element method [18,19], and thrust line analysis of
masonry domes [20]. Gong, S.Y. [21] summarized the research on shape selection, statics
and stability, dynamic and seismic resistance, prestress and optimization of the string
dome. Li, X.Y. [22] used a simplified soil model through a modified SR method to ana-
lyze the dynamic characteristics and seismic response of a string dome structure under
soil-structure interaction (SSI). Jiang, Z.R. [23] studied the nonlinear dynamic buckling
of a long-span elliptic paraboloid string dome by introducing such factors as geometric
nonlinearity, initial geometric defects, material elastoplasticity, and half-span live load
distribution. Ruggieri, S. [24,25] developed a new numerical practical procedure to investi-
gate the evaluation of floor deformability in the performance of a simple linear analysis on
3D numerical models by removing the rigid floor hypothesis and adopting a simple floor
model, and defined a new approach for predicting the fundamental period of vibration for
reinforced concrete buildings through regression analysis procedures of 40 new buildings
using a numerical model with elastic dynamic parameters.

However, most of the current seismic response analyses on string structures are
limited to the traditional string dome structure, without enough research on the dynamic
characteristics of the latest string dome structure, i.e., the Multiple Square Loops-String
(MSL-S) structure. Thus, a project adopting the MSL-S dome structure with the Fuzhou
Strait Olympic Sports Center Gymnasium as the object of study, we used the time history
method to analyze the internal force of cables and grid beams and the displacement
response of grid beams under seismic excitation to provide a favorable reference for
antiseismic responses of the MSL-S. The influence of two factors, namely, the near and far
seismic fields and the seismic pulse, on the dynamic response of this structure was analyzed.

2. Project Overview

The Fuzhou Strait Olympic Sports Center Gymnasium covers about 42,000 m2. The
roof has an elliptical MSL-S structure with a span of 116 m × 97 m and the roof structure is
mainly composed of grid frame beams, triple square loops and the surrounding concrete
columns, in which the frame beams include outer steel concrete ring beams, grid steel
beams and the roof support, while the string structure consists of struts, stay cables, square
ring cables and string beams. The dome is symmetrical in the east-west direction but
asymmetrical in the north-south direction, with the north top higher than the south. The
model structure is shown in Figure 1a. The grid beams are made from rectangular steel and
the struts have circular steel pipes. The grid beams are rigidly connected with reinforced
bases and the struts are articulated with cables and roof grid beams, the nodes of which are
shown in Figure 1b,c.
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Figure 1. String dome structure of the Fuzhou Strait Olympic Sports Center Gymnasium. (a) Finite element model; (b) Cable
connection of each ring; (c) Articulation node.

3. Numerical Simulation and Model Validation

3.1. Modelling Parameters
3.1.1. Geometric Dimension

The elevation of the dome reaches 39.7 m, the span of the square loop-string structure
is 106.5 m, the span of the main truss of grid beams peaks at 97.5 m with the distance
between main trusses ranging from 6.3 m to 7.6 m and the distance between secondary
trusses is 9.5 m. The four sides of the dome have a relatively large load area with long-
span horizontal cables. To increase the vertical rigidity of the structure, two middle struts
(SC13~SC16) are added on the north and south sides of the outer square ring cables and
independent string beams (SH13~SH14) are erected both on the east and west sides, the
maximum span of which is 75.9 m. The struts and cables of the MSL-S structure system are
shown in Figure 2.

Figure 2. Schematic diagram for the number of struts and cables. (a) Strut numbers; (b) Number of
square ring cables and stay cables.

3.1.2. Material Characteristics

The grid beams, struts and additional roof support of the MSL-S roof structure are
all made of the Q345 steel with an elasticity modulus of 2.06 × 105 N/mm2 and a volume
density of 7.85 × 103 kg/m3. While the cables have PE finished products composed of Φ5
or Φ7 high-strength steel wires with an elasticity modulus of 1.95 × 105 N/mm2 and a
tensile strength of 1.67 × 103 MPa.

3.1.3. Finite Element Model Creation

General finite element software SAP2000 V19 was used to establish the three-dimensional
finite element model of the string dome structure of the gymnasium. The roof grid beams
used the steel box-sections simulated by the Frame unit, the prestressed cables were
simulated by the Cable unit and the struts were simulated by the Link unit. The struts
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nodes at both ends were simulated as articulated to ensure the smooth rotation during
the prestressing process. The berm under the roof, an auxiliary structure of grid structure
system, was applied to the corresponding struts in the form of a line load (1.5 kN/m)
after simplification; Given the additional load of the cable connection device, PE pipes
and fillers, the weight of the cables was multiplied by a coefficient of 1.05. With the ring
beams outside the grid beams connected with the concrete column nodes, the degrees of
freedom in six directions were coupled, and the bottom of concrete column was a fixed
end constraint. The three-dimensional finite element model is shown in Figure 1a.

3.2. Model Validation

To verify the accuracy and reliability of the finite element numerical model, the stress
monitoring data and displacement monitoring data of the key roof nodes during the
construction process were determined [26]. Stress monitoring distributions of roof grid
beams was conducted at 16 different places with strain gauges installed on both the upper
and lower surfaces of the beam spans, as shown in Figure 3a; while deformation monitoring
was conducted in nine places with the measuring points set in the middle of the grid beams,
as shown in Figure 3c.

Figure 3. Schematic diagram of the monitoring points of roof grid beams. (a) Schematic diagram for
stress monitoring points; (b) stress diagram of grid beams; (c) schematic diagram of displacement
monitoring points; (d) vertical displacement of roof.

A comparison of the results between the measured data and the model calculation of
grid beam stress and node vertical displacement are, respectively, displayed in Figure 3b,d,
from which we can see that the overall difference between the two data sets is small.
Among them, No. 16 beam is the one with the biggest stress error, which is 16.1 MPa
between the actual measurement and theoretical calculation, and No. 5 beam has the
biggest displacement error, which is 10.1 mm. Given the good agreement between the
simulation and experiment results in each construction stage with acceptable errors, the
numerical model was used as the simulation analysis model.
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3.3. Structural Dynamic Characteristics

The first eight orders of vibration modes simulated and analyzed by the finite element
model are shown in Figure 4. The natural frequency and participating mass ratios in the
main directions are shown in Table 1. It can be seen from the model analysis that the
first-order vibration mode demonstrates the torsion of the middle ring cable, the second
one as the torsion of the inner and outer ring cables, the third as the torsion of the inner ring
cable, the fourth as the antisymmetric vertical vibration of the whole roof along the short
span, the fifth as the antisymmetric vertical vibration of the whole roof along the long span,
the sixth as the symmetric vertical vibration of the whole roof along 45 degree, the seventh
as the outer vibration of the south outer ring cables, and the eighth as the coupling of the
translational motion and antisymmetric vibration of roof along the long-span direction.
Therefore, the first three vibration modes are dominated by the torsional deformation of
square ring cables while the last five ones are mainly the overall roof plane vibration and
antisymmetric vibration.

Figure 4. Schematic diagram of the first eight-order vibration modes. (a) First-order; (b) second-order; (c) third-order;
(d) fourth-order; (e)fifth-order; (f) sixth-order; (g) seventh-order; (h) eighth-order.

Table 1. Structural natural frequency.

Order 1 2 3 4 5 6 7 8

Natural Frequency (Hz) 0.76 0.86 0.86 0.91 1.13 1.17 1.28 1.29
Main Direction RZ RZ RZ UX UY UX UY UX

Partecipating Masses Ratio 1.342 × 10−3 7.96 × 10−3 5.452 × 10−4 0.07886 0.02809 0.09835 0.03773 0.63

4. Seismic Response Law of Roof Structure under Different Seismic Arrays

To facilitate the analysis of the seismic excitation response of the roof frame within
the ring-cable structure of the gymnasium, the key structural components were numbered.
As the central grid beams cover the longest span with the largest internal force value and
displacement amount, they were selected as the research object. The numbers of grid
beams and beam nodes are shown in Figure 5, where B represents the grid frame beam,
J represents the node, X and Y, respectively, stand for the EW direction and SN direction.
The numbers of struts and cables are shown in Figure 2.
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Figure 5. Schematic diagram of roof grid beams and tip nodes. (a) Grid beam numbers; (b) number
of grid beam nodes.

4.1. Seismic Arrays Input

The degree of seismic fortification intensity of the gymnasium is seven, and falls into
the third seismic group. In light of the rules of seismic grouping, the Imperial Valley-06
far-field seismic wave files, DLT-352 and DLT-DWN, were collected from Pacific Earth-
quake Engineering Research Center (PEERC). The seismic acceleration curve and response
spectrum curve are showed in Figure 6a–d. The horizontal seismic waves (X or Y direction)
of DLT-352 were combined with the vertical seismic waves (Z direction) of DLT-DWN, and
the seismic excitation effect partial coefficients, γEh and γEv, were, respectively, set as 1.3
and 0.5 under two components, and set as 1.0, 0.85 and 0.65 under three components [27].
The combination formulas are as follows.

No. 1 Seismic Array: K1 = 1.3 × X + 0.5 × Z, (1)

No. 2 Seismic Array: K2 = 1.3 × Y + 0.5 × Z, (2)

No. 3 Seismic Array: K3 = 1.0 × X + 0.85 × Y + 0.65 × Z, (3)

To better analyze the response of the structure under seismic excitation, the peak
ground acceleration (PGA) was adjusted to 0.22 g in consideration of the impact of earth-
quakes that rarely occur. Meanwhile, when analyzing the elastoplasticity of dome structure
in the context of rarely occurring earthquakes, the damping ratio was set as 0.05 and the
nonlinear time history analysis method based on “self-weight” was used to analyze the
seismic response.

Figure 6. Cont.
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Figure 6. Acceleration curve and response spectrum curve of seismic wave. (a) DLT-352 acceleration time history; (b) DLT-
DWN acceleration time history; (c) DLT-352 acceleration response spectrum; (d) DLT-DWN acceleration response spectrum.

4.2. Dynamic Response under the Excitation of No. 1 Seismic Array
4.2.1. Analysis of the Internal Force Response of Roof Square Ring Cables

As the stay cables and square ring cables unite to mainly transfer tensions, and the
struts units transfer compressions, the internal force response of cables and struts of the
ring-cable structure under No. 1 seismic array excitation is shown in Figure 7, where the
structural dynamics remain relatively small due to the equal altitudes at both ends of
the EW (X) direction, as well as great rigidity. It can be seen from the figure that struts
(SC1 to SC16) tend to be more average in force and smaller in internal force response
with comparable values, and the smallest internal force response occurs in the additional
struts (SC1 to SC16) at the north and south sides of the outer ring. The inner ring and
middle ring stay cables (SX1 to SX8) and ring cables (SH1 to SH8) share a relatively small
internal force response within 90 kN, while the outer ring stay cables (SX9 to SX12) and
ring cables (SH9 to SH12) experience a significantly increased internal force response,
almost double that of the inner ring and middle ring. String cables are long in span and
unilaterally connected, and the cables (SH13 to SH14) and struts (SC17 to SC24) have the
largest internal force response.

Figure 7. Cont.
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Figure 7. Internal force diagram for square ring cable structure. (a) Internal force of struts in the square ring cable;
(b) internal force of struts in string cables; (c) internal force of stay cables; (d) internal force of square cables.

4.2.2. Analysis of the Internal Force Response of Roof Grid Beams

The internal force response of the grid beams under No. 1 seismic array excitation is
shown in Figure 8. The ring-cable structural frame system is irregular, and the internal
force of the roof frame (BX1 to BX9) in the EW direction is distributed axisymmetrically
with the mid-span beam BX5, which has the smallest internal force response. The X-shaped
steel pipes set in the SN direction in the mid-span grid beam strengthen the local roof
stiffness. As there is a long span between BX3 and BX7, their internal force response is the
largest. The internal force response of the roof grid beams (BY1 to BY10) are irregularly
distributed and generally greater than that in the EW direction. As the input direction of
combined seismic waves is perpendicular to the roof framing elements, a larger internal
force response occurs in out-of-plane vibration, maximizing at BY7 about 1440 kN.

Figure 8. Internal force diagram for roof grid beams. (a) EW direction; (b) SN direction.

4.2.3. Analysis of the Roof Node Deformation

The vertical displacement of roof nodes moving along the positive direction of the Z
axis is represented as positive displacement, and vice versa. It can be seen from Figure 9
that the displacement and deformation of the roof grid beam nodes (JX1 to JX18) in the
EW direction are basically symmetrically distributed. While the maximal displacement
is reached at nodes JX7 and JX12, the increased local stiffness at the middle span greatly
decreases the displacement of JX9 and JX10. The vertical displacement of roof grid beam
nodes (JY1 to JY11) in the SN direction is distributed asymmetrically, with the greatest
displacement appearing at node JY7, which is about 45 mm. Comparing Figure 8a with
Figure 8b, the difference between the node displacement and internal force response of the
roof grid beams can be seen. The reason why the overall grid beam node displacement in
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the SN direction is smaller than that in the EW direction is that the long-span arch structure
facilitates the antisymmetrical vibration mode under combined seismic excitation, leading
to a large vertical displacement.

Figure 9. Vertical displacement diagram for roof grid beams nodes. (a) EW direction; (b) SN direction.

4.3. Dynamic Response under Excitation of No. 2 and No. 3 Seismic Arrays
4.3.1. Analysis on the Internal Force Response of Roof Square Ring Cables

The structural stiffness of the gymnasium in the SN direction is relatively weak, and
the structural dynamic response is larger and similar under the Excitation of No. 2 and
No. 3 seismic arrays. Therefore, these two seismic arrays were considered simultaneously
for better comparison and analysis.

As seen in Figure 10, the internal force response of the struts and the cables under
No. 2 seismic array excitation was larger than that under the No. 3 seismic array and was
about four to six times larger than that under the No. 1 seismic array. As an additional
vertical acceleration is generated by the altitude difference between the north and south
sides when the seismic waves move along the Y direction, the small rise span of the roof
structure in this direction, coupled with less out-of-plane stiffness than in-plane stiffness,
resulting in a greater structural dynamic response. In addition, the internal force response
of the struts (SC1 to SC12) shows a downward trend from the inner ring to the outer ring.
The additional struts (SC13 to SC16) of the outer ring have the least internal force response,
followed by the struts in the string cables (SC17 to SC24), with an average value of about
80 kN. The internal force response of the middle ring stay cables (SX5 to SX8) and loop
cables (SH5 to SH8) are slightly smaller than those of the inner ring. The outer ring stay
cables (SX9 to SX12), loop cables and string cables (SH9 to SH14) have the largest internal
force response.

4.3.2. Analysis of the Internal Force Response of Roof Grid Beams

As seen in Figure 11, the internal force response of the roof grid beams (BX1 to BX9) in
the EW direction under No. 2 seismic array is larger than that under No. 3 seismic array,
which is contrary to that of the beams from BY1 to BY10. The internal force response of the
roof grid beams from BX1 to BX9 under No. 2 seismic array is symmetrically distributed, in
which the grid beams BX3 and BX7 have the largest internal force response that is obviously
greater than that in the SN direction, thus serving as the main stress component of the
structural system. The internal force response of the grid beam in the SN direction is
irregularly distributed with an average value of about 200 kN under No. 2 seismic array,
and with the largest value of 1120 kN under No. 3 seismic array.
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Figure 10. Internal force diagram of the square ring cable structure. (a) Internal force of struts in square ring cable;
(b) internal force of struts in string cable; (c) internal force of stay cables; (d) internal force of square cables.

Figure 11. Internal force diagram of roof grid beams. (a) EW direction; (b) SN direction.

Compared with No. 1 seismic array excitation, the internal force response of the roof
grid beams in the EW direction under No. 2 seismic array excitation has a significant
increase, the maximum value of which is about 2.5 times that of No. 1, while a substantial
decrease occurs in the internal force response of the roof grid beams in the SN direction,
the maximum value of which only accounts for about 25% of that in the EW direction. The
reason is that when the seismic wave moves in the Y direction, the grid beams in the EW
direction become perpendicular to the moving direction of combined seismic waves and
thus generate out-of-plane vibration, greatly increasing the internal force of grid beams.
As the grid beams in the SN direction are parallel to the moving direction of the seismic
wave, they suffer less an effect.
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4.3.3. Analysis of the Roof Nodes Deformation

The displacement response of roof grid beam nodes under No. 2 and No. 3 seismic
array excitation is displayed in Figure 12. The displacement response in the EW direction
under No. 2 seismic array excitation is weaker than that under No. 3 seismic array
excitation, in addition to nodes JX9 and JX10, while the displacement response in the SN
direction is different. The displacement response is basically symmetrically arranged in
the EW direction (JX1 to JX18), with the displacement maximizing at the midspan nodes
of JX9 and JX10 under No. 2 seismic array, and at the nodes of JX7 and JX13 under No. 3
seismic array excitation. The displacement peak in the SN direction appears at JY4, and
the displacement of the north nodes (JY2 to JY5) under seismic excitation exceeds that of
the south nodes (JY7 to JY10), because of weak lateral rigidity caused by the longer steel
pipe columns on the north side. Compared with No. 1 seismic array, the displacement of
the roof grid beam nodes under No. 2 seismic array excitation experiences a decrease in
the EW direction, while an increase is seen in the SN direction, with the maximum value
almost doubled.

Figure 12. Vertical displacement diagram of roof grid beams nodes. (a) EW direction; (b) SN direction.

5. Effect Law of Different Types of Ground Motions on the Seismic Response of
Roof Structures

Seismic action comes with strong randomness and uncertainty. Located at the junction
of the Pacific plate and the Asia-Europe plate, Fuzhou has witnessed the occurrence of
different types of earthquakes from time to time. Therefore, further research on the dynamic
response of the gymnasium structure under different seismic fields and seismic impulses
is of great significance for seismic monitoring and emergency response tasks related to
the gymnasium.

5.1. Input of Different Types of Seismic Waves

Imperial Valley-06 far-field seismic wave files from the PEERC were selected, includ-
ing two groups of pulse near field(PNF) seismic waves, two groups of nonpulse near
field (NNF) seismic waves and two groups of pulse far field(PFF) seismic waves. The
spectrum curve of seismic wave acceleration response (ARS) is displayed in Figure 13.
In consideration of rarely occurring earthquakes, the PGA was adjusted to 0.22 g and
the horizontal direction (X-direction) and vertical direction (Z-direction) of the six sets of
seismic waves were chosen as the earthquake inputs according to the partial coefficients.
The seismic parameter information is detailed in Table 2, where the nonlinear time history
analysis method based on “self-weight” is used. The damping ratio was set as 0.05 and the
average value of the response under various types of seismic array conditions was selected
as the structural dynamic response.
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Figure 13. Seismic wave response spectrum curves under load case. (a) EL06-ARS; (b) EL07-ARS; (c) BCR-ARS; (d) CHI-ARS;
(e) EL11-ARS; (f) DLT-ARS.

Table 2. Table of Seismic Load Cases.

ID Type Load Case
Seismic Wave
Measurement

PGA (g)
Partial Factor
(Direction)

Input Proportionality
Factor

F1
Pulse Near
Field (PNF)

EL06
EL06-230 0.449 1.3(Ux) 6242
EL06-UP 1.895 0.5(Uz) 569

F2 EL07
EL07-230 0.469 1.3(Ux) 5976
EL07-UP 0.578 0.5(Uz) 1865

F3
Nonpulse Near

Field (NNF)

BCR
BCR-230 0.777 1.3(Ux) 3607
BCR-UP 0.532 0.5(Uz) 2026

F4 CHI
CHI-012 0.270 1.3(Ux) 10381

CHI-DWN 0.216 0.5(Uz) 4991

F5
Pulse Far Field

(PFF)

EL11
EL11-230 0.379 1.3(Ux) 7395
EL11-UP 0.144 0.5(Uz) 7486

F6 DLT
DLT-352 0.350 1.3(Ux) 8008

DLT-DWN 0.142 0.5(Uz) 7592

5.2. Analysis of the Internal Force Response of Roof Square Ring Cables

The internal force responses of the structural components of the multiple square ring
cables under the excitation of the three types of seismic waves are shown in Figure 14. It
can be seen from Figure 14a,b that the internal force response law of the struts (SC1 to SC24)
remains basically the same with comparable values. Except for some struts (such as SC1,
SC11, SC21, etc.), the internal force response under the excitation of the PNF combined
seismic wave is the smallest, indicating that, in general, seismic impulses weaken the
internal force response of the struts, while the near and far seismic fields equip the struts
with greater internal force response.
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Figure 14. Internal force diagram of the square cable structure. (a) Internal force of struts in square ring cable; (b) internal
force of struts in string cable; (c) internal force of stay cables; (d) internal force of square cables.

The internal force response of stay cables and ring cables are shown in Figure 14c,d.
In general, the internal force response under the PFF combined seismic wave is the biggest,
while that under the PNF combined seismic wave is the smallest. The outer ring stay cables
(SX9 to SX12) and the ring cables (SH9 to SH14) undergo the largest increase in the internal
force response under the NNF and PFF seismic excitation, and the smallest under the PFF
seismic excitation. SH13, under the PFF seismic excitation, has the largest internal force
response with an axial force value of 503 kN, while SH14, under the NNF seismic excitation,
has the largest internal force response with an axial force value of 535 kN and an increase
of 0.203. That proves that the seismic impulse fails to cause larger internal force responses
of stay cables and ring cables. Instead, it weakens their internal force response. Other than
SH14, the seismic excitation in the far field generates a greater internal force response than
the near field.

5.3. Analysis of the Internal Force Response of Roof Grid Beams

Figure 15 shows the internal force response of the roof grid beams under the three
types of seismic excitation. It can be seen that the change law of the structure system
under different seismic excitation remains basically the same. The PNF seismic array has
the biggest excitation, followed by NNF and then PFF, which indicates that the seismic
impulse generates a larger structural dynamic response to the roof grid frame beams, the
near seismic field produces a greater internal force response than that of the far seismic
field under the same impulse, and the influence of the near and far seismic fields exceed
that of the impulse. In addition, as the frame beam BX5 of the roof vault is rigid enough
and the axial forces under different seismic conditions are equivalent, with the smallest
value, the aforementioned two factors exert little effect on this cross-grid beam.
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Figure 15. Internal force diagram for the midspan frame beam. (a) EW direction; (b) SN direction.

5.4. Analysis of the Roof Nodes Deformation

The vertical displacement response of the roof grid beam nodes under three types of
seismic excitation is shown in Figure 16, in which the overall distribution law is consistent
with that of the grid beam internal force response. PNF combined seismic excitation
has the largest vertical displacement, followed by NNF and then PFF. In addition, the
positive deformation of nodes JX11–JX17 and the negative deformation of JX2–JX8 are
distributed alternately under the excitation of NNF and PFF, with little difference. This
indicates that the seismic impulse excitation further increases the displacement response of
the roof grid beam nodes, and the seismic excitation of the near field produces a greater
nodal displacement response than the far field. Overall, the near field factor exceeds the
impulse factor.

Figure 16. Vertical displacement diagram of roof span nodes. (a) EW direction; (b) SN direction.

6. Conclusions and Future Plans

With the establishment of a finite element numerical model of the MSL-S roof structure
of the Fuzhou Strait Olympic Sports Center Gymnasium, this study analyzed the dynamic
characteristics of string structures. The structural dynamic response under combined
seismic excitation was studied through the nonlinear time history analysis method based
on “self-weight” and the influence of different seismic impulses and near and far seismic
fields on the dynamic response of the structure was studied. The conclusions are as follows.

1. The natural frequency of the first eight-order vibration modes gradually increased
from 0.762 to 1.292, with the main vibration mode being the torsional deformation
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caused by the cables, while the last five mainly related to the overall roof plane
vibration and antisymmetric vibration. Therefore, attention must be paid to the cable
vibration of the structure.

2. Under excitation of the No. 1 seismic array, the internal force responses of structural
struts, stay cables and ring cables were relatively small. The internal force of the
struts of each ring remained equivalent within 50 kN, and weaker than that of the
string cables between 60 kN to 125 kN. The largest internal force response of the
stay cables was in outer ring between 140 kN to 170 kN, and the internal force of the
string cables was the largest between 450 kN to 600 kN. The internal force response of
the roof grid beam was symmetrically arranged in the EW direction with the largest
internal force response occurring in BX3 and BX7 (about 350 kN). The response in
the SN direction was generally larger, among which BY7 had the largest response of
1441.31 kN. The vertical displacement of the grid beam in the EW direction exceeded
that in the SN direction. Therefore, emphasis must be laid on monitoring the stress
and deformation of the local components of BX3, BX7 and BY7 and the internal force
of the string cables.

3. The structural dynamic response under excitation of No. 2 seismic array was larger
than that under the excitation of No. 3 seismic array except for the internal force
response of the roof grid beams in the SN direction and the displacement response of
the roof grid beam nodes in the EW direction. The internal force response of struts
showed a downward trend from the inner ring to the outer ring, with the largest
internal force response appearing in stay cables, ring cables and string cables of the
outer ring. Under excitation of No. 2 and No. 3 seismic arrays, the internal force
response of the struts of each ring was within 200 kN, while the internal force of the
outer ring stay cables was the largest with a peak value of 559.71 kN, and the peak
value of the internal force of the square cables was 452.22 kN (SH13). The internal
force response of the roof grid beam was relatively large, with the peak value in the
EW direction of 880.64 kN and in the SN direction of 1119.97 kN. The maximum value
of displacement of the grid beam nodes in the SN direction was about twice that in the
EW direction, with the largest displacement in node JY4 (136.72 mm). Thus, emphasis
must be placed on monitoring the struts in the inner ring and the stay cables, ring
cables and string cables in the outer ring, the stress of the roof mid-span grid beam
and the deformation of local nodes such as JX7, JX12 and JY4.

4. The seismic impulse factor weakened the internal force response of cables and struts.
The internal force response of the cables under the seismic excitation in the far field
was larger than that in the near field. The seismic impulse increased the internal
force response and displacement deformation of the roof grid beam and the seismic
excitation in the near field produced greater internal force response and displacement
deformation of the grid beam than the far field. The influence of near and far fields
exceeded that of the impulse. Thus, attention must be paid to the internal force
response and displacement deformation of the roof grid beam when the seismic
excitation contains an impulse factor, especially in the near field.

The research focuses on the internal connection of the structural dynamic response
between the cables, strut and roofs in the structural system of MSLSD, which predicted
possible damage of the structure under different types of seismic excitation in advance
and provided an important reference for structural seismic resistance. In addition, the
research is relevant to the operation and maintenance of the building, including regular
inspections. Due to the limitation of monitoring equipment, the existing monitoring system
cannot collect corresponding data for all the key roof nodes to improve the monitoring
database; the actual structure and the finite element model needs to be further optimized
to analyze the structure dynamic response more accurately. At the same time, compared
with the traditional string dome structure, the advantages and disadvantages of this new
structure system (MSLSD) need to be further studied to provide a reference for promotion
and improvement.
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Abstract: Structural damages occur in modern structures during operations due to environmental
and human factors. The damages accumulating with time may lead to a significant decrease in
structure performance or even destruction; natural symmetry is broken, resulting in an unexpected
life and economic loss. Therefore, it is necessary to monitor the structural response to detect the
damage in an early stage, evaluate the health condition of structures, and ensure the operation safety
of structures. In fact, the structure and the evaluation can be considered as a special symmetry.
Among several SHM methods, vibration-based SHM techniques have been widely adopted recently.
Hence, this paper reviews the vibration-based SHM methods in terms of the vibrational parameters
used. In addition, the technical codes on vibration based SHM system have also been reviewed, since
they are more important in engineering applications. Several related ISO standards and national
codes have been developed and implemented, while more specific technical codes are still required
to provide more detailed guidelines in practice to maintain structure safety and natural symmetry.

Keywords: structural health monitoring (SHM); vibration; frequency domain; time domain;
time-frequency domain; technical codes

1. Introduction

Civil engineering structures are usually designed to serve for 50 years to 100 years,
during which they are expected to maintain structural integrity. Unpredicted and un-
expected structure failure due to accumulated damages during design life may cause
significant life and economic losses; therefore, structural health monitoring (SHM) is very
important since it can monitor the structural response, evaluate the structural safety in real
time and maintain structure safety and symmetry in nature.

SHM techniques have been developed for many years [1–10]. Generally, the vibration
based SHM methods are the most widely adopted. The objectives of these SHM approaches
are determining the existence of structural damages, identifying the location and severity
of structural damages, evaluating structure safety, predicting the remaining service life
of the structure, and making decision of the maintenance strategy, if possible. In fact, the
vibration characteristics of a structure are a function of its physical parameters. Structural
damage causes change in physical parameters of the structure, and change in physical
parameters therefore can be used as an indicator of structure health condition. Through the
signal monitored by the sensors installed on the structure, the vibration characteristics can
be extracted and the corresponding change can be detected and analyzed. In addition, from
the change of vibration characteristics, one can further obtain the change in the physical
parameters of the structure to diagnose the structure health condition. Recently, with the
rapid development of modern computer technology and the progress of sensor technology
and signal processing technology, test signals can be accurately and quickly analyzed and
processed. Therefore, vibration-based structural health monitoring technology has become
a research hotspot at home and abroad.
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Based on these techniques and recently developed IT and sensing techniques, many
technical standards and codes on vibration-based SHM have been developed and imple-
mented for engineering applications. For a SHM system that can be used in practice, it
usually contains four parts or sub-systems: sensing sub-system, including both a fixed
sensor system and a portable sensor, data acquisition and transmission sub-system com-
posing of a data acquisition unit, data transmission network and corresponding software
system, data management and control sub-system containing of data management software
and control server, and structure performance evaluation sub-system including structural
health assessment server, structural health assessment workstation, and corresponding
software system.

Although SHM has become an important field in the development of civil engineering
disciplines, related technical methods still need to be improved, and there is still a lack
of complete technical standards and specifications for vibration-based structural health
monitoring. It is difficult for engineers to design suitable SHM system for a given structure
based on the existing codes because there is no explicit answer of what kind of sensors to be
used, where the sensors to be installed, and how to evaluate the structure health condition
by using monitored data. Therefore, this work aims to review both vibration-based SHM
techniques and technical codes, and provide a certain reference for the application of tech-
nical methods and standard specifications for vibration-based structural health monitoring.
In Section 2, the vibration-based SHM approaches are reviewed, and attention will be paid
on the more recently developed ones due to the length limit. In addition, the advantages
and drawbacks of each approach has been summarized. In Section 3, the developed techni-
cal codes including both ISO standards and national codes are reviewed, and the suitable
situations that each code can be applied have been reviewed, which may help to find out
most suitable SHM method for a given structure. In Section 4, the challenges and future
development are discussed.

2. Vibration-Based Structural Health Monitoring Techniques

Generally, in terms of vibration parameters used, vibration-based structural health
monitoring techniques can be classified into three categories: frequency domain, time
domain and time-frequency domain approaches.

2.1. Frequency Domain Methods for Vibration-Based SHM

Modal parameters including frequency, mode shape, and damping are usually used
in frequency domain methods for vibration-based SHM [11–15]. In addition, several
Frequency Response Function (FRF) related parameters have also been widely adopted.
Compared to time domain methods and time-frequency domain methods, the frequency
domain methods can be used in more situations because the frequency domain properties
of structure are more stable. Even if the structure is subjected to greatly different loading
conditions, the extracted dynamic properties are almost the same, and they only depend
on the structure itself. However, it should be noted that the algorithms to extract these
properties are not easy to implement and sometimes time consuming.

2.1.1. Frequencies and Mode Shapes

Frequencies and mode shapes are the most frequently used modal parameters in
SHM methods. When a structure is damaged, its frequencies usually drop accordingly. In
particular, the lower frequencies drop slightly while higher frequencies drop a little bit
significantly [16]. In addition, temperature change also affects the natural frequency of the
structure. The importance of temperature effects for a damage detection method based
on relative frequency shift of several weak-axis bending vibration modes of beam-like
structures was investigated by Gillich et al. [17]. However, frequencies alone are not usually
adopted to identify the local damage since they are global indicator and they do not contain
location information. Therefore, they are usually used together with mode shapes, which
contain location information and more sensitive to local damages. The extracted mode
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shapes during monitoring were compared to those measured at the undamaged stage,
and the damage indices of MAC and COMAC were proposed to locate and evaluate the
local damages:
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where ϕu
i and ϕd

i are the ith undamaged and damaged mode shape, xj is the coordinate
of jth point. It is observed that when ϕd

i exactly matches ϕu
i , the MAC value should be 1,

hence a MAC value close to 1 indicates that the structure is still in good condition, but a
MAC value greatly less than 1 means that the structure is damaged. Compared to MAC,
COMAC has location information, the COMAC value at xj close to 1 indicates that the
structure is still intact at xj and the COMAC value at xj greatly less than 1 means that the
structure has damage at xj.

A lot of research [18–24] has been conducted to identify local damages by using both
frequencies and mode shapes since they contain both global and local information of
structures, and some improvements have also been proposed so that they can be applied
successfully in practice. One direction to improve is to construct the baseline of structure
mode shapes more accurately. Finite element (FE) model updating has been widely used for
this purpose [25–27]. Conventional FE model updating was constructed for regenerating
of baseline of frequencies and mode shapes. The frequencies and mode shapes obtained by
FE model were compared to those measured by monitoring system to check the existence
of local damages in the building. Then the stiffness matrix (usually, the mass matrix is not
included) can be updated so that the updated frequencies and mode shapes can match the
measured ones. Finally, the location and severity (stiffness loss) can be obtained by the
updated FE model. In fact, the FE model updating can be generalized as a constrained
optimization problem:

min
xk

‖ ∑
i

wi(λFE,i(xk)− λi) ‖2

2

s.t. xlk ≤ xk ≤ xuk (3)

where λFE,i(xk) is the ith frequency or mode shape obtained by FE model using design
parameters xk, λi is the measured ith frequency or mode shape, wi in the range of 0 to 1 is the
weight factor, xlk and xuk are the upper and lower bounds on the kth design variable. There
are several standard procedures to solve this kind of constrained optimization problem.

To reduce iteration times and increase computation efficiency, substructure techniques
have been developed [28–35]. It divided the whole structures into several small substruc-
tures, each of which was treated independently. Then the substructures were assembled to
regenerate the global structure by imposing interface constraints. Weng et al. [28] proposed
a new iterative substructuring method, which can accurately obtain the eigen-solutions
and eigen-sensitivities of structures. Li et al. [30] proposed a sub-structure damage identifi-
cation method based on frequency domain dynamic response reconstruction, and verified
it numerically and experimentally. Papadimitriou et al. [31] proposed the component
mode synthesis technology, which can effectively re-analyze in the generalized coordinate
space of the accurate component model calculated by using the reference finite element
model and the characteristic interface mode. The substructure techniques are usually more
effective than conventional FE model updating method since substructure is more sensitive
to local damage. The FE model updating methods including substructure techniques are
considered as a typical inverse problem in mathematics, where restraint and optimization
algorithm are very important.

Constraint is important since FE model updating is generally ill conditioned due to
less measurements than unknown parameters to be determined. Hence, the target function
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to be optimized should include an additional term leading to a convex error function, and
the selection of regularization parameters should be determined by specific structures and
experience. The Tikhonov regularization is frequently adopted [36–38], and it is proven
effective for a lot of practical scenarios, but the identified size of damage is usually larger
than expect.

In addition to conventional optimization algorithms, several advanced optimization
algorithms proposed for artificial intelligence and pattern recognition have been adopted
in vibration-based SHM approaches, such as genetic algorithm [39–43], artificial neural
network [44,45], and particle swarm optimization [46,47] and Artificial bee colony algo-
rithm [48,49], etc. Unlike conventional optimization techniques which require established
model to optimize parameters, these advanced ones are model-independent. This is actu-
ally very helpful in vibration-based SHM system since the measured and monitored data
are usually insufficient and contains significant uncertainties, which brings great difficulties
in convergence when identifying parameters by conventional optimization methods. How-
ever, it should also be admitted that these advanced approaches have their own drawbacks,
for example, the computation load of genetic algorithm is very high since it is a global
optimizer. In fact, for different types of structures, different optimization techniques should
be considered due to various degree-of-freedoms; unfortunately, there is no common sense
on how to select the optimization algorithms based on the type of structures.

Recently, machine learning methods become more popular due to the quick develop-
ment of artificial intelligence [50–58]. It can definitely help to improve the reconstruction
of structural model, but the model is a data-driven model rather than the physics-based
model in FE model updating methods. Generally, the machine learning methods contains
three steps, data acquisition, feature extraction, and feature classification, which are also
the most important steps in pattern recognition. Frequencies and mode shapes are usually
obtained during data acquisition and pre-processing as input of these algorithms. Feature
extraction may depend on “model”, which means that the features of undamaged “model”
and damaged “model” should be labeled artificially during the training process. Then the
algorithms are trained by the labeled data to generate the classifier. This is also known
as supervised learning, and artificial neural network, convolutional neural network, and
supported vector machine, etc., are the most typical ones. Actually, these methods are
quite useful in real vibration-based SHM systems since it does not require regeneration of
physics-based models of structures; therefore, it has great potential in the future application.
However, it should be noted that there is a huge amount of data to be labeled during the
training process, which costs a lot of manpower.

Bayesian methods [59–63] have been proposed and developed to reduce the influence
of measurement noise and model errors on identifying local damages, since deterministic
methods may fail when the change of frequencies and mode shapes due to damage is
concealed by measurement noise or model errors. Bayesian methods use prior information
from experiments and experience to construct the posterior probability of uncertainties and
identified and evaluated damages accordingly. They are typical probabilistic methods, and
they can even help on ill-conditioned inverse problems since they introduce a regularization
term by using the probability distributions of uncertainties. However, it is noteworthy
that prior information is very important in Bayesian methods, if the prior information is
not accurate enough, the damage identification may fail even though the measurement is
noiseless and model is perfect. In fact, the Bayesian probability of parameters θ under a
given structure response R is as follows:

p(θ |R ) =
p(R |θ )p(θ)

p(R)
(4)

where p(R |θ ) is the posterior joint probability distribution of the structure response under
the condition of θ, p(θ) is the prior probability distribution of θ, p(R) is a standardized
constant, and p(θ |R ) is the posterior joint probability distribution of θ under the condition
of R. It should also be noted that the integral value of p(θ |R ) equals to 1.

124



Symmetry 2021, 13, 1998

In practice, the sampling data for generating prior distribution is usually sparse which
makes the task difficult; therefore, sparse Bayesian learning [64–69] has been proposed
to construct parameterized prior which can accurately construct the prior distribution
based on sparse data. Several investigations have been conducted to show the feasibility
of Bayesian methods on SHM by using frequencies and mode shapes, however most of
which used lab-scale experiments and numerical simulations. Further studies are expected
to show the applicability of Bayesian methods on real structures.

The other direction to improve is elimination of the dependency of the baseline or
the undamaged model of structures. An assumption was proposed for this purpose: the
mode shapes and mode shape curvatures are smooth and no sudden change with respect
to location can be found for undamaged structures [70–73]. Once the sudden change of
mode shapes or mode shape curvatures is observed, it is believed that the local damage
occurs there. It is also proven by some studies that the mode shape curvatures are more
sensitive than mode shapes on local damages, especially for early-stage damages. However,
the extraction of mode shapes from accelerations or displacements is usually polluted by
noise, and the mode shape curvatures obtained by central difference on mode shapes are
even less accurate, resulting that the sudden change of mode shape curvatures due to local
damages are covered by numerical error. Hence, how to improve the accuracy of mode
shape curvature during monitoring should be investigated. On the other hand, the machine
learning methods may also be independent on “model”, which means that the features
from undamaged “model” and damaged “model” do not need to be completely labeled,
and the algorithms themselves can identify can classify the features. This is what is called
“semi-supervised learning” [58,74] and “unsupervised learning” [75,76]. It is attractive but
the identification accuracy needs to improve significantly, otherwise the false alarm will be
issued unexpectedly and frequently.

2.1.2. Damping

Although damping can also be used for SHM system to monitor the health condi-
tion of structures [14,77–81], it is less frequently observed in practice than frequencies
and mode shapes since it is more difficult to measure. Frizzarin et al. [77] analyzed the
damping by using ambient vibration data to detect damage without baseline, and demon-
strated the proposed method by a large-scale concrete bridge model with seismic damage.
Mustafa et al. [78] introduced an energy based damping evaluate approach to evaluate the
health condition of a truss bridge by numerical simulations. Cao et al. [79] compared damp-
ing based damage detection methods by using reinforced concrete structures and fiber
reinforced composites, and clarified the factors that influenced the capability of damping on
damage detection. Recently, Liu et al. [14] proposed a novel complex eigen-parameter iden-
tification method to evaluate the stiffness reduction and damping defect simultaneously
on a non-classically damped shear building.

Ideally, the damping change due to local damage can be observed because the cracks
may increase the frictions between interfaces. However, the measurement is vulnerable
to noise, especially for structures subject to ambient environmental vibrations, so that
the change of damping due to local damage is concealed by the measurement error. On
the other hand, the damping model is difficult to select or construct whereas which is
important in identification of damping. Classical Rayleigh damping which is a combination
of mass and stiffness is frequently adopted in practice because it is the simplest damping
model. However, it cannot be applied to many structures; therefore, some more advanced
damping models have been proposed. It should be noted that for different types of
structure, different damping models should be considered. Moreover, damping is a global
property for a structure, similar to frequency, so damping itself can hardly be used to
identify the location of local damages.
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2.1.3. FRFs and Related Variants

FRFs are actually an extension of conventional modal parameters, because they con-
tain the information over the entire frequency range. For different types of structure, the
optimal frequency range may be various, which is highly dependent on experience and
trial experiments. There is lack of theoretical analysis and numerical simulation inves-
tigations of how to select the sensitive frequency range to local damages for different
structures. Operational deflection shapes [82–85] and their curvatures, power spectral
density [86–88], frequency shift curve, and its curvature [89,90] are the most frequently
used FRFs related variants.

FE updating methods can be applied to FRFs and related variants [91]. Conventional
FE updating methods are effective in identifying local damages but have lower compu-
tational efficiency. Unfortunately, there are less investigations on applying substructure
techniques, advanced regulation algorithms and optimization algorithms to FRFs and
related variants, because it is difficult to select the sensitive frequency range for a given
structure and it is also difficult to converge due to uncertainties in the measurement of FRFs.

Machine learning methods can also be applied to FRFs and related variants [92–94].
Conventional FRFs are curves which can be represented as one-column vectors, hence
artificial neural network is suitable for identifying local damages by using FRFs. Usually,
principal component analysis is applied to FRFs first to extract the most important compo-
nents, which are then used as input to artificial neural network. Fourier amplitude spectra
is a 2D surface FRFs related variant [95], therefore, convolutional neural network can be
applied to it to construct the SHM system. In addition to neural networks, the Dirichlet
process clustering [96] can be applied to SHM system to identify early-stage damages
on bridges by using FRFs. However, these investigations have been conducted through
numerical simulations and lab-scale experimental studies. Whether these machine learning
methods based on FRFs and related variants are still effective should be further examined
by field measurement. It should also be noted that since the quality of dataset for training is
crucial for machine learning methods, therefore, the performance of these methods should
be further examined when more FRFs data are available.

2.2. Time Domain Methods for Vibration-Based SHM

Instead of extracting the frequency related properties from the time history of dynamic
responses of a structure, the dynamic responses of a structure in time domain can be used
for SHM directly. Among them, acceleration and displacement are the most frequently used.
The time domain methods usually do not require much calculation resources and therefore
are timesaving, but they are used for the structures subject to stabilize environmental
excitations because different excitation may cause quite different dynamic response and
may cause the methods to fail to identify damages.

2.2.1. Accelerations

FE updating methods can be applied to accelerations for SHM [97], similar to fre-
quencies and mode shapes. Tikhonov regularization [98,99], adaptive Tikhonov regular-
ization [100], and L1 regularization [101] were successfully used to identify local damages
based on accelerations. However, the dataset of time history of accelerations is much larger
than the dataset of frequencies and mode shapes, hence the convergency is difficult to
achieve. Moreover, there is no proven procedures on how to select the certain time history
of accelerations, which is now generally dependent on experience.

Machine learning methods can also be applied to accelerations and variances for
SHM [102–108], including both supervised and unsupervised methods. Although research
showed that the machine learning methods can locate and evaluate local damages suc-
cessfully in lad-scale experiments and numerical benchmark studies, no evidence have
been provided that they can also be applied to real structure in practice. On the other hand,
unlike frequencies and mode shapes which are only dependent on the structure itself, the
accelerations are highly dependent on environmental excitations. The environmental exci-
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tations are always varying with respect to time, therefore it is quite difficult for the training
algorithms in machine learning methods to differentiate the change of accelerations due to
local damage and that due to environmental excitations.

Bayesian methods are also applicable when accelerations are used [109,110], and they
show great potential in application to real structures. Research work has been conducted
through experimental and numerical study. It should be noted that since the prior infor-
mation is important to the Bayesian methods, hence the change of operational conditions
should be considered carefully. For example, the traffic load of a bridge may increase with
the economy development, therefore the prior information constructed previously may
change with respect to time.

Statistical time series methods [111,112] are proposed especially for time history of
dynamic responses, which usually fit time series models such as autoregressive model,
autoregressive with exogenous model, and Mahalanobis squared distance, etc. All of
them show their distinguishing advantages, but they still have their own limitations.
For autoregressive model and autoregressive with exogenous model, it is difficult to
determine the model order, which is currently highly dependent on experience. For
Mahalanobis squared distance method, the data from the undamaged structures under
various conditions is required, which is almost impossible for old building and structures.
Statistical moment of accelerations can also be used to identify local damages of structure,
Yang et al. [113,114] proposed a fusion of statistical moments by combining the fourth-
order statistical moment of displacement with the eighth-order statistical moment of
acceleration for the damage identification of structures. However, the order of moment
to be selected is highly dependent on experience since different structures may have
various statistical moments sensitive to damages, which limits the widely application
of statistical moment. Temperature also plays an important role in SHM approach in
time domain. Hios et al. [115] proposed a new stochastic global model method based on
statistical hypothesis testing, and determined a functional hybrid model that can describe
temperature-dependent dynamics. OBrien et al. [116] used temperature data to validate
damage indicators based on measured data collected under uncontrolled traffic conditions,
and showed that temperature can be used as a proxy for damage since stiffness of concrete
structure is dependent on temperature.

2.2.2. Displacements

Generally, the methods that can be applied on accelerations can also be applied to
displacement [117]. However, the displacement is usually not directly measured during
monitoring [118]. In principle, acceleration measurement can be doubly integrated to give
displacement, but this process is notoriously error-prone due to unknown initial conditions
such as integration constants and low frequency noise of measurement that is amplified in
an inverse square manner. In reality, the displacement at the measured location can only be
recovered from field measured acceleration in an approximate sense, depending on the
frequency characteristics of the contributing activities.

In the SHM system, one strategy to resolve the issue of unknown initial conditions
makes use of the basic fact in structural dynamics that initial condition effects decay
exponentially with time. Thus, one can start the numerical integration process before
the main event to be captured, so as to allow a ‘burn-in’ time for the (unknown) initial
condition effect to die down to negligible level during the main event that matters. On the
other hand, the presence of noise especially in the low frequency regime presents a major
difficulty. In addition to amplification of low frequency noise during numerical integration,
data acquisition hardware typically has ‘pink’ noise in the low frequencies, i.e., with PSD
inversely proportional to frequency. Integrating the ‘raw’ measured acceleration will often
lead to significant systematic over-estimation of displacement, in many cases a ‘flying off’
trace of time history. In particular, a constant error in the acceleration gives a linear trend in
the velocity and a quadratic trend in the displacement. One basic strategy is to suppress the
noise by a causal filter with parameters designed to significantly attenuate the frequency
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components in the data below and above specified cut-off frequencies. Acceleration data is
filtered before numerically integrated to give velocity data, which is filtered again and then
integrated to give displacement data. Filtering produces distortion in the acceleration data
and hence the integrated displacement. This will need to be controlled and verified in the
development of SHM system.

2.3. Time-Frequency Domain Methods for Vibration-Based SHM

In addition to time domain and frequency domain dynamic properties, the properties
in both time domain and frequency domain can also be used for SHM due to the devel-
opment of advanced time-frequency analysis. Compared to time domain and frequency
domain methods, the amount of time-frequency domain methods is much fewer. The
time-frequency domain methods are more powerful because it contains the information of
stable frequency domain properties and can further show the change with time. However,
it is admitted that they require a lot of calculation resources and space for data storage.

Short time Fourier Transform, Wavelet Transform [119], and Hilbert-Huang Trans-
form [120] including empirical mode decomposition are the most widely used time-
frequency analysis methods. Usually, only the measured accelerations or dynamic strains
are required for these methods, and the high frequency components may change signif-
icantly once the local damage occurs. Therefore, it is not necessary for these methods
to construct the undamaged model for the monitored structure. This is a very attractive
advantage of these methods; however, it is noteworthy that the time-frequency methods
can only locate the local damages but cannot evaluate the severity of local damages. Further
investigations of applying time-frequency domain methods on real structures are expected
in the near future.

3. Current Technical Codes Related to Vibration-Based Structural Health Monitoring

In this section, the current technical standards and codes related to vibration-based
structural health monitoring are reviewed, including both ISO standards and national codes.

ISO has four technical committees related to building and construction: TC 59 (Com-
mittee on Architecture and Civil Engineering), TC 98 (Committee on Fundamentals of
Structural Design), TC135 (Committee on Nondestructive Testing), and TC268 (Committee
on Urban and Community Sustainable Development). TC 59 including its SCs has pub-
lished 124 ISO standards of which 33 under the direct responsibility of ISO/TC 59 (Table 1),
TC 98 including its SCs has published 23 ISO standards (Table 2), TC 135 including its SCs
has published 97 ISO standards of which 1 under the direct responsibility of ISO/TC 135
(Table 3), and TC 268 (including its SCs) has published 26 ISO standards of which 10
under the direct responsibility of ISO/TC 268 (Table 4). The ISO standards published by
ISO/TC135 are all about non-destructive testing, including detailed procedures of different
non-destructive testing methods. They are not reviewed herein since they are more relevant
to damage detection rather than SHM system.

In fact, the codes published by ISO TC 59 do not only specify the general principles to
determine requirements of structural performance, but also provides a general approach to
assess the structural safety based on structural performance. They are a very important
framework of a SHM system, but they lack details on how to implement in real engineering
projects. The standards published by ISO TC 98 focus more on reliability and show the
requirements and procedures to assess structure health condition based on structural relia-
bility. They also provide approaches and procedures to prepare national and organization
codes. However, structural reliability is more abstract, and it contains more complicated
mathematical models, which is difficult to be applied in real SHM projects. The regulations
published by ISO TC 268 focus on smart building and sustainable development. They pro-
vide the foundation on how to construct smart community infrastructures. Of course, the
SHM system is helpful to construct smart community infrastructures and maintain sustain-
able development. Therefore, they provide the future work scope for current SHM systems,
but they lack more details on how to construct a SHM system for an existing building.

128



Symmetry 2021, 13, 1998

Table 1. Published ISO standards by TC 59’s SCs.

Subcommittee Subcommittee Title Published Standards Standards under Development

ISO/TC 59/SC 2 Terminology and harmonization
of languages 4 2

ISO/TC 59/SC 8 Sealants 30 14

ISO/TC 59/SC 13

Organization and digitization of information
about buildings and civil engineering works,

including building information
modelling (BIM)

18 5

ISO/TC 59/SC 14 Design life 10 1

ISO/TC 59/SC 15 Framework for the description of
housing performance 8 2

ISO/TC 59/SC 16 Accessibility and usability of the
built environment 1 1

ISO/TC 59/SC 17 Sustainability in buildings and civil
engineering works 12 3

ISO/TC 59/SC 18 Construction procurement 8 3

Table 2. Published ISO standards by TC 98’s SCs.

Subcommittee Subcommittee Title Published Standards Standards under Development

ISO/TC 98/SC 1 Terminology and symbols 2 0
ISO/TC 98/SC 2 Reliability of structures 8 2
ISO/TC 98/SC 3 Loads, forces, and other actions 13 0

Table 3. Published ISO standards by TC 135’s SCs.

Subcommittee Subcommittee Title Published Standards Standards under Development

ISO/TC 135/SC 2 Surface methods 14 2
ISO/TC 135/SC 3 Ultrasonic testing 24 3
ISO/TC 135/SC 4 Eddy current testing 7 0
ISO/TC 135/SC 5 Radiographic testing 26 0
ISO/TC 135/SC 6 Leak testing 4 0
ISO/TC 135/SC 7 Personnel qualification 7 1
ISO/TC 135/SC 8 Thermographic testing 4 2
ISO/TC 135/SC 9 Acoustic emission testing 10 3

Table 4. Published ISO standards by TC 268’s SCs.

Subcommittee Subcommittee Title Published Standards Standards under Development

ISO/TC 268/SC1 Smart community infrastructures 16 15

3.1. Standards Published by ISO/TC59
3.1.1. ISO 11863:2011

ISO 11863:2011 (ISO/TC 59/SC 15) [121], specifies the basic requirements and princi-
ples to determine and check the basic requirements of structural performance. This is very
important to a SHM system since it can help to restrain the scope of the SHM system and
select proper vibration parameters to be monitored. It also specifies the thresholds for ca-
pability, which is in fact essential for a SHM system since automated alert algorithm highly
depends on the pre-defined thresholds. In addition, it provides guidelines on assessing the
difference between designed and measured capabilities, which is helpful to generate the
maintenance strategy in SHM system. However, it does not provide any detailed feasible
procedures for any specific structures. Therefore, it is difficult to construct a SHM system
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for a specific building or structure by just following ISO 11863. For example, it requires
“the threshold level is a minimum level of demand”, but the statement is quite general
because for different buildings or structural components the requirements may be quite
different, hence it is difficult to be applied in real application directly.

3.1.2. ISO 15928-1:2015

ISO 15928-1:2015 [122] shows a general method on assessment of the structural safety
performance of buildings, in which the principles on how to evaluate the design and
construction of buildings are provided. It mainly focuses on the design and construction
stage of buildings; therefore, it is helpful for generating SHM systems during construction.
Although the idea of evaluating the structural safety performance of building during design
can be shared in constructing SHM systems for operation stage, it should also be noted
that design of building and design of monitoring system for building are quite different.
Therefore, the evaluation processes outlined in this code cannot be directly used for design
of monitoring system during operation. Moreover, it only shows that the evaluation “may
be carried out by analysis, testing, service experience or a combination of the above” [120]
without any details. The details of design of building provided in Eurocode 1-9, or other
national standards are important supplementary standards, however they are not covering
the design of monitoring system.

3.2. Standards Published by ISO/TC98
3.2.1. ISO 4356:1977

ISO 4356:1977 [123] establishes the basic principles that should be adopted when
setting up national standards, regulations and recommendations for the deformation of
buildings at the limit states of serviceability. Traditionally, measurement of deformation is
usually considered as static measurement rather than dynamic measurement. However,
recently developed signal processing techniques can be used to reconstruct the time history
of displacement by integrating accelerations twice. In fact, deformation of structural
components is quite important in monitoring; when the deformation approaches the
threshold at limit states of serviceability, an alert should be issued by the SHM system.
Although this code was drafted for the purpose of building design, it can also be used
as guideline for design of monitoring system since it provides the basic principles to
determine the deformations of buildings at the serviceability limit states, which can also be
considered as the base for answering the critical question that how to evaluate the health
condition of the building based on the monitored data.

3.2.2. ISO 13822:2010

ISO 13822:2010 [124] provides general requirements and procedures for the assessment
of existing structures based on the principles of structural reliability and consequences
of failure. Although it is applicable to the assessment of any type of existing structure
of any material that was originally designed, analyzed, and specified based on accepted
engineering principles and design rules, it only provides very general requirements and
procedures without any specified methods. In addition, it mainly focuses on routine visual
inspections, including visible deformations and surface defects like cracks and spalling,
but limited information of vibration parameters is required in this code. There is no doubt
that it is helpful to generate SHM systems of buildings. However, it is noteworthy that the
regular inspection and real time monitoring is a little bit different, e.g., the former requires
experienced technician while the latter depends on pre-installed sensors.

3.2.3. ISO 2394:2015

ISO 2394:2015 [125] presents a risk- and reliability-informed foundation for decision
making of maintenance strategy by considering design and assessment of structures for the
purpose of developing code. It is certainly helpful for building SHM systems by answering
the critical question that how to evaluate the health condition of buildings based on the
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monitored data and how to plan maintenance strategy and build automated alert system
based on evaluated condition. However, there is only the basic idea without any detailed
procedures for specific buildings and the vibration parameters to be monitored.

3.3. Standards Published by ISO/TC268
3.3.1. ISO 37104:2019

ISO 37104:2019 (ISO/TC 98/SC 2) [126] provides general guidance on how to imple-
ment and maintain sustainable development management systems in accordance with
ISO 37101 principles, which can be applied to cities and other forms of settlement. It
should be noted that SHM is important for sustainable development since it can help
buildings to extend their life. Therefore, this code should be paid attention to when de-
signing the SHM system, so that the designed SHM system can fulfill the requirements of
sustainable developments.

3.3.2. ISO 37105:2019

ISO 37105:2019 [127] specifies a descriptive framework for a city, including a struc-
turally related basis for a city or community. When more buildings have installed SHM
systems, it may help to generate sustainable cities. Therefore, this code should also be
followed to achieve the objective.

3.3.3. ISO/TS 37107:2019

ISO/TS 37107:2019 [128], provides a top-level maturity model for Smart Sustainable
Communities (MMSSC) which can be used for self-assessment of individual cities and
communities. A simple way to assess community’s maturity in adopting the good practices
is sketched. In fact, with the development of IoT, the SHM systems can also be connected
to form a network which may perform as an important of smart sustainable communities.
Hence, this code is helpful for integrate multiple SHM systems in the future.

3.4. National Codes

Several national codes on SHM have been published in the past two decades. In
North America, Intelligent Sensing for Innovative Structures of Canada published the
first guideline for SHM, “Guidelines for Structural Health Monitoring” [129] in 2001,
in which the techniques of both static and dynamic structural testing, periodic regular
inspection, and continuous monitoring were presented and summarized. The Federal
Highway Administration, U.S., published guidelines for SHM of bridges and tunnels,
“Development of a Model Health Monitoring Guide for Major Bridges” [130] and “Tunnel
Operations, Maintenance, Inspection, and Evaluation Manual” [131], where the regular
visual inspection is the most important method. The International Federation for Structural
Concrete also published “Monitoring and Safety Evaluation of Existing Concrete Structures”
as a guideline for SHM of existing concrete structures [132], whereas the vibration-based
SHM methods are less important than the quality and durability evaluation of concrete.

In Europe, the Structural Assessment, Monitoring and Control of European Union
developed “Guideline for Structural Health Monitoring” [133] in 2006 to present the basic
regulations and procedures of SHM, including determination of actions, structural condi-
tion analysis, design and operation of monitoring, numerical analysis and general damage
identification. It is comprehensive and provides a framework for the following standards
and codes. The Russian Federation also published its national code, GOSTR 53778-2010,
“Building and structures, technical inspections and monitoring regulations” [134], where
regular visual inspections, modal testing methods, condition classification, and grading
system were presented. Similar to the Federal Highway Administration, U.S., the German
administration also published the codes for SHM of bridges and tunnels, “Quality assur-
ance for structural maintenance, surveillance, checking and assessment of bridges and
tunnels, monitoring of bridges and other engineering structures”, [135] where checking
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procedures and methods were presented. However, it was drafted in German, so it is not
so easy for engineers in other countries to understand.

In Asia, “GB50982-2014 Technical Code for Monitoring of Buildings and Bridge Struc-
tures” [136], was published by Ministry of Housing and Urban-Rural Development of
China. It has nine chapters and covers the basic requirements for SHM systems and general
monitoring methods, and specific methods for high rise buildings, long-span spatial build-
ing, bridge structures, and other structures. For each type of structure, the requirements of
SHM system for both construction stage and operation stage are provided. The monitored
data are mostly vibration related, in addition to temperature and humidity. This is a
comprehensive technical code on SHM, and its supplementary codes “Application and
Analysis of Technical Code for Monitoring of Buildings and Bridge Structures” has also
been published. However, it should be admitted that it can be improved by including more
advanced vibration-based SHM techniques reviewed in Section 2 and more details about
the sensor selection and arrangement.

4. Challenges and Future Development

Many vibration based SHM techniques have been proposed and developed recently,
which have been reviewed in Section 2, however, their real applications in practical build-
ings and structures are rare. Some challenges are summarized as follows:

(1) Although various damage indicators and damage indexes based on vibration param-
eters have been proposed, it should be admitted that the sensitivities of them are
not high enough to detect damage at early stage. Usually, the vibration parameters
related to lower vibration mode can be measured more easily and accurately, but
unfortunately those related to higher vibration mode are more sensitive to minor
local damages. Considering that higher vibration modes can be hardly extracted if
only ambient environmental excitation exists, damage index more sensitive to local
damage at early stage by using lower vibration modes should be investigated in
the future.

(2) The uncertainties of damage detection and evaluation in a SHM system are usually
inevitable due to measurement noise, non-ideal boundary conditions, and ambient
environmental vibrations. It increases the difficulty in extracting modal properties and
calculating damage indicators and sometime the damaged signal can be concealed by
the uncertainties. The statistical signal or statistical damage index may be investigated
to reduce the uncertainties during monitoring.

(3) Data transmission, processing, and storage should also be paid attention to although
it is usually be ignored in many research works. In fact, it is very important for a
practical SHM system in real applications. The collection of the same type of data
should be simultaneous, and they should be transmitted to the local server or cloud
server smoothly. The requirements of hardware should be investigated in the future
so that the proposed vibration based SHM methods can be applied better in practice.

(4) Currently, the benchmarks of SHM systems are lab studies and numerical studies,
which are quite different from actual buildings and structures. Therefore, it is neces-
sary to generate a benchmark study by using real building or structure. In fact, a data
sharing platform is desired to examine the proposed SHM approaches, which may be
helpful for the development and improvement of vibration based SHM methods in
the future.

On the other hand, it can be concluded that although there are some ISO standards
and national codes relevant to vibration based SHM system, unfortunately they cannot
answer the following critical questions well:

(1) What monitoring methods should be used for a given building?
(2) What types of sensors should be used and where are they installed?
(3) How can the health condition of the building be assessed based on the collected data?
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The above issues are important and unavoidable in SHM, since a properly designed
SHM system should provide early warning to potential structural collapse to ensure the
safety of building and residents’ lives. Therefore, it is important to fill the gap in ISO
standards and national codes to clearly specify which monitoring methods should be
adopted for a specific building, where to install the sensors, how to evaluate the health
condition of structures based on the collected data, and how to plan maintenance strategy
and predict the remaining life of the building or structure.

5. Conclusions

The vibration-based SHM techniques and related ISO standards and national codes
have been reviewed. The advantages and drawbacks of each method as well as the ap-
plicability of each standard or code have been presented. For different types of structure,
different vibration-based SHM techniques should be selected. There is no universal ap-
proach for all types of structures and all kinds of damages. Although the standards, codes,
and regulations have provide basic requirements and principles of a SHM system, it is
still difficult for engineers to answer questions such as what types of sensors are to be
used, where to install them, and how to use the monitored data to evaluate the structure
health condition and predict the remaining life for a given structure. Therefore, it is neces-
sary to develop such a code of SHM system construction that can be applied to real civil
engineering structures.
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Abstract: In the development process of intelligent construction, the safety assessment of prestressed
steel structures as an important research direction has become more and more attractive in academia.
Digital twins (DTs) is the key technology to realize intelligent construction. The virtual and real
interaction of the DTs can provide an efficient management and control mechanism for the construc-
tion process. This research proposes an intelligent safety assessment method of prestressed steel
structures based on DTs. In this research method, the structural safety assessment is divided into two
aspects: performance analysis and maintenance. By analyzing the characteristics of the construction
safety assessment, a DTs framework for construction safety assessment is built. Driven by the DTs
framework, a physical space model and a virtual space model are constructed. On the basis of virtual
and actual interaction, multidimensional information fusion of time and space is carried out to realize
the analysis of structural safety performance. On this basis, the paper establishes a Bow-tie model for
the maintenance modeling of unsafe construction events. Moreover, the theoretical method formed is
applied to the construction of a symmetrical structure (wheel–spoke cable truss). The validity of the
method is verified by comparing the cable force calculated by the theoretical method and measured
on site. The assessment method driven by the DTs ensures the structural safety and improves the
intelligence level of safety management and control of the structure construction.

Keywords: digital twin; prestressed steel structure; construction process; safety assessment; intelli-
gent construction

1. Introduction

In recent years, the construction industry is gradually developing towards digital-
ization, informatization, and intelligence [1]. The construction safety of prestressed steel
structures is a widespread concern in the engineering field. Under the continuous progress
of science and technology, the construction technology level of prestressed steel structures
has been significantly improved. Facing the construction process, many new technolo-
gies, new processes, and new equipment have emerged. The structural deformation of
prestressed steel structures is often the reverse to the deformation under load, so that the
structural stiffness is improved. Therefore, it is commonly used in significant buildings,
such as large stadiums [2]. Structural construction has the characteristics of complex links
and numerous abnormal disturbance factors. Improving the accuracy and intelligence
level of the safety assessment of the prestressed steel structure will directly reflect the
construction ability of the country. Besides, safety control of the prestressed steel structure
construction process has also become a hot topic in the research field of civil engineering.
This study uses the mechanical parameters of the structure as an important basis for mea-
suring the safety performance. Through the analysis of mechanical parameters, intelligent
control of construction safety is realized.
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For the structural construction safety control, researchers have developed various
approaches to improve the accuracy of the analysis. Wang et al. [3] focused on the analysis
of cable force, which is the most active parameter in the construction process of spatial
structure prestressed cables. In the whole process of prestressed cable tension, the safety
of the construction process of the structure is ensured by analyzing the cable force. To
ensure the stability of the cable dome structure in the construction process, Zhang et al. [4]
proposed a kind of square double-strut cable dome structure. This structure effectively
improved the safety control precision of the structure tension process. Liu et al. [5] ob-
tained the reliability index of the cable by the response surface method and the Monte
Carlo method, and then analyzed the influence of cable relaxation on structural reliability.
The research results provide a basis for safety assessment of the wheel–spoke cable truss
structure when prestress loss occurs. Bai et al. [6] investigated the seismic behavior of
steel beam–column connections with an outer annular stiffener under bi-directional cyclic
loadings. The seismic performance is analyzed to ensure the safety performance of the
structure, which provides a reference for the normal operation of the structure under
complex loads. Liu et al. [7] studied the dynamic response of a typical umbrella membrane
structure under heavy rainfall by experimental and numerical methods. They put forward
suggestions on the safety and structural stability of the membrane structure. Basta et al. [8]
studied the quantitative evaluation of the decomposability of the cable-net structure based
on building information modeling (BIM). Alamdari et al. [9] proposed a new damage iden-
tification technology for the safety performance evaluation of long-span spatial structures
based on the concept of rotation influence line (RIL). This method effectively improves the
efficiency of structural safety performance evaluation. Bera et al. [10] studied the active
control of the safety performance of long-span cable-stayed bridges. Two finite element
(FE) modeling schemes are adopted, namely one-element cables and multi-element cables,
with each stay-cable discretized into multiple elements to consider the cable vibration
effect. Considering that the long-span cable will vibrate under different weather conditions,
D’Auteuil et al. [11] developed a new type of wind- and rain-induced vibration test.

In summary, experts and scholars of civil engineering have performed a lot of research
and exploration in structural safety assessment. However, these studies only focus on the
performance of the structure in a certain construction stage, ignoring the dynamics and
uncertainty of the construction process. Therefore, it is necessary to integrate multidimen-
sional information of the structure to solve the problem of real-time safety analysis during
the whole construction process. How to integrate multi-source heterogeneous information
in time and space dimensions to improve the intelligence of safety performance assessment
is still in the exploratory stage. The above-mentioned issues require real-time analysis of
structural mechanical properties and effective maintenance of construction unsafe events.
Meantime, how to improve the intelligence of construction safety assessment of prestressed
steel structures is a new direction of current research [12]. In order to improve the intelli-
gence of safety assessment, it is a requisite to realize multidimensional information fusion
in the construction process. Through the intuitive mapping of the virtual space to the actual
construction, the construction of the physical world is guided by the simulation model. By
analyzing the virtual model, each step of the construction is ensured to be in a safe state.
In order to improve the intelligence of the safety assessment, the dynamic perception of
each stage should be realized, and the real-time simulation and analysis of the structure
can be carried out from the virtual space. The maintenance measures for unsafe incidents
are developed based on the analysis results. The feasibility of decision-making is analyzed
in the virtual space and accurately guides the entire construction process. Finally, the
intelligent closed-loop control of structural safety is realized. In intelligent manufacturing,
digital twins (DTs) are the key enabling technology to achieve multi-source information
fusion. The introduction of DTs from manufacturing to the construction industry will
provide new ideas for the intelligent construction of structures [13,14].

DT establishes a multidimensional dynamic virtual model within multi-spatial scale,
multi-time scale, and multi-physical entities through digitization. The virtual model can

140



Symmetry 2021, 13, 1927

simulate the attributes, behaviors, and performances in the real environment [15]. DTs
have the characteristics of rapid information exchange and extensive representation of
live scenes. DTs are not only widely utilized in the practical construction area but are
also applied by researchers in the investigation as one of the necessary parts. Professor
Grieves of the University of Michigan formally proposed the concept of DTs in 2003 [16].
The virtual digital model of twins can abstractly map the performance of physical entities
by simulating the state and behavior of products. Yu et al. [17] provided new method
based on DTs technology and machine learning for accurately and timely predicting
pavement performance. The new method solved the problem of pavement performance
evaluation. In spite of the difficulty for a single enterprise to achieve large-scale and
personalized task requirements, Tao et al. [18] pointed out that by manufacturing service
collaboration, driven by DTs technology and industrial Internet platforms, cross-enterprise
manufacturing collaboration was realized. Combined with the visual question-answering
technology in artificial intelligence, Wang et al. [19] applied the digital twin model to
human–computer collaboration tasks. This progress created the possibility for real-time
simulation and optimization and formed an on-demand intelligent service system. Ruppert
et al. [20] proposed a DTs model by combining the advantages of information fusion
and real-time location systems. The DTs model can continuously predict the production
status and provide information for production performance monitoring. Gopalakrishnan
et al. [21] pointed out that manufacturing requires digital transformation. They created a DT
model-based feature information network (MFIN), which realized the digital description
of components or systems. Thus, DT is widely used in the manufacturing industry and
can effectively improve the intelligence level of manufacturing processes. However, it
is relatively less used in the construction industry. In order to improve the intelligence
level of the construction industry, it is necessary to introduce DTs. Aiming at the research
hotspot about intelligent assessment of structural safety performance, this paper proposes
an intelligent safety assessment method of prestressed steel structures based on DTs.
In terms of structural safety assessment, previous studies have conducted a detailed
analysis of mechanical parameters. In order to improve the intelligence of construction
safety assessment, the concept of DTs is introduced, and the whole assessment process
is divided into safety performance analysis and unsafe event maintenance. Driven by
the DTs, the virtual and real spaces are integrated to realize dynamic perception and
intelligent collection of the construction process. At the same time, it is necessary to
consider the temporal and spatial evolution of each element of the construction process.
Therefore, intelligent algorithms are integrated for real-time analysis of structural safety.
The maintenance measures for unsafe events are formulated, and the feasibility of decision-
making is analyzed in the twin model. In the end, it accurately guides the construction site.
In this study, through the analysis of the characteristics of construction safety assessment,
an intelligent assessment framework based on DTs is firstly established. Driven by this
framework, three kinds of information from real construction are captured to support
the construction of the virtual model. After the completion of the virtual model, the
time dimension and space dimension information of the construction process are fused by
Markov chain. Thus, the structural safety performance of each construction step is analyzed
intelligently. In view of unsafe events, the maintenance model of that in construction is
carried out based on the Bow-tie model. The corrective measures are formulated in the
maintenance model to ensure the safety of the structure in each construction step. The
resulting DTs assessment theory is applied in the construction process of a wheel–spoke
cable truss. This research method effectively improves the informatization and intelligence
of the safety assessment in the construction process. This research method provides
a reference for the health monitoring of the symmetric structure in the operation and
maintenance stage. In brief, this work makes the following contributions:

(1) A DTs framework is proposed, and a construction safety assessment method driven
by DTs is formed.
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(2) Driven by the assessment method, a multidimensional DT model for structural safety
analysis is constructed.

(3) In view of the unsafe events in the construction process, the maintenance modeling is
carried out to ensure the structure in a safe state in each construction step.

(4) A case study is used to prove the superiority of the proposed method in improving
the intelligence of the structural safety assessment.

The remainder of the paper is structured as follows. Section 2 summarizes the charac-
teristics of construction safety assessment, builds a DT framework for construction safety
assessment, and forms a DT-driven construction safety assessment method. Section 3
describes the details of the construction of a multidimensional DT model to analyze the
structural safety performance. Section 4 establishes the maintenance model of construction
unsafe events to ensure the safety of the structure. Section 5 illustrates the case study used
to verify the proposed method, with a further discussion in Section 6. Finally, conclusions
are drawn in Section 7.

2. Construction Safety Assessment Method Driven by DTs

2.1. Characteristics of Construction Safety Assessment

In the construction process of prestressed steel structures, the reliability of the struc-
ture is an important prerequisite to ensure the construction quality [22]. However, in
the construction process, the integrity of the structure is not stable enough, the material
properties of the components are time-varying, and the structural resistance is not mature.
In addition, the environmental effects of the construction process are also uncertain [23].
Therefore, the probability of safety accidents in the construction stage is high. According to
the structural safety performance analysis of the construction process, the parameters are
nonlinear, linkage, and change with time. Therefore, the construction safety assessment is
a multidimensional mechanical problem coupling time and space. The characteristics of
the construction process are as follows:

(1) Construction complexity: Prestressed steel structure construction is a complicated
systematic project. In the construction process, the materials, equipment, sequence,
and technology are interactive. Various types of external factors are superimposed
on the structure. In addition, the change of structural mechanical properties is a
nonlinear process with noise, which causes difficulty in structural safety assessment.

(2) Time correlation: The external action and mechanical properties of components in the
process of structural construction are time-varying. This feature is directly reflected
in the data collected by various sensing devices.

(3) Factor linkage: The structural construction process involves the multi-factor conver-
sion of material, energy, and information. This feature has caused problems such as
huge construction system modeling and cumbersome multi-element management
and control.

2.2. DT Framework for Construction Safety Assessment

According to the characteristics of the construction process, it is necessary to establish
a DTs model. This model monitors the structure in real-time and improves the accuracy
and intelligence of the safety assessment. DTs visually reproduce the real physical entity
by building a virtual space model to simulate the dynamic behavior of the entity in the
real environment [24]. Many scholars have applied the framework of DTs in vehicles,
ships, power plants, complex electromechanical equipment, satellite/space communication
networks, three-dimensional warehouses, medical treatment, aircraft, smart city, and other
fields [25]. Combined with the characteristics of construction safety assessment, this study
builds a DT framework for the construction safety assessment of prestressed steel structures.
The DT framework is shown in Figure 1.
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Figure 1. DT framework for construction safety assessment of prestressed steel structures.

The DT framework for the safety assessment of prestressed steel structures’ construc-
tion is composed of five dimensions, namely, physical construction site, virtual construction
model, twin data processing layer, the functional application layer of safety assessment,
and the connection layer between components. Based on the physical construction site, the
virtual construction model is established. From the perspective of virtual–real interaction,
the virtual model includes four levels: geometry, physics, behavior, and rule. The various
types of information on the physical construction site are dynamically collected by RFID
and other sensing equipment [26]. Information is fed back into the virtual construction
model in real-time. In the virtual construction model, the working condition parameters
consistent with the actual construction are set. By adjusting the mechanical parameters of
the structure, the virtual model simulates the actual construction state of the structure. The
twin data of the construction process are formed by the data collected from the physical
construction site and the simulation data in the virtual construction model. The twin data
contain multiple construction elements, such as personnel, machinery, material, construc-
tion method, and environment, in the construction process. In the twin data processing
layer, the data are modeled by a machine learning algorithm to realize the high integra-
tion of spatial elements and time dimensions in the construction process. Therefore, the
structural safety performance of each construction step is analyzed. Based on the analysis
of structural safety performance, the maintenance model of construction unsafe events
is established to accurately predict and implement the unsafe events. By setting up a
construction framework for prestressed steel structures, a construction safety assessment
method driven by DTs is formed. Through the dynamic perception of the real construction
information, the virtual mode can evaluate the safety performance. The maintenance
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measures for unsafe events are formulated, and the feasibility of decision-making is ana-
lyzed in the twin model. In the end, the measure accurately guides the construction site.
The intelligent closed-loop control of the structural safety assessment in the construction
process is realized.

This study divides the construction safety assessment method driven by DTs into two
levels, as shown in Figure 2. The first level is the construction of the multidimensional
model based on DTs. This level includes the information capture of the physical construc-
tion site, the construction of the virtual construction model, and the integration of time
and space information in the construction process. The second level is the maintenance of
construction unsafe events based on the Bow-tie model. This level focuses on the quali-
tative analysis of unsafe events and the precise maintenance of unsafe events. Logically,
the former is the foundation of the latter, and the latter is the expansion and extension of
the former.

Figure 2. Construction safety assessment method.

3. Construction of Multidimensional DTs Model

Driven by the DT framework, the multidimensional model is constructed. The multidi-
mensional model is composed of the capture of physical space information, the construction
of virtual models, and the fusion of spatiotemporal information in the construction process.
The research on the three aspects above can realize the integration of multiple factors in
the time and space dimensions of the construction process. The fusion of information
provides the basis for the safety analysis of each construction step in the construction
process. The results of the analysis are the basis for the maintenance of unsafe events. The
three components of the DTs model are described as follows.

3.1. Information Capture in Physical Space

In the process of constructing a multidimensional DTs model, the information capture
of physical space is the first step to realize the safety assessment. The dynamic information
of the construction site can be sensed in real-time through sensing equipment such as RFID.
This realizes the one-to-one mapping between the real space and the virtual model [27]. The
main analysis objects of the safety assessment of building structures are structural response
and environmental loads [28]. Hence, this study divides the information of physical space
into two aspects, namely component information (CI) and environmental information (EI).

(1) Component information capture

There are many kinds of components involved in the construction process of pre-
stressed steel structures, and the construction sequence of each component is complicated.
Therefore, the information capture of various components in the construction process
is of great significance to the safety performance assessment. In the process of compo-
nent information capture, the main information is divided into the component symbol
(CS), basic information (BI), construction information (CI*), and mechanical information
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(MI). The mathematical language for information capture of components is expressed in
Equations (1)–(4):

CIi = (CSi, BIi, CI∗i Ci, MIi) (1)

BIi = (CDi, CLi, CMi, Uniti, Datai) (2)

CI∗I = (CPi, CTi, QRi, Ti) (3)

MIi = (Ei, Cfi, εi, Vdi) (4)

In the equations, CIi represents the component information for the ith component, CSi
means the unique identifiable ID bound by the ith component, and BIi is the basic attribute
set of the ith component. BIi contains the dimension information (CDi), the locating infor-
mation (CLi), the material information (CMi), the production unit (Uniti), and the date of
production (Datai). CI∗i is the construction information of the ith component. CI∗i contains
the construction process (CPi), construction technology (CTi), construction quality require-
ments (QRi), and the time (Ti) used in this step. MIi means the mechanical information of
the ith component in the construction process. MIi involves the elastic modulus (Ei), cable
force (Cfi), stress (εi), vertical displacement (Vdi), and other mechanical properties.

In the process of capturing component information, the symbol, basic information,
and construction information of the component are filled in the active RFID tag. For
structural components, the relevant information is updated through the RFID tag at all
times to realize the dynamic perception of the information. For the information change
of the construction process component, the editability of the label can be used to modify
it through the reader. As a result, the basic information and construction information of
the component can be viewed in real-time in the mobile terminal device. For the capture
of mechanical information of components, the mechanical parameters of components are
collected by sensors for each construction step. Cable force is the key information collected
in the study and the basis for evaluating the safety performance of the structure. This type
of information is collected in real-time by the column tension-compression sensor in the test.
By arranging sensing devices on the components, the efficiency of information collection
and update is improved. Therefore, the self-perception, self-decision, and self-execution of
the components can be realized to a certain extent. The real-time information is captured
by the sensing equipment at each construction step. Structure information of the scene is
collected and has interactive feedback with the virtual model. Virtual and real interaction
provides twin data for the intelligent assessment of structural safety.

(2) Environmental information capture

In the process of structural construction, there are many reasons causing structural
damage. In the structural safety assessment, the effects of various external influence
factors are comprehensively analyzed [29]. The component length error (Le), wind load
effect (Wl), and temperature effect (Te) are captured and perceived emphatically in the
process of environmental information capture. The mathematical language expression of
environmental information capture in the construction process is shown in Equation (5):

EI = (Le, Wl, Te) (5)

In the process of capturing environmental information, RFID technology is used to
collect the size of the component in real-time. The error of the cable length is dynamically
updated through the mobile terminal device. The length error of structural components
due to processing, installation, and other reasons has an important impact on the safety
performance of the structure. In view of the length change of the cable, the key coordinates
are picked up by three-dimensional laser scanning in each step of construction. The point
cloud data are structured through on-site scanning. According to the point cloud data,
the point cloud model is built in real-time. Finally, the length error of the component can
be captured. On account of the editable RFID reader, using mobile terminals to identify
tags on components can record and update their status. The effect of wind load and
temperature is collected by the wind speed sensor and temperature sensor in real-time.
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These messages provide the basis for the setting of virtual model conditions and the
analysis of structural safety performance. In the process of extracting wind speed and
temperature information, a complete set of sensing equipment is applied to perceive the
environmental information of the scene. By arranging sensors in the construction process
and setting control modules, the collected data are visually presented through the display
module. Finally, the environmental information collected on the site is input into the
terminal equipment by Wi-Fi transmission.

In this study, the experimental model was built indoors. For the effect of wind load and
temperature, the test equipment is used to generate the wind speed and temperature effect,
similar to the actual working condition. At the same time, the sensor equipment is used for
the setting of virtual model conditions and the evaluation of structural safety performance.
The sensing equipment is arranged on the site, and the temperature of the field anemometer
is dynamically perceived by the acquisition module. The information data are presented in
real-time by the display module. Finally, the information query of each construction step is
carried out by the Wi-Fi module in the mobile terminal. Environmental sensing devices
and information are shown in Figure 3.

 
 

(a) (b) 

Figure 3. Environmental sensing equipment and information view. (a) Sensing equipment, (b) Envi-
ronmental information.

Through the collection of component information and environmental information in
the construction process, the structural safety performance can be predicted. Information
capture in physical space is shown in Figure 4. At the same time, on the basis of collecting
construction site information, the virtual model can be built. The safety performance of the
structure is simulated by setting the same working condition as the construction site in the
virtual model. Accurate simulation achieves the goal of mapping the construction site and
guiding the construction process.

Figure 4. Information capture in physical space.
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3.2. Construction of Virtual Model

In the DT framework, the construction of the virtual model is divided into four
levels of “geometry–physics–behavior–rule”. According to the actual construction process,
each dimension model is associated and integrated to realize the deep, multi-angle, and
comprehensive simulation.

The first step of virtual model establishment is modeling basic information of appear-
ance, size, and type of components at the geometric level. The geometric model is mainly
established by BIM modeling software such as Revit [30]. By establishing a high-fidelity
geometric model, the geometric characteristics of the construction process can be truly
mapped. Simulation mapping provides strong support for the subsequent analysis of the
physical model. In this process, a three-dimensional laser scanner is required to extract
the geometric form of the site structure at each construction step. The geometric model
is adjusted in real-time from the point cloud data. The scanning accuracy of this method
can reach a reliable level of 0.1 mm. This method uses laser scanning technology to scan
the three-dimensional information of the component. The generated point cloud data
model can be directly converted into CAD or BIM software. The reverse modeling of
the component is realized, and the digital model that meets the accuracy requirements is
obtained. In this process, the target paper is arranged on the site. The structure is scanned
for each construction step to extract the coordinates of key nodes.

During the construction of the test model, the real structure is scanned by a three-
dimensional laser scanner to obtain the measured model of the structure. After obtaining
the point cloud data, the necessary task is to denoise. This link can remove the outliers
deriving from the machine error, human factors, or the external environment. Then, the
remaining data are imported into BIM software, while the key points of the cable truss
structure are extracted. The coordinate correction of the theoretical BIM model is carried
out to obtain the modified BIM model. The coordinates of key nodes are extracted from
the modified BIM model to modify the theoretical finite element analysis model. Finally,
the modified finite element analysis model considering the time dimension is obtained.
At the physical level, the material parameters of construction components are mainly
simulated in the physical model by finite element analysis software such as ANSYS. In
this process, with the collected data of the sensing equipment, the geometric model and
the connection parameters of the components in the model are modified. The calculation
of structural mechanical properties during construction is realized by the physical model
in the end. As is known, the size of the component will affect the mechanical properties
of the structure. In this study, the section area of cable is adjusted by comparing the
measured value of cable force with the simulation value. Area adjustment improves the
fidelity of the physical model. The geometric model and physical model are established
to describe the construction site and provide model support for the safety assessment.
At the behavior level, the finite element model can set the working conditions matching
the actual construction. The mechanical properties of components and the changes of the
parameters of the material itself under the action of working conditions are analyzed. The
material parameters and mechanical properties’ parameters extracted in this way can be
directly used for the assessment of construction safety. According to the analysis of the
finite element model, the transition probability of safety state analysis can be obtained. On
the basis of the change of working conditions, the safety performance of the structure can
be analyzed in advance, as detailed in Section 3.3. Through the analysis of the physical
model and the integration of time dimension information, the real-time data collection of
the whole construction process can be carried out. The changes of material parameters
and mechanical properties in the spatio-temporal evolution process are obtained. In the
whole process of building the virtual model, it is necessary to establish a rule model to
limit the simulation and ensure the feasibility and scientificity of the analysis. At the rule
level, according to the standard specification, the mechanical properties’ parameters of the
components in the construction process should be quantitatively limited. The rule model is
the reference standard for quality control, risk prediction, and decision optimization. The
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unsafe events of the structure should be avoided by establishing the maintenance model
and setting the correction measures. Consequently, the feasibility analysis is carried out in
the finite element model to guide the field construction, as shown in Section 4. The internal
relations of the four levels of the virtual model are shown in Figure 5.

Figure 5. Intrinsic relationship of the four levels in the virtual model.

The mathematical language of DTs’ virtual modeling is expressed as Equation (6):

VM = (GMset �� PMset �� BMset �� RMset) (6)

where VM represents a virtual model in a DT framework for safety assessment of pre-
stressed steel structure construction. The elements in the model set are represented as
a geometric model set (GMset), physical model set (PMset), behavior model set (BMset),
and rule model set (RMset). All kinds of model sets are connected by a natural connector
(��). Model integration realizes the simulation of the full elements, and multidimensional
and multi-state of the physical construction site. In the related process of various models,
the geometric model and physical model are adjusted by using a three-dimensional laser
scanner, sensors, and other equipment. Therefore, the model can map the state of the
real structure. At the same time, the information of each construction step is analyzed by
Markov chain to realize the information fusion of the time dimension and space dimension
in the construction process. Thus, the behavior model is effectively connected with the geo-
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metric and physical models to achieve the goal of real-time evaluation of structural safety
performance. In Section 3.3, the spatio-temporal information fusion of the construction
process based on Markov chain is mainly explored. The rule model runs through the whole
process of building the virtual model. The rule model adjusts the geometric, physical, and
behavioral models in real-time to ensure that the construction steps are in a safe state.

3.3. Space–Time Information Fusion in Construction Process

During the construction process, the construction elements change with time. The
rigidity of the structure is gradually formed, and the structure has undergone large defor-
mations during the construction process. The next construction stage must be based on the
previous step and depends on all previous construction steps. It follows that the analysis
of structural safety performance belongs to the category of construction mechanics. Based
on picking up physical construction information and establishing a virtual model, it is nec-
essary to fuse the information of time and space dimensions and establish a data analysis
model for the safety assessment. Markov chain [31] is a tool for the immediate transfer
process and an important branch of machine learning. In this mode, the structural state
of the next period is only related to the state of this period, while each period before this
period is irrelevant. This process is suitable for the safety performance analysis between
the adjacent construction steps in the construction process. Combined with the threshold of
the main control factors in the construction process, the probability of structural safety and
unsafe events is formulated. The structural safety performance of the next construction step
is predicted. This requires reference to the safety performance of the current one and the
probability of occurrence of risk factors or the degree of structural mechanics parameters’
change. The safety risk factors mainly include operational errors and sharp changes in
environmental factors. This study takes the cable force of each construction step as the
research object. When the cable force is greater than or equal to the design value of the
cable force of the construction step, it is denoted that the structural safety performance is
at level a. When the cable force is greater than or equal to 93% of the design value of the
cable force of the construction step, it is denoted that the structural safety performance is
at level b. When the cable force is greater than or equal to 90% of the design value of the
cable force of the construction step, it is denoted that the structural safety performance
is at level c. When the cable force is less than 85% of the design value of the cable force
of the construction step, it is denoted that the structural safety performance is at level d.
Structure construction information fusion based on Markov chain is shown in Figure 6.

In the process of Spatio-temporal information fusion, the state of the structure is
divided into four categories according to the safety performance level. Assuming that the
random variable Xn (n = 1,2,3 . . . ) represents the structural state of the nth construction
step, Xn = 1 means that the structural safety performance is at level a, Xn = 2 represents
that the structural safety performance is at level b, Xn = 3 indicates that the structural
safety performance is at level c, and Xn = 4 means that the structural safety performance is
at level d. ai(n) represents the probability that the nth construction step structure is in state
i, namely ai(n) = p(Xn = i), where i is 1, 2, 3, or 4. pij represents the probability that the
current construction step structure state is i and the next construction step structure state is
j, namely pij = p(Xn+1 = j|Xn = i), where i, j = 1, 2, 3, or 4. In this study, the conversion
probability (pij) is obtained by comparing the cable force between the construction steps
with the condition setting of the finite element model. In this process, the cable force of the
structure is obtained in the finite element model, which generates the safety level of the
structure. The transition probability can be obtained from the change of safety levels of
multiple components of the structure. According to the current safety state and the change
of working conditions, the safety state of the structure in the next construction step can be
predicted. Thus, the prediction of structural safety performance during construction can be
realized, and the prediction formula is expressed as Equation (7):
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a1(n + 1) = a1(n)p11 + a2(n)p21 + a3(n)p31 + a4(n)p41
a2(n + 1) = a1(n)p12 + a2(n)p22 + a3(n)p32 + a4(n)p42
a3(n + 1) = a1(n)p13 + a2(n)p23 + a3(n)p33 + a4(n)p43
a4(n + 1) = a1(n)p14 + a2(n)p24 + a3(n)p34 + a4(n)p44

(7)

Figure 6. Structural construction information fusion based on Markov chain.

In the construction process of the structure, the mechanical properties of the structure
should be analyzed timely and accurately. According to the current structural performance
and working conditions, the safety performance of the next construction step is effectively
predicted. In this process, the Markov chain is used to connect each construction step.
The safety performance of the structure in the next period is analyzed by combining the
previous structural state and the changes in construction conditions. In space, the cable
force of the structure is collected in real-time, and the mechanical properties of the whole
structure are fully considered. The application of Markov chain in the safety assessment of
a construction process realizes the integration of construction factors. The whole process
fully considers the changes of construction factors in a time dimension. The information
fusion of the space–time dimension of the construction process provides a basis for the
safety performance analysis of each construction stage. The analysis results provide a
reference for the maintenance of unsafe events. The simulation and guidance of real
construction can be realized by simulation in virtual space. The data association model
of the prestressed steel structure construction process based on Markov chain is shown in
Figure 7.
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Figure 7. Data association model of the prestressed steel structure construction process.

4. Maintenance Modeling of Construction Insecurity Incidents

In the process of structural construction, the unsafe events should be timely regu-
lated to ensure the quality of structural construction [32]. The premise of analysis and
maintenance of structural construction unsafe events is to build a model. This model can
describe the occurrence of events qualitatively or quantitatively. The Bow-tie model [33]
integrates many factors, such as the cause of the accident, preventive measures, possible
consequences, and corresponding control measures. The unsafe event maintenance process
is divided into two levels: fault tree (FT) and event tree (ET). In this study, the mainte-
nance modeling of construction unsafe events is carried out by constructing the Bow-tie
model [34].

In the model of this study, the whole maintenance model is divided into two levels:
FT and ET, which are connected by the top event (TE). The leftmost side of the Bow-tie
model is the risk source of structural unsafe events in the construction process. The risk
source mainly includes operational errors and drastic changes in environmental factors
during the construction process. The control measures for unsafe events are proposed in
the maintenance model. By the above steps, combined with the simulation of the virtual
model and the actual construction of the site, the safety performance of the structure is
analyzed. If the safety state of the structure is at level a under preventive measures, the next
construction step will continue. On the contrary, if the safety performance of the structure
cannot reach the standard, the state is judged as an unsafe event, namely TE in the Bow-tie
model. According to TE, the formulated corresponding control measures finally realize the
effective maintenance of the structure. The safety performance index of the structure under
the construction step is recorded as the result of the Bow-tie model. The principle of the
Bow-tie model is shown in Figure 8.
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Figure 8. The schematic diagram of the Bow-tie model.

The whole process control from risk source analysis to construction result evaluation is
realized by constructing the Bow-tie model. This solves the problems of insufficient model
quantification, serious block segmentation, weak intuition, and pertinence in structural
safety accident analysis. The maintenance model constitutes a visual summary map to
show the causes and consequences of unsafe events.

Based on the qualitative analysis of the causes and consequences of unsafe events, the
values of variables in each link involved in the Bow-tie model are determined. Thus, the
quantitative analysis of structural maintenance can be carried out according to the sequence
of events and their internal relations. In the process of maintaining unsafe events, the whole
model is divided into five types of events, namely basic event (BE), intermediate event
(IE), top event (TE), control event (CE), and result event (RE). The formal mathematical
language for various events is expressed as Equations (8)–(12):

BE = (BE1, BE2, . . . , BEn) (8)

IE = (IE1, IE2, . . . , IEm) (9)

TE = (TE1, TE2) (10)

CE = (CE1, CE2, . . . , CEk) (11)

RE = (RE1, RE2, . . . , REs) (12)

In the equations, BE represents the basic event, corresponding to the risk source in
the Bow-tie model, and IE means the intermediate event, corresponding to preventive
measures in the Bow-tie model. In the analysis, this model assumes that there are n kinds
of risk sources and m kinds of preventive measures. TE is the top event. The TE is divided
into two types: security events (structural safety performance at level a) and unsafe events
(structural safety performance at levels b, c, and d). Maintenance measures are needed for
unsafe events. CE means the control event, that is, the maintenance measures taken for
unsafe events. RE is the result event, which is the state of the structure after the adoption
of maintenance measures. In this model, it is assumed that k control measures are adopted
for unsafe events, and s result events are finally obtained. The maintenance schematic
diagram of construction unsafe events based on the Bow-tie model is shown in Figure 9.
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Figure 9. Maintenance schematic diagram of construction unsafe events based on the Bow-tie model.

Assuming that the basic events are independent of each other, the probability of each
basic event is pBE in the virtual–real interaction mode. The probability of the intermediate
event is pIE through the logical relationship. Combined with Markov chain, the probability
of the top event (pTE) can be calculated by spatio-temporal information fusion of the
construction process. Calculating the probability of RE occurrence should consider the
possibility that the existence of L branches can lead to the occurrence of the ith result event
(REi). Assuming that the occurrence probability of the control event on the tth (t < l) branch
is pCEj, the occurrence probability of the consequent event on the tth branch is expressed
as Equation (13):

pREi=
l

∑
t=1

pTE

t

∏
j=1

f
(

pCEj
)

(13)

In the equation, f
(

pCEj
)
= pCEj when a link event occurs in a branch. When the link

event does not occur, f
(

pCEj
)
= 1 − pCEj. Therefore, the occurrence probability of the

result event (REi) can be expressed as a function of the occurrence probability of n basic
events and the occurrence probability of q control events, which is specifically expressed as
Equation (14):

pREi = f
(

pBE1, pBE2, · · · , pBEn, pCE1, pCE2, · · · pCEq
)
= f (pBE, pCE) (14)

The instructions of control events are imported into the finite element model to
analyze the feasibility of decision-making. Finally, the control measures are applied to the
construction guidance on the site to achieve the closed-loop control of the construction
process [35].

In the whole construction safety assessment process, the components and environmen-
tal information of the construction site are dynamically perceived first. The information
mapping body from four levels in the virtual space is established. Driven by Markov chain,
the spatio-temporal integration of virtual and real twin information is realized, and the
unsafe events in the construction process are accurately analyzed. In view of the unsafe
events, the risk source is analyzed by the Bow-tie model. Then, the corresponding preven-
tive measures and control measures are formulated to ensure the safety of the construction
process. The mathematical language of construction process safety assessment is expressed
as Equation (15):

ITR =

(
CITS
EITS

)
⇒ Mm =

⎛
⎝ RS

MT
RT

⎞
⎠ (15)
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In the Equation, ITR denotes construction information fusion of the time dimension
and space dimension, CITS represents component information for spatio-temporal fu-
sion, EITS is the environmental information of spatio-temporal fusion, Mm indicates the
maintenance measures for unsafe events, RS is the risk source of unsafe events, MT indi-
cates measures to treat unsafe events, and RT represents the treatment results of unsafe
events. ⇒ denotes the transmission of information from the analyzed unsafe events to the
maintenance model.

5. Case Study

Driven by the DT framework for the construction safety assessment of prestressed steel
structures, physical construction site information collection and virtual model building
are carried out. The safety performance of each construction step in the construction
process is analyzed through the Markov chain. The Bow-tie model is used to establish
a maintenance model for unsafe events. In the structural construction safety assessment
modeling, the whole process is divided into two stages. The first stage is the integration
of spatio-temporal information to analyze safety performance. On this basis, for unsafe
events, the maintenance model outputs the control measures, which ensures the safety
of the structure in each construction step. To verify the effectiveness of the assessment
method, this study takes the wheel–spoke cable truss as the research object. Compared
with the actual project, the scale ratio of the test model was 1:10, the cross-sectional area
ratio of the cable was 1:100, and materials were identical. The structure span of the test
model was 6 m and consisted of 10 radial cables, ring cables, braces, nodes, outer ring
beams, and steel columns. The radial cables include upper and lower radial cables, and the
ring cables include upper and lower ring cables. The struts include the outer, middle, and
inner struts. The entire structure model is a symmetrical structure. Its geometric shape,
supporting conditions, member stiffness, and cross-sectional dimensions are symmetrical
about the line where the radial cables are located. The construction plan in the experiment
is to tension the upper radial cable. The tension of each cable is synchronized, so the force
of the structure is also uniform. The wheel–spoke cable truss test structure is shown in
Figure 10.

 
Figure 10. Test structure of the wheel–spoke cable truss.

In this test, the construction scheme of tensioning the upper radial cables is adopted.
The construction steps are as follows: (1) Assemble the upper ring cable and the upper

154



Symmetry 2021, 13, 1927

radial cable: according to the coordinate, the tenth upper radial cable and the upper ring
cable are expanded and paved on the ground and connected to the ring radiation. The
clamp connecting the upper radial cable and the upper ring cable is installed, and the
radial cable is tensioned by the guide chain tool. (2) The tooling guide chain is used
to tension cables to the position where the height from the ground is greater than the
length of the internal strut (0.428 m). The inner, middle, and outer struts are installed
conveniently in place later. Then, install the lower ring cable and suspend the radial
cable. (3) Tensioning the upper radial cable in place: the upper radial cable is tensioned
by using the guide chain tooling. The head of the upper radial cable with the ear plate on
the outer ring beam is connected by the pin shaft. The upper radial cable is installed in
place. (4) Tensioning the lower radial cable in place: the length of the lower radial cable
is shortened until the length of the formed state by twisting the sleeve with the wrench.
The lower radial cable is installed in place. At this time, the structure is shaped. The
whole process is composed of the four main construction steps outlined above. In order to
analyze the safety performance of the structure in real-time, the whole construction process
is divided into 12 sub-construction steps. In the whole process, the cable force, generated
by applying prestress in every stage, is used as the basis to analyze the structural safety
performance. The change of cable force in the actual construction process can be expressed
as Equation (16) [36]. The main construction process is shown in Figure 11.

G1 =
(

X1
1 X1

2 · · · X1
k
) F∗→ G2 =

(
X2

1 X2
2 · · · X2

k
)

(16)

Figure 11. Main construction processes. (a) Step (1), (b) Step (2), (c) Step (3), (d) Step (4).

In the equation, Gi is the form of the structure during the construction phase i. It is
assumed that the structure bears k kinds of influencing factors. Xi

j is the jth influencing
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factor affecting the structure form in the ith construction stage, which can be load, con-
straint condition, temperature, and prestress. F∗ represents the prestress required for the
transformation of the two forms.

(1) Acquisition of physical spatial information

The construction scheme adopted in the process of structural tension is to tension the
radial cable. The component information and environmental information are collected by
sensing equipment in real-time [37]. By using the real-time update and editability of RFID
technology, the symbol, basic information, and construction information of the component
are extracted and changed in each construction step. Similarly, each construction step
is taken as the time interval to collect the mechanical information of the component by
the sensor. Data collection provides the field basis for the construction of the virtual
space structure model. By the description of the theoretical method in Section 3.1, the
basic information and construction information of the component are filled in on the
RFID tag. Firstly, the label of the cable and its basic information are input into the RFID
electronic label and affixed to the corresponding components. Before the construction,
the electronic tags on the components are scanned by the RFID handheld terminal. At
the same time, the position and process of the components are clarified to guide the
construction. Finally, the mechanical information collected by the cable force sensor is
changed in real-time to facilitate the capture of the cable mechanical information. During
the test, the cables involved are updated and checked once at the end of each construction
step. Due to the indoor test environment, the control of information appears strong. For the
change of environmental information, the use of wind load, temperature, and other control
equipment is directly generated. Therefore, the extraction of environmental information
can be directly extracted by the controller of the device itself, and the sensor equipment
in Section 3.1 is used to extract information from the test model. In the test process, the
simulated conditions are converted from the actual project. In the test process, the data
transmission interval of the mechanical sensing device is 2 s. The component information
and environmental information are summarized and analyzed at the completion of each
construction step. In the test, for the collection of cable force, the tension-compression
sensor, such as the DH3815 acquisition equipment, is utilized by connecting to the cable
head and cable body. The upper and lower radial cables are arranged with a measuring
point every other cross, with a total of 12 measuring points. The detailed position of
sensors and measuring points is shown in Figure 12. Due to the characteristics of cables,
the cable force on the whole cable is the same. The column tension-compression sensor is
an advanced mechanical parameter acquisition instrument, which can transmit the cable
force to the terminal display device in real-time.

Figure 12. The positions of the sensors and measuring points. (a) column tension-compression sensor, (b) measuring points.
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In this section, regarding the upper radial cable 9 as the research object, the research
shows the physical information capture during the installation of the lower radial cable.
According to the information explanation in Section 3.1, the physical information is summa-
rized. Basic information set = (314 mm2, upper radial cable, Q235 B, A building materials
Co., Ltd., 14 August 2019), construction information = (the lower radial cable is installed
in place, wrench-fixed connection, ensure firm connection of each node of cable, 11 min),
and environmental information = (20 ◦C, 1.2 m/s, 0 mm). The cable force is captured in
terms of structural mechanics information, and the cable force value of this construction
step is 5587 N. At the construction site, the physical information is collected in real-time
by arranging the sensor equipment, and the various information sets needed for safety
performance assessment are integrated. The capture of physical space information is shown
in Figure 13.

Figure 13. The capture of physical space information. (a) Arrangement of transducers, (b) Information collection.

(2) Construction of the virtual model

Based on the data collected by the sensor equipment, building the virtual model is able
to realize the mapping of virtual space to reality construction. Revit is used to establish the
geometric model of the construction site in all the construction processes. ANSYS is used to
establish the physical model. According to the behavior process of structural components
and the external effect of the structure, the corresponding working conditions are set in
the finite element model. In the whole process, through the analysis of the specification
limit constraint model of structural performance, the model fusion of the four levels of
‘geometry–physics–behavior–rule’ is realized. The visual twin data platform architecture
is established.

In the process of building the virtual model, the geometric position of the structure
is confirmed by the three-dimensional laser scanner at the end of each construction step.
The geometric model established by Revit is corrected in real-time. The model coordinates
are rectified through the whole construction process, so as to ensure the high fidelity of
the model and improve the robustness of the simulation results. In the correction process
of the geometric model, the point cloud model of the experimental model is formed by
scanning the structure. Then, the coordinates of the key nodes are picked up from the point
cloud model. Finally, the BIM model is corrected to ensure that the geometric model can
truly reflect the size of the structure and other information. In this study, a Trimble TX5 3D
scanner was used, and the cloud registration of each site was carried out by Realworks 8.0.
As for the complex nodes, the displacement meter was also used to extract it. The overall
inter-cloud error of registration results is 0.57 mm, the coincidence point reaches 91%, and
the reliability reaches 100%. The point cloud data of the test model generated by scanning
technology were exported into rcp format files, and the rcp format files were linked in Revit
to complete the data conversion. During the work of establishing a revised BIM model
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based on the point cloud model, the coordinates were compared for each construction step.
Finally, a revised finite element analysis model was obtained by updating the key point
coordinates in the ANSYS theoretical analysis model. The coordinates of the nodes are
obtained by taking the center of the truss as the origin in the model. The node coordinates
in the BIM model are called theoretical coordinates, and the node coordinates generated by
the point cloud model are called measured coordinates. In the morphological structure,
the comparison between the theoretical coordinates and the measured coordinates of the
key nodes is shown in Table 1. The correction process of the geometric model is shown in
Figure 14.

Table 1. The comparison between the theoretical coordinates and the measured coordinates of the key nodes.

Key Node Theoretical Coordinates Measured Coordinates Coordinate Difference

Upper radial cable head hole 1 (−2110.4, 0, −172.6) (−2111.3, 0.3, −171.4) (−0.85, 0.3, 1.25)
Upper radial cable head hole 2 (−2116.4, 0, −179.3) (−2117.4, 0.3, −178.3) (−0.92, 0.3, 1.00)
Upper radial cable head hole 3 (−2110.5, 0, −184.5) (−2111.5, 0.3, −183.7) (−0.91, 0.3, 0.84)
Upper radial cable head hole 4 (−2104.5, 0, −177.8) (−2105.5, 0.3, −176.7) (−0.94, 0.3, 1.19)
Upper radial cable head hole 5 (−2110.4, 20, −172.6) (−2111.3, 20.3, −171.4) (−0.85, 0.3, 1.25)
Upper radial cable head hole 6 (−2116.4, 20, −179.3) (−2117.4, 20.4, −178.5) (−0.92, 0.4, 0.80)
Upper radial cable head hole 7 (−2110.5, 20, −184.5) (−2111.5, 20.3, −183.7) (−0.91, 0.3, 0.84)
Upper radial cable head hole 8 (−2104.5, 20, −177.8) (−2105.7, 20.3, −176.7) (−1.14, 0.3, 1.19)

 
(a) (b) 

 
(c) 

 
(d) 

Figure 14. The correction process of the geometric model. (a) Field structural scanning, (b) Structure point cloud model,
(c) Node coordinate correction, (d) Modified geometric model.

After data collected by cable force sensors were fused by the geometric model, the
physical model was established by using APDL language in ANSYS software. The struts
use link-8 elements, the cables use link-10 elements, and the ring beams use beam-188
elements. In the finite element model, the model was revised by the coordinates of key
nodes. At the same time, under the condition of self-weight, the cross-sectional area
of the cable was adjusted to ensure the validity of the physical model. By comparing
the simulated value of the cable force with the actual measured value, the basis for the
modification was determined. The adjustment of the cable section area is shown in Table 2.
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Table 2. Adjustment of cable section area.

Member Type Location Cross Sectional Area (mm2)

Radial cable
Upper level 24.6
Lower level 33.3

Ring cable Upper circle 24.6
Lower circle 49.1

Strut
Outer circle 62.8
Mid circle 62.8

Inner circle 62.8

Ring beam Outer circle 4300

In the finite element model, the command flow of the construction process is com-
piled. By changing the constraint conditions of components and other parameters, each
construction step of the structure is intuitively reflected. At the same time, the temperature
sensor, wind speed sensor, and RFID equipment collect the construction environment and
the size change of the components in real-time. The collection of information provides
the basis for the working condition setting of the physical model. The behavior change of
the structure was simulated in the physical model. In this process, the sensor as a data
connection device collects the construction information at the end of each construction step.
The construction information provides the basis for the simulation of the virtual model
and provides data support for the analysis of each stage of the construction process. The
tests were conducted indoors, so the temperature and wind speed were relatively uniform.
According to the structural specification, the threshold values of cable force, strain, and
other parameters were set to ensure the effectiveness of the simulation. The construction of
the virtual model can realize the sending and receiving of field data, the visualization of
simulation results, the synchronization of structural state, and the acquisition of standard
images. In the test process, the establishment of the virtual model for construction safety
assessment is shown in Figure 15.

Figure 15. Establishment of the virtual model for construction safety assessment.
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(3) Analysis and maintenance of the construction process

After the structural virtual model was completed, the information was fused by the
principle of Markov chain. The structural safety performance of the next construction step
is predicted according to the probability of the occurrence of risk factors and the degree of
changes in structural mechanical parameters. In the process of structural safety analysis,
the theoretical method of Section 3.3 was used. In this study, the safety performance of the
structure was measured by the cable force. Comparing the calculated cable force with the
design value in each construction step, the safety performance was judged. The situation
that does not meet the requirements is corrected in time to ensure that each stage of the
construction process is safe. The joint analysis of each construction step can highly integrate
the heterogeneous information of the time dimension and the space dimension. According
to the state of the components, the safety performance of the structure can be analyzed. Then,
a data association model for the construction process of the prestressed steel structure was
formed. Therefore, the state of each component in each construction step can be intuitively
analyzed to provide a basis for the maintenance of construction unsafe events.

The unsafe events were found by Markov chain analysis in the structure, and imported
into the Bow-tie model for the maintenance decision. Control measures were brought into
the virtual model to verify the feasibility of maintenance, which realizes the goal of field
construction guided by the virtual model and ensures the safety of the structure in each
construction step. For the unsafe phenomenon of the structure during the construction step,
the risk source should be caught in time. After the adjustment measures were provided, the
instructions were input into the finite element model for feasibility analysis. The revised
finite element model can accurately reflect the state of the structure. After analyzing the
effectiveness of the adjustment measures, the on-site maintenance was guided to ensure
the safety of the structure. For example, due to the length error of the component, it was
analyzed that the connection node of the cable was loose. The length error affects the
safety performance of the structure and needs to be maintained. Through the analysis of
the Bow-tie model, it is necessary to perform a reinforcement treatment and import the
instructions into the finite element model for the final feasibility analysis. The twin model
analyzes and guides site maintenance, as shown in Figure 16. The looseness of joints was
analyzed, which affects the safety performance of the structure. Therefore, it needs to
be maintained, and the construction site was timely processed by the analysis of the DT
modeling method to ensure the normal construction.

Figure 16. Maintenance of unsafe events in site construction.

Driven by the DT modeling, the safety performance assessment of the construction
process structure was completed. The whole process was divided into 12 sub-construction
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steps. Starting from the first construction step, the cable force was collected on the site
and simulated in the virtual model. The cable force of the next construction step was
predicted by the environmental change of the site and the Markov chain. The assessment
of the cable force was predicted by setting the working conditions in the virtual model. So
far, the integration of spatio-temporal information is realized, and the safety performance
of the structure is analyzed. The failure of the cable force to ensure the safety of the
structure underwent maintenance in a timely manner. Through the evaluation of the
whole construction process, the theoretical value and measured value of the cable force in
each construction step were formed. According to the cable force value, the safety level
was guaranteed to be at level a. During the tension of the lower radial cable, the upper
radial cable was in a state of relaxation with zero internal force for a long time. The DTs
model of construction process safety assessment is shown in Figure 17. The test model is a
symmetrical structure, and the construction plan adopted is that each cable is tensioned
synchronously. Therefore, the cable force of each upper and lower radial cable were the
same. In the figure, the cable force of one of the cables represents the overall cable force
change. The data in the figure is the cable force at the end of each construction step.

(4) Analysis of the modeling method

According to the radial cable force development process image in Figure 17, the cable
force values of each construction step were extracted, as shown in Table 3. After the
assessment of the intelligent method, the structural safety state of each construction step is
finally guaranteed to be at level a.

Table 3. Cable force of each construction step of the structure.

Upper Radial Cable Lower Radial Cable

Theoretical Value (N) Measured Value (N) Theoretical Value (N) Measured Value (N)

Construction step 1 0 0 0 0
Construction step 2 285 372 0 0
Construction step 3 914 1062 0 0
Construction step 4 0 0 356 482
Construction step 5 0 0 365 363
Construction step 6 0 0 387 442
Construction step 7 0 0 427 502
Construction step 8 603 574 498 518
Construction step 9 1985 2079 1024 1482
Construction step 10 2387 2549 1621 1612
Construction step 11 3964 3912 2992 3010
Construction step 12 5503 5587 4374 4383

The validity of the modeling method can be judged by the fitting degree of data.
In this study, the fitting degree was obtained from the theoretical value analyzed by the
modeling method and the measured value of the cable force in the construction process.
The calculation formula of the fitting degree is expressed as Equation (17):

R2 = 1 − ∑12
1 (yMVi − yTVi)

2

∑12
1 (yMVi − yMV)

2 (17)

In the equation, R2 represents the fitting degree, yMVi represents the measured value
of the cable force of each construction step in the construction process, and yMV means
the average value of the measured value of the cable force of each construction step in the
construction process. yTVi is the theoretical value of the cable force in the virtual model
simulation. By analyzing the changes of upper and lower radial cable forces in each con-
struction step, the fitting degree was above 95%. On the one hand, the comparative analysis
of the theoretical value and the measured value showed that the cable force analyzed by
the research method can effectively reflect the real situation of the structure. On the other
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hand, the research modeling method can intelligently evaluate the construction process
of the structure. The cable force can meet the requirements of the specification in each
construction step to ensure that the structure is always in the safety level a. The effective-
ness of the intelligent assessment method for the construction safety of prestressed steel
structures based on the DTs was verified. The DT modeling method can effectively guide
the construction site and realize the intelligent assessment of structural safety performance.

Figure 17. DTs model for safety assessment of the construction process.

6. Discussion

In order to improve the intelligence level of safety assessment in the process of
structural construction, this study proposed a digital twin modeling method. In the whole
research process, the components and environmental information were captured based
on the sensing equipment in the physical space. In the virtual space, three-dimensional
laser scanning was carried out at each construction step to form the point cloud model of
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the actual construction process. The geometric model of the structure was corrected by
extracting the key node coordinates in the point cloud model. The physical model with high
fidelity was finally established to realize the interactive mapping between the virtual space
and physical space. The mechanical properties of the structure can be accurately analyzed
by the physical model. The conversion probability of the structural state before and after the
construction stage of the structure can be obtained. According to the transition probability,
the safety state of the structure in the next stage can be predicted by the state of the current
structure. In view of the unsafe state, the reasons were traced by the maintenance modeling
and the corrective measures were proposed. The feasibility of the measures was analyzed
in the physical model. Finally, the construction process of the site was guided to ensure
that the structure is in a safe state at all construction stages. Based on the research of
the theoretical method, it was applied in the construction process of the wheel–spoke
cable truss. The effectiveness of the proposed method was verified by the experimental
results, and it improved the intelligence level of construction. At the same time, the safety
intelligent assessment methods also provide new ideas and methods for the development
of intelligent monitoring of symmetrical structures.

7. Conclusions

Based on the characteristics of the construction process of prestressed steel structures,
this study built a DT framework for the safety assessment of prestressed steel structure
construction. Driven by the DT framework, an intelligent method for structural safety
assessment was proposed. In this research, the interactive mapping between the physical
space and digital space was realized by capturing three kinds of information of physical
construction sites and establishing a four-level virtual model. In the construction process,
the safety assessment of the structure was divided into two stages, namely the analysis
of structural safety performance and the maintenance of unsafe events. From the field
information capture to the final maintenance decision output, the assessment theory realizes
the intelligent closed-loop control of the construction process. In the research process of
the intelligent safety assessment method, the following main findings were obtained:

(1) Capturing the information of components and the environment in the construction
process is the basis of analyzing the safety performance of the structure. It is also the
basis of establishing the virtual model mapping the construction site, so as to provide
twin data for the safety performance analysis of the structure.

(2) In the virtual model, the performance of the structure was simulated under the same
working condition as the site. The heterogeneous information of the time dimension
and the space dimension of the construction process were fused by Markov chain.
The safety performance of each construction step can be predicted.

(3) Based on the Bow-tie model, the construction unsafe events were maintained. The
maintenance decision was imported into the virtual model to analyze the feasibility
of control measures. Each construction step was taken as the control object to ensure
the reliability of the structure.

The intelligent assessment method driven by DTs was applied to the tension process
of the wheel–spoke cable truss. The validity of the assessment method can be analyzed
by the fitting degree between the theoretical value and the measured value. The guidance
of the virtual space to the field construction was realized. The method proposed in this
paper ensures that the structure is in a safe state in each construction step, improves the
intelligence level of structural construction safety assessment, and provides new ideas
for health monitoring of symmetrical structures. In this study, the application of DTs in
the safety assessment of the structural construction process is the first step to realize the
intelligent analysis of the whole construction process. Therefore, based on the experience
and lessons of this study, future research is needed to improve the intelligence level of the
construction process by considering more realistic conditions. Driven by DTs, the fusion of
sensing technology and artificial intelligence technology to analyze the safety performance
change of the whole lifecycle of the structure will be the next research focus.
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Abstract: Substructure shake table testing (SSTT) is an advanced experimental technique that is
suitable for investigating the vibration control of secondary structure-type dampers such as tuned
mass dampers (TMDs). The primary structure and damper are considered as analytical and experi-
mental substructures, respectively. The analytical substructures of existing SSTTs have mostly been
simplified as SDOF structures or shear-type structures, which is not realistic. A common trend is
to simulate the analytical substructure via the finite element (FE) method. In this study, the control
effects of four dampers, i.e., TMD, tuned liquid damper (TLD), particle damper (PD) and particle-
tuned mass damper (PTMD), on a frame were examined by conducting virtual SSTTs. The frame
was modeled through stiffness-based beam-column elements with fiber sections and was solved by a
family of model-based integration algorithms. The influences of the auxiliary mass ratio, integration
parameters, time step, and time delay on SSTT were investigated. The results indicate that the TLD
had the best performance. In addition, SSTT using model-based integration algorithms can provide
satisfactory results, even when the time step is relatively large. The effects of integration parameters
and time delay are not significant.

Keywords: substructure shake table testing; integration algorithm; finite element method; damper

1. Introduction

Substructure shake table testing (SSTT) is one of the most advanced experimental
techniques in structural and earthquake engineering [1]. It combines the advantages
of the real-time dynamic loading of a shake table and the substructure technique from
hybrid simulation (HS) and real-time hybrid simulation (RTHS). The best use of SSTT is
for investigating the vibration control effects of dampers, such as the classical TMDs and
TLDs, and emerging dampers, such as particle dampers (PDs) [2] and particle-tuned mass
dampers (PTMDs) [3]. These dampers can be regarded as secondary structures with respect
to the primary structure. To conduct SSTT, the damper and the primary structure are taken
as the experimental and analytical substructures, which are experimentally tested on the
shake table and numerically simulated on a computer, respectively.

The shake table tests are generally used for obtaining the dynamic responses and
dynamic characteristics of structures [4,5]. The conventional experimental method of
investigating the control effects of dampers is to carry out shake table tests for complete
structure–damper systems. For instance, Kang et al. [6] conducted a series of 1:30 scaled
model shake table tests and numerical simulations for a coal-fired power plant equipped
with a large mass ratio multiple-tuned mass damper (LMTMD), and found that the LMTMD
is effective and robust in reducing structural dynamic responses. Wang et al. [7] evaluated
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the performance of a pendulum pounding-tuned mass damper (PPTMD) by carrying out
a series of shake table tests. They reported that the inherent damping of the primary
structure decreases the control efficiency of the PPTMD. Zhao et al. [8] conducted shake
table tests on a 1:8 scaled transmission tower equipped with and without TMDs, and
found that the TMD’s control performance is related to earthquake type and excitation
intensity. Vafaei et al. [9] proposed a modified-tuned liquid damper (MTLD) to attenuate
multiple mode vibration. The effectiveness of the MTLD was demonstrated by several
shake table tests on a scaled three-story structure with and without an MTLD. Lu et al. [3]
explored the damping performance of a PTMD by comparing the shake table results of a
scaled five-story steel frame with and without a PTMD. Based on the shake table tests, they
conducted comprehensive parametric analyses on the reduction effects of PTMD, including
the auxiliary mass ratio, gap clearance, and the mass ratio of particles to the total auxiliary
mass. Shen et al. [10] investigated the influence of a double-layer-tuned particle damper
(DTPD) on the seismic performance of super high-rise structures by conducting a series of
1:20 scaled model shake table tests on high-rise structures with and without DTPDs. They
concluded that the effectiveness of the DTPD is closely related to the ground motion.

Compared with the conventional shake table tests for a complete structural system,
one of the notable advantages of SSTTs is that any size effect of the specimen can be re-
duced. SSTT has also been applied to structure–damper systems. For instance, numerous
researchers [11–14] investigated the performance of TLDs in controlling the seismic re-
sponse of structures using a SSTT. Fu et al. [15,16] recently conducted the first SSTT of a
single degree-of-freedom (SDOF)-PD system and compared the vibration control effects of
TLDs and PDs based on the experimental results of a series of SSTTs. It should be noted,
however, that the analytical substructures in most existing studies were optimized to be
SDOF structures or shear-type structures with few DOFs. This is because these structures
do not require considerable computational time to solve their equations of motion (EOMs).
However, oversimplification of the analytical substructure may hinder the application of
SSTT in real engineering practice. Therefore, it is essential that more refined models of the
analytical substructure are applied and examined for SSTT.

It is well known that the finite element (FE) method is an accurate and reliable
approach for simulating structures [17–22]. However, it requires significantly longer com-
putational time compared with the simplified SDOF or shear-type model. Therefore, if
the FE method is applied to simulate the analytical substructure in SSTT, an integration
algorithm with high computational efficiency must be used. In the past two decades, a
new class of integration algorithms, called model-based integration algorithms [23], have
been developed for the application of HS and RTHS. Model-based integration algorithms
are computationally competitive because they combine the advantages of explicit dis-
placement formulation and unconditional stability, which is not possible for traditional
integration algorithms such as Newmark algorithms. Model-based integration algorithms
have been successfully applied in actuator-type RTHS with the FE model of the analytical
substructure [24–26]. However, there are few studies on SSTT with the FE method using
model-based integration algorithms. In this study, we numerically investigate the seismic
response reduction effects of four types of dampers, i.e., TMD, TLD, PD, and PTMD, on a
four-story steel frame by conducting a series of virtual SSTTs. The steel frame is simulated
by stiffness-based beam-column elements with fiber sections and bar elements. The EOM
of the frame structure is solved using a family of model-based integration algorithms.

The formulation and basic features of model-based integration algorithms are summa-
rized in Section 2. Section 3 explains the FE modeling of the four-story steel frame. The
analytical models of the four types of dampers are given in Section 4. Section 5 provides
the procedure of SSTT and numerical results of a series of SSTTs. The influences of the
auxiliary mass ratio, integration parameters, time step, and time delay on the SSTT are also
investigated in Section 5. Some important conclusions are drawn in Section 6.
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2. Model-Based Integration Algorithms

To numerically obtain the structural responses induced by earthquakes or other
dynamic actions, the following equation of motion (EOM) should be solved using a direct
integration algorithm:

M
..
Xi+1 + C

.
Xi+1 + Ri+1 = Fi+1 (1)

where M and C are the mass and damping matrices, respectively;
.
X and

..
X are the velocity

and acceleration vectors, respectively; the subscripts i + 1 and i represent the next and
current time steps, respectively; R and F are the restoring force and external force vectors,
respectively. The restoring force Ri+1 is generally displacement-dependent and can be
degraded into KXi+1 if the structure is linear elastic, where K and X are the stiffness matrix
and displacement vector, respectively.

The main task for an integration algorithm is to predict the velocity and displacement
at the next step. For instance, the difference equations of the classical Newmark family of
algorithms are expressed as:

.
Xi+1 =

.
Xi + Δt

[
(1 − γ)

..
Xi + γ

..
Xi+1

]
, Xi+1= Xi + Δt

.
Xi + Δt2

[
(1/2 − β)

..
Xi + β

..
Xi+1

]
(2)

where Δt is the time step; γ and β are two integration parameters. The Newmark algorithms
are explicit only if β = 0. Furthermore, the Newmark explicit algorithms are conditionally
stable and still implicit for velocity. The Newmark algorithms are unconditionally stable
when 2β ≥ γ ≥ 1/2. Therefore, it is impossible for the Newmark algorithms to achieve
unconditional stability within the framework of an explicit displacement formulation. As
γ and β are parameters independent of the structural model, the Newmark algorithms are
called model-independent algorithms.

In contrast to model-independent algorithms, model-based integration algorithms are
unconditionally stable and have an explicit displacement formulation. That is, model-based
integration algorithms predict displacement based on equilibrium at the current time step
and calculate the acceleration by satisfying equilibrium at the next time step. They can
be used to solve general dynamic problems, i.e., the structural responses of linear and
nonlinear SDOF and MDOF structures subjected to dynamic loads. Compared with implicit
algorithms, explicit algorithms are computationally more efficient at solving nonlinear
dynamic problems without iterations to obtain tangent stiffness. To solve the EOM of
an MDOF system with a large number of DOFs, a very small time step is required for a
conditionally stable algorithm to ensure stability, because the time step limit is inversely
proportional to the highest natural frequency of the structural system. Therefore, the un-
conditionally stable and explicit model-based integration algorithms have very promising
computational efficiency, particularly for the nonlinear MDOF dynamic problems.

Model-based integration algorithms are explicit for displacement, whereas they are
not always explicit for velocity. Therefore, model-based integration algorithms can be
classified as dual-explicit and semi-explicit according to their formulation of velocity.
Specifically, dual-explicit means that the algorithm is explicit for both displacement and
velocity, whereas semi-explicit indicates that the algorithm is explicit only for displacement,
and implicit for velocity. For instance, the first model-based integration algorithm, which
was developed by Chang [27], is semi-explicit, whereas the well-known CR algorithm [28]
is dual-explicit. Dual-explicit algorithms are clearly more suitable for SSTT, particularly
when the experimental substructure is velocity-dependent. In this study, a family of dual-
explicit model-based integration algorithms [29], called GCR algorithms, is adopted. The
formulation and characteristics of GCR algorithms are briefly summarized as follows.

Chen and Ricles [28] proposed the first dual-explicit model-based integration algo-
rithm using the discrete control theory. The difference equations of the CR algorithm for
the MDOF system are expressed as:

.
Xi+1 =

.
Xi + Δtα1

..
Xi, Xi+1 = Xi + Δt

.
Xi + Δt2α2

..
Xi (3)
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where α1 and α2 are model-based integration parameter matrices, and are formulated as:

α1 = α2 = 4
(

4M + 2ΔtC + Δt2K
)−1

M (4)

The CR algorithm has been demonstrated to be unconditionally stable for both linear
elastic and nonlinear softening systems. In addition, the second-order accurate CR algo-
rithm has no numerical damping. To obtain a family of model-based integration algorithms
with more general and versatile numerical features, Fu et al. [29] recently developed GCR
algorithms, which stands for generalized CR algorithms. The difference equations of the
GCR algorithm are inherited from the CR algorithm, and the integration parameter matri-
ces are updated by introducing two additional coefficients, κ1 and κ2, which are shown in
Equation (5):

α1 =
(

M + κ1ΔtC + κ2Δt2K
)−1

M, α2 = (1/2 + κ1)α1 (5)

It was found that GCR algorithms with κ1 and κ2 possess numerical properties
identical to the classical Newmark algorithms with γ and β. The mapping relation is
[κ1, κ2] = [γ, β]. The CR algorithm is a special type of GCR algorithm, with κ1 = 1/2,
κ2 = 1/4; its counterpart includes Newmark algorithms with γ = 1/2, β = 1/4, which is
the well-known constant average acceleration (CAA) algorithm. The members of the sub-
family of GCR algorithms with κ1 = 1/2 have no numerical damping and are second-order
accurate. GCR algorithms with 2κ2 ≥ κ1 ≥ 1/2 are unconditionally stable for linear elastic
systems. GCR algorithms with κ1 > 1/2, κ2 ≥ (κ1 + 1/2)2/4 have numerical damping.
The period elongation (PE) and equivalent damping ratios are two widely used indices
of evaluating the accuracy of the integration algorithm [30]. The two accuracy indices
of five GCR algorithms, i.e., [κ1, κ2] = [1/2, 1/4], [1/2, 1/2], [1/2, 1], [1, 1/2], [1, 1], are
depicted in Figure 1. The abscissa in Figure 1 is Ω = ωΔt, where ω is the circular frequency.
Figure 1 shows that for a certain κ1, the PE increases with the increase in κ2. GCR algo-
rithms with [κ1, κ2] = [1, 1/2] have PE close to that of [1/2, 1/4] (CR algorithm) and are
minimum. Regarding the equivalent damping ratio, GCR algorithms with κ1 = 1/2 are
zero, whereas GCR algorithms with κ1 = 1 are positive. Overall, the original CR algorithm
has excellent accuracy and can be used as a reference for other GCR algorithms.

Figure 1. Numerical properties of GCR algorithms. (a) Period elongation; (b) equivalent damping ratio.

Figure 2 provides a general flowchart for solving the EOM for MDOF systems using
GCR algorithms. The first step is to select appropriate integration coefficients κ1 and κ2
and the time step Δt. Then, the structural model matrices M, K, and C, and the external
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force F are calculated. The model-based integration parameter matrices α1 and α2 are then
obtained using Equation (5). Then, the initial conditions are calculated as follows:

..
X0 = (M)−1

(
F0 − C

.
X0 − KX0

)
(6)

where
.
X0, X0, and

..
X0 are the initial velocity, displacement, and acceleration, respectively.

Figure 2. General flowchart of solving EOM for MDOF systems using GCR algorithms.

Then, the difference equations of the GCR algorithms, i.e., Equation (3), are adopted
to predict the velocity

.
Xi+1 and displacement Xi+1 at the next time step. The displacement

Xi+1 can be used to determine the restoring force Ri+1, which is called state determination.
If the structural system is linear elastic, the restoring force Ri+1 can be directly calculated as
KXi+1; otherwise, it can be obtained using the FE method, e.g., the FE modeling in Section 3.
The final step is to calculate the acceleration by rewriting the EOM, i.e., Equation (1):

..
Xi+1 = (M)−1

(
Fi+1 − C

.
Xi+1 − Ri+1

)
(7)

3. Finite Element Modeling of Frame Structure

In this study, stiffness-based beam-column elements with fiber sections along with
P-Δ effects are adopted to simulate the frame structure. The stiffness-based beam-column
elements are used to acquire the first-order restoring force, and the P-Δ effects are consid-
ered to obtain the second-order restoring force. The following content summarizes the
basic principles and procedures.

3.1. Stiffness-Based Beam-Column Element with Fiber Sections
3.1.1. Initialization

The model-based integration parameter matrices, i.e., α1 and α2, should be prede-
termined before using model-based integration algorithms. As shown in Equation (5),
model-based integration parameter matrices are functions of model matrices of structure,
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i.e., M, C, and K, and two controlling coefficients κ1 and κ2. Therefore, the first step is to
find an appropriate combination of κ1 and κ2 based on the numerical properties of the GCR
algorithms. Then, the model matrices of the structures should be determined. Among the
three model matrices of structure, the Rayleigh damping assumption is widely adopted for
establishing the damping matrix C:

C = amM + akK =
2ξωiωj

ωi + ωj
M +

2ξ

ωi + ωj
K (8)

where am and ak are the combination coefficients of M and K, respectively; ξ is the damping
ratio of structure; ωi and ωj are the ith and jth circular frequencies, respectively, which can
be obtained by conducting modal analysis of the structure. Therefore, determination of the
three model matrices is reduced to two matrices: M and K.

The formulation of the mass matrix can be classified into two types: lumped mass and
consistent mass. The detailed construction process can be found in [31].

As a stiffness-based beam-column element with fiber sections is used, the initial
stiffness matrix K of the structure should be sequentially established from different levels.
There are four levels from bottom to top: fiber, section, element, and structure. Regarding
the section with fibers, the stiffness matrix ks(x) is:

ks(x) =

⎡
⎣ ∑

Nf
j=1 Ej Aj −∑

Nf
j=1 Ej Ajyj

−∑
Nf
j=1 Ej Ajyj ∑

Nf
j=1 Ej Ajyj

2

⎤
⎦ (9)

where Ej, Aj, and yj are the elastic modulus, area, and centroid coordinate of the jth fiber,
as shown in Figure 3; Nf represents the total number of fibers for a section.

Figure 3. Fiber section.

Then, the element stiffness matrix in the local coordinate system can be calculated as:

ke =
∫ Le

0
Bd(x)Tks(x)Bd(x)dx (10)

where Le is the element length; Bd(x) is the differential of the displacement interpolation
function with the expression of:

Bd(x) =

[
− 1

Le
0 0 1

Le
0 0

0 12x
Le3 − 6

Le2
6x
Le2 − 4

Le
0 6

Le2 − 12x
Le3

6x
Le2 − 2

Le

]
(11)

It is impractical to integrate Equation (10) directly, so the Gauss–Legendre integration
method is typically used to indirectly solve Equation (10). In this study, the Gauss–Legendre
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integration method with five integration points is used; then, Equation (10) can be rewritten
as:

ke =
5

∑
k=1

Bd(xk)
Tks(xk)Bd(xk)ωkLe (12)

where xk and ωk are the coordinate and weight at the kth integration point. The coordinates
and weights of five integration points are listed in Table 1.

Table 1. Coordinates and weights of five integration points of the Gauss–Legendre integration
method.

k 1 2 3 4 5

xk 0.046910 Le 0.230765 Le 0.500000 Le 0.769234 Le 0.953090 Le
ωk 0.118463 0.239314 0.284444 0.239314 0.118463

As the initial stiffness is elastic, direct use of the element stiffness matrix of the elastic
beam-column element without fiber sections is also applicable and simpler (Equation (13)).
The fiber section is adopted to formulate the element stiffness in order to make it consistent
with the state determination in Section 3.1.2. It should be noted that the element stiffness
matrix shown in Equation (13) is a symmetric matrix:

ke =

⎡
⎢⎢⎢⎢⎢⎢⎣

EA/Le 0 0 −EA/Le 0 0
0 12EI/Le

3 6EI/Le
2 0 −12EI/Le

3 6EI/Le
2

0 6EI/Le
2 4EI/Le 0 −6EI/Le

2 2EI/Le
−EA/Le 0 0 EA/Le 0 0

0 −12EI/Le
3 −6EI/Le

2 0 12EI/Le
3 −6EI/Le

2

0 6EI/Le
2 2EI/Le 0 −6EI/Le

2 4EI/Le

⎤
⎥⎥⎥⎥⎥⎥⎦

(13)

where E is the elastic modulus of the material; A and I are the area and inertia moment of
the cross-section, respectively. It should be noted that only flexural deformation (without
shear deformation) is considered in Equation (13).

Then, the element stiffness matrix ke in the global coordinate system can be trans-
formed from the element stiffness matrix ke in the local coordinate system:

ke = TT
e keTe (14)

where Te is the coordinate transformation matrix. After calculating ke for all elements,
the initial stiffness K of the structure can finally be assembled by mapping the degrees of
freedom (DOFs).

3.1.2. State Determination

State determination for using the stiffness-based beam-column element with fiber
sections includes the following steps:

1. Structure level: Predict the displacement Xi+1 at the (i + 1) time step using the GCR
algorithms and obtain the incremental displacement ΔXi+1 = Xi+1 − Xi.

2. Element level: Calculate the incremental element displacement Δde,i+1 in the global
coordinate system by mapping the DOFs and transform it into the incremental element

displacement Δ
¯
de,i+1 = TeΔde,i+1 in the local coordinate system.

3. Section level: The incremental section deformation ΔνS,i(xk) at the integration points

can be obtained as ΔνS,i+1(xk) = Bd(xk)Δ
¯
de,i+1 = [Δε(xk), Δφ(xk)]

T , where Δε(xk)
and Δφ(xk) are the incremental axial strain and curvature, respectively.

4. Fiber level: The incremental strain of the jth fiber is Δε j,i+1 = −Δε(xk) + Δφ(xk)yj.
Then, the linear or nonlinear constitutive relationships of the material can be applied
to obtain the stress σj,i+1 of the jth fiber.
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5. Section level: The section internal force Si+1(xk) at the integration points can be

assembled as Si+1(xk) = [Ni+1(xk), Mi+1(xk)]
T =

[
∑

Nf
j=1 σj,i+1 Aj, ∑

Nf
j=1 σj,i+1 Ajyj

]T
.

6. Element level: The element force
¯
f e,i+1 in the local coordinate system can be integrated

by the section forces at the integration points as
¯
f e,i+1 = ∑5

k=1 Bd(xk)
TSi+1(xk)ωkLe.

Then, the element force fe,i+1 = TT
e
¯
f e,i+1 in the global coordinate system can be

obtained.
7. Structure level: The element forces of all elements can be assembled as the first-order

restoring force Ri+1.

3.2. P-Δ Effects

In this study, the P-Δ effects are taken into account with the lean-on column, which
is subjected to the gravity of each floor. The lean-on column is simulated by several bar
elements and connected to the moment-resisting frame by a rigid diaphragm at each floor.
The discretization of the cross-section, i.e., fiber section, is not used to simulate the bar
elements of the lean-on column, which is assumed to behave elastically. The second-order
restoring force is the product of the structural geometric stiffness Kg and the structural
displacement Xi+1. The structural geometric stiffness Kg is the assembly of the geometric
stiffness kg of the bar elements, which is expressed as:

kg =
P
Le

⎡
⎢⎢⎣

1 0 −1 0
0 1 0 −1
−1 0 1 0
0 −1 0 1

⎤
⎥⎥⎦ (15)

where P is the gravity subjected to the lean-on column. It should be noted that the geometric
stiffness is a symmetric matrix.

3.3. Time History Analysis of a Four-Story Frame Subjected to Earthquake

The primary structure is a four-story steel frame, as shown in Figure 4. The stiffness-
based beam-column elements with fiber sections are used to simulate the beams and
columns of the moment resisting frame, which is completely symmetric, and the bar
elements are adopted to model the lean-on column. There are 24 fibers for each section of
the beam-column elements. The elastic modulus and yield strength of the steel are 200 GPa
and 345 MPa, respectively. The elastic–perfectly plastic constitutive relationship is adopted
for steel. A consistent mass is used to build the mass matrix. The formulation of the initial
stiffness matrix follows the procedure in Section 3.1. Shear deformation is not considered
in the finite element model. According to the modal analysis, the first and second natural
periods of the frame are 1.02 and 0.32 s, respectively. The Rayleigh damping assumption
with a 2% damping ratio for the first and second order modes is applied to generate the
damping matrix.
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Figure 4. Four-story steel frame.

The structure is subjected to the unscaled 1940 El Centro NS ground motion. GCR
algorithms with κ1 = 1/2, κ2 = 1/4 and two time steps of 0.01 and 0.001 s are used to
conduct the time history analysis. The Newmark CAA algorithm with a time step of 0.001
s is taken for comparison. It should be noted that the GCR algorithms are explicit, whereas
the CAA is implicit, so the computing efficiency of the GCR algorithms far exceeds that of
the CAA algorithm with the same time step. If a larger time step is adopted, the efficiency
of the GCR algorithm can be further improved. Figure 5 compares the lateral displacements
of different stories using variant algorithm schemes.

Figure 5. Cont.
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Figure 5. Time history curves of lateral displacements. (a) First story; (b) second story; (c) third story; (d) fourth story.

Figure 5 shows that the numerical results of the GCR algorithms match well with
those of the CAA algorithm. Furthermore, two error indices are adopted to measure the
errors between the reference model (CAA) and computing models (GCR):

NEE =

∣∣∣∣∣∑
N
i=1 x2

RM,i − ∑N
i=1 x2

CM,i

∑N
i=1 x2

CM,i

∣∣∣∣∣ (16)

NRMSE =

√
∑N

i=1
(xRM,i−xCM,i)

2

N

max(xCM)− min(xCM)
(17)

where xRM and xCM are the structural responses of the reference model and computing
model, respectively; N is the sampling number. NEE and NRMSE are sensitive to the
amplitude and frequency errors, respectively. Table 2 provides the corresponding error
indices for Figure 5. It can be concluded from Table 2 that the differences between the
GCR algorithms and the CAA algorithm with the same time step of 0.001 s are extremely
small; even for the GCR algorithm with a larger time step of 0.01 s, the maximum NEE and
NRMSE are less than 4% and 1%, respectively, which are acceptable in engineering practice.
This indicates that GCR algorithms are viable for solving nonlinear dynamic problems
with superior computational efficiency and accuracy.

Table 2. Error indices of lateral displacements using different integration algorithms (unit: %).

Integration Algorithm Scheme Story NEE NRMSE

GCR (κ1 = 1/2, κ2 = 1/4), Δt = 0.001 s

1 1.09 × 10−2 2.75 × 10−3

2 1.49 × 10−2 3.26 × 10−3

3 1.66 × 10−2 3.73 × 10−3

4 1.62 × 10−2 3.95 × 10−3

GCR (κ1 = 1/2, κ2 = 1/4), Δt = 0.01 s

1 2.33 0.64
2 3.06 0.65
3 3.54 0.73
4 3.61 0.82

4. Analytical Models of Dampers

Four types of dampers, i.e., tuned mass dampers (TMDs), tuned liquid dampers
(TLDs), particle dampers (PDs), and particle-tuned mass dampers (PTMDs), are selected
to mitigate the seismic responses of the four-story steel frame. All four types of damper
are installed on the top story and can be regarded as secondary structures to the primary
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structure, so they are ideal experimental substructures for SSTT. The four structure–damper
systems are illustrated in Figure 6. The TMD can absorb the vibration energy at the tuned
frequency and, therefore, reduce the structural response of the primary structure. The TLD
is a tank containing liquid and can dissipate the vibration energy by liquid boundary layer
friction, free surface contamination, and wave breaking. Similarly, the PD is a container
equipped with particles that dissipate the energy by particle-to-particle and particle-to-
container wall collision and friction. The PTMD is a combination of a TMD and PD, so it
integrates the energy dissipation mechanisms of the two dampers.

Figure 6. Primary structure–secondary structure (damper) systems.

4.1. Tuned Mass Damper (TMD)

The tuned mass damper (TMD) can be idealized as an SDOF system with mass,
stiffness, and damping coefficients. To design a TMD, the mass ratio γM is the first
parameter that should be determined:

γM =
MTMD

Ms
(18)

where MTMD and Ms are the mass of the TMD and the primary structure, respectively.
According to Section 3, the total mass of the primary structure is 8 × 105 kg. Four TMDs
with various auxiliary mass ratios, i.e., 1%, 2%, 3%, and 4%, are adopted. The corresponding
mass of the TMD can easily be calculated using Equation (18).

According to the classical optimizing parameters for TMD proposed by Den Har-
tog [32], the optimized frequency ratio γF and the damping ratio ξTMD can be expressed as
the function of γM:

γF =
fTMD

fs
=

1
1 + γM

(19)

ξTMD =

√
3γM

8(1 + γM)
(20)

where fTMD and fs are the frequency of the TMD and the primary structure, respectively.
The first-order frequency of the primary structure ( f1 = 0.98 Hz) can be assigned to fs.
Other parameters of the TMD, such as stiffness KTMD = MTMD(2π fTMD)

2 and damping
coefficient CTMD = 2MTMDξTMD(2π fTMD), can be determined and are listed in Table 3.
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Table 3. Parameters of dampers with different mass ratios (mass unit: kg; stiffness unit: N/m; damping coefficient unit:
N.s/m).

Auxiliary
Mass Ratio

TMD TLD PD PTMD

1%
MTMD = 8 × 103

KTMD = 2.95 × 105

CTMD = 5.92 × 103

MTLD = 8 × 103

KTLD = 2.05 × 105 κ
CTLD = 8.11 × 104

ξTLD
√

κ

MPD = 8 × 103

KPD = 1.26 × 108

CPD = 4.02 × 106

MTMD = 1.6 × 103, MPD = 6.4 × 103

KTMD = 5.91 × 104, KPD = 1.01 × 108

CTMD = 1.18 × 103, CPD = 3.22 × 105

2%
MTMD = 1.6 × 104

KTMD = 5.79 × 105

CTMD = 1.65 × 104

MTLD = 1.6 × 104

KTLD = 4.11 × 105 κ
CTLD = 1.62 × 105

ξTLD
√

κ

MPD = 1.6 × 104

KPD = 2.53 × 108

CPD = 8.04 × 106

MTMD = 3.2 × 103, MPD = 1.28 × 104

KTMD = 1.16 × 105, KPD = 2.02 × 108

CTMD = 3.30 × 103, CPD = 6.43 × 105

3%
MTMD = 2.4 × 104

KTMD = 8.52 × 105

CTMD = 2.99 × 104

MTLD = 2.4 × 104

KTLD = 6.16 × 105 κ
CTLD = 2.43 × 105

ξTLD
√

κ

MPD = 2.4 × 104

KPD = 3.79 × 108

CPD = 1.21 × 106

MTMD = 4.8 × 103, MPD = 1.92 × 104

KTMD = 1.70 × 105, KPD = 3.03 × 108

CTMD = 5.98 × 103, CPD = 9.65 × 105

4%
MTMD = 3.2 × 104

KTMD = 1.11 × 106

CTMD = 4.54 × 104

MTLD = 3.2 × 104

KTLD = 8.21 × 105 κ
CTLD = 3.24 × 105

ξTLD
√

κ

MPD = 3.2 × 104

KPD = 5.05 × 108

CPD = 1.61 × 106

MTMD = 6.4 × 103, MPD = 2.56 × 103

KTMD = 2.23 × 105, KPD = 4.04 × 108

CTMD = 9.07 × 103, CPD = 1.29 × 106

4.2. Tuned Liquid Damper (TLD)

There are several existing analytical or numerical models for TLD. According to [33],
the TLD model developed by Yu et al. [34] has good predictions in both weak and strong
wave breaking and in a broad range of frequency ratios. Therefore, Yu et al.’s model is
adopted in this study.

Yu et al.’s model is an equivalent nonlinear-stiffness–damping (NSD) model of the
TLD. The structural parameters of the TLD model are summarized as follows.

1. Mass: Assume the mass MTLD of TLD equals the mass of liquid; that is, the mass
of the container is neglected. Water is typically used as the liquid, so MTLD can be
calculated as MTLD = Mw = ρwBLh, where ρw is the density of water; B and L are
the width and length (the excitation direction) of the rectangular tank, respectively; h
is the water depth.

2. Stiffness: The initial linear stiffness of TLD is Kw = MTLD(2π fw)
2, where fw is the

linear fundamental natural frequency for water and expressed as:

fw =

√
πg
L tanh

(
πh
L

)
2π

(21)

where g is the gravitational constant. According to Yu et al. [34], the nonlinear stiffness
KTLD of TLD can be determined by the stiffness hardening ratio of κ and Kw:

κ =
KTLD

Kw
=

(
fTLD

fw

)2
=

{
1.075Λ0.007, for Λ ≤ 0.03 weak wave breaking
2.52Λ0.25, for Λ > 0.03 strong wave breaking

(22)

KTLD = MTLDκ
πg
L

tanh
(

πh
L

)
(23)

where Λ = A/L is the non-dimensional displacement amplitude, and A is the
displacement amplitude of excitation.

178



Symmetry 2021, 13, 1739

3. Damping: The damping coefficient of the TLD can be obtained as CTLD =
2MTLDξTLD(2π fTLD), where the damping ratio ξTLD is also a function of Λ:

ξTLD = 0.5Λ0.35 (24)

CTLD = 2MTLDξTLD

√
κ

πg
L

tan h
(

πh
L

)
(25)

To design a TLD, the first parameter is also the mass ratio γM, which is the ratio of
MTLD to Ms. In the same manner as for the TMDs, four TLDs with various auxiliary mass
ratios, i.e., 1%, 2%, 3%, and 4%, are adopted. The tank length L is assigned as a constant:
1 m. To achieve the maximum effectiveness of the TLD, the nonlinear natural frequency
fTLD of the TLD should be equal to the natural frequency fs of the primary structure. Then,
the water depth h is determined as:

h =
L
π

tan h−1
(

4πL f 2
s

gκ

)
(26)

Based on the numerical results presented in Section 3, the displacement amplitude A
of the fourth story is 0.1149 m; the non-dimensional displacement amplitude Λ and the
corresponding stiffness hardening ratio κ can be calculated. By substituting the values of L,
κ, and fs into Equation (26), the water depth h is determined to be 0.3821 m. Therefore, the
mass for a certain TLD is a constant, whereas the stiffness and damping are displacement
amplitude-related variables and should be updated during time-history analysis. The
parameters of the four TLDs with different mass ratios are also listed in Table 3.

4.3. Particle Damper (PD)

The conventional computing model of the PD uses the discrete element method
(DEM), which is very time consuming and complicated. Based on correlational studies by
Papalou and Masri [35], Lu et al. [3] proposed a simplified analytical method for the PD.
The simplified model has been verified to have computational efficiency and a satisfactory
degree of accuracy in practical applications. Therefore, Lu et al.’s model is adopted in
this study.

The essence of the model is to transform multiple particles into an equivalent single
particle, as shown in Figure 7. The mass of the single particle equals the total mass of the
multiple particles, assuming that the collisions between the particles can be neglected; then,
the damping forces of the PD mainly originate from the collisions between the particles
and the container wall.

Figure 7. Equivalent single particle of multiple particles (adapted from [3]).

In Figure 7, the clearance d of the single particle is a critical parameter governing the
damping force and can be determined by the following equation:

(
1

ρPD
− 1

)
MPD

ρ
=

MPD
2ρ

+
π

4

(
6MPD

πρ

) 2
3
d (27)
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where MPD is the mass of the PD; ρ is the density of the particle material; ρPD is the packing
density of the multiple particles. Hales et al. [36] suggested that ρPD should not exceed
0.74; a value of 0.6 is assigned to ρPD.

The mass MPD of PD is the product of the mass ratio γM and the mass Ms of the
primary structure. Four mass ratios ranging from 1% to 4% are selected. The stiffness KPD

of the equivalent single PD is determined as KPD = MPD(2π fPD)
2. Masri and Ibrahim [37]

recommended that fPD ≥ 20 f1, so the frequency of PD is set as 20 f1 ≈ 20 Hz. The damping
coefficient CPD of the equivalent single PD can be written as CPD = 2MPDξPD(2π fPD),
where the damping ratio ξPD is related to the coefficient of restitution e [38]. In this study,
a steel particle with e = 0.5 is adopted; thus, ξPD is determined to be 0.2. The damping
force of the single PD can be expressed as:

fPD = CPD H
(

xr
PD,

.
xr

PD

)
+ KPDG(xr

PD) (28)

where xr
PD and

.
xr

PD are the relative displacement and velocity of the PD with respect to

the primary structure. H
(

xr
PD,

.
xr

PD

)
and G

(
xr

PD
)

are two nonlinear functions with the
expressions of:

H
(

xr
PD,

.
xr

PD

)
=

{ .
xr

PD, f or xr
PD ≤ −d/2 and xr

PD ≥ −d/2
0, f or − d/2 < xr

PD < d/2
(29)

G(xr
PD) =

⎧⎨
⎩

xr
PD + d/2, for xr

PD ≤ −d/2
0, for − d/2 < xr

PD < d/2
xr

PD − d/2, for xr
PD ≥ d/2

(30)

4.4. Particle-Tuned Mass Damper (PTMD)

The particle-tuned mass damper (PTMD) is the combination of TMD and PD. The
simplified analytical model proposed by Lu et al. [3] is also adopted. The PTMD can be
idealized as a 2DOF system, which includes an SDOF TMD connected to the primary
structure and an SDOF PD attached to the TMD. For the PTMD, the mass of the container
cannot be neglected because it constitutes the TMD. Therefore, the total auxiliary mass of
the PTMD is divided into two parts: PD and TMD. Lu et al. [3] investigated the influence of
the ratio of the particle mass (MPD) to the total auxiliary mass (MPTMD) on the structural
control effects of PTMD and found that the vibration attenuation of the PTMD can be
improved to a certain extent by increasing the mass proportion of the PD. Therefore, an 80%
mass ratio of MPD to MPTMD is used. Four PTMDs with varying auxiliary mass ratios from
1% to 4% are selected. The parameters of the TMD and PD are determined following the
procedures presented in Sections 4.1 and 4.3, respectively. The corresponding parameters
of PTMDs can be found in Table 3.

5. Modeling of Substructure Shake Table Testing of Frame Structure–Damper System

5.1. Procedure of Substructure Shake Table Testing of Frame Structure–Damper System

To carry out SSTT of the frame structure–damper system, the primary structure (frame)
and the secondary structure (damper) are assigned as the analytical and experimental
substructures, respectively. The analytical substructure is numerically simulated, and the
damper is mounted on and excited by the shake table [15,16]. A schematic diagram of
SSTT of the frame structure–damper system is illustrated in Figure 8.
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Figure 8. Schematic diagram of shake table testing of the frame structure–damper system.

Figure 9 shows a flowchart of SSTT of the frame structure–damper system using GCR
algorithms and the finite element method.

Figure 9. Flowchart of substructure shake table testing of the frame structure–damper system using
GCR algorithms and the finite element method.
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In Figures 8 and 9, it should be noted that the excitation signal of the shake table is
the total displacement at the interface instead of the relative displacement. Therefore, two
additional calculation steps are required:

xI
i+1 = T1Xi+1 (31)

uI
i+1 = xI

i+1 + xg,i+1 (32)

where xI
i+1 and uI

i+1 are the relative and total displacements at the interface, respectively;
xg,i+1 is the ground displacement; T1 is the matrix transforming the DOFs of the structure
to the interface DOF.

In addition, the EOM of the primary structure should be modified due to introduction
of the damper force (interface force):

M
..
Xi+1 + C

.
Xi+1 + Ri+1 = Fi+1 + T2 fD,i+1 (33)

where fD,i+1 is the damper force; T2 is the matrix converting the interface DOF to the DOFs
of the structure. This study aimed to conduct a series of virtual SSTTs, so the damper forces
of the four types of dampers are numerically simulated instead of experimentally measured
in a real SSTT. All numerical simulations were performed using MATLAB software and the
Simulink toolbox.

5.2. Numerical Results and Discussions

It can be seen from Figures 8 and 9 that the SSTT system is composed of four parts: the
experimental substructure (damper), the analytical substructure (frame), the integration
algorithm, and the shake table. Therefore, all four components influence the results of the
SSTT system. The four-story frame in Section 3.3 is taken as the analytical substructure and
remains unchanged. The four types of damper in Section 4 with different auxiliary mass
ratios are taken as the experimental substructures. Therefore, the effects of the auxiliary
mass ratio are investigated first. As discussed in Section 2, the integration parameters
κ1 and κ2 greatly influence the numerical properties of the GCR algorithms. Thus, the
effects of different sets of integration parameters are considered. Similarly, the time step
is a critical factor determining the accuracy of the integration algorithm, and thus, is also
studied. Finally, the time delay, which is a critical property of the shake table dynamics, is
also taken into account.

5.2.1. Effects of the Auxiliary Mass Ratio

GCR algorithms with κ1 = 1/2, κ2 = 1/4 and a time step of 0.001 s are adopted to
solve the virtual SSTT of the four-story steel frame (Section 3) with four types of damper
(Section 4). Figure 10 shows the lateral displacements at the fourth story for the steel frame,
in addition to four dampers with four auxiliary mass ratios. The seismic responses of
the uncontrolled structure without dampers are used for comparison. The corresponding
damper forces are provided in Figure 11. Two widely used reduction factors based on
the maximum and root-mean-square (RMS) structural responses are used to quantify the
reduction effects of dampers:

Rmax = 1 − max|xcontrolled|
max|xuncontrolled| (34)

RRMS = 1 − RMS(xcontrolled)

RMS(xuncontrolled)
(35)

where xcontrolled and xuncontrolled are the structural responses of the controlled structure with
dampers and the uncontrolled structure without dampers, respectively. The two reduction
effects of the different dampers with varying mass ratios are compared in Figure 12.
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Figure 10. Comparisons of lateral displacements with different auxiliary mass ratios. (a) TMD; (b) TLD; (c) PD; (d) PTMD.

Figure 11. Time–history curves of damper forces. (a) TMD; (b) TLD; (c) PD; (d) PTMD.
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Figure 12. Reduction factors with respect to auxiliary mass ratios for four types of dampers. (a) Rmax; (b) RRMS.

Figures 10 and 12 show that the TLD has the best performance in vibration control
among the four dampers. Both the reduction factors of the TLD linearly increase with
respect to the mass ratio. This result is consistent with the shake table results of structure–
damper systems, such as [3,16]. Most TMDs possess positive vibration reduction effects,
with the exception of RRMS of the TMD, with a mass ratio of 1%. The RRMS of the TMD
increases with the increase in mass ratio. According to [6], the mass ratio of the TMD
can only reach 0.1%–5% due to installation difficulties and economic costs. These mass
ratios are much smaller than the optimal mass ratio, so the limited tuned mass cannot
effectively reduce the structural vibrations. This explains the fair performance of the TMDs.
A PD with a mass ratio of 3% has a satisfactory performance in terms of both Rmax and
RRMS, whereas it does not provide a positive control effect for other mass ratios. The
mass ratio has negligible influence on the reduction effects of the PTMD. The Rmax of
the PTMDs is positive, whereas the RRMS is negative. Figure 11 shows that the damper
forces have a positive correlation with the mass ratios. In addition, the damper forces of
the PDs have a magnitude of 106 N, which is much larger than those of the counterpart
TLDs. This indicates that a larger damper force cannot ensure better control performance.
In sum, for the particular structure and ground motion in this study, these dampers are
not always effective at controlling the seismic responses of the four-story steel frame.
According to previous studies [3,6–10], the control performance of dampers is influenced
by many factors, such as the dynamic characteristics of the primary structure, the frequency
characteristics and intensities of the seismic inputs, and the damper parameters. Therefore,
the conclusions drawn from Figures 10–12 are specific and not generalizable.

5.2.2. Effects of the Integration Parameters of GCR Algorithms

As mentioned in Section 2, the integration parameters, i.e., κ1 and κ2, of the GCR
algorithms may greatly influence the numerical properties of the algorithms. Therefore,
the influences of the two integration coefficients on SSTT are investigated. GCR algorithms
with four sets of [κ1, κ2] = [1/2, 1/2], [1/2, 1], [1, 1/2], [1, 1] are selected, whereas GCR
algorithms with κ1 = 1/2, κ2 = 1/4 are used as the reference model. A time step of 0.001 s
is adopted for the integration algorithms. The structural responses of the steel frame
with four dampers with a mass ratio of 1% are considered. Figure 13 depicts the lateral
displacement at the fourth story using GCR algorithms with different sets of integration
coefficients. Table 4 further provides the error indices of the structural responses.
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Figure 13. Effects of the integration parameters on structural responses. (a) TMD; (b) TLD; (c) PD; (d) PTMD.

Table 4. Error indices of top lateral displacements with different integration parameters (unit: %).

Integration Parameters Damper NEE NRMSE

κ1 = 1/2, κ2 = 1/2

TMD 2.68 × 10−2 6.80 × 10−3

TLD 3.86 × 10−2 9.19 × 10−3

PD 1.48 1.77
PTMD 1.05 × 10−2 1.66 × 10−2

κ1 = 1/2, κ2 = 1

TMD 7.98 × 10−2 2.03 × 10−2

TLD 0.12 2.76 × 10−2

PD 2.49 1.31
PTMD 1.50 × 10−2 4.92 × 10−2

κ1 = 1, κ2 = 1/2

TMD 0.76 0.35
TLD 0.30 0.37
PD 1.26 0.83

PTMD 0.45 0.52

κ1 = 1, κ2 = 1

TMD 0.80 0.35
TLD 0.37 0.36
PD 0.43 0.81

PTMD 0.46 0.53

Figure 13 and Table 4 show that the error indices of the PDs are generally larger
than their counterpart TMDs, TLDs, and PTMDs, particularly when κ1 = 1/2, κ2 = 1/2
and κ1 = 1/2, κ2 = 1. In addition, the error indices of κ1 = 1 normally exceed those
of κ1 = 1/2 because there exists numerical damping for GCR algorithms with κ1 = 1,
as shown in Figure 1. However, all the error indices are relatively small (the maximum
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NEE and NRMSE are less than 3%). This can be explained as follows: the fundamental
frequency of the frame structure f1 is 0.98 Hz, thus the corresponding Ω = 2π f1Δt = 0.006.
As the value of Ω is small, the PE and equivalent damping ratio, as indicated in Figure 1,
of the integration algorithm is very small. For instance, when κ1 = 1, κ2 = 1, the PE
and equivalent damping ratios of the GCR algorithms are only 1.2 × 10−5 and 0.0015,
respectively. The relatively low error of the integration algorithm leads to small errors
in the SSTT results. Therefore, the influences of the integration parameters of the GCR
algorithms on SSTT of the frame structure with dampers can be neglected. It should be
noted, however, that if a larger time step and a stiffer structure with a larger frequency are
adopted, the influences of the integration parameters may be significant.

5.2.3. Effects of the Time Step

The time step is a crucial factor of the integration algorithms and SSTT. A larger
time step means saving more computing time while reducing accuracy. It is well known
that SSTT requires high computational efficiency for integration algorithms. If an integra-
tion algorithm maintains a relatively high accuracy for a larger time step, it is definitely
a promising choice for the application of SSTT. Therefore, we studied the influence of
the time steps on SSTT. GCR algorithms with κ1 = 1/2, κ2 = 1/4 and four time steps
(Δt = 0.002 s, 0.005 s, 0.01s, 0.02 s) are adopted. The results for GCR algorithms with
κ1 = 1/2, κ2 = 1/4 and a time step of Δt = 0.001 s are used for comparison. The lateral
displacements at the top story and the steel frame attached to the four types of dampers
with a mass ratio of 1% are provided in Figure 14. The corresponding error indices are
tabulated in Table 5.

Figure 14. Effects of the time step on structural responses. (a) TMD; (b) TLD; (c) PD; (d) PTMD.
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Table 5. Error indices of top lateral displacements with different time steps (unit: %).

Time Step Damper NEE NRMSE

Δt = 0.002 s

TMD 7.14 × 10−2 1.74 × 10−2

TLD 9.07 × 10−2 2.20 × 10−2

PD 0.50 1.48
PTMD 0.29 0.15

Δt = 0.005 s

TMD 0.55 0.13
TLD 0.70 0.17
PD 3.46 2.02

PTMD 0.81 0.67

Δt = 0.01 s

TMD 1.82 0.43
TLD 2.36 0.60
PD 9.16 2.07

PTMD 5.22 1.55

Δt = 0.02 s

TMD 4.89 1.25
TLD 3.68 1.09
PD 28.62 13.16

PTMD 10.10 2.10

Figure 14 and Table 5 indicate that with the increase in the time step, the error indices
for all damper cases increase. Regarding the TMDs and TLDs, even when the time step is
very large, i.e., Δt = 0.02 s, the error indices are less than 5%. However, for the PDs and
PTMDs, the error indices for Δt = 0.02 s are relatively large and almost reach 30%. The
TMD and PD cases have the smallest and largest errors, respectively. The error indices of
the PTMD cases are between those of the TMD cases and the PD cases, because the PTMD
is a combination of the TMD and PD. A possible reason for the large errors of the PD cases
is that the impulsive force induced by the PD has a negative impact on the integration
algorithms.

5.2.4. Effects of the Time Delay

The time delay induced by the dynamics of the shake table is a significant factor when
conducting SSTT. According to previous studies [39], the time delay can be regarded as
having a negative damping effect because it introduces additional energy into the SSTT
system. GCR algorithms with κ1 = 1/2, κ2 = 1/4 and a time step of Δt = 0.01 s are used to
solve the EOM. Four time delays (τ = 0.01 s, 0.02 s, 0.05s, 0.1 s) are considered. Figure 15
presents the lateral displacements of the controlled structure with a mass ratio of 1% for
different levels of time delay. The errors are calculated and listed in Table 6.

Figure 15 and Table 6 show that the time delay has a negative influence on the
structural responses. Essentially, the errors increase with the increase in time delay. For
τ = 0.01 s, 0.02 s, 0.05 s, the PD cases have the largest errors. The TMD case has relatively
large errors close to 20% when τ = 0.1 s. The errors of the TLD and PTMD cases are
less than 7% for all time delays. This means that the influence of the time delay on SSTT
of the frame structure with the TLD and PTMD is less significant. However, if the time
delay continues to increase, the negative impact will undoubtedly be enhanced and delay
compensation techniques [40–42] will be required to eliminate any adverse effects.
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Figure 15. Effects of the time delay on structural responses. (a) TMD; (b) TLD; (c) PD; (d) PTMD.

Table 6. Error indices of top lateral displacements with different time delays (unit: %).

Time Delay Dampers NEE NRMSE

τ = 0.01 s

TMD 0.28 0.51
TLD 5.55 × 10−2 0.26
PD 3.88 1.93

PTMD 1.70 0.65

τ = 0.02 s

TMD 0.94 1.04
TLD 0.23 0.51
PD 10.98 2.48

PTMD 0.32 0.40

τ = 0.05 s

TMD 5.08 2.71
TLD 1.51 1.25
PD 24.42 3.96

PTMD 1.83 0.62

τ = 0.1 s

TMD 19.68 6.26
TLD 5.32 2.41
PD 12.63 3.48

PTMD 6.62 2.00

6. Conclusions

In this study, a series of virtual SSTTs on frame–damper systems were conducted
using GCR algorithms and stiffness-based beam-column elements with fiber sections. Four
types of secondary structure-type dampers were adopted to attenuate the seismic vibration
of the primary structure. The effects of the mass ratio, integration parameters of the GCR
algorithms, the time step, and time delay on the SSTT results were studied. Some important
conclusions are summarized as follows:
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1. The GCR algorithms can provide accurate numerical results, even when the time
step is relatively large. Compared with the traditional implicit CAA algorithm, no
iteration is required for the GCR algorithms to determine the restoring force, which
can save a considerable amount of computational time.

2. For the specific structure and ground motion in this study, the TLD has the best
performance in structural control and its control effects are enhanced by increasing
the mass ratio, whereas for the other three types of damper, they are not always
effective at controlling the vibration induced by an earthquake. However, the above
conclusions are not generalizable and may not be correct for other structures with
different dynamic characteristics and ground motions exhibiting different energy
contents.

3. When the time step is 0.001 s, the GCR algorithms with four typical sets of integration
parameters can provide satisfactory SSTT results, because the PE and equivalent
damping ratio of the integration algorithm are very small. Therefore, the integration
parameters of the GCR algorithms have negligible effects on the SSTT results. It
should be noted, however, that if a larger time step and a stiffer structure with larger
frequency are adopted, the influences of the integration parameters may be significant.

4. The influences of the time step on the SSTT results are insignificant for the TMD and
TLD cases. However, for the PD cases, a large time step of 0.02 s may lead to relatively
large errors.

5. The time delay has a negative impact on the SSTT results. However, if the time delay
is within a certain level, any adverse effects can be ignored. If the time delay is very
large, delay compensation should be used to offset its negative influence.
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Abstract: AbstractMany structures in civil engineering are symmetrical. Crack detection is a critical
task in the monitoring and inspection of civil engineering structures. This study implements a
lightweight neural network based on the YOLOv4 algorithm to detect concrete surface cracks. In
the extraction of backbone and the design of neck and head, the symmetry concept is adopted. The
model modules are improved to reduce the depth and complexity of the overall network structure.
Meanwhile, the separable convolution is used to realize spatial convolution, and the SPP and
PANet modules are improved to reduce the model parameters. The convolutional layer and batch
normalization layer are merged to improve the model inference speed. In addition, using the focal
loss function for reference, the loss function of object detection network is improved to balance the
proportion of the cracks and the background samples. To comprehensively evaluate the performance
of the improved method, 10,000 images (256 × 256 pixels in size) of cracks on concrete surfaces are
collected to build the database. The improved YOLOv4 model achieves an mAP of 94.09% with
8.04 M and 0.64 GMacs. The results show that the improved model is satisfactory in mAP, and the
model size and calculation amount are greatly reduced. This performs better in terms of real-time
detection on concrete surface cracks.

Keywords: structural health monitoring; deep learning; crack detection; improved YOLOv4; con-
crete surface

1. Introduction

As one of the most common materials in civil engineering, concrete is widely used in
dams, buildings, tunnels, bridges, and other infrastructure. Owing to the influence of inter-
nal and external factors (such as temperature change, foundation deformation, shrinkage,
etc.), cracks often appear on concrete surfaces. As a common defect in civil engineering,
cracks not only affect the health of structures, but also lead to other problems [1]. Therefore,
crack detection is an essential part of structural health monitoring.

The traditional detection method relies on human vision, which has high cost but low
detection efficiency, and the detection results depend on subjective human judgment. To
solve these problems, researchers have proposed many methods of automatically detecting
concrete surface defects [2,3]. However, these methods usually have heavy workloads
and low precision, and thus adequately cannot meet the demand. With the continuous
development of computer vision technology, image processing technology (IPT) has been
widely used to detect defects on various structural surfaces [4–6]. Yeum et al. [7] used
IPT combined with sliding window technology to detect cracks, which clearly shows
the potential of IPT. Due to the existence of background noise, the differences between
the database, the limited number of features, and the diversity of application scenarios,
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traditional image processing methods may produce undesirable results. The adaptability
of the model is also limited [8]. IPTs are usually used to help inspectors detect defects, but
the final results are still obtained relying on manual judgment [9].

At present, with the improvement of computing capabilities and image acquisition
equipment, many machine learning algorithms (such as deep learning) are being used to
recognize objects with acceptable results [10–14]. Deep learning can automatically extract
high-level semantic information from original images, which provides a new method for
the automatic crack detection on concrete surfaces. The convolutional neural network
(CNN), which has a strong capacity to learn depth features directly from training data,
greatly improves the efficiency and accuracy of detecting concrete surface defects. In addi-
tion, it has been emphasized in image classification and object detection [15]. Researchers
have developed many methods based on deep learning to detect pavement cracks [16–18],
concrete cracks [19–22], concrete bug holes [23–25], and other defects [26–31]. CNN-based
crack detection methods generally have problems, such as excessive training parame-
ters and complex network structures. To overcome these problems, the object detection
algorithms are further explored.

There are two categories in object detection models: one-stage models and two-stage
models. The SSD [32] and YOLO series represent one-stage models. They regard object
detection as a regression problem. The Faster-RCNN [15], SPP-NET [12], etc. represent
two-stage models. In the two-stage model training process, the network for object regions
detection is trained after the region proposal network (RPN) is trained. Consequently, the
two-stage model has high precision but slow speed. For the purpose of completing the
whole detection process without using RPN and realizing the end-to-end object detection,
the initial anchors are used in the one-stage model to predict the category and locate the
object area. Correspondingly, the one-stage model has fast speed but low precision. The
accuracy and reasoning speed of object detection algorithms are the critical problems in
object detection. Balancing the efficiency and accuracy of the detection is a crucial technical
problem. YOLOv4 has good processing speed and performance, which just meets the
requirement. However, it is difficult to use in embedded devices, which cannot meet the
needs of accurate real-time detection.

In this study, we choose YOLOv4 [33] (a one-stage model) as the basic model, and
improvements are made to achieve accurate real-time crack detection on concrete surfaces.
We make the following major contributions. (1) The model framework is improved. The
SwishBlock bottleneck module is established and replaces the ResBlock_body as the main
framework of the YOLOv4 model. Meanwhile, the number of original YOLOv4 model
modules is changed, and the number of layers in the entire network is reduced, in order
to compress the YOLOv4 model. (2) The SPP structure and PANet module are improved.
With the aim of maintaining channel separation, the common convolution is replaced
by separable convolution, which reduces model parameters and further compresses the
network model. (3) Model reasoning speed is improved. In the SwishBlock bottleneck
module, the parameters in the batch normalization layer and the convolutional layer
are merged to improve the forward reasoning speed of the model. (4) The loss function
is improved. Using the focal loss function of the RetinaNet network for reference, a
modulation coefficient α is added to the cross-entropy loss function of the object detection
to balance the proportion of foreground and background data samples. (5) The trained
model is deployed to the Jetson Xavier NX embedded platform for testing to verify that it
meets the requirements for accurate real-time detection of concrete surface cracks, which
can provide support for the development of mobile monitoring systems.

2. Lightweight Model for Concrete Crack Detection

2.1. The Principles of YOLOv4

The backbone network CSPDarknet53 of YOLOv4 is the core of the algorithm and is
used to extract the target features. CSPNet can maintain accuracy and reduce computing
bottlenecks and memory costs while being simplified. Drawing from the experience of
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CSPNet, YOLOv4 adds CSP to each large residual block of Darknet53. It divides the feature
mapping of the base layer into two parts, and then merges them through a cross-stage
hierarchical structure to reduce the amount of calculations while ensuring accuracy. The
base layer of CSPDarknet53 uses the Mish function as the activation function, and the
feature extraction layer network uses the Leaky_relu function. Experiments have shown
that the above activation function setting makes the object detection more accurate. Unlike
the YOLOv3 algorithm, which uses FPN for upsampling, YOLOv4 draws on the idea
of information circulation in the PANet network. The semantic information of the layer
features is propagated to the low-level network by upsampling and is then fused with
the high-resolution information of the underlying features to improve the small target
detection effect. Next, the information transmission path from the bottom to the top is
increased, and the feature pyramid is enhanced through downsampling. Finally, the feature
maps of different layers are fused to make predictions. The specific network framework
is shown in Figure 1. The ResBlock_body is the residual block of CSPDarknet53, which
can extract the target features of the image and reduce the computational bottleneck and
memory cost, as shown in Figure 2.

Figure 1. YOLOv4 network architecture [33].
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Figure 2. ResBlock module structure.

2.2. Improvements to Model Framework

Three criteria need to be met during the construction of the neural network model [34].
First, the residual neural network is used to increase the depth of the network, and the
feature extraction is achieved by the deeper neural network. Second, the number of
feature layers extracted from each layer is changed to achieve more feature extraction
layers, get more features, and increase the width. Third, by increasing the resolution
of the input picture, the features of network learning and expression can be enriched,
which is conducive to improving the accuracy. The above criteria are followed in the
YOLOv4 model compression. The SwishBlock bottleneck module is established based
on the depthwise separable convolution and the construction concept of reverse residual
structure. The characteristics of the network are expanded from three aspects at the same
time, and the ResBlock_body is replaced as the overall design concept of the main YOLOv4
framework. Meanwhile, the SENet Channel Attention idea is used for reference into the
network structure, and different weights are assigned to the extracted feature maps to
extract more critical feature information without increasing the model calculation and
storage costs.

The actual architecture of the SwishBlock bottleneck module is an inverted residual
structure. In a residual structure, there are fewer feature map channels in the middle
and more feature map channels on both sides, while in reverse residual structure, there
are more feature map channels in the middle and fewer feature map channels on both
sides. When processing deep separable convolution, the method of first raising and then
reducing the dimension of the feature map greatly improves the feature extraction ability
of the network, and also speeds up the calculation. The Shortcut connection used in
the module ensures that the gradient will not be affected during the propagation of the
deep convolutional neural network, and the reverse residual structure has been shown
to improve the memory utilization efficiency. Before the 3 × 3 separable convolution
structure, the 1 × 1 convolution is used to increase the dimension to improve the feature
extraction of the image. At the same time, a channel attention mechanism structure is added
after the 3 × 3 network structure. First, the global pooling is performed, and the neural
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network is used to train the weight value of each channel to extract more important feature
information. Then, a large residual edge is added after a 1 × 1 convolution dimensionality
reduction to avoid the gradient disappearance of the network. The SwishBlock module
structure is shown in Figure 3.

Figure 3. SwishBlock module structure.

In this study, using the advantages of the basic SPP and PANet architecture in the
YOLOv4 module, the SwishBlock bottleneck is used to replace the ResBlock_body structure
in the main YOLOv4 framework. The neural network model is constructed using the
SwishBlock bottleneck structure. Meanwhile, the number of original YOLOv4 network
model modules is changed and the number of layers in the whole network is reduced, such
that the YOLOv4 network model can be compressed. The compressed network architecture
of the YOLOv4 network model is shown in Figure 4.

The improved YOLOv4 prediction network still predicts three feature maps with
different sizes to generate the location and target category of the detection box. Considering
the imbalance between the cracks and background pixels in the image, the input image
size of the model is 256 × 256, and the dimensions of the last three layers are 8 × 8, 16 × 16
and 32 × 32. Among them, the 8 × 8 feature map constructed by combining the two
downsamplings of the shallow network with the deep network is mainly used to detect
large objects, the once-upsampled 16 × 16 feature map spliced with the middle layer
feature map of the backbone network is mainly used to detect medium objects, and the
twice-upsampled 32 × 32 feature map spliced with the middle layer feature map of the
backbone network is mainly used to detect small targets. The feature fusion and multi-
scale detection method can make full use of different scales to extract different layers of
semantic information, enhance the feature expression ability of the network, and improve
the accuracy of object detection.
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Figure 4. Compressed network architecture of the YOLOv4 network model.

2.3. Improvements to SPP Structure and PANet Module

The SPP structure and PANet module in the YOLOv4 network model play a role
in enhancing the network feature extraction. By analyzing the structure of the SPP
and PANet modules, it is found that the network structure contains a large number
of 3 × 3 convolution layers and continuous quintic convolution structures that greatly
increase the calculation amount of the model.

Figure 5a shows the process of extracting image detail features by conventional
convolution, where M is the dimension of the input image, N is the number of channels
filtered by the convolution kernel, and the size of the convolution kernel is 3 × 3. The
dimension of the feature layer then extracted by the conventional convolution is N, and the
number of parameters of the conventional convolution is M × N × 3 × 3. The depthwise
separable convolution is composed of depth convolution and 1 × 1 point convolution, as
shown in Figure 5b,c. The depthwise separable convolution adopts the strategy of channel-
by-channel convolution, and the extracted feature map adopts the form of point-by-point
convolution to obtain a feature map with dimension N. The dimension of the input image
is M, and the size of the separable convolution kernel is 3 × 3. Therefore, the number
of parameters for the separable convolution operation is M × 3 × 3 + 1 × 1 × M × N.
Compared with the conventional convolution operation, the separable convolution is used
to extract the texture features of the image, and the number of parameters is reduced, as
shown in Equation (1).

M × 3 × 3 + 1 × 1 × M × N
M × N × 3 × 3

=
1
N

+
1
9

(1)
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Figure 5. Depthwise separable convolution versus ordinary convolution; (a) general convolution
filtering; (b) depthwise separable convolution; (c) point convolution operation.

The PANet module and the SPP structure contain continuous quintic convolution
and continuous cubic convolution to enhance the process of image feature extraction.
Equation (1) shows that the separable convolution operation greatly reduces the number
of parameters compared with the conventional convolution operation. In order to further
compress the network model, with the aim of maintaining channel separation, spatial
convolution is realized based on separable convolution. The ordinary convolution of the
SPP structure and PANet module is replaced in order to reduce the number of model
parameters and memory dependence, as shown in Figure 6.

Figure 6. Depthwise separable convolution replaces ordinary convolution.
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2.4. Model Inference Speed Improvements

The SwishBlock bottleneck module in the previous section uses the convolution layer
and Batch Normalization layer for forward operation. The batch normalization layer can
accelerate the network’s convergence and control its overfitting. Although it plays an active
role during training, the forward operation is added in the network forward reasoning,
which takes up more memory space and affects the processing speed. Therefore, in this
section, the parameters in the batch normalization layer of the SwishBlock bottleneck
module and the convolutional layer are merged to improve the forward reasoning speed
of the model. The original batch normalization layer is represented as follows:

μB ← 1
m

m

∑
i=1

xi (2)

σ2
B ← 1

m

m

∑
i=1

(xi − μB)
2 (3)

∧
xi ← xi − μB√

σ2
B + ε

(4)

yi ← γ
∧
xi + β (5)

where μB is the mean value of the dataset, and σ2
B is the variance of the dataset. x̂i is

the normalization of the dataset, and yi is the output result after translation and scaling
through the batch normalization layer. The convolution layer is calculated as shown in
Equation (6), and the output of the BN layer through the convolution layer is shown in
Equation (7). Equation (6) is substituted into Equation (7) and expanded to calculate the
new weight and bias term of the convolution layer, as shown in Equation (8). Thus, the
new weight and bias are shown in Equations (9) and (10), respectively. The new weight
and bias term are used to perform the convolution layer calculation of the SwishBlock
bottleneck module, and the result is the same as that of the original convolution layer plus
the batch normalization layer, while reducing the forward reasoning speed of the model.

out =
k

∑
i=1

wixi + b (6)

BN =
γ(out − μB)√

σ2
B + ε

+ β (7)

BN =

γ(
k
∑

i=1
wixi + b − μB)√

σ2
B + ε

+ β =

γ
k
∑

i=1
wixi + γ(b − μB)√

σ2
B + ε

+ β (8)

wnew =

γ
k
∑

i=1
wi√

σ2
B + ε

(9)

bnew =
γ(b − μB)√

σ2
B + ε

+ β (10)
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2.5. Improvements of Loss Function

The loss function of the YOLOv4 network during training consists of three parts:
boundary box regression loss Lciou, confidence loss Lcon f and classification loss Lclass, as
shown in Equation (11).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Lcon f = − S2

∑
i=0

B
∑

j=0
Iobj
i,j [C

j
i log(Cj

i ) + (1 − Cj
i ) log(1 − Cj

i )]

−λnoobj
S2

∑
i=0

B
∑

j=0
Inoobj
i,j [Cj

i log(Cj
i ) + (1 − Cj

i ) log(1 − Cj
i )]

Lclass = − S2

∑
i=0

Iobj
i,j ∑

c∈classes
[Pj

i log(Pj
i ) + (1 − Pj

i ) log(1 − Pj
i )]

Loss = Lciou + Lcon f + Lclass

(11)

where S2 and B are the feature map scale and a priori box, and λnoobj is the weight coefficient.

Iobj
i,j and Inoobj

i,j represent the target and no target at the j-th a priori box of the i-th grid,
respectively. c is the diagonal distance between the predicted box and the closure area
of the actual box. b, w, and h represent the center coordinates, width, and height of the
prediction box, while bgt, wgt, and hgt represent the center coordinates, width, and height

of the actual box, respectively. Cj
i and Cj

i represent the confidence of the prediction box and

the labeled box, and Pj
i and Pj

i represent the class probability of the prediction box and the
labeled box, respectively.

When the model is used to detect cracks, the size of the cracks themselves is small,
and the objects occupy a small proportion of the background. To balance the proportion
of the foreground and background data samples, a modulation coefficient α is added to
the cross-entropy loss function of object detection and classification using the focal loss
function of the RetinaNet network for reference, as shown in Equation (12).

Lclass = −
S2

∑
i=0

Iobj
i,j ∑

c∈classes
[Pj

i log(Pj
i ) + (1 − Pj

i )
α

log(1 − Pj
i )] (12)

3. Experiments

A program of experimental studies is shown in Figure 7.

Figure 7. A program of experimental studies.
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3.1. Image Database Creation

A smartphone is used for image acquisition. For the purpose of collecting images of
small cracks on a concrete surface, all images are taken with a distance of 0.1 m between
the smartphone and the concrete surface. Two-thousand original images with sizes of
3024 × 3024 pixels are extracted from the surfaces of concrete buildings. Each original
image can be cropped to generate 139 images with sizes of 256 × 256 pixels. However,
several cropped images do not include cracks. As a result, the images with cracks are
meticulously selected from the cropped image set. Finally, 10,000 images conforming to
the requirements are selected to create the database.

To assess the generalization ability of the improved model, the 10,000 images are
divided into five parts according to the fivefold cross-validation principle, of which 80% are
used to train and validate the model and the remaining 20% are used to test. More precisely,
8000 images are randomly selected from the 10,000 images, among which 7000 images are
used to generate a training set and 1000 images are used to create a validation set. The
remaining 2000 images not selected for training or validation are used to build a testing set.

3.2. Model Initialization

In the process of network training, in order to improve efficiency and better save comput-
ing resources and time, this paper adopts the training strategy of freezing certain layers. The
entire training process is divided into two stages. In the first stage, only the backbone network
structure is trained; in the second stage, the overall network structure is trained. In the training
process, the Cosine Annealing learning rate strategy is adopted, and the hyperparameters are
optimized according to the genetic algorithm. The initial parameter settings of the first stage
and the second stage are shown in Tables 1 and 2, respectively.

Table 1. Initial parameters of the first stage of the training process.

Parameter Value

Base_LR 10−3

Batch_Size 16

Train_Epoch 100

Weight_decay 5 × 10−4

Lr_scheduler_Max_iterations 5

Lr_scheduler_Minimum_lr 10−5

Table 2. Initial parameters of the second stage of the training process.

Parameter Value

Base_LR 10−4

Batch_Size 16

Train_Epoch 500

Weight_decay 5 × 10−4

Lr_scheduler_Max_iterations 5

Lr_scheduler_Minimum_lr 10−5

3.3. Evaluation Metrics of Accuracy

Crack detection based on deep learning is quantitatively measured by objective evalu-
ation metrics, which can measure many aspects of the quality of a restoration algorithm.
There are many objective evaluation metrics commonly used in object detection, such as
intersection over union (IoU), precision, recall and mean average precision (mAP). IOU is

202



Symmetry 2021, 13, 1716

the ratio of the intersection and union between the bounding box predicted by the model
and the real bounding box, which is also called the Jaccard index.

mAP is a common index used to evaluate the accuracy of algorithms in the field of
object detection. In this paper, the objective evaluation index mAP is used for calculation, as
shown in Equation (13), where AP is the average precision. Taking recall as the horizontal
axis and precision as the vertical axis, the P-R curve can be obtained, and the AP value
can then be calculated. Simply, this averages the precision values on the P-R curve. The
definition of AP is shown in Equation (14).

mAP =
1

|QR|
QR

∑
q=1

AP(q) (13)

AP =
∫ 1

0
p(r)dr (14)

The construction of the P-R curve is drawn by the precision and the recall. The
precision refers to the number of correct recognitions of all samples predicted to be positive.
The recall reflects the missed detection rate of the model. Precision and recall are defined
in Equations (15) and (16), respectively. True positive (TP) indicates that the detection
category is positive and predicted to be positive, while false positive (FP) indicates that the
detection category is negative and predicted to be negative. False negative (FN) indicates
that the detection category is positive and predicted to be negative, and P is the number of
positive samples in the testing set. The precision and recall are independent of each other.
High precision means that the false detection rate is low, which can lead to a high missed
detection rate.

In this paper, in addition to the mAP, the model size and computational complexity
FLOPs are used to evaluate the model compression algorithm. The model’s size is closely re-
lated to its parameters, which can be used to measure the simplification of the YOLOv4 model.
FLOPs reflect the calculation amount of the algorithm. The unit of FLOPs is GMacs, which is
short for Giga multiply–accumulation operations per second. It represents the floating-point
operations per second, which can reflect the algorithm’s calculation performance.

Precision =
TP

TP + FP
(15)

Recall =
TP

TP + FN
=

TP
P

(16)

4. Results and Discussion

The training process was implemented on a server with a high-performance GPU
(NVIDIA GeForce RTX 2080 Super), 64 GB DDR4 memory, and an Intel i9-10900K CPU.
The training process is based on the deep learning framework Pytorch 1.14.

4.1. Test Comparison Results of Sub-Modules of the Improved Algorithm

In order to fully verify the rationality of the various improvements to the YOLOv4
network model in this paper, a step-by-step verification experiment is performed. Ob-
jective evaluation indexes are used to qualitatively measure the quality and speed of the
restoration algorithm. The commonly used objective metrics for evaluating object detection
performance are mAP, parameters, and calculation amount (FLOPs).

First, the main framework of the model is improved, and the specific results are com-
pared as shown in Table 3. It can be seen that when only the main framework of the model
is improved, mAP is 96.43% of the original YOLOv4 model, and the amounts of the model
parameters and algorithm calculations are reduced by 83.89% and 97.12%, respectively.
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Table 3. Improved performance comparison of main model framework.

Method mAP (%) Parameters (M) FLOPs (GMacs)

YOLOv4 95.50 64.00 63.92

Improved backbone 92.09 10.31 1.84

Based on the depth separable convolution structure, the ordinary convolution of the
SPP structure and the PANet module is replaced by spatial convolution. Table 4 shows
the performance comparison of the improved main model framework, PANet and SPP
structure. It can be seen that after replacing the ordinary convolution of the SPP and PANet
structure with separable convolution, the parameters are reduced from 10.31 M to 8.22 M,
and the amount of calculations is reduced from 1.84 GMacs to 0.69 GMacs. The amount of
model parameters and calculations are both greatly reduced.

Table 4. Performance comparison of improved main model framework, PANet and SPP structure.

Method mAP (%) Parameters (M) FLOPs (GMacs)

YOLOv4 95.50 64.00 63.92

Improved backbone 92.09 10.31 1.84

Improved backbone + PANet + SPP structure 91.88 8.22 0.69

To improve the forward reasoning speed of the model, the parameters in the convolu-
tional layer and the batch normalization (BN) layer are merged. Frames per second (FPS)
is used to consider the effectiveness of the forward inference speed, and the processing
speed is compared with that of the original YOLOv4 network model. The specific index
FPS are shown in Table 5. It can be seen that compared with the original YOLOv4 network
model; the FPS processed by the improved network model is greatly improved. After the
parameters in the convolution layer and the BN layer are merged, the processing speed of
a 256 × 256 pixel image is increased from 101 FPS to 112 FPS.

Table 5. Performance comparison of merge convolution layer and BN layer.

Method
FPS

256 × 256

YOLOv4 31

Improved backbone + PANet+ SPP structure 101

Improved backbone + PANet + SPP structure +
Merging convolution layer and BN layer 112

To balance the proportion of the foreground and background data samples, the specific
mAP, model parameters and calculation amount of the improved loss function are shown
in Table 6. It can be seen that after adding the modulation factor to the loss function of the
model, the mAP of the algorithm in the test database increases from 91.89% to 94.09%.

Through a complete comparison between the original YOLOv4 model and the im-
proved YOLOv4 model, the tested mAP is shown in Figure 8. It can be seen that when
the self-made database is used for detection, the mAP of the original YOLOv4 model is
95.50%, the mAP of the improved model is 94.09% and the detection performance decreases
slightly. It can be concluded from Table 6 that the image detection performance mAP of the
improved Yolov4 model is 98.52% of that of the original model, and the model parameters
and calculation amount are reduced by 87.43% and 99.00%, respectively.
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Table 6. Comparison of performance of different algorithms using RSOD dataset for object detection.

Method mAP (%) Parameters (M) FLOPs (GMacs)

YOLOv4 95.50 64.00 63.92

Improved backbone 92.09 10.31 1.84

Improved backbone + PANet + SPP structure 91.88 8.22 0.69

Improved backbone + PANet + SPP structure + Merging
convolution layer and BN layer 91.89 8.04 0.64

Improved backbone + PANet + SPP structure + Merging
convolution layer and BN layer + loss function 94.09 8.04 0.64

Figure 8. mAP of the original YOLOv4 model and the improved model. (a) mAP of the original YOLOv4 model; (b) mAP
of the improved model.

In this study, the model modules are improved to reduce the depth and complexity
of the overall network structure. Meanwhile, the separable convolution is used to realize
spatial convolution, and the SPP and PANet modules are improved to reduce the model
parameters. The convolutional layer and batch normalization layer are merged to improve
the model inference speed. In addition, using the focal loss function for reference, the
loss function of object detection network is improved to balance the proportion of the
cracks and the background samples. The detection performance of the improved model is
satisfactory in mAP, and the model size and calculation amount are greatly reduced.

4.2. Comparative Results of Frontier Algorithm Tests

In this paper, the self-made database is used for training and testing, and the frontier
network models in the field of object detection are used for comparison. The comparison
results are shown in Table 7. It can be concluded that the improved model exhibits
almost no loss in mAP compared to the high-performance algorithms, but the model
size and calculation amount are greatly reduced. Through comparison with the faster
lightweight network models, it can be seen that the model sizes are close, but the calculation
amount FLOPs are reduced, and the detection performance mAP is higher than that of
the classic lightweight network models. To demonstrate the detection performance of the
improved model more intuitively, images shown in Figure 9 were randomly selected from
the database for testing.
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Table 7. Comparison of object detection performance of different algorithms.

Method Backbone mAP (%) Parameters (M) FLOPs (GMacs)

YOLOv4 CSPDarknet 95.50 64.00 63.92

YOLOv5m CSPDarknet 85.58 21.40 51.30

SSD VGG-16 89.64 26.29 127.50

CenterNet ResNet-50 92.35 32.67 35.79

YOLOv4-tiny CSPDarknet 72.22 5.90 4.31

MobileNet-SSD MobileNet-v1 84.28 8.85 12.40

Ours CSPDarknet 94.09 8.04 0.64

Figure 9. Detection results of the concrete surface cracks.

4.3. Experimental Results of Embedded Platform

To further verify the processing capability of the improved model in mobile devices,
the trained model is deployed to the Jetson Xavier NX embedded platform for verification.
The processor is small in size, low in power consumption, and strong in computing
performance. The performances of the YOLOv4 network model, the YOLOv4-tiny network
model and the improved model in this paper are compared in terms of the objective
evaluation indicators mAP and FPS respectively, as shown in Table 8. It can be concluded
that for the Jetson Xavier NX embedded platform, the input image is 256 × 256 pixels, and
the YOLOv4 network model can process 16 FPS due to its complex structure, which cannot
meet the needs of mobile devices for real-time crack detection. The YOLOv4-tiny network
model and the improved model in this paper can process 56 and 44 FPS, which can meet
the needs of real-time detection. However, the mAP of the YOLOv4-tiny network model is
72.22%, and the recognition rate is low. Compared with the YOLOv4-tiny network model,
the improved YOLOv4 network model has higher accuracy and faster processing speed,
which meets the requirements of accurate real-time object detection.

Table 8. Comparison of object detection performance of different algorithms.

Method mAP (%) FPS

YOLOv4 95.50 16

YOLOv4-tiny 72.22 56

Ours 94.09 44

5. Conclusions

A real-time concrete surface crack detection method based on the improved YOLOv4 is
proposed. The improved model for concrete crack detection adopts the symmetry concept
in the extraction of backbone and the design of neck and head. It is described in detail
in Section 2. A smartphone is used to collect 2000 raw 3024 × 3024 pixel images from
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the surfaces of concrete buildings. To reduce the computation of the training process, the
collected images are cropped to 256 × 256 pixels. Sets of 7000, 1000, and 2000 images
are used for training, validation, and testing, respectively. The improved YOLOv4 model
achieved an mAP of 94.09%, which is 98.52% of the original YOLOv4 model. The crack
detection performance decreased slightly, but the parameters and calculation amount of the
model are reduced by 87.43% and 99.00%, respectively. Compared with the results of the
high-performance network models in object detection (such as YOLOv4, YOLOv5m, SSD,
and CenterNet), it can be concluded that the improved model has almost no loss in mAP,
but the model size and calculation amount are greatly reduced. In addition, compared
with the detection results of the lightweight network models (such as YOLOv4-tiny and
MobileNet-SSD), the model sizes are close, but the calculation amount FLOPs are reduced,
and the detection performance mAP is higher. When the improved model was deployed to
the Jetson Xavier NX embedded platform for testing, it achieved an mAP of 94.06% with
44 FPS. The size, accuracy, and processing speed of the model can meet the requirements
of accurate real-time object detection, which can provide support for the development of
mobile monitoring system. As a result, it can achieve real-time automatic vision-based
crack detection on concrete surface without other equipment.

Although the improved YOLOv4 model shows good performance, there is still a long
way to go before it is suitable for engineering applications. First, in the implementation of
the improved method, there are many artificially adjusted hyperparameters derived from
the training and verification set. Many experiments need to be conducted to explore the
influence of these hyperparameters on the performance of the model. Second, a real-time
mobile crack detection system (including APPs and a website) should be developed to
monitor the concrete surface cracks for timely repair and protection. Lastly, we will collect
more types of defect images to expand the database, such that the proposed method has
greater accuracy and robustness.
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Abstract: Many high formwork systems are currently equipped with health monitoring systems,
and the analysis of the data obtained can determine whether high formwork is a hazard. There-
fore, the post-processing of monitoring data has become an issue of widespread concern. In this
paper, we discussed the fitting effect of the symmetrical high formwork monitoring data using the
autoregressive–moving-average (ARMA) model and the back propagation neural networks (BPNN)
combined model to process. In the actual project, the symmetry of the high formwork system allows
the analysis of local monitoring results to be well extended to the whole. For the establishment
of the ARMA model, the accurate judgment of the model order has a significant impact. In this
paper, back propagation neural networks (BPNN) are used to simulate the ARMA process. The order
of the ARMA model is estimated by determining the optimal neural network structure, which is
suitable for linear or nonlinear sequences. We validated this approach from the ARMA model data
simulated in Monte Carlo and compared it with the Akaike information criterion (AIC) and Bayesian
information criterion (BIC). The length of the sequence, the coefficients and the order of the ARMA
model are considered as factors that influence the judgment effect. Under different conditions, the
BPNN always shows an accuracy rate of more than 90%, while the BIC only has a higher accuracy
rate when the model order is low and the judgment efficiency of the AIC is below 50%. Finally, the
proposed method successfully modeled the stress sequence and obtained the stress change trend.
Compared with AIC and BIC, the efficiency of the processing time series is increased by about 50%
when an order is obtained by BPNN.

Keywords: structural health monitoring; high formwork; ARMA; BPNN; stress trend prediction

1. Introduction

The safety management of the high formwork is one of the important tasks of con-
struction safety management, and the majority of failures occur due to inadequate site
supervision and poor design [1]. Undoubtedly, the real-time monitoring of near-miss
accidents provides an insight into possible accidents and can significantly improve safety
performance by appropriate action being taken before potentially impending accidents
occur [2]. In view of this, many high formwork systems have installed health monitoring
systems of different sizes around the world, and these have accumulated a large amount
of data over a long period of time [3,4]. Therefore, how to process this huge monitoring
data accurately and timely has become the key process of the high formwork condition
assessment and performance prediction [5].

Structural damage will lead to changes in the physical properties of the structure,
and these changes are often reflected in the monitoring sequence [6,7]. In the previous
evaluation of structural safety performance, most of its data were related to time [8–12].
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The methods of dealing with stress sequences from health monitoring include the time
e-frequency analysis method, modal analysis method, analytic hierarchy process, genetic
algorithm, neural network analysis method, time series analysis method, and reliability
theory analysis method [13–15]. Among them, the autoregressive–moving-average (ARMA)
is a method widely used to model time series [16]. Two steps of the ARMA model that
have an important impact on the establishment process are order estimation and coefficient
estimation [17]. Coefficient estimation is based on an accurate estimate of the order.
The most widely used methods of order estimation are the Akaike information criterion
(AIC) [18] and the Bayesian information criterion (BIC) [19]. AIC and BIC are based on
the concept of entropy and provide criteria for weighing the complexity of the estimation
model against the goodness of the fitted data. In recent years, with the popularity of
deep learning, ARMA models and artificial neural network associations have been used to
analyze time series [20–24]. These studies prove that the combination of the two is effective
for time series analysis [25]. However, in previous literature, the simulation performance
of neural networks lacks comprehensive research on different models.

As widely used time series models, ARMA and BPNN are used less in structural
monitoring. This paper applies these two methods to the template system for the first
time. In previous studies, we have successfully applied neural networks to the safety
assessment of long-span bridges and achieved good results [26]. The timeliness of the
structure monitoring sequence is more obvious than the safety assessment of long-span
bridges, so we model this using the ARMA model and the BPNN model [27]. Compared
with the previous literature, we have improved the network structure of BPNN to a better
mathematical model. The paper has mainly improved three aspects: (a) Designed and
improved the BPNN structure according to the characteristics of the monitoring system;
(b) Improved the judgment criteria of the ARMA model order and the model fitting effect;
(c) Considering the influence of bias in BPNN modeling, the recognition of discrete data
is enhanced.

In this paper, we use neural networks and ARMA to model and analyze the high
formwork monitoring sequences with the goal of data-driven modeling. We use back
propagation neural network (BPNN) [28] structures for the identification of the order of the
ARMA model. The order estimation of the model uses the mean square error (MSE) of the
neural network as the basis for the judgment of the order [29]. For neural network structures
with low MSE, the structure of the input layer corresponds to the order of the ARMA model.
Through the Monte Carlo simulation, a series of model simulation data is obtained. We
used the defined neural network model to make a comprehensive comparative analysis of
the sequences of different coefficients, sequence lengths, and orders.

This paper is organized as follows. The theoretical basis of the two methods is
described in Section 2. In Section 3, the setting of neural network parameters is introduced
and verified by the Monte Carlo method. In Sections 4 and 5, the methods proposed in this
paper are compared with the typical existing methods, and the effect of using the actual
observation data is also analyzed. Finally, the conclusions are provided in Section 6.

2. Methodology

2.1. ARMA (p, q) Model

The autoregressive–moving-average is an important simulation method of stationary
time series. Before discussing the order judgment of the time series, we need to analyze the
structure of the ARMA model. {Xt} is an ARMA (p, q) process if {Xt} is stationary and if
for every t,

Xt − φ1Xt−1 − · · · − φpXt−p = Zt + θ1Zt−1 + · · ·+ θqZt−q (1)

where {Zt} ∼ WN(0, σ2) and the polynomials (1 − φ1z − · · · − φpzp) and
(1 − θ1z − · · · − θpzp) have no common factors [17]. The p of the left-hand side of
Equation (1) represents the order of the autoregressive (AR) process. Similarly, the q
of the right-hand side is the order of the moving-average (MA) process. When they are
equal, the ARMA model has mathematical symmetry.
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For a mathematical model, it is an important requirement for the effectiveness to be
able to fully represent information of the sequence, which is also true for the ARMA model.
In Equation (1), Zt is actually a sequence of white noise. Its characteristic is that the value
of Zt does not affect the trend of Xt. At the same time, when the parameters of Equation (1)
and Xt are known, the value of Zt can also be determined within a certain range. The
characteristics of Zt provide a basis for us to determine the order of the ARMA model
through the neural network.

2.2. Back Propagation Neural Networks (BPNN)

BPNN discover intricate structures in large datasets by using the backpropagation
algorithm to indicate how a machine should change its internal parameters [30]. The
ARMA model in this paper is a linear time-invariant system, which can be effectively
simulated by using BPNN. BPNN is a multi-layer feedforward neural network trained
according to the error back propagation algorithm. The complete neural network structure
is composed of a large number of neurons. A typical BPNN consists of three layers: input
layer, hidden layer, and output layer. Generally, we use normalized data as the input
layer. Different from the input layer, the neurons in the hidden layer and the output layer
have computational functions and have similar definitions. For neurons in the hidden
layer and output layer, its iteration consists of two parts, namely forward propagation
and back propagation. The forward propagation of a single neuron consists of two steps.
First, calculate {z} through weight and bias, and then calculate {a} through an activation
function g(x), where {a} is the input layer of the next layer of neurons or output layer.
According to the calculation result of forwarding propagation, the weight and deviation are
updated through back propagation. The back propagation of the BPNN is calculated by the
gradient descent method. After many iterations, the neural network can fit the data with
less error. It is worth noting that the activation functions of the hidden layer and the output
layer can be different. Figure 1 shows single neuron calculation and BPNN structure.

Figure 1. Single neuron calculation and BPNN structure.

When using the BPNN to simulate the ARMA model, we expect this method to be
able to estimate the parameters of the ARMA model and obtain a method for determining
the order of the model. Hossain et al., 2020, studied artificial neural networks (ANN) to
determine the order of ARMA model, but this method did not consider the influence of
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bias in the process of formula derivation [20]. Therefore, we re-derive the relevant formula.
Equation (1) can be rewritten in the following form

Xt =
p

∑
i=1

φiXt−i +
q

∑
j=0

θjZt−j (θ0 = 1) (2)

where Xt is the time series, Zt is the noise sequence, φi and θj are coefficients of ARMA model.
Next, we compare the difference between the calculation method of BPNN and

Equation (2). Figure 1 shows the processing of the input data by a single neuron. According
to this, we can obtain the calculation process of the hidden layer neuron on the input data
as follows ⎡

⎢⎢⎢⎢⎢⎣

z1
z2
z3
...

zm

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

w11 w12 w13 · · · w1n
w21 w22 w23 · · · w2n
w31 w32 w33 · · · w3n

...
...

...
...

...
wm1 wm2 wm3 · · · wmn

⎤
⎥⎥⎥⎥⎥⎦·
⎡
⎢⎢⎢⎢⎢⎣

x1
x2
x3
...

xn

⎤
⎥⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎢⎣

b1
b2
b3
...

bn

⎤
⎥⎥⎥⎥⎥⎦ (3)

or
Z[1] = W [1]X + b[1]

Next, ⎡
⎢⎢⎢⎢⎢⎣

a1
a2
a3
...

am

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

g1(z1)
g1(z2)
g1(z3)

...
g1(zm)

⎤
⎥⎥⎥⎥⎥⎦ (4)

or
a[1] = g1(Z[1])

where X is a column vector composed of input data, W [1] is a column vector composed of
WT

i , b[1] sis a column vector composed of bias, g is the activation function used, and a[1] is
a column vector composed of activation value. The output of the proposed BPNN can be
written as follows

[z1] =
[

w11 w12 w13 · · · w1m
]·
⎡
⎢⎢⎢⎢⎢⎣

a1
a2
a3
...

am

⎤
⎥⎥⎥⎥⎥⎦+ [b1] (5)

or
Z[2] = W [2]a[1] + b[2]

Next,
ŷ = a[2] = g2(Z[2]) (6)

where the meaning of each letter is similar to before. In this process, if we do not consider
the bias and the activation function of the hidden layer, and at the same time set the
activation function of the output layer to the linear activation function, we will obtain the
following results

ŷ = W [2]W [1]X (7)

Equation (7) is consistent with the conclusion derived by Hossain et al., 2020 [20].
Although the method described in Equation (7) can easily obtain the coefficient

estimates of the ARMA model, it does not consider the influence of the bias and the
nonlinear activation function on the neural network process. The existence of bias is of
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great significance to the operation of neural networks. It can improve the accuracy of
neural network classification and reduce the noise in the evaluation process [31]. When we
add bias, although the effect of neural network iteration can be improved, the coefficient
estimates cannot be obtained as easily as Equation (7). This is because of the influence
of the deviation column vector, the coefficient calculation of the ARMA model in the
calculation of the BPNN can no longer be simply obtained through the weight matrix. Our
other improvement to Equation (7) is the addition of a nonlinear activation function. This
is not only because the nonlinear activation function can better exert the computational
performance of the neural network but also the coefficient estimation of the ARMA model
itself is a nonlinear process. In the symmetric formwork system, BPNN can overcome the
shortcomings of insufficient randomness of ARMA order estimation. It is worth noting
that the coefficient of the model can be better estimated by the least square method when
we can accurately determine the order of the model [32,33].

3. Model Establishment

3.1. Simulation Settings

This section introduces the simulation methods separately from the simulation of
data and the design of the artificial neural network. The paper mainly uses MATLAB
2017a to establish an analytical model, and the relevant calculations are also completed in
the software.

In the real world, most systems can be modeled by ARMA (5, 5), so in this paper, we
set the maximum value of AR and MA order to 5 (AR (1–5) and MA (0–5), the numbers
represent the range of values for the corresponding order) [34]. All the simulated datasets
in this paper are generated by Monte Carlo simulation. We constructed a time series
(Xt) based on the random simulated noise series (Zt) and the coefficients of the ARMA
model. The expectation of the noise sequence is 0 and the variance is 1. The coefficients of
the model were generated by a random method and met the conditions of causality and
invertibility. The initial value of the time series was determined by the noise series.

For the neural network, we used Equation (8) to calculate the number of neurons in
the hidden layer, and its value was a dynamic integer. The maximum number of epochs
to train was 100, the performance goal was set to 10−7, and the training was terminated
when the MSE did not drop for 10 consecutive iterations. The neural network parameters
were updated using Adam optimizer, and its learning rate was set to 0.01, which was
chosen empirically [35]. Although the ARMA model is a linear time-invariant system,
the linear unit (ReLU) activation function of hidden neurons cannot handle occasional
discrete data well. Thus, we used a nonlinear activation function (Sigmoid) as the activation
function [36–38].

M = integer(sqrt(m + 1) + 15) (8)

Based on the above conditions, we built 30 neural networks (combination of AR (1–5)
and MA (0–5)) to analyze time series. For different neural networks, we converted the time
series into corresponding datasets, 80% of the processed data was used as the training set
and the rest as the validation set. We used the MSE of the validation set as the basis for
judging the order. Figures 2 and 3 show a system identification block diagram.
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Figure 2. System identification block diagram.

Figure 3. ARMA model-building method.

3.2. Pre-Simulation

According to the settings in Section 3.1, we verified the established model. We tested
whether the neural network is suitable for the simulation of the ARMA model to verify
the correctness of the derivation in Section 3.2. On the other hand, the proposed method is
used for order estimation, and special cases are discussed at the same time.

Figure 4 is the MSE loss value of the time series conforming to the ARMA (3, 2) model.
Figure 4a,b represent the time series by simulating the neural network of ARMA (3, 2) and
ARMA (1, 2) respectively. We use this example to illustrate the judgment theory of neural
networks. As shown in Figure 4a, when the time series passes the correct model, MSE has
been in a downward trend and, after a sufficient period of the epoch, MSE reaches the target
value (10−7). In Figure 4b, when the time series passes through the mismatched model,
we find that MSE reaches the optimal value (10−3) at 33 Epochs and does not drop again
for ten consecutive times. The reason for this phenomenon is that, for the correct neural
network model, the model can approach an analytical solution after sufficient iterations.
For the wrong neural network models, the value of MSE will often not drop after reaching
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the critical point, and the correct model can obtain a satisfactory MSE. This is also the basis
for us to judge the order of the ARMA model through MSE.

(a) (b) 

Figure 4. Training neural network of ARMA (3, 2): (a) ARMA (3, 2), (b) ARMA (1, 2).

Next, the problem we needed to solve was how to determine the order of the ARMA
model through the BPNN. From Figures 1 and 4, we can see that when determining the
best input layer of the BPNN, the p and q of the input layer corresponded to the best order
of the ARMA model. Therefore, we expected that the neural network’s MSE loss function
should be the smallest for the correct model order. Finally, the time series obtained MSE
through 30 possible neural network structures.

Figure 5 shows the MSE calculation results of two different time series. It can be seen
from Figure 5a that, as the order increases, the MSE presents an obvious downward trend,
in which the red circle marks the true model orders. When the critical point is reached,
the MSE will not change significantly with the increase of the order because high-level
neural network models can reflect low-level changes. In the calculation, we found that
the calculation result of MSE has the special case shown in Figure 5b. Figure 5b simulates
a special case of the ARMA (2, 1) calculation. The three points represented by the red
circle in Figure 5 may all be the value of the order, and the MSE is relatively small at these
three points. Therefore, in addition to comparing MSE, we also introduce the gradient
to determine the order of the model when there are multiple critical points. When the
descending gradient of the critical point is the largest and the MSE is small, the point is
considered to be the best value for this set of critical points. From Figure 5, we find that
the asymmetric ARMA structure is more prone to result judgment difficulties because the
descending gradient of its MSE is gentler near the correct values.

(a) (b) 

Figure 5. MSE of BPNN: (a) ARMA (2, 2), (b) ARMA (2, 1).
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4. Performance on Simulated Data

4.1. Different Coefficients

In the process of simulating data conforming to the ARMA model, the coefficients
are restricted by many conditions. According to the definition of the ARMA model,
the coefficients need to meet the requirements of causality and invertibility. In [17], the
judgments of causality and invertibility are given by Equations (9) and (10).

Causality is equivalent to the condition

φ(z) = 1 − φ1z − · · · − φpzp �= 0 for all |z| ≤ 1 (9)

Invertibility is equivalent to the condition

θ(z) = 1 + θ1z + · · ·+ θqzq �= 0 for all |z| ≤ 1 (10)

where φ(·) and θ(·) are the pth and qth-degree polynomials. The complex z is used here
since the zeros of a polynomial of degree p > 1 or q > 1 may be either real or complex.
The region is defined by the set of complex z such that |z| = 1 is referred to as the unit
circle. From Equations (9) and (10), the conditions of causality and invertibility are satisfied
when the roots of φ(z) = 0 and θ(z) = 0 are outside the unit circle. In the calculation, we
found that it is also necessary to consider whether the selected coefficients can effectively
reflect the characteristics of the model in addition to causality and invertibility. In order to
improve the sensitivity of the model, we set the minimum absolute value of the coefficient
to 0.1. This avoids the fact that the coefficients are too small to make the polynomial
difficult to identify.

In this section, we have simulated three ARMA models, each of which used 25 sets
of different coefficients to simulate time series. Since the symmetrical ARMA model was
less prone to result judgment difficulties, we used the asymmetrical ARMA model here.
The three models were ARMA (1, 2), ARMA (2, 3), and ARMA (4, 2). Table 1 is the model
coefficients we obtained through the random method, and Figure 6 is the verification of
causality and invertibility.

In Figure 6, the roots of φ(z) = 0 and θ(z) = 0 for each model are shown in a different
color. All roots are outside the unit circle, which shows that the coefficients meet the
requirements of causality and invertibility. For the coefficients in Table 1, we simulated
30 different realizations of the system’s response with time series lengths of 400. From
these overdetermined ARMA model orders, the goal was to determine the correct ARMA
model order using BPNN and compare its results with AIC and BIC. Another purpose
was to study whether the effects of different order determination methods under random
parameters were consistent. Model identification using the AIC and BIC was performed
using functions in MATLAB R2017a.

Figure 7 is a stacked area diagram of the order estimation results. Figure 7 shows that
the order estimation accuracy of BPNN is above 90%, AIC is below 10%, and the results
of BIC are unstable. Comparing Figure 7a,b, the judgment results of BPNN and AIC are
relatively stable, while the judgment efficiency of BIC criteria is significantly reduced and
affected by the change of coefficients. For Figure 7c, the judgment effect of the BIC is
basically the same as that of the AIC, and there is no obvious change in the BPNN. For
the same model, the correct rate of BPNN is the highest, and the AIC is the lowest. The
BIC is somewhere in between, but it is more sensitive to changes in model coefficients. For
different ARMA models, the order estimation results of BPNN under different coefficients
are relatively stable and accurate. In addition, the accuracy of the BIC is significantly
reduced when the ARMA order is higher. For example, in ARMA (4, 2), its judgment effect
is almost the same as that of the AIC. The influence of the change of order on different
judgment criteria is analyzed in detail in Section 4.3. On the whole, the judgment result of
BPNN has obvious advantages.
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Table 1. ARMA coefficient.

(a) ARMA (1, 2)

Number φ1 θ1 θ2

1 0.68598 0.52501 0.30802
2 0.64442 0.31632 0.25568
3 0.6858 0.52559 0.43188
4 0.69234 0.16724 0.36293
5 0.64172 0.40218 0.26578
6 0.69125 0.10683 0.69129
7 0.67355 0.13828 0.39175
8 0.58189 0.44822 0.29035
9 0.65346 0.5068 0.37852
10 0.65751 0.46853 0.31898
11 0.57612 0.55828 0.1989
12 0.5549 0.5677 0.36828
13 0.57328 0.16801 0.40967
14 0.62506 0.11917 0.45852
15 0.64303 0.12413 0.6465
16 0.66412 0.18832 0.58978
17 0.52794 0.59022 0.20596
18 0.65484 0.54687 0.44928
19 0.50026 0.14956 0.65269
20 0.57071 0.65167 0.23093
21 0.51364 0.23927 0.27787
22 0.58889 0.18203 0.58252
23 0.5552 0.19295 0.54223
24 0.66197 0.22495 0.50503
25 0.69481 0.31173 0.66661

(b) ARMA (2, 3)

Number φ1 φ2 θ1 θ2 θ3

1 0.56187 0.11088 0.31731 0.10306 0.44403
2 0.29368 0.22157 0.17051 0.27467 0.32838
3 0.19265 0.66323 0.48151 0.26584 0.21114
4 0.28469 0.26203 0.227 0.20943 0.46187
5 0.12039 0.54207 0.12816 0.50777 0.13457
6 0.50685 0.18235 0.11274 0.22457 0.43534
7 0.25565 0.66183 0.12575 0.16069 0.66979
8 0.24022 0.26447 0.26283 0.27753 0.25457
9 0.30066 0.25647 0.25259 0.10025 0.44024
10 0.23385 0.27877 0.29301 0.36222 0.33182
11 0.52257 0.24083 0.26788 0.29762 0.27343
12 0.37619 0.15621 0.30297 0.13064 0.25225
13 0.29519 0.36147 0.11577 0.21734 0.46065
14 0.41579 0.42125 0.18491 0.10473 0.568
15 0.25602 0.57018 0.13555 0.14648 0.5147
16 0.37881 0.45223 0.18419 0.21338 0.48166
17 0.33787 0.31189 0.20047 0.27474 0.24118
18 0.40362 0.45338 0.2618 0.2151 0.3823
19 0.15286 0.38683 0.51148 0.15672 0.16223
20 0.39763 0.16128 0.14097 0.29433 0.26854
21 0.32716 0.51292 0.1052 0.14028 0.63252
22 0.22749 0.28874 0.16985 0.16377 0.46749
23 0.41344 0.43832 0.42688 0.23569 0.27483
24 0.26962 0.64428 0.50579 0.25514 0.10056
25 0.62415 0.11642 0.21241 0.23787 0.27413
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Table 1. Cont.

(c) ARMA (4, 2)

Number φ1 φ2 φ3 φ4 θ1 θ2

1 0.1173 0.14669 0.11194 0.28898 0.26858 0.27696
2 0.10356 0.38866 0.27642 0.22115 0.34628 0.58485
3 0.19003 0.10435 0.16407 0.19478 0.35867 0.35484
4 0.19558 0.17231 0.18333 0.40822 0.52755 0.18906
5 0.19987 0.1165 0.12641 0.47265 0.52957 0.18639
6 0.16881 0.14111 0.4436 0.1778 0.26526 0.59525
7 0.1385 0.1794 0.1131 0.42791 0.35514 0.29305
8 0.12084 0.26884 0.13637 0.38152 0.37562 0.20007
9 0.14009 0.1314 0.14363 0.50568 0.35714 0.21889
10 0.11697 0.17643 0.19267 0.19714 0.57655 0.28871
11 0.32149 0.14979 0.13027 0.35725 0.19231 0.45819
12 0.11596 0.1146 0.29422 0.22075 0.6898 0.30744
13 0.19825 0.2323 0.111 0.12595 0.107 0.58112
14 0.15196 0.10187 0.22066 0.45185 0.23608 0.36163
15 0.27141 0.1968 0.15257 0.28422 0.57048 0.39562
16 0.11062 0.22939 0.37438 0.25847 0.68981 0.19552
17 0.14397 0.10805 0.39279 0.15033 0.1266 0.458
18 0.19712 0.20237 0.28527 0.12375 0.23074 0.68393
19 0.18443 0.1625 0.10434 0.32789 0.33492 0.2104
20 0.4223 0.19247 0.11811 0.21622 0.22415 0.35038
21 0.11076 0.26585 0.42486 0.11908 0.16995 0.58259
22 0.15044 0.19221 0.14957 0.19805 0.38759 0.4243
23 0.11706 0.13743 0.14761 0.14352 0.10387 0.51243
24 0.17383 0.1815 0.17688 0.30087 0.55079 0.35127
25 0.23135 0.23691 0.10951 0.37275 0.13111 0.42879

Figure 6. The verification of causality and invertibility.
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(a) (b) (c) 

Figure 7. Comparison of the correct number of estimation methods for each order under different coefficients: (a) ARMA (1,
2), (b) ARMA (2, 3), (c) ARMA (4, 2).

4.2. Different Length

In Section 4.1, we discussed the effect of each judgment criterion under different
coefficients. Next, we study the effect of the length of the time series on the accuracy. We
selected a set of representative coefficients from the three models in Section 4.1, where
ARMA (1, 2) selected the 13th group, ARMA (2, 3) selected the 21st group, and ARMA
(4, 2) selected the 9th group. Then, we simulated 100 different responses with time series
lengths of 200, 400, 600, 800, and 1000. The expressions of the three models are shown in
Equation (11).

ARMA(1, 2) : Xt = Zt + 0.5733Xt−1 + 0.1680Zt−1 + 0.4097Zt−2

ARMA(2, 3) : Xt = Zt + 0.3272Xt−1 + 0.5129Xt−2 + 0.1052Zt−1 + 0.1403Zt−2 + 0.6325Zt−3

ARMA(4, 2) : Xt = Zt + 0.1401Xt−1 + 0.1314Xt−2 + 0.1436Xt−3 + 0.5057Xt−4 + 0.3571Zt−1 + 0.2189Zt−2

(11)

The model order estimation results are presented in Figure 8. From Figure 8, we can
find that the BPNN can provide accurate order estimates for each length of the signal in
models of different orders and the accuracy rate is above 90%. The accuracy of AIC and
BIC has a certain upward trend with the increase of sequence length, while the estimated
result of BIC can reach 90% under certain models. In Figure 8a,b, the judgment effect of the
BIC and the BPNN is basically the same in the case of a long sequence. From Figure 8c,
we can clearly find that the judgment result of the BPNN is much more accurate than the
AIC and the BIC under the high-order model. In Figure 8c, the accuracy of AIC and BIC is
below 40%. Similar to Section 4.2, the BIC performs better under low-order models than
high-order models. In addition, we find that the accuracy of the AIC is low, but the effect is
relatively stable under different models.

(a) (b) (c) 

Figure 8. Comparison of the correct number of estimation methods for each order under different sequence length:
(a) ARMA (1, 2), (b) ARMA (2, 3), (c) ARMA (4, 2).
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4.3. Different Order

In this section, we fixed the maximum AR and MA orders at 5 (AR (1–5) and MA
(0–5)). We performed 100 Monte Carlo simulations on these 30 models and used the AIC,
BIC, and BPNN to estimate the order. In Section 4.1, we found that the coefficient affects
the estimate of the order. In order to make the results more representative, we randomized
the coefficients of each model and met the conditions of causality and invertibility. In
Section 4.2, we already knew that the length of the time series would affect the estimation
of the order, so we set the length of the series to 1000 for better performance of all the
methods. The setting of coefficient randomization can better study the effect of BPNN order
estimation under different models. The length of the time series can make the accuracy of
the AIC and the BIC higher, so as to better compare with the estimation results of the BPNN.

Figure 9 shows the order estimation results of different models. In Figure 9, the
accuracy of BPNN is generally above 90%. The accuracy of the BIC is above 70% when
the order is small, but it does not work well under higher-order models. Although the
accuracy of the AIC is below 30%, the result is relatively stable. Combined with the
present conditions, the order estimation of BPNN can have a prominent performance under
random coefficient and different model orders. Another point worth noting is that when
the order of the model is higher, only the BPNN can obtain satisfactory estimation results.
From this example, it can be found that BPNN still has an excellent estimation effect, even
though the ARMA model has mathematical symmetry.

Figure 9. Comparison of the correct number of estimation methods for each order under different
orders.

Hossain et al., 2020, simulated physiological systems through ARMA and BPNN. As
with their findings, the BPNN always shows an accuracy rate of more than 90% under
different conditions. However, we found that AIC and BIC accuracy were low in our study,
which may be due to a different coefficient selection. This may be because we did not have
too much human intervention in the choice of coefficients.
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5. Application

5.1. High Formwork Safety Monitoring System

The high formwork safety monitoring system is a solution for real-time automatic
safety monitoring of many major safety risk points during the pouring construction process
of the tall formwork support system. The system uses wireless automatic networking,
high-frequency continuous sampling, real-time data analysis and on-site sound and light
alarms. There are four main components of the high formwork safety monitoring system:
collector, analyzer, cloud platform, and client. The collector is responsible for sampling and
uploading sensor data; the analyzer networks the collector, transfers the data, alerts, and
uploads the data to the cloud platform; the cloud platform is responsible for data storage,
display, early warning, data analysis, and other functions on the server; the client mainly
implements the remote configuration of the data display and monitoring system on the
cloud platform. The structure monitored in this paper has obvious symmetry, and the
arrangement of the measuring points is also symmetrical and orderly. The composition of
the high formwork safety monitoring system is shown in the Figure 10. Figure 11 shows
the 3D model of the high formwork and the installation scheme of the instrument. Table 2
lists the instrument-related parameters.

Figure 10. The composition of the high formwork safety monitoring system.
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(a) 

(b) (c) 

Figure 11. Monitoring arrangement of the high formwork system: (a) the 3D model of the high
formwork; (b) the installation of the collector; (c) the installation of the analyzer.

Table 2. The instrument-related parameters.

Wireless Receiver Wireless Inclinometer Wireless Load Meter Wireless Displacement Meter

Version WH-GNSS WH-WTS WH-WLS WH-WDS
Communication interface 10 M, RS232 NBTOT NB-IOT/LORA NBTOT

Power consumption <20 uA <60 uA <60 uA <60 uA

Positioning accuracy Plane: ±3 mm
Elevation: ±5 mm ±0.01◦ 0.05 0.2%F·S

Operating temperature −30~70 ◦C −40~85 ◦C −20~65 ◦C −20~65 ◦C
Producer HUAHEIOT HUAHEIOT HUAHEIOT HUAHEIOT
Country China China China China

5.2. Application in Stress Sequence

In the past, the ARMA model was often used to remove the noise of the time series
to obtain the trend of the series [39–41]. These documents select a number of different
ARMA models to process the time series and obtain the optimal solution by comparing
the results. Selecting a model through the results often takes more time when the amount
of data is large, and an accurate estimation of the order can reduce the workload and
facilitate the batch processing of data. In this subsection, we demonstrate that the proposed
model order selection method based on BPNN can be used to analyze stress sequences.
The time series we analyzed comes from a part of the stress change of the high formwork
system. According to the loading status of the system, the stress change of the high
formwork can be divided into the loading phase and load stabilization phase. For the
stress time series in the use phase, the ARMA model generally satisfies the requirements
of the series causality. If the time series contains data in the loading phase, then we often
need to perform nonlinear processing (differential) on the data to meet the requirements
of causality. The accurate processing of monitoring data results is an indispensable part
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of the high formwork safety monitoring system. Based on the initial data collected by the
high formwork safety monitoring system in the actual project, this paper discusses the
specific application of the proposed method in the post-processing of monitoring data.
In the following, we use two examples to verify the effect of the order selection method
proposed earlier.

Example 1. This example considers a time series that meets the requirements of causality, and
the data is obtained from engineering field measurements. The data includes stress changes at
37 positions, and the sequence used in this example is one of the data. Since the increase in the
length of the sequence has no adverse effects, we intercepted the sequence with a length of 5000,
which is the stress change at the steady stage of the load. We use AIC, BIC, and BPNN to estimate
the best order of the model. As before, regarding the setting of the BPNN, we use 80% of the data
as the training set and the rest as the test set. The parameter settings are also the same as before.
Finally, the ARMA parameters were estimated using the least-squares method for the model order
estimated by the BPNN, the AIC and the BIC.

Figure 12a plots the original data and the sequence obtained by different processing
methods, and the residuals of the different methods are shown in Figure 12b. In order to
better describe the distribution of the data, we draw the envelope of the obtained sequence
and calculate the average width between the upper and lower envelopes. Compared with
the AIC and the BIC, the BPNN method reduces the average width of the envelope by
83.08% and 9.16%. It can be found that the BPNN and BIC have similar and accurate
judgments on sequence trends for the data in this example, while the AIC has a higher
degree of dispersion. In addition, there is no obvious difference in residuals of the three
judgment methods.

(a) (b) 

Figure 12. Simulation results of different methods: (a) Sequence trend (b) Residual sequence.
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Example 2. The data used in this example includes the loading phase and the load stabilization
phase, and the length of the sequence is 29,610. The setup of the neural network is the same as in
Example 1. The difference from Example 1 is that this time series does not meet the requirements of
causality, so we have performed different processing on it. The differentiated sequence meets the
requirements of causality. Similar to before, we estimated the order of the differenced sequence and
used the ARMA process for fitting. Finally, we restored the sequence [42].

Figure 13 shows the processing results of different judgment methods. The obvious
difference between Figure 12a and 13a is that the sequence of the former is stable, while
the latter has an obvious rising stage, which is why the latter needs to be processed by
difference. Compared with the AIC and the BIC, the BPNN method reduces the average
width of the envelope by 51.91% and 52.14%. Therefore, we find that the BPNN’s analysis
of data trends is more compact than the AIC and the BIC. This shows that the model
obtained by the BPNN for order estimation has a better effect on noise extraction.

 
(a) (b) 

Figure 13. Simulation results of different methods: (a) Sequence trend (b) Residual sequence.

6. Conclusions

This paper proposes a modeling method for the high formwork monitoring data. The
details of establishing the ARMA model and BPNN have been presented, and the algorithm
of model order estimation by BPNN is introduced. Through the method of Monte Carlo
simulation, we studied the accuracy of the three methods under different coefficients,
different sequence lengths, and different model orders. For the actual measured stress
series, we used three methods to estimate the model order and then used the least square
method to estimate the model coefficients. Finally, we applied the established model to the
symmetrical high formwork monitoring data. According to the simulation and application
results, the following conclusions can be made.
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• For each system, the accuracy rate of the proposed model order selection method is
above 90%, and both show better performance than the AIC or the BIC. At the same
time, the BIC criterion is better than the AIC when the model order is lower;

• In the Monte Carlo simulation, changing the model’s coefficients will affect the accu-
racy of the BIC judgment, the instability increases significantly in the higher-order
model. However, the order judgment method of BPNN still has an accuracy rate of
more than 90%;

• The mathematically symmetric ARMA model is more likely to make errors in the
BPNN method, so this type of model needs to be judged in conjunction with the MSE
descent gradient.

• The judgment efficiency of AIC and BIC will increase as the length of the time series
increases. The proposed BPNN order judgment method is not sensitive to the change
of sequence length and has a relatively high accuracy rate;

• For changes in the order of the model, both AIC and BIC are more sensitive. In
particular, the BIC cannot be judged correctly when the model order is high. The
BPNN still maintains a good judgment effect;

• For the measured data used in the paper that meets the requirements of causality,
the judgment effect of BPNN is not significantly different from that of the BIC, but
the AIC is obviously inferior. When the time series does not meet the causality
requirements, we will transform it into a stationary series. The analysis result shows
that the processing result of BPNN increased by about 50%;

• The stress sequence of the high formwork can be processed by the ARMA process
to obtain its change trend and noise sequence. This is feasible for obtaining effective
information on the stress sequence.

Due to the influence of computing resources, the model of all orders is not calculated
when considering sequence coefficients and sequence length. In addition, the model
established in this paper does not consider the impact of accidental factors. We will discuss
the effects of accidental factors on model-building in future studies, and further study the
methods of predicting periodic data.
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Abstract: The slippage of cable clamps during the long-term operation of suspension bridges is
a common and detrimental phenomenon. From an experimental point of view, the cable clamp
slippage of a suspension bridge was investigated to reveal the effect of this sliding on the force acting
on the full bridge. The forces acting on the bridge before and after the slippage were analyzed using
a finite element model. The calculation results showed that the cable clamp slippage directly affects
the cable forces of the hangers. The hanger cable force decreased by 19.2% when the slippage reached
10.2 cm, while the maximum increase in the cable force of adjacent hangers was 147.7 kN, an increase
of 7.25%. The variation of forces in the hanger cable disrupted the force balance of the main girder,
thereby producing a torque effect at the corresponding position in the girder, i.e., increased torque.
Meanwhile, the slippage affected the axial tension in the main cable and the main girder. The impact
of the tower internal force was less than 1%. Hence, the study concluded that the effect of cable
clamp slippage is better understood, ensuring the safety of the suspension bridge.

Keywords: self-anchored suspension bridge; cable clamp; slippage; force analysis

1. Introduction

In suspension bridges, cable clamps are key nodes connecting the main cables and
hangers. With the progress and development of suspension bridges, cable clamps have
gradually evolved from eyebars and pin-type hinge structures to riding straddle and pin-
type structures. The choice is closely related to the type of hanger used: riding straddle
cable clamps are commonly used for wire rope hangers, whereas pin-type cable clamps are
used for parallel wire hangers. In the U.S. and Japan, preference is given to riding straddle
cable clamps, whereas pin-type cable clamps are more common in China and Europe [1].
Figure 1 shows the different types of cable clips.

During the construction and operation, the cable clamp will no longer be firmly
anchored because of the loosening of the fastening bolts, the main cable has a thinner
section under long-term loading, and the linear expansion coefficient is inconsistent
under the influence of temperature. These factors are important inducements that
cause slippage of the suspension bridge cable clamps. Therefore, the cable clamp
slippage is a common phenomenon that is detrimental to suspension bridges. In the
inspection manual for suspension bridges developed by the Honshu–Shikoku Bridge
Construction Corporation, Japan, cable clamp slippage is listed as a key inspection
item [2]. In the United States, the cable inspection and strength assessment guidelines
provide detailed inspection requirements for hangers and cable clamps [3]. There are
strict regulations on cable clamp slippage in the Chinese Highway Bridge Technical
Condition Assessment Standard [4].

Symmetry 2021, 13, 1514. https://doi.org/10.3390/sym13081514 https://www.mdpi.com/journal/symmetry
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(a) (b) 

Figure 1. Different types of cable clips: (a) abridged general view of a riding straddle cable clip; (b) abridged general view
of a pin-type cable clamp.

Cable clamps with poor anti-sliding performance tend to slide along the main cable,
as shown in Figure 2, which directly causes a loss of stress in the entire structure and major
safety hazards in the structural system. Insufficient anti-skid performance of the cable
clamp will cause the cable clamp to slide down the main cable, which will lead to the
redistribution of the internal force of the principal force-bearing components such as the
main cable, hanger, and main beam. The internal force deviates from the design value
and the safety reserve of the structure is cut. In practice, engineering problems due to the
poor anti-sliding performance of cable clamps may force a project to be terminated or even
rebuilt. Hence, scholars have extensively studied the problem of cable clamp slippage.

Figure 2. Actual images of a cable clip after slipping.

In 2000, Ji et al. analyzed the additional force due to the hanger pull acting on the
screws in the hanger, with an objective to improve the cable clamp design of the Kurima
Bridge, Japan. The Liaison Bridge Corporation proposed the application of pin-type cable
clamps for the first time [5]. Since 2009, scholars have started paying attention to cable
clamp slippage in suspension bridges. Ren et al. analyzed the anti-skid friction coefficient
of a cable clamp and the main cable void ratio by conducting an anti-sliding test on the main
cable and cable clamp [6]. Huang et al. studied the variations in the lateral displacement
of the main cable and the lateral deflection angle of the cable clamp under the effect of
hanger tension in the main cable [7]. In 2013, Li et al. determined the upper limit of the
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transverse elastic modulus based on the macroscopic force of an ideally arranged main
cable [8]. In 2014, Ruan et al. studied and analyzed the spatial effect and stress distribution
characteristics of a cable clamp [9]. Ma et al. conducted jack push tests on the main cable of
a suspension bridge to analyze the friction coefficient of the cable clamp against sliding
and the internal and external void ratios of the cable clamp [10]. Zhuge et al. studied the
friction factor of a carbon fiber reinforced plastic (CFRP) cable–cable clamp interface [11].
Li et al. proposed the Tsai–Hill failure criterion for composite materials [12]. In 2015,
Zhou et al. calculated the anti-sliding friction coefficient and the internal and external
void ratios of a steel wire main cable clamp coated with a zinc–aluminum alloy [13]. In
2016, Sun et al. derived a simplified calculation formula to determine the increase in the
elevation of the main cable mid-span control point and the average increment in the hanger
cable force [14]. In 2018, Shen et al. analyzed the change laws of the ultimate anti-sliding
friction resistance of a cable clamp under the action of the cable force, and the contact
force between the main cable and the cable clamp surface [15,16]. In 2019, Ruan et al.
proposed a theoretical model considering transversely isotropic materials based on the
generalized Hooke’s law. Through anti-slipping performance tests, they determined
the actual ultimate sliding resistance and comprehensive friction coefficient of a cable
clamp [17]. In 2020, Miao et al. proposed a new slippage-based failure criterion based
on an analytical model [18] and briefly revised the original slippage resistance formula
using the Coulomb friction law.

In summary, most studies have been based on the interface performance of the main
cable and the cable clamp, focusing on the analysis of the effects of the clamping force of
the cable clamp and the friction coefficient on the anti-slipping performance. Studies on the
total force acting on suspension bridges are lacking. The integrity of the overall structure of
a full bridge following cable clamp slippage has rarely been studied. In practice, although
cable clamp slippage is minor, it is a key factor causing a change in the forces acting on the
entire bridge. Therefore, this study mainly analyzed the overall force acting on suspension
bridges following cable clamp slippage.

In this paper, the influence of pin-type cable clamp slippage on a self-anchored sus-
pension bridge is reported. Considering the geometric nonlinear influence of the bridge,
a finite element simulation was conducted. First, we selected a large-span self-anchored
bridge as an example to describe the geometry of self-anchored suspension bridges and the
magnitude of the cable clamp slippage in detail. Subsequently, a method for simulating the
cable clamp slippage was proposed and verified through examples. Additionally, the total
force acting on the suspension bridge before and after cable clamp slippage was analyzed,
and recommendations for operation and maintenance was provided.

2. Background

A self-anchored suspension bridge with double towers and double cable planes (see
Figure 3) was selected as the research object. The main span, side span, auxiliary span,
cable sag ratio, and sag-span ratio of this bridge are 248 m, 108 m, 46 m, 49.6 m, and 1/5,
respectively. The main tower is a double-tower portal structure system with a height of
80.5 m; the main cable is a parallel steel wire; the hanger is a parallel steel wire strand; and
the stiffening girder is a steel–concrete composite girder system.

The construction of this self-anchored suspension bridge was initiated in 2011. A
recent structural inspection revealed that the cable clamp close to the main tower has caused
severe cable clamp slippage, as shown in Figure 4. Hence, this bridge was thoroughly
checked for cable clamp slippage.
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Figure 3. Overview of a self-anchored suspension bridge (m): (a) standard cross section at the hanger; (b) standard cross
section without sling; (c) standard cross section of the main tower; (d) photo of a self-anchored suspension bridge.

Figure 4. Image and schematic of a cable clamp after slipping.
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As showed in Figure 4, the sliding direction of the cable clamp is along the radial
direction of the main cable. After inspection, the radial sliding distance of all cable clamps
was measured in detail, and the number of each sliding cable clamp and the amount
of slippage was recorded. In the establishment of the finite element model, adjusting
the position of the cable clamp simulates the actual bridge stress condition. In order to
emphasize the influence of the change in the position of the cable clamp on the whole bridge,
the cable clamp with the largest slip amount is mainly simulated during the simulation.

During the inspection of the suspension bridge, it was found that the cable clamp
that belonged to the third hanger in the mid-span direction of the W1 main tower was the
most serious. A detailed inspection of the remaining cable clamps revealed that a total
of 20 cable clamps in the whole bridge had slipped. Among them, there were 11 sliding
positions of the west cable clamp, and 9 sliding positions of the east cable clamp. Figure 5
shows the downward positions of the cable clamps.

Figure 5. Positions of the cable clamps after slipping.

The measurements showed that five cable clamps slipped beyond 5 cm, and the
maximum slippage was found to be 10.2 cm. Table 1 summarizes the slippage of the cable
clip.

Table 1. Slippage of the cable clip.

Sample 1 2 3 4 5 6 7 8 9 10

Slippage (cm) 10.2 5.1 2.3 5.4 3.3 5.7 3.2 2.2 1.7 1.3
Sample 11 12 13 14 15 16 17 18 19 20

Slippage (cm) 2.4 2.6 2.1 1.8 1.2 3.3 2.4 6.7 3.1 2.5

Because of the slipping of several cable clamps, the variation in the structural force
acting on the full bridge is complicated. To eliminate the numerous interferences and
obtain the most representative situation, the slipping of a single cable clamp on one side
is employed for the simulation. We established a model for the slipping of this clamp. In
addition to considering the weight of the main cable, stiffening beams, main tower, and
hangers, it is necessary to consider auxiliary components, such as the bridge deck paving,
sidewalks, and guardrails, and convert them into constant loads for the simulation analysis.
The dead load distribution of the bridge deck paving asphalt, sidewalks, and guardrails
and other ancillary components is 132 kN/m.

233



Symmetry 2021, 13, 1514

3. Simulation of Cable Clamp Slippage

3.1. Finite Element Modelingsubsection

MIDAS Civil was used to establish a finite element model for the theoretical calcu-
lations. The bridge is first assembled from a free cables state to a finished bridge state
and then changed from a finished bridge state to a slip state. In a structural analysis, the
equilibrium equation of the force should be established based on the geometric position of
the structure after deformation, and the relationship between the force and the deformation
is nonlinear. Therefore, the model cannot be established directly from the slip state. When
building the model, the finished bridge state model must be established first, and then the
slip state should be established based on the finished bridge state. The models currently
employed can mainly be divided into nondamaged bridge completion stage models and
single-hanger slip whole bridge models for calculation and comparison. The main girder
and the main tower of the whole bridge model are simulated by beam elements, and the
main cables and hangers are mainly stimulated by cable elements. Table 2 lists the main
modeling material parameters.

Table 2. Specifications of the main components.

Structural Part Material
Modulus of Elasticity

(MPa)
Design Compressive

Strength (MPa)
Design Tensile
Strength (MPa)

Main cable Galvanized
high-strength steel wire 2 × 105 — 1670

Hanger Galvanized
high-strength steel wire 2 × 1015 — 1770

Concrete main girder
C50 concrete 3.45 × 104 22.4 1.83Tower column and

lower girder of bridge
tower

Bridge deck C55 concrete 3.55 × 104 24.4 1.89
Composite girder steel

girder Q370qE 2 × 105 22.4 335

To ensure that the force condition of the bridge is simulated correctly and is consistent
with reality, when the model is established, the boundary conditions are as follows: con-
solidate the bottom nodes of the main tower; rigidly connect the top of the main cable to
the main tower and then release the full fixation in the rest of the direction of the bridge
displacement; rigidly connect the bottom of the main cable to the main girder and constrain
all direction; elastic support simulation is adopted at each support of the main beam. The
entire bridge is divided into 4706 elements and 5409 nodes. Among them, the main cable
has 106 elements, and only 98 elements of the hanger are used as tensile members. Figure 6
shows the model diagram.

Figure 6. Integral finite element model of a bridge.
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3.2. Simulation Steps for Cable Clamp Slippage

For cable clamp slippage, in this study, the method of double-cable element replace-
ment with common nodes is adopted. A new construction stage after the last construction
stage of the original bridge type is established and defined as the cable clamp slip stage.
We compared the two stages and observed the variations in the structural parameters after
cable clamp slippage. In the slipping stage, the original main cable element is passivated,
and the adjusted main bridge state cable element is activated to ensure that the model
follows the original design. In the sliding stage of the cable clamp, the original main cable
element, without slipping of the cable clamp, is passivated, and the main cable element
after the cable clamp slips is activated correspondingly. The model takes the original
mechanical state when the bridge is erected under the original design without the stress
cable length as the initial state, the adjusted cable element is used to re-calculate iteratively,
and finally the model converges to the slip state to complete the cable clamp slip. In the
simulation of the moved finite element model, the cable element of the aforementioned
main cable is adjusted by modifying the unstressed length parameters of the main cable
element. The original main cable element is controlled by the unstressed cable length given
by the design, and the bridge is in the final state of the bridge with the original design cable
length under the working force. The replaced cable element changes its unstressed length
relative to the original cable element.

The modifications are as follows: Using the measured or known slippage of the cable
clamp in the final slipping state, the stress-free length change in the main cable section
before and after the slipping of the cable clamp node is calculated, and the stress-free
length of the main cable element, before and after the slipping of the cable clamp node, is
manually adjusted. The total unstressed length of the main cable element before and after
the adjustment should be kept constant.

3.3. Verification of Measured Cable Force Against Model Cable Force

The hanger is the force transmission member that transfers the stiffening girder’s own
weight and external load to the main cable. It is the link between the stiffening girder and
the main cable that bears the axial tension. The magnitude of the constant load axial force
in the hanger determines the behavior of the main cable in the suspension bridge. The
overall linearity in the completed state of the bridge also determines the magnitude and
distribution of the dead load bending moment of the stiffening girder; therefore, the hanger
is key to studying the finished state of the bridge after completion of the suspension bridge.
The cable force is the most intuitive measurement standard that reflects the overall force
of the hanger [19]. The force distribution, between the main cable and the main girder of
the actual spatial self-anchored suspension bridge, is mainly determined by the sling force,
and the load on the main girder is transmitted by the hanger. Therefore, the load on the
main beam is directly related to the weight of the main beam and the cable force of the
sling.

To ensure that the finite element simulation is consistent with the actual force trend
in the actual completed state, the hanger cable force was used to verify the model. The
verification method was used to measure the hanger frequency using the frequency method
when the bridge was completed in 2011, and the result was then compared with the cable
force obtained from the finite element method. The suspension bridge structure is a
symmetrical structure, so only the cable forces of the model and actual bridge on one side
of the structure are compared. As shown in Figure 7, the cable force distribution in the
model is consistent with the actual cable force distribution trend of the bridge in 2011. The
maximum cable force in the finite element model is 2590 kN, and the maximum cable force
measured in the bridge in 2011 was 2629.8 kN. The difference is 39.8 kN, and the positions
are all close to the hanger of the main tower.
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Figure 7. Verification of measured and simulated cable forces.

As shown in Figure 8, the difference between the cable force provided by the finite
element model and the measured cable force of the bridge in 2011 is within the range of
60.3 to 86.5 kN, with the difference being <5%. The maximum rate of change on both sides
of the hanger is 4.26%. This is because the length of the hanger on both sides is relatively
short. In the actual test, the error of the cable force value calculated by the frequency
method will be relatively high; nevertheless, the test result and overall trend in the model
are in line with those observed in 2011 when the bridge was completed. Therefore, from
the above comparison, it can be seen that the proposed model yields the same force state as
that of the bridge in 2011. The model can be used to simulate the single point slip of the
suspension bridge for a detailed analysis and calculation owing to the reliable accuracy.

 

Figure 8. Variations in the measured and simulated values of the hanger tensions.

To further verify the accuracy of the clamp slipping model simulation, the hanger
cable force after clamp slippage in the model is compared with the measured cable force

236



Symmetry 2021, 13, 1514

of the suspension bridge. As shown in Figure 9, the trend in the simulated hanger ten-
sion after single-clamp slippage and the measured cable force is the same. The greater
difference in the individual cable force can be attributed to the reallocation of the hanger
tension after repeated cable clamp slippage during actual measurement. Nevertheless, the
simulated hanger tension after the most severe clamp slippage coincides with the trend
in the measured data. Hence, the simulation of the single-clamp slippage by the finite
element model is accurate.

Figure 9. Cable forces after simulated slip of a single cable clip and measured hanger tension in 2021.

As shown in Figure 10, the overall cable force after the measured slip in 2021 is
greater than the finite element model simulation result. The overall difference between
the measured cable force and the simulated cable force is <10%, where the maximum
difference in the measured and simulated cable forces after clamp slippage is 137.1 kN,
and the simulated cable force is 7.26% lower than the measured cable force. The above
comparison shows that the proposed finite element model yields the same result as the
force state measured in 2021, indicating that the accuracy of the proposed suspension
bridge model is reliable and can be used for further analysis and calculation.

Figure 10. Variations in the simulated and measured hanger tensions after the simulated slip of a
single cable clamp in 2021.
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4. Results of Finite Element Calculation

In the analysis to clearly illustrate the impact of cable clamp slippage on the overall
structure of the self-anchored suspension bridge, this study conducted a single-point slip
analysis to simulate and analyze the impact on the structure. The most serious clamp
slipping location on this bridge is selected for the slippage simulation of the single cable
clamp.

4.1. Hanger Cable Force before and after Cable Clamp Slippage

In the study of cable clamp slippage, it is found that the most direct result of slippage
is the change in the magnitude of the cable force. As shown in Figure 11, the cable force
before and after the slip of a single cable clamp is simulated using the finite element model,
and it is found that the slippage decreases the cable force of this hanger, while the cable
force of the two adjacent hangers relatively increases.

Figure 11. Diagram of hanger tension before and after the slip of a simulated single cable clip.

In combination with the cable force of the entire bridge hanger, the single-cable clamp
slippage affects about two hanger positions at the front and rear, and the cable force of the
hanger at the farthest distance is <1%. From the overall position, because of the stiffness
of the main tower, the slippage in the middle span affects the cable force of the side span
hanger by less than 1%.

Figure 12 focuses on the impact of single-cable clamp slippage on the cable force of
adjacent hangers on the same side. As observed, the cable force at the slipping position
is reduced by 392.6 kN, the hanger cable force drops by 19.2% compared with that before
the slip, and the cable force of the four hangers before and after the slip is increased by
62.8, 123.3, 147.7, and 26.2 kN. Compared with pre-slip, the cable force growth rates are
2.45%, 6.19%, 7.25%, and 1.29%. The impact of the remaining hanger cable force is <1%.
The single-clamp slippage affects other hanger cable forces. The impact is only in the range
of the two hangers before and after.
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Figure 12. Variation in the hanger tension before and after cable clip slippage.

4.2. Force Acting on the Main Girder before and after Cable Clamp Slippage

The suspension bridge is a flexible structure, wherein the stiffening girder mainly
provides the torsional stiffness and load acting surface and transmits the load to the hanger.
The hanger connects the main cable and the stiffening girder and distributes the load from
the stiffening girder to the main cable. Therefore, the change in the hanger tension directly
affects the force state of the main girder, and the effect of single-clamp slippage on the main
girder is discussed here.

As shown in Figure 13, the maximum variation in the bending moment at the single-
clamp slipping position is 118 kN, and the variation rate is 1.28%. This figure also shows
that the magnitude of the effect decreases with the increase in the slipping cable clamp
position distance, and the effect of mid-span slippage on the side-span main girder bending
moment is <1%.

 

Figure 13. Variation in the bending moment of the main girder.
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After cable clamp slippage, because of the change in the cable force of the horizontal
symmetric hanger, the force of the main girder is no longer on the same horizontal plane.
As a result, the change in the cable force causes a local torsion effect on the stiffened girder.
To clearly analyze the influence range of the torque change in the main girder, the main
girder at the cable clamp slipping position is taken as the 0 point, and the distance is used
to represent the influence range. The change in the internal force of the main girder after
slipping was carefully studied, and it was found that the influence of the slippage in the
middle span was only within the middle span, and the influence on the side span was low.

From Figure 14, the biggest change in the torque of the main girder after the single
cable clamp slips is the main girder between the W1 tower and W2 tower, while the main
girder torque change of the side span is smaller. From a local analysis, the slippage of the
cable clamp only has an impact on the torque near the hanger, and the range of the four
hangers is approximately its range of influence. Through distance analysis, the influence
range of the single cable clamp on the main girder torque after slipping is 24 m in total.
Among them, the slip of the single cable clamp has a greater impact on the torque of the
main beam close to the W1 main tower, with an impact range of 16 m, and an impact range
of 8 m in the mid-span direction.

Figure 14. Torque of the main girder.

As shown in Figure 15, cable clamp slippage has a significant impact on the local
torque of the main girder. The torque after slippage is 3.5 times that before slippage, and
the maximum torque change after slippage is 1785 kN. In terms of the long-term torque
effect, this is unfavorable to the main girder in terms of the force.
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Figure 15. Variations in the main girder torque before and after cable clamp slippage.

4.3. Forces Acting on the Main Cable before and after Cable Clamp Slippage

The main cable is the main load-bearing member of the structural system and is a
geometrically varying body, mainly subjected to tension. The main cable has a high initial
tensile force under constant loading, providing “geometric stiffness” for the subsequent
structure, not only through its own elastic deformation, but also through the geometry
to affect the system equilibrium. Hence, cable clamp slippage will have a corresponding
effect on the tensile force.

As shown in Figure 16, the maximum effect of single-clamp slippage on the main
cable force is at the slippage location, while the maximum main girder force is 527.6 kN, a
change of 1.21% before and after slippage. The maximum change is 1.21%. The remaining
positions of the main cable force change is <1%, and the middle-span clamp slippage has a
certain effect on it. The main tower stiffness is higher on the mid-span side of the main
cable, and the force change on the side span side of the main cable tension is <1%.

Figure 16. Rate of change of main cable tension before and after cable clip slippage.
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4.4. Forces in the Main Tower before and after Cable Clamp Slippage

In a suspension bridge, the main tower is a compression-bending member. In the
vertical direction, the main tower bears the vertical force of the main cable mainly through
the constant load. In the longitudinal direction, the horizontal force of the main cable is
balanced on both sides of the tower by the effect of the constant load, and no bending
moment is generated on the tower. After cable clamp slippage, the unbalanced state of the
load causes an unbalanced tension on both sides of the main tower, resulting in a horizontal
displacement of the tower top. The single-clamp slippage at the mid span causes the main
tower to produce a longitudinal top displacement of 0.242 mm.

After the horizontal displacement of the top of the tower, the horizontal force of the
main cable on both sides of the main tower is rebalanced, the main tower is subjected to
an unbalanced main cable tension, and the bending moment is changed. As shown in
Figure 17, the trend in the main tower bending moment after slippage is consistent with
that before slippage. Due to the single-clamp slippage, the maximum change value of the
main tower is 0.0558 kN·m.

Figure 17. Bending moment diagram of main tower before and after cable clip slippage.

4.5. Suggestions for Handling Cable Clamp Slippage

A force analysis of self-anchored suspension bridges after single-clamp slippage
revealed that cable clamp slippage, which typically brings about a minor change, directly
affects the force of each main component. Practically, cable clamp slippage is not a fixed
state, but a state that continues to deteriorate with the operational phase of the bridge. As
more clamps slip, the slipping distance gradually increases, and the structural forces of the
bridge tend to develop unfavorably. If this problem is ignored, the safety of the bridge will
be compromised. Therefore, if slipping of cable clamps in suspension bridges is detected
during structural inspection, a detailed investigation should be conducted immediately,
and for cable clamps with slippage <5 mm, measures, such as re-torqueing of the bolts,
should be taken to restore the slip resistance of the clamps to prevent further slippage. For
cable clamps with a slippage >5 mm, immediate restoration and adjustment should be
performed to ensure structural safety [20].

5. Conclusions

This study conducted an analysis of cable clamp slippage, a common phenomenon
in actual bridges. To clarify the force acting on a self-anchored suspension bridge before
and after cable clamp slippage, the slipping of a single clamp was used for the analysis.
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We focused on the forces acting on the hangers, main girder, main cable, and main tower
before and after cable clamp slippage in the studied bridge. The main research results are
as follows:

(1) Simulations of the hanger cable force after single-clamp slippage revealed that the
slippage directly affects the hanger cable force, and its influence range is at the two
hanger positions before and after the change. After slippage, the corresponding
hanger cable force was reduced by 19.2%, while the cable force of the adjacent hanger
increased sharply (up to 7.25%).

(2) The bending moment and torque of the main girder before and after single-clamp
slippage revealed that the change in the bending moment of the main girder was up
to 1.28%. Meanwhile, the local forces on the main girder induced by single-clamp
slippage led to a torsion effect. As a result, the torque increased by 250%.

(3) An analysis of the tension in the main cable before and after single-clamp slippage
revealed a re-distribution of the main cable tension after the slippage. Specifically,
the change in the main cable tension at the single-clamp slippage position was 1.21%,
while the changes at the remaining positions were <1%.

(4) After single cable clamp slippage, the top of the main tower exhibited a longitudinal
displacement of 0.242 mm. Because of the greater rigidity of the main tower, the
single-clamp slippage had a small effect on the bending moment of the main tower
(up to 0.0558 kN).

In the study of cable clamp slips, it was found that the most direct effect after the cable
clamp slips is the change in the force of the hanger. From the perspective of the whole
bridge, the slip of the cable clamp will directly lead to the imbalance of the force on the
main girder, and this problem will cause the main girder to be subjected to torsion for a
long time. Changes caused by the slippage of the cable clamp are often not conducive to
the safe use of the bridge. Future research will continue to focus on this area, focusing
on the slippage of the cable clamp and the limit of the slippage of the cable clamp. These
studies are of great importance to the safety performance of the bridge.
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Abstract: Time–frequency extraction is a key issue to understand structural symmetry of dynamic
responses of offshore oil platforms for early warning during drilling operations. Current popular
methods for signal characteristics extraction can only obtain the attributes with a single dimension
or poor precision. To solve this, a combined Hilbert–Huang transform (HHT) and variational
mode decomposition (VMD) method is proposed to extract multidimensional dynamic response
characteristics of time, frequency, and energy of offshore oil platforms. Based on the extracted time–
frequency–energy information, the frequency-domain integration approach (FDIA) can be applied to
calculate the displacement using accelerometer in the micro inertial measurement unit (MIMU). A
complementary filtering algorithm was designed to measure the torsion angle of platforms using six
degrees of freedom data from the MIMU to obtain the torsion angle information. The performance of
the proposed method was validated using a series of simulation shaking-table tests and a field test
conducted on an offshore oil platform at Dongying City, Shandong Province, China. During the field
test, seven out of eight collisions were detected in the frequency range 5 Hz to 12 Hz. The intensity of
the fifth collision was the highest, and the maximum displacement obtained by the accelerometer
was 6 mm. In addition, the results show a correlation between the axes of the accelerometer and
gyroscope, and their combination can measure a torsion angle up to 1.1◦.

Keywords: time–frequency extraction; micro inertial measurement unit (MIMU); variational mode
decomposition (VMD); Hilbert–Huang transform (HHT); frequency-domain integration approach
(FDIA); torsion angle calculation; offshore oil platform

1. Introduction

With the rapid growth in world energy demand, the number of offshore oil platforms
keeps increasing gradually with progressively upgrading potential security hazards. Statis-
tics show that several structural damage accidents in offshore oil platforms happen every
year, and nearly half of them are caused by severe weather, such as typhoons, hurricanes,
tsunami, earthquakes, etc. Furthermore, with the increasingly complex offshore environ-
ment, ships or unidentified objects may hit the platform occasionally [1]. Once an accident
occurs, it will lead to heavy casualties, property loss, and environmental pollution. Hence,
the monitoring of dynamic responses of offshore oil platforms is of vital importance to
safety in the offshore oil industry.

Time and frequency data are essential in investigating the dynamic responses of off-
shore oil platforms. To obtain high-precision dynamic displacement, extracting frequency
dominant information is necessary, which can also act as a principal method to analyze
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dynamic response characteristics and structural symmetry. The fast Fourier transform
(FFT) was traditionally applied to extract frequencies and amplitudes from monitoring
datasets [2]. Nevertheless, FFT can neither extract local frequencies nor process nonsta-
tionary signals that constantly change [3]. The short-time Fourier transform (STFT) has
been proposed to overcome such defects, allowing local characteristics of frequencies and
amplitudes to be obtained using a moving window. STFT is also suitable for nonstation-
ary signals as signals intercepted by the moving window can be regarded as linear [4].
However, neither FFT nor STFT can detect the relationships between time and frequency
domains for time-varying signals.

To analyze frequency characteristics of nonstationary signals precisely in the time
domain, the wavelet transform method was suggested because of its excellent local time-
frequency properties [5]. As the wavelet transform method was of poor adaptive ability
due to its fixed wavelet basis [6–8], the empirical mode decomposition (EMD) was sub-
sequently proposed to overcome these limitations by decomposing the wavelet function
adaptively [9]. Later, EMD was widely used as a time–frequency analysis method for
its good performances in adaptive decomposition and nonlinear signal analysis [10,11].
However, several limitations of the EMD method have been identified, such as mode
mixing (difficulty in separating modes effectively according to the time scale) and the
endpoint effect (a problem of signal divergence caused by the repeated use of cubic spline
interpolation) [12]. Improvements to the EMD have since been made and been applied as
the ensemble empirical mode decomposition (EEMD) [13,14] and complementary ensemble
empirical mode decomposition (CEEMD) [15]. However, the above methods cannot funda-
mentally remedy the inherent defects of EMD, primarily the phenomenon of mode mixing.

To avoid the limitations of the signal processing methods mentioned above, a variety of
integration approaches can be employed, such as the EMD–wavelet and the Hilbert–Huang
transform (HHT) [16,17]. The latter has been widely used to analyze dynamic responses
of signals since its first application in information extraction from seismic waves [18,19].
The major advantages of HHT are as follows: (i) it is suitable for processing non-linear
and nonstationary signals; (ii) it can modify the time scale adaptively; (iii) it can obtain
3D information consisting of time, frequency, and energy [20]. HHT is made up of Hilbert
transform and EMD, in which EMD is the core. Accordingly, it is essential to improve
the performance of EMD. Various approaches combining improved EMD and HHT are
proposed, such as EEMD–HHT and CEEMD–HHT [21,22]. These approaches reduce the
defects of mode mixing and endpoint effect of EMD to a certain extent.

In this study, variational mode decomposition (VMD) was first verified to avoid mode
mixing and end effects [23]. Then, a combined model of VMD and Hilbert transform
(VMD–HHT) was established to extract time–frequency–energy characteristics. Meanwhile,
we efficiently eliminated the noise component from accelerometer data according to ex-
tracted frequency range using VMD–HHT. Thus, displacement responses were calculated
using the frequency-domain integration approach (FDIA) using the accelerometer data.
Additionally, torsion angles were obtained by the complementary filtering algorithm based
on six degrees of freedom data from the MIMU. A series of simulation shaking-table tests
were performed using accelerom in the MIMU to verify the reliability of the VMD–HHT
model and displacement reconstruction method. Finally, a field test in the offshore oil
platform was conducted. The results prove that VMD–HHT can notably help extract
time–frequency–energy characteristics and symmetric information of offshore oil platforms
wholly and accurately and improve displacement calculation by FDIA. Moreover, dynamic
displacement responses and torsion angle information of the offshore oil platform can be
calculated by MIMU alone.

2. A VMD–HHT Approach for Extracting Time–Frequency–Energy Characteristics of
Dynamic Responses

2.1. Hilbert–Huang Transform

In 1998, N.E. Huang proposed the Hilbert–Huang transform (HHT) [9]. HHT can
process nonstationary and nonlinear signals adaptively and is made up of EMD and
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Hilbert transform. First, EMD decomposes the original signal into several intrinsic mode
functions (IMFs) adaptively. Secondly, the instantaneous frequency is obtained by the
Hilbert transform to each intrinsic mode function (IMF). The formula of Hilbert transform
for each IMF is as follows:

H[ci(t)] =
1
π

∫ ∞

−∞

ci(τ)

t − τ
dτ (1)

where ci(t) is the intrinsic mode component, i = 1, 2, . . . n, and H[ ] is the symbol of HHT, τ.
The analytic signal of each IMF is computed by Equation (2).

zi(t) = ci(t) + jH[ci(t)] = ai(t)ejϕi(t) (2)

The amplitude function and phase function are defined as

ai(t) =
√

c2
i (t) + H[ci(t)]

2 (3)

ϕi(t) = arctan
H[ci(t)]

ci(t)
(4)

where ai(t) is the amplitude function, and ϕi(t) means the phase function.
The instantaneous frequency can be obtained by the differential processing of phase

function as follows:

ωi(t) =
dϕi(t)

dt
(5)

Then, the Hilbert spectrum of signal x(t) can be indicated as

H(ω, t) =

⎧⎨
⎩ Re

n
∑

i=1
ai(t)ej

∫
ωi(t)dtωi(t) = ω

0 other
(6)

Even as the core of Hilbert–Huang transform, EMD is limited in the application
because of its drawbacks, such as mode mixing, the endpoint effect, uncertain center
frequency, and bandwidth of intrinsic mode. Furthermore, since the iterative calculation of
EMD is very complicated, the computational efficiency of HHT is extremely low, failing to
satisfy real-time project applications [12].

2.2. Variational Mode Decomposition

Variational mode decomposition (VMD) was put forward by Dragomiretskiy, K. and
Zosso, D.in 2014 as a new method of time–frequency analysis based on traditional EMD [23].
The basic concept of VMD is to determine the center frequency and bandwidth of each IMF
by searching for the optimal solution of the optimal function iteratively and decompose
each IMF of frequency self-adaptively [24]. Research has shown that VMD could overcome
the uncertainty of EMD in the center frequency and bandwidth and fundamentally reduce
the endpoint effect and mode mixing. The basic steps of constructing the VMD objective
function are as follows:

Analytic signals of each IMF are obtained by Hilbert transform to obtain a one-
sided spectrum. (

δ(t) +
j

πt

)
·μk(t) (7)

where μk(t) is the kth IMF, and δ(t) stands for the pulse signal.
To modulate the spectrum of each mode to baseband, the exponential term e−jωkt is

added to the analytical signal of each IMF.[
(δ(t) +

j
πt

)
·μk(t)

]
e−jωkt (8)
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where ωk denotes the estimated center frequency of the kth IMF.
Calculate the gradient of the 2-norm of the above functions and construct the following

constraint model: ⎧⎪⎨
⎪⎩

min
{uk},{ωk}

{
∑
k

∥∥∥∥∂t

[(
δ(t) + j

πt

)
uk(t)

]
e−jωkt‖2

2

}
s.t. ∑

k
uk = f

(9)

where {μk} is the set of each IMF, and {ωk} indicates the center frequency of each IMF.
Continuous iteration is carried out to optimize the above constraint model, and each center
frequency and bandwidth are searched to self-adaptively decompose signal frequency.

To solve the optimal solution of the constraint model, the constrained variational
problem can be transformed into an unconstrained variational problem by introducing
quadratic penalty factor α and Lagrange multiplier λ(t), the extended Lagrange expression
is as follows:

L({uk}, {wk}, λ) =

α ∑
k

∥∥∥∥∂t

[
(δ(t) + j

πt )·μk(t)
]
e−jωkt‖2

2+
∥∥∥ f (t)− ∑

k
uk(t)‖2

2 + 〈λ(t), f (t)− ∑
k

uk(t)〉 (10)

where α is the quadratic penalty factor, which can ensure signal accuracy in the presence
of Gaussian noise. λ(t) is the Lagrange multiplier, which can maintain strict constraint
conditions. An alternate direction multiplier algorithm is used to solve the extended
Lagrange function by alternating updates uk, wk, λ to find “saddle point” of extended
Lagrange expression [23].

2.3. VMD–HHT Model

Since VMD could weaken the inherent end effect and mode aliasing of EMD, a new
approach of VMD–HHT time–frequency analysis is suggested in this paper by replacing
EMD with VMD. First, the acceleration data were decomposed using VMD. Secondly,
the power spectrum density (PSD) was used to extract each mode frequency. As a result,
the frequency range of dynamic responses could be defined, and the noise modes were
eliminated. Then, the time–frequency–energy spectrum could be gained by employing
HHT to extracted modes. Lastly, assisted by the spectrum to adjust and determine feature
modes, characteristic information of dynamic responses with high accuracy could be
obtained in all directions. Figure 1 shows the process of the VMD–HHT-based characteristic
extraction model.

To verify the VMD–HHT-based characteristic extraction model for dynamic responses,
a set of data was simulated to compare the performance between traditional HHT and
VMD–HHT in extraction. The analog data consisted of five sinusoidal signals with different
amplitudes and frequencies (the frequencies were 1 Hz, 5 Hz, 10 Hz, 15 Hz, and 35 Hz,
respectively) at a sampling frequency of 100 Hz, and the effect of random noise was also
added, as shown in Figure 2.

As shown in Figure 3, HHT cannot extract characteristic information of accelerometer
signals. In contrast, the VMD–HHT model can accurately separate frequencies of analog
signals into each band (separation frequency is consistent with setting frequency) and
qualitatively analyze frequency distribution of energy based on color. Moreover, the analog
data were made up of time-invariant stationary signals with constant statistics along the
time axis. According to previous analyses and research, even for accessible composite
signals, HHT cannot separate characteristic information effectively. Its algorithm EMD
would cause mode aliasing, while the VMD–HHT would not. Therefore, this paper
proposes an HHT method using VMD instead of EMD, from now on referred to as VMD–
HHT time–frequency analysis model.
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Figure 1. VMD–HHT-based characteristic extraction model.

Figure 2. Analog time series of acceleration.

249



Symmetry 2021, 13, 1443

(a) (b) 

Figure 3. Comparison between HHT and VMD–HHT: (a) characteristic information extraction of analog signals using HHT;
(b) characteristic information extraction of analog signals using VMD–HHT.

3. Dynamic Responses Monitored by MIMU

It is appropriate to monitor dynamic response using MIMU due to the high sampling
rate, which can reach up to 100 Hz–200 Hz. The displacement, velocity, and torsion angle
responses can be calculated by mechanical arrangement using MIMU. However, low-
cost MIMU has a relatively low measurement accuracy with a large gyroscope drift. By
processing and analyzing the observed time-series data of accelerometer and gyroscope,
real-time dynamic responses of offshore oil platforms can be provided. The monitoring
accuracy can also be improved.

3.1. Accelerometer-Derived Displacement Reconstruction

The frequency-domain integration approach (FDIA) is based on Fourier transform,
which derives from its integral property as follows:

F
[∫ t

−∞
a(t)dt

]
=

1
jω

·F [a(t)] (11)

where F represents the Fourier transform symbol, a(t) denotes the acceleration signal, j is
the imaginary number, and ω means the frequency. The above formula illustrates that the
Fourier transform of acceleration signal integration is equivalent to the Fourier transform
of the signal divided by the factor iω, simplifying the complex integration into division.

In FDIA, the signal is transformed into a frequency-domain signal by Fourier trans-
form, and the operation is completed in the frequency domain. The velocity and dis-
placement information in the time domain is obtained by inverse Fourier transform. The
calculation procedure is represented in Figure 4.

jω

jω−

Figure 4. Algorithm of frequency-domain integration.
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The frequency spectrum of the acceleration signal after Fourier transform can be
expressed by

A(k) =
N−1

∑
n=0

a(n)e−j(2πnk/N) (12)

where N is the number of acquisition points, a(n) means the discrete expression of a(t),
and n and k stand for positive integers.

According to the formula, the single integration is obtained as follows:

V(n) =
A(k)
jω

=
N−1

∑
k=0

1
j2πkΔ f

H(k)a(n)e−j2πnk/N (13)

The results of double integration are given by

X(n) = − A(k)
ω2 =

N−1

∑
k=0

1

−(j2πkΔ f )2 H(k)a(n)e−j2πnk/N (14)

As for H(k) =
{

1 ( fd ≤ kΔ f ≤ fu)
0 (other)

, Δ f is the frequency resolution while fd and fu

are the upper and lower cutoff frequencies, respectively. After all Fourier components
of different frequencies are calculated according to the frequency-domain relationship,
time-domain signals can be obtained by inverse Fourier transform.

3.2. Gyro-Derived Torsion Reconstruction

The Mahony complementary filter has been routinely used to calculate torsion angle
after its first successful trial in estimating the torsion angle of UAV accurately [25]. Since it
is easy to understand and less time consuming, this algorithm is widely used in engineering
applications. The basic idea behind the Mahony complementary filter is that when the
carrier is at a static state, the theoretical value of the gravity acceleration component is
[0 0 g]T in a geographical coordinate system. Then, the matrix of [0 0 g]T is transformed
under the carrier coordinate system to compare with the measurements of the accelerometer.
Thus, this deviation is the error between the torsion angle integrated by gyroscope and
measured accelerometer, respectively. The steps of the algorithm are as follows:

(1) The accelerometer is normalized to a single vector gb
‖gb‖ .

(2) The acceleration data in the geographical coordinate system are converted to the
carrier coordinate system, and the estimation in the carrier coordinate system is
given by

v̂ =

⎡
⎣ 2(q̂1q̂3 + q̂0q̂2)

2(q̂2q̂3 + q̂0q̂1)
q̂2

0 − q̂2
1 − q̂2

2 + q̂2
3

⎤
⎦ (15)

where q is quaternions.
(3) The deviation between the acceleration estimation v̂ and the measurements by ac-

celerometer v is the error item between the integrated torsion angle of the gyroscope
and the torsion angle measured by the accelerometer. The value errror can be ex-
pressed by the cross product.

errror = v̂ × v (16)

(4) The corrected torsion angle can be obtained based on a PI controller using the results
from the previous step,

Ω̂ = Ωb + Kperror + KI

∫
error (17)

where Ωb is the torsion angle obtained by gyro integration, while Kp and KI are the
PI control param.
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(5) The quaternion differential equation can be solved by using the corrected torsion angle
Ω̂ (See Formula (8)), and the quaternion can be updated to calculate the theoretical
estimation of the accelerometer (transfer to Equation (2)).

.
q =

1
2

q ⊗ p
(

Ω̂
)

(18)

The algorithm flowchart of Mahony complementary filtering is presented in Figure 5.

b

b

g
g p IKerror K error+

bΩ

q q q q
v q q q q

q q q q

+
= +

− − −

q q p= ⊗ Ω

v

errorv

Figure 5. Algorithm of Mahony complementary filtering.

3.3. The Schematic to Monitor Dynamic Responses Based on VMD–HHT Characteristic
Extraction Model

A multidimensional characteristic extraction method based on VMD–HHT is intro-
duced to monitor dynamic responses of offshore oil platforms. First, VMD was applied to
extract the frequency component of the dynamic response, and the noise component could
thus be eliminated. Then, HHT was used to extract multidimensional dynamic response
characteristics of time, frequency, and energy using the cleaned accelerometer data. Finally,
dynamic displacement responses were calculated by the FDIA based on the cleaned data.
To assess the reliability of dynamic displacement responses obtained by accelerom, GNSS
data are given for comparison. In addition, to obtain torsion angle changes of offshore oil
platforms, the complementary filtering algorithm was applied using six-degree of freedom
of MIMU. The flowchart for dynamic responses based on VMD–HHT using MIMU is
summarized in Figure 6.

Figure 6. Flowchart for dynamic responses based on VMD–HHT using MIMU.
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4. Simulation Shaking-Table Tests

4.1. Simulation Shaking Table

To verify the reliability of the VMD–HHT model and displacement reconstruction
method, a series of simulation shaking-table tests were performed using accelerometer in
the MIMU. The simulation shaking table (see in Figure 7) comprised a platform framework,
steel plates for equipment, two mutually perpendicular screw rods, a servo motor, a control
panel, and a power box. The platform frame is 1.2 m long, 1.2 m wide, and 0.5 m high, and
the steel plates for equipment are 0.3 m long, 0.1 m wide, and 0.02 m thick. To install the
GNSS antenna, a screw hole was drilled through the steel plates; moreover, the screw rods
were driven by the servo motor when the steel plates move horizontally with screw rods.
In addition, the control system of the shaking table adjusted the vibration amplitude and
frequency through the control panel.

Figure 7. Shaking table.

4.2. Data Collection

On 31 December 2020, the experimental measurements of dynamic displacement mon-
itoring were carried out on the platform located in the south square of Beijing University
of Civil Engineering and Architecture (BUCEA). The equipment used in the tests includes
the shaking table, a GNSS deformation monitoring system independently developed by
BUCEA, the ADIS16505 IMU (inertial measurement unit) produced by Analog Devices,
Inc. (containing an accelerometer and gyroscope, but only the accelerometer data were
used in this test) and laptops. The param of GNSS and accelerometer are shown in the
following Table 1.

Two sets of equipment, the GNSS and accelerometer, were attached to the shaking
table using a metal plate. The connecting line between the centers of MIMU and GNSS
antenna was directed toward north–south. Since the accelerometer was located toward
the northern GNSS antennas at the distance of 10 cm using a northeast down system, the
installation direction of the X-axis would point to the north. The layout of monitoring
systems and monitoring points are shown in Figure 8.
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Table 1. Principal specifications of GNSS and accelerometer.

Equipment Performance

GNSS

Signal Tracking
BDS: B1/B2; GPS:L1/L2

GLONASS: L1/L2;
GALILEO:E1/E5b

RTK (RMS) Horizontal: ±8 mm + 1 ppm
Vertical: ±15 mm + 1 ppm

Updating Frequency 5 Hz

Accelerometer

Dynamic Range ±78.4 m/s2

Bias Stability 26.5 × 10−6m/s2

Noise Density 167 × 10−6m/s2/√Hzrms

Updating Frequency 100 Hz

(a) (b) 

Figure 8. Instrument setup for deformation monitoring systems: (a) the layout of monitoring systems; (b) the monitor-
ing point.

4.3. Comparison of PSD, HHT, and VMD–HHT

To illustrate the advantages of the VMD–HHT model in the time domain and energy
domain compared with PSD and HHT, three groups of tests were designed with time
sequence amplitudes of 10 mm, 30 mm, and 50 mm. A GNSS receiver using a 5 Hz
sampling rate and an accelerometer using a 100 Hz sampling rate were used to obtain the
three original data sets for comparison.

The shaking table tests were conducted for 10 min (each test lasted approximately
3 min). The test site had an open view of the sky, thus avoiding multipath effects. Addi-
tionally, during the experiments, there was no wind to prevent wind-induced frequency
noise. Figure 9 gives the frequency extract from three vibration events using the method
of PSD; as seen from Figure 9, the frequency response peaked at 1 Hz is consistent with
the vibration frequency of the shaking table. However, the time of the three groups of
tests with amplitudes of 10 mm, 30 mm, and 50 mm is unknown from Figure 9 due to the
frequency of all tests are 1 Hz.
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Figure 9. Vibration frequencies extracted by PSD.

HHT and VMD–HHT methods can separate each event in the time dimension and
reflect the intensity of each event (Figure 10). It can be seen that the frequency range is
about 1 Hz, and the intensity of three events is gradually strengthening, corresponding
to amplitudes at 10 mm, 30 mm, and 50 mm. Comparing Figures 10 and 11 show that
the HHT spectrum is noisier than the VMD–HHT spectrum. We can also observe that the
intensity displayed in the HHT spectrum is smaller than the VMD–HHT spectrum, and the
latter is more clearly detected. However, the frequency values at the beginning and end of
each signal also reach higher values, especially the signal with amplitude at 50 mm. It is
probably caused by endpoint effect. Overall, VMD–HHT can extract the characteristics of
time, frequency, and energy more reliably than HHT.

Figure 10. Time–frequency–energy extracted by HHT.
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Figure 11. Time–frequency–energy extracted by VMD–HHT.

4.4. Reconstruction of Dynamic Displacement Using FDIA Based on the VMD–HHT Model
and GPS

To assess the effectiveness and accuracy of FDIA based on the VMD–HHT model,
displacements measured by GNSS are given for comparison. Firstly, the VMD approach
was applied to remove residual and high-frequency noise from accelerometer data. Then,
FDIA was used to obtain vibration displacements based on the cleaned data proposed
by VMD. Figure 12 shows the displacement comparison of GNSS and FDIA; as seen
from Figure 12, there is a high correlation between GNSS and FDIA. It is evident that the
vibration amplitude is about 10 mm, and frequency is about 1 Hz, which is consistent with
the set param. It can be concluded that VMD–HHT-based FDIA has successfully calculated
the vibration displacements.

Figure 12. Comparative results of vibration displacements of GNSS and FDIA.
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5. Trial Analysis of CB4A Offshore Oil Platform

Located at 38◦8′39′′ north latitude and 118◦50′38′′ east longitude, the CB4A offshore
oil platform lies in the Yellow River Delta along the coast of the Bohai Sea. It is a fixed
offshore oil platform in Shengli Oilfield at Dongying City with a total area of 700 m2 (see
in Figure 13). The sea area near the platform is windy all year round, affected by the
southeast Pacific monsoon and the northwest monsoon of the Asian continent. More
specifically, as frequently affected by the monsoon of the Asian continent, the offshore
oil platform also suffers from heavy wind all year round. In addition, being close to
the maritime transportation hub, the platform is under heavy traffic. As a result, ship
collisions occur from time to time, and thus, the monitoring of offshore oil platforms
becomes exceptionally urgent.

Figure 13. The view of the offshore oil platform.

5.1. Equipment for Monitoring Dynamic Responses

MIMU used in the dynamic responses monitoring trial were from Mti300 inertial
sensors by Xsens Technologies B.V. of the Netherlands (as shown in the upper right
corner of Figure 14b). The specifications of Mti300 are given in Table 2. Furthermore, to
demonstrate the accuracy and reliability of dynamic displacement responses by MIMU,
a GPS monitoring system independently developed by BUCEA was installed on CB4A
offshore oil platform. GPS RTK technology was used in this trial. The specifications of GPS
are given in Table 3. The layout of the monitoring systems and the monitoring point for
dynamic responses are indicated in Figure 14. Two sets of equipment were positioned at
the northwest corner of the platform roof and attached to the roof railing by a sheet iron.
The connecting line between the centers of MIMU and GPS antenna was directed toward
the north–south. The MIMU was placed 20 cm to the north of the GPS antenna navigated
by the NED coordinate system, and its X-axis was installed to the north.
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(a) (b) 

Figure 14. Instrument setup for monitoring systems of dynamic responses of offshore oil platforms: (a) the layout of
monitoring systems; (b) the monitoring point of dynamic responses.

Table 2. Performance index for Mti300.

Index Item Gyroscope Accelerom

Standard full range ±450 ◦/s ±20 g
Initial bias error

(one year) 0.2 ◦/s 5 mg

In-run bias stability 10 ◦/h 15 μg
Bandwidth

(−3 dB) 415 Hz 375 Hz

Noise density 0.01 ◦/s/
√

Hz 60 μg/
√

Hz
g-sensitivity
(calibrated) 0.003 ◦/s/g N/A

Nonorthogonality 0.05 deg 0.05 deg
Nonlinearity 0.01% 0.1%

Table 3. Performance index for GPS.

Tracking Signal

BDS B1/B2/B3

GPS L1/L2/L5

GLONASS /L1/L2

GALILEO E1/E5a/E5b

QZSS L1/L5

SBAS L1

Single(RMS) Plane: ±1.5 m; Altitude: ±3 m

DGPS(RMS) Plane: ±0.4 m; Altitude: ±0.8 m

RTK(RMS) Plane: ±8 mm + 1 ppm
Altitude: ±15 mm + 1 ppm

Sampling rate 5 Hz

5.2. Data Acquisition

The monitoring trial of the CB4A offshore oil platform was carried out in Dongying
city, Shandong Province, on 3 December 2019. The MIMU and GPS data sampling frequen-
cies were set at 100 Hz and 5 Hz, respectively, with a 4.5 min sampling time (GPS time:
200088.0–200358.0). We planned to design an experiment for researching the dynamic re-
sponse of offshore oil platforms induced by wind and waves from the beginning. However,
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as CB4A offshore oil platform was a stable rigid body at the height of only 7 m, it would be
difficult to produce dynamic responses caused by slight winds or waves. Unfortunately,
the weather was suitable, with no strong winds and/or waves during the tests. Thus, wind
and waves were replaced with ship collision events. The ship collision experiment was
conducted on a calm afternoon, which would avoid the influence of wind and waves. A
small ship, about 5 m long, successive hit the leg of the platform traveling from south
to north at a speed of 20 km per hour. When the small ship started to hit the leg of the
platform, the experimenter recorded the current Beijing standard time. The continuous
collision lasted for about 4 min. Eight collisions were made, and the time interval of each
impact was less than 1 min. The time of each impact was recorded manually and is shown
in Table 4.

Table 4. Record schedule of ship collision.

Collision First Second Third Fourth Fifth Sixth Seventh Eighth

Time 15:34:37 15:35:28 15:36:00 15:36:58 15:37:30 15:37:51 15:38:17 15:38:46
GPS Period 200094.6 200145.6 200177.6 200235.6 200267.6 200290.8 200314.6 200343.8

5.3. Dynamic Responses Time–Frequency Extraction

As the X-axis installation of the inertial sensor and ship collision were both directed
toward the north, which means, the X-axis was the main direction of the dynamic response.
Therefore, the paper only analyzed the X-axis data for dynamic response monitoring.
As shown in Figure 15, the original X-axis data of the accelerometer were collected, and
changes of acceleration were probably caused by multiple ship collisions; the corresponding
collision time was estimated to be at the 7th s, 59th s, 89th s, 147th s, 198th s, 225th s, 237th s,
and 252nd s, respectively (the second and third collisions were not obvious to be identified
directly). They were basically consistent with manual records without abnormality; hence,
subsequent analyses could be carried out.

Figure 15. Acceleration and corresponding spectrum densities: raw signal of accelerometer (top) and
power spectral density (bottom).
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PSD was utilized to extract frequencies of dynamic responses of ship collisions, as
represented in the bottom of Figure 15, where four peaks can be seen at 8.55 Hz, 9.23 Hz,
11.18 Hz, and 17.50 Hz separately, with the largest peak at 8.55 Hz. It could be concluded
that much information was missing in the spectrum as (i) the sequence and time of collisions
were unable to be identified corresponding to the four frequencies without the time-domain
information in the spectrum and (ii) only four peaks were produced by eight ship collisions,
which indicated the possibility of a common frequency phenomenon or the covering of
high-power spectral density on the low-power ones. Therefore, PSD could not extract
complete and reliable frequencies of dynamic responses for the ship collisions.

To further study the frequency characteristics of collisions in the time domain, the
VMD–HHT method proposed in this paper was adopted to carry out a three-dimensional
synchronous analysis of time–frequency energy. First, five IMFs were produced using self-
adaptive VMD, as illustrated in Figure 16. All those functions contained dynamic responses
of ship collisions, indicating the accelerometer’s high accuracy, which was unaffected by
high- and low-frequency noise and could be directly reconstructed without denoising.
Later, following the Hilbert transform of the reconstructed acceleration data, the Hilbert
time–frequency spectrum was obtained, as shown in Figure 11. It was evident that seven
collisions, along with each corresponding time, frequency range, and energy (collision
intensity), were displayed synchronously, except that the frequency range of the fifth
collision was found to be between 3 Hz and 15 Hz, while others were between 5 Hz and
12 Hz. Referring to the qualitative analysis of energy, the third collision (89 s) was invisible,
indicating that its intensity was the smallest. Among the seven visible collisions (Figure 17),
the intensity of the second collision was the lowest, consistent with the analysis results of
the original data; the intensity of the fifth collision was the highest, and its enlarged view is
reflected in Figure 18, while the collision lasted for about 7 s, and the intensity changed
from high to low. In summary, this VMD–HHT-based method could accurately extract
frequency ranges of collisions in the time domain and clearly characterize the intensities of
each collision.

Figure 16. IMF components of accelerometer-recorded acceleration based on VMD.
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Figure 17. HHT spectrum of acceleration.

Figure 18. HHT spectrum of the fifth collision.
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5.4. Reconstruction of Dynamic Displacement Based on VMD–HHT Using Accelerometer

The frequency-domain integral equation is a powerful approach to process accel-
eration data using a double integral to reconstruct dynamic displacement information.
According to the frequency range obtained through the VMD–HHT method, the mini-
mum cutoff frequency was set as 1 Hz, and the maximum was set as 20 Hz. Figure 19
shows the accelerometer-derived displacement after double integration. We can observe
that the displacement of the third collision (89th s) was minimal. Thus, the third collision
on the platform was weak. Referring to the manual record, original data, and the HHT
spectrum, the unknown displacement occurred at 180th s without any collision; the
displacements of eight collisions were within 6 mm. Compared with related deformation
data of bridges, high-rise buildings, and dams, deformation of the offshore oil platform
collided by ships was smaller [1,9]. The reason for this is that the offshore oil platform
was a stable rigid body, and the colliding ship was small when anticollision rubbers were
tied to the platform pile.

Figure 19. Accelerometer-derived displacement by frequency-domain integration.

5.5. Evaluation of the Torsion Angle Based on Mahony Complementary Filter Using MIMU

To obtain torsion angle responses caused by ship collisions, the gyroscope data of
MIMU were analyzed by Mahony complementary filter. Figure 20 shows the three-axis
angular rate data correctly without bias, suggesting that the Y-axis of the gyroscope was
influenced by the collision most. From the above analyses, it can be concluded that X-axis
was the main direction of displacement response. When the ship stroked the north of the
platform (X-axis), displacement responses would be caused in the same direction, while the
platform was found out to incline towards Y-axis. A visual representation of the process is
given in Figure 21.

Figure 22 (bottom) shows the PSD in correspondence to angular rate output in the
Y-axis of the gyroscope, which included five peaks whose corresponding frequencies
were 8.57 Hz, 9.23 Hz, 11.18 Hz, 13.45 Hz, and 15.00 Hz, respectively. The main peak
frequency was 8.57 Hz. Referring to Figure 2, the frequencies extracted from the X-axis
of the accelerometer were 8.55 Hz, 9.23 Hz, 11.18 Hz, and 17.50 Hz independently, while
the main peak frequency was 8.55 Hz. By comparing two sets of data, it is evident that
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collision frequencies extracted from the X-axis of accelerometer and Y-axis of gyroscope
were very similar. To be more specific, the distribution was consistent, but the amplitude
corresponding to each frequency had a high coherence. To summarize, the frequencies of
dynamic responses could be extracted from gyroscope data of MIMU.

Figure 20. Three-axis raw signals recorded by gyroscope.

Figure 21. Schematic of dynamic displacement and pitch caused by the ship collision.

Figure 22. Gyroscope-recorded signal and corresponding spectrums: raw signal at the direction of Y
(top) and power spectral density (bottom).
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To further explore the relationship between the accelerometer and gyroscope axis
system during collisions, three-axis PSD of accelerometer and gyroscope were given, as
indicated in Figures 23 and 24. Amplitudes processed by PSD through accelerometer
from high to low were X-axis ≥ Z-axis ≥ Y-axis. Those of gyroscope were Y-axis ≥ Z-axis
≥ X-axis, which means the event had the most significant impact on the X-axis of the
accelerometer and the Y-axis of gyroscope, followed by their Z-axes. By examining the
frequency distribution, the similarity of PSD was high among X-axes and Z-axes of the
accelerometer and Y-axis of the gyroscope. According to the results, when the ship struck
the platform from X-direction (north direction), a displacement response in the Z-axis
would be caused by the displacement response of the X-axis and the rotation of the Y-axis;
the PSD of the Y-axis of the accelerometer was similar to that of Z-axis of the gyroscope (as
X-axis of the gyroscope was seriously affected by the noise; thus, no comparative analysis
would be performed). Hereby, two conjectures are proposed as follows: (i) Since the
collision direction was not completely in the X-direction and there was a component on the
Y-axis, it means that a small-angle oblique impact has occurred to cause the rotation of the
Z-axis, and the horizontal distortion of the platform is illustrated in Figure 25; (ii) the X-axis
of the installed inertial sensor did not coincide with the north direction, that is, the installed
axis deviated from the local geographical coordinate system, resulting in the component
on the Y-axis to cause a small-angle oblique collision and Z-axis’ rotation.

Figure 23. PSD of the acceleration recorded by the accelerometer in three directions.

Figure 24. PSD of the angular velocity recorded by the gyroscope in three directions.
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Figure 25. Schematic of dynamic displacement and torsion angle caused by ship collisions.

To obtain the torsion angle response data of the platform, Mahony Complementary
Filtering was used to solve the torsion angle change of platforms by integrating the infor-
mation of accelerometer and gyroscope. As can be seen from the torsion angle calculation
results of Figure 26, the pitch angle (Y-axis rotation) changed significantly with a maximum
angle of 1.2◦, followed by the roll angle (X-axis rotation) with a maximum angle of 0.15◦.
The heading angle (Z-axis rotation) did not change significantly with the impact event,
but it deviated about 1.1◦ from the X direction (north direction). Therefore, Conjecture
2 could be verified. In other words, the misalignment between the installation axes of
MIMU and the geographical coordinate system leads to the displacement component of
the Y-axis and the rotation of the Z-axis. All the above analyses show that ship collisions
will cause displacement responses and make the platform tilt or even twist. In addition,
the relationship between the accelerometer and the gyroscope is also revealed: The impact
on the X direction caused the Y-axis to rotate, that is, the pitch angle changes. The impact
direction had a component on the Y-axis to cause the X-axis rotation, which is, the roll
angle changes. The Z-axis rotation was caused by a small-angle oblique impact, which was
the change of heading angle.

Figure 26. Three-axis torsion angle by Mahony complementary filter using MIMU.
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6. Conclusions

In this paper, a model combined by HHT and VMD is proposed to extract multidi-
mensional dynamic responses characteristics of time, frequency, and energy of offshore
oil platforms. A series of shaking-table tests and field tests in an offshore oil platform in
Shengli Oilfield at Dongying City were performed using a single GPS receiver and a single
accelerometer. By comparing analysis results between PSD and VMD–HHT, we found
that dynamic response characteristics of ship collisions cannot be extracted entirely relying
only on PSD. In contrast, VMD–HHT could effectively extract the characteristics of time,
frequency, and energy simultaneously. Based on the analysis results of VMD–HHT, the
dynamic displacements were reconstructed using the accelerometer in the MIMU, and
the maximum displacement calculated by VMD–HHT based FDIA was 6 mm. Moreover,
acceleration and angular rate obtained by MIMU had a high similarity and clear axial
correlation, and such integration could also be used to calculate the torsion angle of offshore
oil platforms; the maximum torsion angle is up to 1.1◦.

This novel proposed method could aid in the avoidance of collisions of offshore
oil platforms and be further applied in oil exploitation and platform maintenance and
monitoring. However, VMD–HHT model will not be able to effectively extract feature
information when the noise frequency is close to the frequency of dynamic response events.
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Abstract: Structural monitoring provides valuable information on the state of structural health, which
is helpful for structural damage detection and structural state assessment. However, when the sensors
are exposed to harsh environmental conditions, various anomalies caused by sensor failure or damage
lead to abnormalities of the monitoring data. It is inefficient to remove abnormal data by manual
elimination because of the massive number of data obtained by monitoring systems. In this paper,
a data anomaly detection method based on structural vibration signals and a convolutional neural
network (CNN) is proposed, which can automatically identify and eliminate abnormal data. First,
the anomaly detection problem is modeled as a time series classification problem. Data preprocessing
and data augmentation, including data expansion and down-sampling to construct new samples, are
employed to process the original time series. For a small number of samples in the data set, randomly
increase outliers, symmetrical flipping, and noise addition methods are used for data expansion, and
samples with the same label are added without increasing the original samples. The down-sampling
method of symmetrically extracting the maximum value and the minimum value at the same time
can effectively reduce the dimensionality of the input sample, while retaining the characteristics of
the data to the greatest extent. Using hyperparameter tuning of the classification weights, CNN is
more effective in dealing with unbalanced training sets. Finally, the effectiveness of the proposed
method is proved by the anomaly detection of acceleration data on a long-span bridge. For the
anomaly detection problem modeled as a time series classification problem, the proposed method
can effectively identify various abnormal patterns.

Keywords: structural health monitoring; deep learning; data anomaly detection; convolutional
neural network

1. Introduction

In the field of structural health monitoring, the problem of data accumulation has
been paid more and more attention. During the real-time monitoring of bridges, a large
number of data are generated every day. These data containing the damage information of
the bridge structure are the basis of bridge state assessment and long-term performance
prediction. However, the installed sensors are exposed to harsh environments. As the
working time increases, the performance of the sensor will decrease, which may cause sen-
sor failure or data anomalies [1]. In the absence of an effective data processing mechanism,
anomalies not only increase the cost of storage but also fail to guide the formulation of
bridge maintenance strategies.

The existing data anomaly detection methods can generally be divided into model-
based methods and data-driven methods. Basically, model-based methods rely on finite
element models to reflect inherent structural characteristics. A series of statistical and
mechanical models have been established to predict the output of the measurement [2–5].
Model-based methods can achieve better detection accuracy. However, when dealing with
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large numbers of SHM data, it is difficult to create a reliable explicit finite element model
to describe the structural behavior of the structure in service [6].

Data-driven methods include statistical process control and machine learning meth-
ods. They do not rely on finite element models and directly analyze measured time series
data, which hopefully alleviates the shortcomings of model-based methods [7]. Among
data-driven methods, deep-learning-based methods have the potential to learn from big
data containing abnormal data to automatically diagnose various abnormal data. Recently,
deep learning has been increasingly applied to solve time-series-related tasks [8–10], in-
cluding time series classification, time series prediction, and time series anomaly detection.
Bao [11] et al. proposed a data anomaly detection method based on computer vision and
deep learning. The original time series measurement values are first converted into image
vectors, and then these image vectors are input to a deep neural network (DNN) to identify
various anomalies. Tang et al. [12] proposed a new anomaly detection method using com-
puter vision and deep learning methods. This method first converts the original time series
data into images, imitating human-vision-based data collection, and then trains CNN for
abnormal classification. Mao et al. [13] combined the generative adversarial network with
an autoencoder to improve the performance of existing unsupervised learning methods
and used two data sets from full-scale bridges to verify the proposed method.

Supervised deep learning relies heavily on a large number of labeled training data
to train the network. However, many abnormal data patterns in actual projects do not
have enough labeled data. Therefore, how to efficiently generate a large number of labeled
synthetic data with fewer samples is a problem worthy of attention. As an effective tool to
improve the quantity and quality of training data, data augmentation is essential for the
successful application of deep learning models. The basic idea of data augmentation is
to allow limited data to generate more value when new data are not added substantially
while maintaining correct labels. Data augmentation has achieved good results in many
application scenarios [14]. Sun et al. [15] proposed a simple but effective data augmenta-
tion method for generating multi-view 2D pose annotations. Liu et al. [16] proposed an
image generation technique to enhance the robustness of the convolutional neural network
model. Time-domain transformation is the most direct data augmentation method for time
series data. Most of them directly process the original input time series. Cui et al. [17]
proposed a sliding window method combined with a Multi-scale Convolutional Neural
Network (MCNN) to solve the time series classification problem and achieved good results
on a large number of benchmark data sets. Fawaz et al. [18] proposed a new method
for generating new time series with DTW and ensembled them by a weighted version
of the DBA algorithm. Wen et al. [19] used data augmentation methods such as random
mutation and adding random trends in different data sets and proposed a time series seg-
mentation approach based on convolutional neural networks (CNN) and transfer learning.
Gao et al. [20] proposed a label expansion method to change those data points near the
labeled anomalies and their labels as anomalies, which brings performance improvement
for time series anomaly detection.

For the time series classification problem, most studies model the problem as a classi-
fication problem based on computer vision, while the classification method directly based
on vibration signals is rarely studied. In addition, less research uses time series data aug-
mentation to obtain a more balanced sample set. However, one-dimensional convolutional
networks, which are faster for time series problems, are also used in rare cases. In this
paper, a data anomaly identification method using one-dimensional CNN is proposed
based on bridge monitoring acceleration data, in which data augmentation is employed to
process the samples.

2. Data Anomaly Classification Method Based on 1D-CNN

2.1. Bridge Overview and Data Set Composition

This research uses the health monitoring data set of a large-span cable-stayed bridge
in China. The main span of the bridge is 1088 m long, and the two side spans are 300 m
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each, including two 306 m-high towers. The structural health monitoring system of the
bridge consists of 38 sensors. The position on the bridge is shown in Figure 1. Sensors
include accelerometers, anemometers, strain gauges, global positioning systems (GPS),
and thermometers. For this research, one-month (1 January–31 January 2012) acceleration
data from all 38 sensors of the SHM system were used for data anomaly detection. The
sampling frequency of the accelerometer is 20 Hz. The original continuous measurement
data are divided into one-hour time periods, and in a one-month time period, through the
method of non-overlapping windows, 744 time series measurement data of each sensor are
obtained so as to obtain a total of 28,272 (744 × 38) data. The dimensions of a single data
point are 1 × 72,000. Figure 2a–g shows an example of each type of data pattern. Table 1
describes the quantity and characteristics of normal data and six types of abnormal data.
Each data point has a real category label. The normal time series measurement data are
marked as 1, and the other six abnormal data patterns are marked as 2–7. It can be seen that
nearly 52% of the data are abnormal. “Trend” is the main abnormal pattern that constitutes
20% of the data set, followed by “missing” and “square”, each accounting for about 10%.
On the other hand, the “outlier” only accounts for 1.9% of the data set, followed by “drift”,
which accounts for 2.4% of the data.

2.2. Data Preprocessing

Since there may be missing values or calculation errors in the process of data acquisi-
tion, data cleaning is performed on all data to remove missing or calculated incorrect values,
which is reflected in MATLAB as “NAN”. In order to keep the data length unchanged as
the input of the neural network, all “NAN” values are replaced with 0.

Figure 1. The monitored bridge and the position of the accelerometer on the bridge deck and tower.
Source: The 1st International Project Competition for Structural Health Monitoring, July 2020.

  
(a) (b) (c) 

Figure 2. Cont.
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(d) (e) (f) 

(g) 

Figure 2. The example for each data pattern. (a) Normal data; (b) Missing data; (c) Minor data; (d) Outlier data; (e) Square
data; (f) Trend data; (g) Drift data.

Table 1. Description of each type of data pattern.

No.
Anomaly
Patterns

Description Quantity

1 Normal The time response is normal oscillation curve; frequency
response is peak-like (may differ between bridges)

13575
(48%)

2 Missing Most/all of the time response is missing, which makes the
time and frequency response zero

2942
(10.4%)

3 Minor Relative to normal sensor data, the amplitude is very small
in the time domain

1775
(6.3%)

4 Outlier One or more outliers appear in the time response 527
(1.9%)

5 Square The time response is like a square wave 2996
(10.6%)

6 Trend The data has an obvious trend in the time domain and has
an obvious peak value in the frequency domain

5778
(20.4%)

7 Drift The vibration response is non-stationary, with random drift 679
(2.4%)

Zero-mean normalization is used to process the data for one hour so that the normal-
ized data are normally distributed; that is, the mean is zero, and the standard deviation
is one. This method can eliminate errors caused by self-variation or large differences in
values, making the data more beneficial for subsequent steps. As shown in Equation (1),

x∗ = x − μ

σ
(1)

Where x is a one-hour time series {x1, x2, . . . , xN}, μ is the mean of all sampling points,
σ is the standard deviation of all sampling points, and x* is the normalized time series.
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2.3. Data Augmentation

Augmentation methods should always be selected appropriately for the case under
consideration [14]. For example, when applied to a time series containing outliers, the
sliding window may not be able to capture the mutation features. Therefore, this research
deals with every hour, that is, the full length of the sample.

Data enhancement includes two steps: data expansion of a small number of data
samples and down-sampling of all samples.

Data expansion is applied to a small number of samples, namely outlier and drift, in
the numerical simulation. Not all abnormal samples need to be expanded.

Outlier data can be defined as individual points of the normal data whose amplitude
greatly exceeds the normal range. Therefore, a data expansion method that magnifies
individual points is used for outlier samples. x is a normal sample {x1, x2, . . . , xN}, and the
proposed method is shown in Equation (2),

x(p) = mean + β × range (2)

where p is a random number between 10 and 60, mean is the mean value of x, β is a
random number between −2 and 2, and range is the difference between the maximum and
minimum values in x.

The method of symmetrical flipping and noise addition is used to expand the data
of drift samples. The drift data has a random drift upwards or downwards. Therefore,
the method of up-and-down symmetrical flipping can construct an effective sample. For
the time series {x1, x2, . . . , xN}, symmetrical flipping can generate a new time series
{x′1, x′2, . . . , x′N} with the same anomaly labels where x′i= −xi. Different degrees of
Gaussian white noise are added to the original sequence to generate more samples with
the same anomaly labels. Two examples of data expansion are shown in Figure 3. The
horizontal axis represents the number of sampling points, and the vertical axis represents
the acceleration amplitude in m/s2.

The sample dimension of a single hour is 1 × 72,000, which is relatively large as the
input of the neural network. Therefore, down-sampling is used to reduce the dimensional-
ity of the sample while retaining the characteristics of the sample as much as possible to
increase the efficiency of the neural network. The upper and lower contours of a sample are
both useful features. Therefore, a down-sampling method that uses a sliding window to
symmetrically extract the maxi-mum and minimum values is used. All 1 × 72,000 samples
are down-sampled over the entire sample length. A step size is selected, which is 20 in this
article, and the maximum and minimum values in the sequence are taken out for every
sampling point of the step size. Therefore, after processing each of the 72,000 samples, a
2 × 3600 sample size will be obtained. The comparison chart of some examples before and
after down-sampling is shown in Figure 4a,b. The horizontal axis represents the number of
sampling points, and the vertical axis represents the acceleration amplitude in m/s2.

2.3.1. 1D-CNN

A convolutional neural network (CNN) usually consists of an input layer, convolu-
tional layer (Conv), pooling layer (Pooling), dense layer (Dense), and output layer. In the
CNN architecture, the first few layers usually alternate between convolutional layers and
pooling layers, and the last few layers close to the output layer are composed of dense lay-
ers. CNN is an end-to-end learning method model, which can use the existing supervised
gradient descent algorithm to train the model. For time-series-processing problems, the
effect of a one-dimensional convolutional neural network (1D-CNN) can be comparable to
a recurrent neural network (RNN), and the computational cost is much smaller. For simple
tasks such as time series classification, a small one-dimensional convolutional network can
completely replace the RNN, and it runs faster [21].

Regardless of whether one-dimensional or two-dimensional convolution is used, con-
volutional neural networks have a similar structure. The structure starts with a stack of
convolutional and pooling layers, and then connected to a flatten layer to convert two-

273



Symmetry 2021, 13, 1186

dimensional features into one-dimensional output, and then multiple dense layers can be
added for classification or regression. However, there is a little difference between them:
one-dimensional convolutional neural networks can use larger convolution kernels [21].
For example, for a two-dimensional convolution layer, a 3 × 3 convolution kernel contains
3 × 3 = 9 convolution vectors; however, for a one-dimensional convolution layer, a convo-
lution kernel of size 3 only contains 3 convolution vectors. Therefore, a one-dimensional
convolution kernel greater than or equal to 9 can be easily used.

Figure 3. Comparison chart before and after data expansion. (a) Data expansion for outlier data; (b) Data
expansion for drift data.

The Python Science Suite, Tensorflow, and Keras are used to build a neural network
architecture with GPU acceleration. The processor and graphics card types of the hardware
platform are Inter Core i5-9400F and Nvidia GeForce RTX 2070. The object function in
CNN is set to categorical cross-entropy to estimate the difference between the actual data
category and the predicted data category. The metric is set to the accuracy to evaluate
the performance of the model. In order to minimize the output of the object function, an
adaptation of the mini-batch stochastic gradient descent algorithm called Adam is used as
an optimizer.

In the classification, the imbalanced training set needs to be considered; that is, the
number of normal samples is much larger than the abnormal samples. If an imbalanced
training set is used to train the network, all abnormal samples will be predicted as normal
samples during the test, and there will still be a high accuracy, but this is meaningless.
Therefore, we choose to use the class weight technique [22], which can make important
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categories of samples contribute more to the object function during training. Batch Normal-
ization (BN) [23,24] is a method that has been widely used in deep network training. The
method of adding BN after the convolutional layer and then adding the activation function
can save the operator from adjusting the parameters deliberately and slowly. Figure 5
shows the workflow of the proposed method.

Figure 4. Before and after data preprocessing and down-sampling. (a) Preprocessing and down-
sampling of trend data; (b) Preprocessing and down-sampling of normal data.

Figure 5. Workflow of the proposed method.
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3. Bridge Monitoring Data Verification

According to the proposed method process, anomaly detection is performed on
the bridge monitoring data set. First, data preprocessing is performed on all original
samples, missing values are deleted, and samples are standardized. In order to test the
generalization ability of the model, the data set is divided into training and test sets, and
80% of the samples are randomly selected as the training set. The training set size is 22,616.
Twenty percent of the samples are randomly selected as the test set, and the test set size is
5656. In order to simulate real anomalies, the distribution of test samples is unbalanced.
Table 2 shows the distribution of selected test samples.

Table 2. Data distribution of the test set.

1 2 3 4 5 6 7

Anomaly patterns Normal Missing Minor Outlier Square Trend Drift

Quantity 2688 603 360 106 616 1147 136

Percentage 47.5% 10.7% 6.4% 1.9% 10.9% 20.3% 2.4%

Constructing a balanced training set of various categories is beneficial to the training
process. Data expansion is carried out on the small number of anomalies in the training set,
namely outlier and drift. The normal samples in all training sets are expanded to outlier
samples by magnifying individual points. The Gaussian distributed noise with 2%, 3%, 4%,
5%, 6%, 7%, and 8% standard deviation to the signals are added to each drift sample once, and
symmetrical flip it once to obtain 8 times the number of drift samples. Therefore, an additional
10,860 (13,575 × 80%) outlier samples and 4345 (679 × 80% × 8) drift samples were obtained.
After adding to the training set, the new training set size is 37,821 (22,616 + 10,860 + 4345).

Down-sampling is implemented on the test set and new training set samples, and the
dimensionality of the samples is reduced from 1 × 72,000 to 2 × 3600 while retaining most
of their features.

In order to build the 1D-CNN architecture, two one-dimensional convolutional layers
are stacked to obtain the deep features of the sample more efficiently, and a flatten layer and
two dense layers are connected to convert two-dimensional features into one-dimensional
output. The last layer of the network uses the softmax multi-classifier. In short, softmax is
the value that maps the output of the previous layer to (0,1) through the softmax function.
The sum of these values is 1, which can be understood as a probability. The node with
the largest probability is selected as the predicted abnormal data type. The network
structure is shown in Figure 6. The detailed structure of 1D-CNN is shown in Table 3. The
hyperparameter configuration is shown in Table 4.

Figure 6. Schematic of the proposed CNN architecture.
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Table 3. The detailed architecture of CNN.

Layer Type
Input
Shape

Output
Shape

Kernel
Num

Kernel
Size

Stride Padding with BN Activation

1 Conv (3600, 2) (3600, 32) 32 16 1 Same True Leaky ReLU
2 Conv (3600, 32) (3600, 32) 32 16 1 Same True Leaky ReLU
3 Pooling (3600, 32) (900, 32) None 4 4 Valid False None
4 Flatten (900, 32) (28800) None None None None None None
5 Dense (28800) (7) None None None None False Leaky ReLU
6 Dense (7) (7) None None None None False Softmax

Table 4. The configurations of training process.

Name Value Description

Batch size 128 The size of data batch used in every training iteration
Initial learning rate 10−3 The initial learning rate of Adam algorithm

Patience 40 A parameter of early stopping

α 0.01 A parameter in Leaky RELU function
0.01 in every activation function

Mean Squared Error (MSE) as a loss function for training and validation can be
expressed as:

MSE =
1
N

N

∑
i=1

(Yi − Y0,i)
2 (3)

where Y represents the predicted value, and Y0 represents the true label value. N represents
the total number of samples.

In the training process, the training set is divided into 12.5% as the verification set.
During the training process, the training loss and the validation loss (MSE) are monitored,
and the training accuracy and verification accuracy (Accuracy) are also monitored. The
change of the loss function and the change of the accuracy are shown in Figures 7 and 8.

Figure 7. Training and validation loss curve.

It can be seen that the overall loss value shows a downward trend, and the overall
accuracy shows an upward trend. The amplitude is large at the beginning of training,
indicating that the learning rate is appropriate. There are glitches and oscillations locally,
possibly because a large batch size is selected for a large number of samples, and there are a
small number of samples with incorrect labels in the real-world data set. After the loss value
and accuracy stabilized, the final training and validation accuracy reached more than 95%.
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Figure 8. Training and validation accuracy curve.

Table 5 shows the classification results in a statistical way. In the statistical analysis
of binary or multiple classifications, precision, recall, and F1 score are measures of the
accuracy of the classification results, and the last one is the harmonic average of the
first two. Recall is relative to the sample, that is, how many positive samples in the
sample are predicted correctly. Take the missing-type samples in Table 5 as an example.
There are a total of 603 missing-type samples. If 602 are predicted correctly, the recall is
602/603 = 99.83%. Precision is relative to the prediction result. It indicates how many of
the samples whose predictions are positive are correct. Taking the normal-type samples as
an example, a total of 2590 samples are predicted to be normal types. If 2542 predictions are
correct, the precision is 2542/2590 = 98.15%. Recall and precision indicators are sometimes
contradictory. If a comprehensive indicator is used to express the results of recall and
precision, the most common method should be the F1 score as follows:

F1 = 2
precision · recall

precision + recall
× 100% (4)

Where F1 represents F1 score, recall represents recall, and precision represents precision.

Table 5. The prediction result of the test set.

Predicted Data Pattern

1 2 3 4 5 6 7 Total Recall (%)

Real data
pattern

1-normal 2542 0 60 72 14 0 0 2688 94.57

2-missing 0 602 1 0 0 0 0 603 99.83

3-minor 26 0 326 8 0 0 0 360 90.56

4-outlier 21 0 1 84 0 0 0 106 79.24

5-square 1 0 1 2 612 0 0 616 99.35

6-trend 0 0 2 0 0 1110 35 1147 96.77

7-drift 0 0 0 0 0 13 123 136 90.44

Total 2590 602 391 166 626 1123 158 5656 95.45

Precision (%) 98.15 100.0 83.38 50.60 97.76 98.84 77.85

F1 score 0.96 1.00 0.87 0.62 0.99 0.98 0.84

It can be seen that the proposed method can effectively identify various data patterns.
The recall of normal, missing, minor, square, trend, and drift categories can reach above
90%. Except for the low F1 score of outlier and drift, the other types are all high. A small
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number of minor samples are classified into the normal category. Some outlier samples are
classified into the normal category, and a few are classified into the minor category. The
outlier sample may have only a few peaks, and most of the features of the outlier sample
are very similar to the normal sample, and the feature that is too small will be lost in the
convolution process. Trend and drift are partly confused, probably because they both have
slanted features.

4. Conclusions

This paper modeled the anomaly detection problem into a time series classification
problem. The original time series undergoes data preprocessing and data augmentation
to get a sample set with more uniform distribution, more obvious features, and smaller
dimensions. Data augmentation includes data expansion and down-sampling. For small
samples, the methods of symmetrical flipping, adding noise, and randomly generating
outliers are used for data expansion, and samples with the same label are added without
increasing the original samples. The down-sampling method of symmetrically extracting
the maximum and minimum values can effectively reduce the dimensionality of the input
sample and retain its features. Build a one-dimensional convolutional neural network
model that is faster for time series classification problems. Adding the hyperparameter
tuning of class weights makes the network more effective in dealing with an unbalanced
training set. The method is verified with the acceleration data of a long-span cable-stayed
bridge for one month. For the anomaly detection problem modeled as a time series
classification problem, the results show that the proposed method can automatically detect
a variety of data anomaly categories with high precision.

The proposed method can accurately identify most types of abnormal data, but for
abnormal types with very inconspicuous features, such as outlier data, there is still much
room for improvement in recognition accuracy. In future work, time series augmentation
will not only be carried out in the time domain, but will be expanded to the frequency
domain, or more advanced methods (such as GAN) will be used to expand samples.
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Abstract: Real-time hybrid simulation (RTHS), dividing the emulated structure into numerical
substructures (NS) and physical substructures (PS), is a powerful technique to obtain responses
and then to assess the seismic performance of civil engineering structures. A transfer system,
a servo-hydraulic actuator or shaking table, is used to apply boundary conditions between the
two substructures. However, the servo-hydraulic actuator is inherently a complex system with
nonlinearities and may introduce time delays into the RTHS, which will decrease the accuracy and
stability of the RTHS. Moreover, there are various uncertainties in RTHS. An accurate and robust
actuator control strategy is necessary to guarantee reliable simulation results. Therefore, a mixed
sensitivity-based H∞ control method was proposed for RTHS. In H∞ control, the dynamics and
robustness of the closed-loop transfer system are realized by performance weighting functions. A
form of weighting function was given considering the requirement in RTHS. The influence of the
weighting functions on the dynamics was investigated. Numerical simulations and actual RTHSs
were carried out under symmetric and asymmetric dynamic loads, namely sinusoidal and earthquake
excitation, respectively. Results indicated that the H∞ control method used for RTHS is feasible, and
it exhibits an excellent tracking performance and robustness.

Keywords: real-time hybrid simulation; H∞ control; time delay; mixed sensitivity

1. Introduction

Real-time hybrid simulation (RTHS) [1], or the real-time substructure pseudo-dynamic
test, is a cost-effective and versatile experimental technique to evaluate structural perfor-
mance under dynamic excitations. It originated from the pseudo-dynamic test [2] first
proposed by a Japanese researcher in the 1970s, which is known as hybrid simulation (HS)
nowadays. HS takes advantage of numerical analysis and physical experiments, in which
the emulated structure is divided into several substructures: the part that cannot be simu-
lated exactly is experimentally tested in the laboratory, which is denoted as the physical
substructure (PS), and the rest is simulated by a computer program, which is denoted as
the numerical substructure (NS) [3,4]. In RTHS, boundary conditions between the two
substructures are imposed on the PS by a transfer system, a servo-hydraulic actuator or
shaking table, in a real-time manner. This allows RTHS the ability to test rate-dependent
components, such as TMD, AMD, and MR dampers. In recent decades, much progress has
been achieved [5–8].

However, due to the inherent nonlinear dynamics of the actuator–specimen system,
the desired displacement cannot be realized at the end of the time integration step. This
is often called the time delay, which will decrease the accuracy and may lead to RTHS
instabilities [9]. Therefore, to carry out a successful RTHS, the detrimental effect of time
delay must be mitigated. Horiuchi et al. [9] assumed a constant time delay and proposed
a polynomial extrapolation method. Subsequently, more accurate strategies have been
investigated to consider the variation in time delay [10–13].

Symmetry 2021, 13, 840. https://doi.org/10.3390/sym13050840 https://www.mdpi.com/journal/symmetry
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Modern control theory was also used to deal with time delay, where the control
plant includes the servo-hydraulic and the specimen. The inverse control technique was
introduced by Chen and Ricles [14], where the servo-hydraulic actuator is modeled by a
first-order transfer function. Carrion and Spencer [15] proposed a model-based control
approach, where a low-pass filter is combined with the inverted actuator system plant.
In this method, a higher-order control plant can be used. Ning et al. [16] proposed an
adaptive feedforward control method, where the Kalman filter is used to estimate the
adjustable parameters. Xu et al. proposed a frequency evaluation index-based compensa-
tion for RTHS [17]. A two-stage delay compensation method, combining the feedforward
and polynomial extrapolation, was proposed by Wang et al. [18]. A polynomial-based
feedforward prediction algorithm was combined with a robust linear-quadratic-gaussian
controller that was proposed by Zhou et al. [19] to deal with the adverse effects of time
delay. Ning et al. [20] proposed an adaptive feedforward and feedback control method
based on a discrete control plant, of which the model order is not restrained.

However, there are differences between the control plant model and the actuator–
specimen system. Hence, preliminary discussions have been made on the robustness of the
control strategy to model uncertainties [21–23]. In this study, a mixed sensitivity-based H∞
control method was introduced to deal with the time delay and uncertainties in real-time
hybrid simulation. The H∞ control theory is overviewed in Section 2. The selection of a per-
formance weighting function is presented in Section 3, where the influence of the weighting
function on the system dynamics is discussed. Subsequently, the proposed method is
validated through numerical simulations and actual RTHS in Sections 4 and 5, respectively.

2. Overview of H∞ Control Theory

The standard setup of H∞ control is shown in Figure 1. In this figure, w, u, z, and
y are vector-valued signals: w is the exogenous input, typically consisting of command
signals, disturbances, and sensor noises; u is the control signal; z is the performance output
that is to be minimized; y is the measured output. G is the generalized plant and K is the
controller to be designed.

Figure 1. Block diagram of the standard H∞ control.

In mixed sensitivity-based H∞ control, the generalized control plant, or augment con-
trol plant, can be formulated from feedback control. For a typical feedback control diagram
shown in Figure 2a, three functions: sensitivity function S, complementary sensitivity
function T, and controller sensitivity R, are defined, and they are calculated by

S = (1 + PK)−1, T = I − S = PK(1 + PK)−1, R = K(1 + PK)−1. (1)

where P is the transfer function of the control plant, and K is the to-be-designed controller.
The sensitivity function S is the transfer function between the reference input r and track-
ing error e, or between the disturbance and measurement output y. The complementary
sensitivity function T is the transfer function between the reference input r and measure-
ment output y. The controller sensitivity R reflects the control effort, which is the transfer
function between the reference r and controller output u.
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(a) (b) 

Figure 2. Formulation of the standard H∞ problem. (a) Weighted feedback control system; (b) equiv-
alent standard H∞ problem.

In RTHS, it is expected that the loading system can accurately reproduce the command
signal and is less sensitive to external disturbances, i.e., S→0 and T→1 are demanded. To
meet this requirement and consider the robustness index of additive and multiplicative
uncertainties [24], performance weighting functions, namely WS, WR, and WT, are intro-
duced to the feedback control loop, as shown in Figure 2a. Thus, the equivalent standard
H∞ block diagram can be reached, which is shown in Figure 2b. Hence, the generalized
plant G, from (w, u) to (z, y), is given as follows:

G(s) =
[

G11G12
G21G22

]
=

⎡
⎢⎢⎣

WS −PWs
0 WR
0 PWT
1 −P

⎤
⎥⎥⎦. (2)

In H∞ control theory [24], the controller is synthesized by optimizing the H∞-norm
of the cost-function, a transfer function from the exogenous input w to the performance
output z, which is calculated by

Twz = G11 + G12K(I − G22K)−1G21 =

⎡
⎣ WS(s)S(s)

WR(s)R(s)
WT(s)T(s)

⎤
⎦, (3)

Thus, the H∞ control problem can be formulated as follows: find a controller K that
makes the closed-loop system internally stable, and make the H∞ norm of Equation (3) the
least (optimal), or less than a given positive constant (suboptimal) [24]. However, it is often
not necessary to design an optimal controller in practice, and it is usually much cheaper to
obtain controllers that are very close in the norm sense to the optimal ones. Hence, the H∞
suboptimal controller was used in this study, in which the cost-function satisfies

‖Twz‖∞ < γ, (4)

where γ is a positive number, and the minimum value is in relation to the generalized plant
G [24].

Let a possible state-space realization for the generalized plant G be calculated by

.
x = Ax + B1w + B2u

z = C1x + D11w + D12u
y = C2x + D21w + D22u

(5)

where x is the state vector, and the dimensions of w, u, z, and y are compatible with that
of x.

Suppose G satisfies the following assumptions [24]:

• (A, B2) is stabilizable and (C2, A) is detectable;
• D12 = [0; I]T and D21 = [0 I];
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•
[

A − jωI B2
C1 D12

]
has full column rank for all ω;

•
[

A − jωI B1
C2 D21

]
has full row rank for all ω.

Then, a controller can be designed employing the DGKF method by solving two
Riccati equations [24].

It should be noted that the internally stable controller K is not unique in the suboptimal
problem, and the central controller is used in general.

3. Weighting Function and Its Influence

Section 2 shows that the performance weighting function plays an important role in
H∞ controller design. In this section, the weighting function with adjustable parameters is
proposed. Moreover, the influence of the parameters on the system dynamics is discussed.

3.1. Selection of Performance Weighting Function
3.1.1. Weighting WS

WS is the weighting function of the sensitivity function S. In the RTHS used for
earthquake engineering, the frequency of the commanded signals and disturbances is
generally very low. Hence, to track the reference signal with high accuracy and to suppress
the external disturbances, the sensitivity function S should be small enough over the low-
frequency range, while in the high-frequency band beyond the command signal, there are
no additional restraints for the sensitivity function S. Therefore, the weighting function WS
should have a high gain over the low-frequency range. Hence, WS can be selected as

WS =
as + bωd

s + c
(6)

where a, b, and c are adjustable parameters, and ωd is the desired bandwidth of the system.
The singular value of WS

−1 is shown in Figure 3. It is seen from the figure that, if c is small
enough, that the sensitivity function S will tend to zero when the frequency is not very
high, which means that the controlled system can realize the command perfectly. Typically,
–60 dB is small enough for the sensitivity function S when the frequency is low; hence, it is
recommended that c is less than 0.01.

Figure 3. Singular value of WS
−1.

3.1.2. Weighting WT

WT is the weighting function of the complementary sensitivity function T, which
represents the characteristic of the multiplicative uncertainties [24]. Hence, the weighting
WT can be selected as

σ

(
G(jω)

G0(jω)
− 1

)
< σ(WT(jω)), ∀ω (7)
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where G is the actual plant, G0 is the nominal or analytical plant, and σ is the singular
value. Once WT is determined, it can remain unchanged, because it is related to the model
of the control plant.

In RTHS, it is expected that T should be close to 1 to achieve the reference command,
especially over the concerned frequency band. Afterward, T should be small enough to
suppress the modeling errors over the high-frequency range, which will also diminish the
effect of measurement noise. Furthermore, if the gain of WT decreases quickly over the
high-frequency range, the measurement noise will be suppressed effectively. Hence, for
practical purposes, the recommended form of function WT is given by

WT = hs2 + ms + n (8)

where h, m, and n are adjustable parameters. It should be noted that WTP should be a
rational function. If not, the form in Equation (8) should be modified. Examples can be
found in the subsequent sections.

3.1.3. Weighting WR

The weighting WR is associated with the additive uncertainties [24]. Typically, the
weighting WR is introduced to satisfy the premises of the H∞ control theory. While it is
seen in Section 2, WR is the weighting of the controller sensitivity R, which is related to the
command sent to the servo valve in RTHS. A high controller gain will destabilize the system
due to measurement noise. Hence, to suppress the maximum magnitude of the controller,
the weighting WR can be selected as a small constant. The weighting WR can be eliminated.

3.2. Influence on the System Dynamics

In RTHS, it is expected that the servo-hydraulic actuator can realize the desired dis-
placement command quickly and precisely. Hence, to give guidance on weighting function
selection, the influence of the parameters in the weighting function on the dynamics, namely
the settling time, overshoot, and steady-state error, were investigated in this subsection. The
control plant, from the controller output u to measurement displacement y, was taken as

P =
20.99

s + 1.418
. (9)

By several trials, the weighting functions were selected as follows:

WS =
0.0475s + 170.1

s + 0.001
, WT =

2500 (s+250) (s+14.14)

(s + 1.571 × 104)
2 , WR = 0.001. (10)

It should be noted that as the control plant is a first-order transfer function, the form
of the weighting function WT is modified to guarantee that WTP is a rational function.
The step response was obtained and is shown in Figure 4. It is seen that the controlled
system could respond to the reference command quickly, and there was no steady-state
error, indicating a perfect tracking performance.

Figure 4. Step response of the H∞-controlled system.
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3.2.1. Influence of WS

1. Parameter a in WS

To analyze the influence of the parameter a on weighting function WS, the other
parameters in the weightings were kept unchanged. By changing a from 0 to 3.5, the
dynamics were calculated via the step response, which is shown in Figure 5. It is seen from
the figure that with the increase in parameter a, the settling time grew rapidly, while the
overshoot decreased quickly. The steady-state error almost remained the same. Hence, it is
recommended that a small positive value should be used for parameter a.

(a) (b) (c) 

Figure 5. Effect of parameter a on WS. (a) Settling time; (b) overshoot; (c) steady-state error.

2. Parameter b in WS

When designing the weightings in Equation (10), the desired system band was 20 Hz
and b was 1.35. To analyze the influence of the parameter b on weighting function WS,
the other parameters in the weightings were kept unchanged. By changing b from 0 to
1.5, the dynamics were calculated by the step response, which is shown in Figure 6. It is
seen in Figure 6 that when parameter b was less than 0.1, with the increase in parameter
b, the settling time decreased rapidly, while the overshoot almost remained unchanged.
When parameter b was larger than 0.1, with the increase in parameter b, the settling time
decreased very slowly, while the overshoot increased quickly. The steady-state error almost
remained unchanged. It is seen in Equation (6) and Figure 3 that with the increase in b, the
system bandwidth widened, resulting in the response speed accelerating and the overshoot
increasing. Hence, it is recommended that a larger b should be used if one expects a faster
response speed.

(a) (b) (c) 

Figure 6. Effect of parameter b on WS. (a) Settling time; (b) overshoot; (c) steady-state error.

3. Parameter c in WS

The parameter c was changed from 0 to 1.5 to investigate its influence, while the other
parameters in the weightings were kept unchanged. The dynamics were calculated by the
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step response, which is shown in Figure 7. It is seen that with the increase in parameter c,
the settling time and the overshoot almost remained unchanged, while the steady-state
error increased. Hence, it is recommended that the parameter c should be small enough to
eliminate the steady-state error, which is very important to RTHS.

(a) (b) (c) 

Figure 7. Effect of parameter c on WS. (a) Settling time; (b) overshoot; (c) steady-state error.

3.2.2. Influence of WT

For convenience of analysis, the weighting function WT in Equation (10) can be
rewritten as

WT =
0.0225s2 + 5.9431s + 79.5216

(0.003s + 47.1239)2 . (11)

1. Parameter h in WT

Keeping the other parameters in the weightings unchanged, the parameter h was
varied from 0 to 0.3 to examine its influence. The dynamics were calculated via the step
response, which is shown in Figure 8. With the increase in parameter h, the settling time
decreased first and then increased rapidly. The overshoot almost remained unchanged at
the beginning and then increased quickly, while the steady-state error decreased quickly
and then remained unchanged.

(a) (b) (c) 

Figure 8. Effect of parameter h on WT. (a) Settling time; (b) overshoot; (c) steady-state error.

2. Parameter m in WT

To analyze the influence of the parameter m on weighting function WT, the other
parameters in the weightings were kept unchanged. By changing m from 0 to 30, the
dynamics were calculated by the step response, which is shown in Figure 9. With the
increase in parameter m, the settling time almost remained unchanged first and then
decreased quickly. Then, the settling time increased with the increase in parameter m.
The overshoot decreased with the increase in parameter m, and then almost remained
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unchanged regardless of how the parameter m increased. Meanwhile, the steady-state error
remained unchanged first and then fluctuated at a relatively high value.

(a) (b) (c) 

Figure 9. Effect of parameter m on WT. (a) Settling time; (b) overshoot; (c) steady-state error.

3. Parameter n in WT

By varying the parameter n from 0 to 450, the dynamics were calculated via the step
response correspondingly, which are shown in Figure 10. It is seen that with the increase in
parameter n, the settling time and steady-state error varied in a very small range, which
could be viewed as unchanged. Meanwhile, the overshoot increased with the parameter n.

(a) (b) (c) 

Figure 10. Effect of parameter n on WT. (a) Settling time; (b) overshoot; (c) steady-state error.

3.2.3. Influence of WR

The weightings WS and WT were kept unchanged, and the weighting WR was varied
from 0 to 1.5. The dynamics were calculated via the step response, which is shown in
Figure 11. With the increase in weighting WR, the settling time increased. When the
weighting WR increased in a very small range near zero, the overshoot decreased quickly.
Then, the overshoot almost remained at zero with the increase in WR. The steady-state
error fluctuated at a relatively small value. Hence, it is recommended that a small positive
number is used for weighting WR.
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(a) (b) (c) 

Figure 11. Effect of WR. (a) Settling time; (b) overshoot; (c) steady-state error.

4. Numerical Validation

In this section, a nonlinear model of the servo-hydraulic actuator [25] was employed
to validate the effectiveness of the proposed H∞ control method used for RTHS.

Typically, the H∞ controller is designed by employing a nominal analytical model
of the physical testing system, in which the PS is included. Hence, a linear model of the
servo-hydraulic actuator, or nominal plant, is obtained from the nonlinear model for design
convenience, which is given by

P(s) =
2βApk0

MEVs3 + (CEV + 2βkMEk0)s2 + (KEV + 4βA2
p + 2pA2

p + 2kβCEk0)s + 2kβKEk0
. (12)

where the symbols and their values are listed in Table 1. The damping coefficient CE is
calculated by the damping ratio and natural frequency of the specimen. Then, the transfer
function of the nominal model is

P(s) =
7.748 × 106

s3 + 165.7s2 + 3.706 × 105s + 5.235 × 105 . (13)

Table 1. Values of system parameters for simulation [25].

Item Parameter Value Parameter Value

Servovalve
Natural frequency 816.81 rad/s Damping ratio 0.7
Servo-valve gain k0 1.0674 m2/s Supply pressure p 19.995

Actuator
Piston area Ap 0.0248 m2 Volume V 0.0069 m3

Effective bulk modulus of oil β 677.8 MPa Pressure difference feedback gain k 0.0002

Specimen Mass ME 56.289 kg Damping ratio 0.05
Stiffness KE 2276.3 kN/m

It should be noted that the units have been transformed into the international system
of units.

4.1. Robustness Investigation

In a real application, there are differences between the nominal model and the phys-
ical testing system, and the characteristics of the PS will vary during RTHS. Hence, the
robustness of the H∞ controller was investigated numerically in this section.

4.1.1. Modeling Uncertainties

• Controller design

When designing the H∞ controller, the modeling uncertainties and measurement noise
should be considered first, followed by the dynamics of the controlled system. Hence, it is
recommended that the designed order of the weighting function is WT, WS, and WR.
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To determine the modeling uncertainties, a series of linear numerical models of the
nonlinear model were calculated. Then, the uncertainties were obtained, whose singular
values are shown in Figure 12. Later, the weighting WT can be designed. It is seen in the
figure that the modeling error was very small when the frequency was not very high; then,
the modeling uncertainties increased with the frequency. Hence, the weighting WT should
cover the uncertainties over all the frequency ranges. Through several trials, the expression
for WT was given by

WT(s) = 2 × 10−5s2 + 0.005s + 0.25 (14)

Figure 12. Modeling uncertainties and weighting function WT.

Subsequently, the dynamics of the controlled system were considered. It is ex-
pected that the controlled system should respond to the command quickly and without a
steady-state error. Hence, the other two weightings were determined after several trials,
which were

WS(s) =
0.01s + 63
s + 0.001

, WR = 0.1 (15)

Eventually, a feasible solution was reached, and the H∞ central controller was

K(s) =
7, 731, 236.8628(s + 1.413)(s2 + 164.3s + 3.704 × 105)

(s + 1.021 × 106) (s + 1171) (s + 568.5 ) (s + 0.001)
(16)

Afterward, the performance of the controlled system was examined through per-
formance curves and the step response, which are given in Figure 13. A fast response
speed is observed in Figure 13a, and there is no steady-state error. It can also be seen
from Figure 13b that the complementary sensitivity function T was almost identical to 1
when the frequency was less than 10 Hz, indicating that the controlled system could track
the command very well. It is seen in the figure that the curves of the sensitivity function
S and complementary sensitivity function T were below the weighting functions WS

−1

and WT
−1, respectively, indicating that the selected weighting function could meet the

robust performance [24]. Moreover, over the concerned frequency, the sensitivity function
S was far less than 1, indicating that the controlled system exhibited a strong robustness
considering the disturbance.

• Modeling errors

To investigate the robustness of the H∞ controller to modeling uncertainties, two
cases were considered here. For the first case, the multiplicative uncertainties of 50% were
considered, while for the second case, the controller designed employing a linear model
was used for the nonlinear model. Step responses for the two cases are shown in Figure 14,
and the response without any uncertainties is also given in the figure for convenience
of comparison.
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(a) (b) 

Figure 13. Performance of the controlled system. (a) Step response; (b) performance curve.

(a) (b) 

Figure 14. Step responses. (a) Case 1: multiplicative uncertainties; (b) case 2: nonlinear model.

It is seen in the figure that when the multiplicative uncertainties were considered,
steady-state errors and overshoots were still not observed, while the settling time was less
than the initial state. When the H∞ controller was used for the nonlinear model, it was
found that there were obvious fluctuations, and overshoot and steady-state errors occurred.
However, the overshoot was very small (less than 0.5%), and the steady-state error tended
to zero. Hence, the H∞ controller exhibited strong robustness to modeling uncertainties.

4.1.2. Variation of the Specimen

• Stiffness

Two different stiffness coefficients were considered for the PS, 1.5 and 0.1 times the
initial one, respectively. The time histories of the change ratio under the step response
are given in Figure 15. It is seen from the figure when the stiffness coefficient varied, the
steady-state error occurred. The change ratio for the stiffness decrease was smaller than
that for the stiffness increase, and they were within the acceptable range. Hence, the H∞
controller was robust to the variation in stiffness.

(a) (b) 

Figure 15. Change ratio of step response for different stiffnesses. (a) KE = 0.1KE0; (b) kE = 1.5KE0.
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• Damping

To assess the robustness of the H∞ controller, two different damping ratios, 0.1 and
1.5 times the initial one, respectively, were considered for the PS. The time histories of the
change ratio under the step response are given in Figure 16. It is found that the change
ratios were negligible compared to those in Figure 15. With time, the change ratio tended
to zero, which means that the steady-state error was zero. This indicates that the damping
characteristics had limited influences on the step responses, and the H∞ controller exhibited
a strong robustness.

(a) (b) 

Figure 16. Change ratio of step response for different stiffnesses. (a) CE = 0.1CE0; (b) CE = 1.5CE0.

4.2. Virtual RTHS

In this section, virtual RTHSs were conducted on a single-degree-of-freedom (SDOF)
structure. The mass was 1200.8 kg, the structural stiffness was 2276.3 kN/m, and the
damping ratio was 5%. A nonlinear PS was employed, of which the mass and stiffness
of the PS were 56.6384 kg and 2276.3 kN/m, respectively, the yield displacement was
7.6 mm, and the stiffness coefficient after yield was 0.12. The earthquake excitation was
El Centro (NS, 1940), whose peak ground acceleration (PGA) was scaled to 0.16g. In the
virtual hybrid simulation, the α method [26] was adopted to solve the equation of motion,
and the time integral was 0.01 s. A pure dynamic analysis of the whole structure was
performed to serve as an exact reference solution, where the stepwise integral method was
CDM-RST [25], and the time step was 0.01 s. Due to the PS being changed, the controller
was re-designed, and the controller was:

K =
14, 893, 750.8909(s + 2.094 × 104)(s + 1.047 × 104)(s + 1.413)(s2 + 164.3s + 3.704 × 105)

(s + 1.305 × 106) (s + 2.096 × 104) (s + 1.031 × 104) (s + 1196) (s + 669.9 ) (s + 0.001004)
(17)

The time histories of displacement obtained by virtual RTHS were compared with
those of the reference solution, which is shown in Figure 17. It is seen in the figure that a
shifting was observed for the displacement due to the yielding of the structure. However,
the responses were in good agreement with those of the reference solution under the
earthquake excitation.

Figure 17. Displacement time histories for virtual RTHS.
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5. Experimental Validation

5.1. Overview of the Test
5.1.1. Experimental Setup

To validate the effectiveness of the proposed H∞ control method, actual real-time
hybrid simulations were conducted on an SDOF structure. The loading system at the
Structural and Seismic Testing Center of Harbin Institute of Technology was employed,
which consists of an FTS system and a dSPACE 1104 board. The FTS system comprises a
servo-hydraulic actuator, displacement sensor, force sensor, and servovalve. The displace-
ment sensor is an LWH-200 with a maximum stroke of 200 mm, which is produced by
Novotechnik. The force sensor is PSD-5tSJTT with a capacity of 5 T, which is produced by
Vishay. The servovalve is MOOG-761-3005, produced by Moog. The experimental setup is
shown in Figure 18.

(a) (b) 

Figure 18. Loading system setup. (a) FTS system; (b) control hardware and system.

Considering the restraints of the loading system, a spring was taken as the specimen
and was loaded in the axial direction. In RTHS, the central difference method was adopted
to solve the equation of motion, and the time integral was 0.02 s. The equation of motion
solved by the LSIM command in MATLAB served as the exact reference solution, where
the time step was 0.02 s.

To diminish the effect of measurement noise, an elliptic filter was designed by the
digital filter design module, with stop frequencies of 100 and 30 Hz for displacement and
force, respectively. The sampling time for the filter was 1000 Hz.

5.1.2. Controller Design

Similar to that used in Section 4, the analytical model was established theoretically
using the technical index of the servo-hydraulic actuator, which is provided by the manu-
facturer. The transfer function from u to y is

P =
4βk0 Ap(

4βA2
p + 4pA2

p + VKe

)
s + 4βkk0KE

(18)

where the parameters are listed in Table 2. Hence, the numerical model is given by

P(s) =
33.74

s + 0.5739
(19)
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Table 2. Values of system parameters.

Parameter Value Parameter Value

Servo-valve gain k0 0.0512 m2/s Supply pressure p 19.995
Piston area Ap 0.0015 m2 Volume V 0.0043 m3

Effective bulk modulus of oil β 677.8 MPa Pressure difference feedback gain k 0.0002

The mathematical model in between the input and output in the frequency domain
is shown in Figure 19. It is seen in Figure 19a that within the frequency range of interest,
the model was in good agreement with the test data, while for the phase, differences were
observed when the frequency became large. However, the analytical model can reflect the
major dynamics of the actual testing system.

(a) (b) 

Figure 19. Model validation. (a) Magnitude; (b) phase.

The weighting functions were determined using the recommended method given in
Section 3. After several trials, they were selected as

WS =
0.05s + 62.83

s + 0.01
, WT =

833.3333(s+805) (s+19.51)
(s+2.09 × 104) (s+1.05 × 104)

, WR = 1 × 10−6 (20)

Eventually, a feasible solution was achieved and the controller was

K(s) =
7.6251 × 108 (s + 2.094 × 104) (s + 1.047 × 104) (s + 0.5739)
(s + 2.812 × 1010)(s + 0.01048)(s2 + 1892s + 1.086 × 102)

(21)

It should be noted that the H∞ controller was designed in the continuous-time domain,
while the dSPACE is a digital sampling system. Hence, the H∞ controller was converted to
discrete form by the c2d command in MATLAB. The discrete method was Tustin, and the
sampling time was identical to that in dSPACE, namely 1000 Hz.

5.2. Loading System Verification

The feasibility of the designed H∞ controller was verified first. The step response is
given in Figure 20. It is seen in the figure that there was a pure delay in the system and
no steady-state error. The rise and settling times were 0.018 and 0.048 s, respectively. The
time of first achieving the command was 0.025 s. It seems that the H∞ controller could not
complete the RTHS. However, the step response is very rigorous, so the additional test was
carried out to further verify the dynamic performance.

A sinusoidal signal was discretized with a sampling time of 0.02 s, which was used as
the command signal. The response is shown in Figure 21. It is seen in the figure that at
the end of each step, the measurement displacements were in good agreement with the
command, indicating that the H∞ controller was suitable for RTHS.
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Figure 20. Step response with H∞ controller.

Figure 21. Tracking performance under sinusoidal signal.

5.3. RTHS
5.3.1. Sinusoidal Excitation

RTHS under sinusoidal excitation was first carried out by employing the H∞ controller.
The frequency of the excitation was 2 Hz, and the amplitude was increased slowly from 0
to 344.492 N. The period and damping ratios of the simulated structure were 1 s and 0.02,
respectively. The stiffness of the NS was the same as that of the PS, which was 34 kN/m.
The tracking performance of the actuator with the H∞ controller was examined first, and
the commanded and measured displacements are shown in Figure 22. It is seen in the
figure that at the end of each time integration step, the displacement measurement was
almost identical to that of the command. Moreover, the reference solution is also given in
Figure 22. It is seen that the measured displacements were in good agreement with the
reference ones.

(a) (b) 

Figure 22. Steady-state response under sinusoidal excitation. (a) Overall view; (b) enlarged view.

5.3.2. Earthquake

A series of RTHSs were conducted on a spring specimen with a stiffness of 35 kN/m.
Three different numerical substructures, whose stiffnesses were 35, 17.5, and 0 kN/m,
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were considered. The damping ratio was 0.1. For the NS with a stiffness of 35 kN/m, the
period was 2 s. The earthquake excitation was El Centro (NS, 1940), and the peak ground
acceleration (PGA) was scaled to 50 gal. The displacement time histories, overall and
enlarged view, are shown in Figure 23, together with the reference solution.

(a) 
(b) 

(c) 
(d) 

(e) (f) 

Figure 23. Displacement time histories under earthquake excitation. (a) Overall view for Case 1; (b) enlarged view for Case
1; (c) overall view for Case 2; (d) enlarged view for Case 2; (e) overall view for Case 3; (f) enlarged view for Case 3.

It is seen in the figure that the measured displacements were almost identical to
the command for the three cases, indicating a perfect tracking performance of the H∞-
controlled system. They were further verified by the RMSE collected in Table 3.

Table 3. Stiffness of NS and RMS error of hybrid simulation.

Case Stiffness of NS
RMSE (%)

Tracking RTHS

1 35 kN/m 2.77 12.47
2 17.5 kN/m 3.04 13.07
3 0 kN/m 2.31 17.96
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If focusing on the displacement response and reference solution, one will find that
the displacements of RTHS matched the reference well before the first displacement peak.
Subsequently, differences emerged, especially at each positive or negative peak.

It is seen in the figure that the tracking performance was perfect, but the simulation
results were barely satisfactory. The reason is that the measured force was not synchronized
with the desired displacement. There were two different filters, which may introduce
additional time delays differently.

6. Conclusions

Real-time hybrid simulation is a powerful technique to evaluate the structural per-
formance under dynamic loads, especially for structures with velocity- or acceleration-
dependent components. Due to the inherent nonlinearities of the servo-hydraulic actuator
and the uncertainties in the systems, the boundary conditions between the two substruc-
tures could be realized completely. Hence, a mixed sensitivity-based H∞ control method
was proposed for RTHS. The main conclusions that could be reached are as follows.

1. The principle of the H∞ control theory was presented briefly. Theoretically, the
H∞ control strategy is an optimization problem. By introducing the performance
weighting function to the feedback control system, the standard H∞ control problem
can be formulated.

2. The weighting function selection method was proposed, and the influences of the
weighting function on the system dynamics were discussed. Typically, WS should be
close to an integrator to eliminate the steady-state error, and a large numerator will
generate a fast response speed. WT should be determined by evaluating the model
uncertainties in advance, and it should have a slope of approximately 40 dB/dec over
the high-frequency range to suppress the unmodeled dynamics and measurement
noise. A small positive constant value is usually used for WR.

3. The robustness of the H∞ controller was investigated numerically. When considering
the model uncertainties and characteristic variation in the specimen, the overshoot
and steady-state error varied in an acceptable range, indicating the strong robustness
of the H∞ controller.

4. The effectiveness and feasibility of the proposed method were validated via numerical
simulations and actual RTSHs. When considering the nonlinear characteristics of
the specimen, the actual modeling uncertainties, or the measurement noise, the H∞-
controlled system showed an excellent tracking performance, indicating that it is
suitable to use the H∞ controller for RTHS.

However, it should be noted that the proposed method was only validated via a linear
elastic specimen, and a nonlinear physical substructure should be used to further validate
the feasibility. Furthermore, as the H∞ controller is still a feedback controller in essence,
the time delay cannot be eliminated. Hence, it is necessary to combine the H∞ controller
with other strategies.
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Nomenclature
a, b, and c Adjustable parameters in weighting function WS
e Tracking error
h, m, and n Adjustable parameters in weighting function WT
j Imaginary unit
k Pressure difference feedback gain
k0 Servo-valve gain
p Supply pressure
r Reference input
u Control signal or controller output
w Exogenous input
x State vector
y Measured output
z Performance output
A, B, C, D Coefficient matrix
Ap Piston area
G Generalized plant
G0 Nominal or analytical plant
K Controller
KE Stiffness of specimen
ME Mass of specimen
P Transfer function of the control plant
R Controller sensitivity
S Sensitivity function
T Complementary sensitivity function
Twz Transfer function from input w to output z
V Volume
WS, WR, and WT Weighting function
β Effective bulk modulus of oil
γ Positive number
ω Frequency
ωd Desired bandwidth
σ Singular value
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