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Preface to ”Cybersecurity and the Digital Health: An

Investigation on the State of the Art and the Position

of the Actors”

Cybercrime is increasingly exposing the health domain to growing risk. The push towards a

strong connection of citizens to health services, through digitalization, has undisputed advantages.

Digital health allows remote care, the use of medical devices with a high mechatronic and IT content

with strong automation, and a large interconnection of hospital networks with an increasingly

effective exchange of data. However, all this requires a great cybersecurity commitment—a

commitment that must start with scholars in research and then reach the stakeholders. New devices

and technological solutions are increasingly breaking into healthcare, and are able to change the

processes of interaction in the health domain. This requires cybersecurity to become a vital part

of patient safety through changes in human behaviour, technology, and processes, as part of a

complete solution. We must also not forget that the health domain is a complex system in which

multiple factors, heterogeneous and dynamic, interact, including the plurality of health services,

specialist skills and professional, technical health, and economic-administrative roles, as well as the

heterogeneity of the processes. All professionals involved in cybersecurity in the health domain were

invited to contribute with their experiences. This book contains contributions from various experts

and different fields. Aspects of cybersecurity in healthcare relating to technological advance and

emerging risks were addressed. The new boundaries of this field and the impact of COVID-19 on

some sectors, such as mhealth, have also been addressed. We dedicate the book to all those with

different roles involved in cybersecurity in the health domain.

Daniele Giansanti

Editor
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1. Cybersecurity

The problem of computer security is as old as computers themselves and dates back
decades. The transition from: (a) a single-user to multi-user assignment to the resource and
(b) access to the computer resource of the standalone type to one of the types distributed
through a network made it necessary to start talking about computer security. All network
architectures, from peer to peer to client-server type, are subject to IT security problems.

The term Cybersecurity has recently been introduced to indicate the set of procedures
and methodologies used to defend computers, servers, mobile devices, electronic systems,
networks and data from malicious attacks. Cybersecurity [1–3] is therefore applied to
various contexts, from the economic one to that relating to mobile technologies and includes
various actions:

• Network security: the procedures for using the network safely;
• Application Security: the procedures and solutions for using applications safely;
• Information security: the management of information in a secure way and in a privacy-

sensitive manner in accordance with pre-established regulations;
• Operational security: the security in IT operations, such as, for example, in bank-

type transactions;
• Disaster recovery and operational continuity: the procedures for restarting after problems

that have affected the regular/routine operation of a system and to ensure operational
continuity. For example, using informatic solutions such as an efficient disk mirroring
and/or backup policy;

• End-user training: specific training for the actors involved in the use of the systems,
which where necessary, must also include the citizen.

2. Cybersecurity and Health Care

The recent decade has seen a growing interest in information security. Cyber attacks
in the industry and consumer sectors have been widely echoed in the past and recent
cyber attacks in the healthcare sector are of concern. Recently, for example, at the center
of the debate were the attacks on health systems and the potential vulnerabilities that
have come to light for some types of critical medical device (mostly active implantable)
that can be connected to the network [1,2]. In several nations, there has generally been
a delay in addressing cybersecurity issues compared to other nations, for example, the
US. This is due to the fact that in the US, the world of health is undoubtedly an industry,
not only in terms of perception, but in practice: the approach to the problem in the US
has, in fact, been identical to that taken in general towards the world of industry and
consumption. Only recently, however, has the problem begun to be given due attention.
In the current healthcare sector, the criticality relating to the extraordinary diffusion of
innovative technologies (e.g., artificial pancreas, pacemakers) connected to the network in
the healthcare sector (over 300,000 classes of Medical Devices) are inevitably intertwined
with the safety and efficacy characteristics of the services provided and the protection of
the data processed, creating a context of high attention.
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The cybersecurity in the healthcare:

• Includes all the general actions listed and described in the previous paragraph (Net-
work Security, Application Security, Information Security, Operational Security, Disas-
ter Recovery and Operational Continuity, End-User Training) tuned and specialized
for the health-care sector;

• Faces four main aspects in the cyber-system that can either be a complex medical device
(e.g., wearable pumps; wearable stimulators; pacemakers; artificial pancreas) and/or
a complex interoperable and heterogeneous system (e.g., A Hospital Information Sys-
tem; a Radiology Information System; a dedicated medical network) comprehending
several components of elaboration systems, informatics, biomechatronics, bioengineering,
electronics, networks, eHealth, mHealth [1].

The data preservation

The procedures assuring the data for a prolonged period remains reachable and
functioning. These procedures must respect adequate specifications and use informatic
resources that are adequate for the purpose, such as adequate and stable filing systems.

The data access and modification

Refers to those typical functionalities such as storing and recovering data stored
in databases or other archives. The implementation of these actions is obtained by
means of specific designed procedures for the authentication and authorization of the
regulated access.

The data exchange

Data exchange can be carried out either internally (for example, in the Hospital LAN)
or externally (from the Hospital Lan to the external actors, such as, for example, the citizen
and/or other practitioners, and/or other healthcare bodies). It is evident that the data
exchange should take in a safe way place, in compliance with defined security specifics,
with the application of suitable measures of data protection.

The interoperability and compliance

The Interoperability allows both a health-care worker and a citizen to exchange the
data among several systems and devices in a shared manner. Two systems are considered
interoperable when they are able to exchange data and later present that data so that
they are comprehensible by all the involved actors. The compliance refers to the world of
regulations. It deals, for example, both with the use of the same standards (e.g., Dicom
in the radiology information systems) and with adherence to national and international
regulations (e.g., the GPRS in Europe) concerning the usage of health information.

3. Specific Healthcare Sectors to Be Faced with Particular Attention in
the Cybersecurity

3.1. Wearable Medical Device

The wearable medical devices [2–6], and, in particular, the implantable ones, are part of
a heterogeneous system (e.g., pacemakers, artificial pancreas). In a heterogeneous system,
the wireless connection allows the components to communicate with each other, and
creates an environment potentially susceptible to cyber attacks. If the connection between
the wearable device for continuous monitoring and the external elaborator is potentially
unsafe, an attacker could send deliberately incorrect data to the control algorithm. For
the artificial pancreas, for example, this could cause the release of a high amount of insulin,
resulting in a situation of hypoglycemia in the patient; the body would respond to a
hypoglycemic situation through the release of glucagon and epinephrine and continuing
the situation would compromise the brain, motor and cognitive functions, even leading to
death. For the pacemaker, this could cause the generation of an incorrect electronic pulse
activity and create, for example, the dangerous fibrillations, which could rapidly lead to
the death of the subject wearing the device. To take account of these issues, the Food and
Drug Administration (FDA), for example, has made guidelines and recommendations
available online.
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3.2. Picture Archiving and Communication System

The Picture Archiving and Communication System (PACS) [2,3] is a medical device
software (defined by the FDA as a Class II medical device) dedicated to the management
of a diagnosis reached using the medical imaging. A PACS embeds several parts such
as elaborators, workstations, digital-databases, digital data-stores, digital-applications. In the
PACS, several software components are dedicated to the image downloading, uploading
and manipulation. These actions clearly imply issues of data security and integrity, if we
consider that a PACS is a deposit of patients’ data with the inference of aspects related to the
data privacy and protection. It is evident that the cybersecurity assumes strategic importance
in the PACS in several tasks/activities of the digital radiology, in particular:

1. During the diagnostic/decision-making processes;
2. During the various phases of information manipulation ranging from image acquisi-

tion to its storage and subsequent sharing according to client/server type architectures.

3.3. Health Care Networks

As is well known, hospital companies today are strongly based on digital technologies.
The cyber risk is rapidly increasing with [2,3,7]:

1. The so-called dematerialization of administrative processes;
2. The increased dependence on computerized biomedical and non-biomedical technologies

(as described above);
3. The large amount of data stored in the Hospital Information Systems (HIS).

Recently, we have assisted in attacks on the HIS, both based on viruses (in minor cases)
and by real complex systems, managed by increasingly capable and ingenious unlawful
organizations. This means that the HIS can be attacked and breached in terms of both
privacy and of activities [7]. It should be considered that the HISs have a criticality of the
highest level, since the activity (based on specifically designed softwares) is linked to the
health of people. With regard to the HIS, cybersecurity has, therefore, a leading role in the
defense of IT infrastructures and in the final analysis of the citizen.

4. Conclusions

The cybersecurity in healthcare includes all the general actions employed both in the
consumer and industrial sectors (Network Security, Application Security, Information
Security, Operational Security, Disaster Recovery and Operational Continuity, End-User
Training) tuned and specialized for the health-care sector. It should be considered that the
criticality of the healthcare systems is of the highest level, since the activity is linked to
the health of people; therefore, a correct and effective implementation of the cybersecurity
assumes the utmost importance. All traditional health sectors and those emerging from
eHealth and mHealth must be addressed with the utmost attention, and can and should be
investigated by scholars. Training and information must be key aspects of cybersecurity
in healthcare.

It will be necessary to foresee specific investigations with targeted scientific studies in each
of the above-described fields. It will be also necessary to set up specific studies based on survey
tools, to understand the perception and the state of the correct use of cybersecurity on the actors
involved, from the medical specialist to the common people, who are disadvantaged and have a low
level of instruction.

It could be also useful to understand whether it is appropriate to expand and better generalize
the role of cybersecurity in new border areas of the health sector, such as, for example, (a) the sector
of non-medical apps that can be confused with medical devices and whose non-compliant use could
put patient safety at risk, especially during this COVID-19 pandemic period (perspective articles
here are also strongly needed and welcome), and (b) the sector of the new Apps for the digital contact
tracing, where discussion is increasing on the position of the citizen: with, on the one hand, his or
her privacy rights and, on the other hand, the need to make every effort in order to stop the Covid-19
pandemic (reviews which analyze this issue are also welcome here) [8,9].
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Abstract: Recent studies report that cybersecurity breaches noticed in hospitals are associated with
low levels of personnel’s cybersecurity awareness. This work aims to assess the cybersecurity culture
in healthcare institutions from middle- to low-income EU countries. The evaluation process was
designed and performed via anonymous online surveys targeting individually ICT (internet and
communication technology) departments and healthcare professionals. The study was conducted
in 2019 for a health region in Greece, with a significant number of hospitals and health centers,
a large hospital in Portugal, and a medical clinic in Romania, with 53.6% and 6.71% response
rates for the ICT and healthcare professionals, respectively. Its findings indicate the necessity of
establishing individual cybersecurity departments to monitor assets and attitudes while underlying
the importance of continuous security awareness training programs. The analysis of our results
assists in comprehending the countermeasures, which have been implemented in the healthcare
institutions, and consequently enhancing cybersecurity defense, while reducing the risk surface.

Keywords: cybersecurity culture; awareness; security assessment; healthcare domain

1. Introduction

Cybersecurity has become one of the dominant information technologies (IT) domains
in the health sector [1]. Over recent decades, various scientific attempts have been made
towards identifying, classifying, and addressing vulnerabilities and weaknesses in health-
care institutions and hospitals [2–5]. However, this effort did not discourage nor limit
the continuously evolving cybercrime in this domain. The European Union Agency for
Cybersecurity (ENISA) stated that the healthcare sector accounted for 27% of the overall
cyberattacks in Europe in 2018 [6].

The coronavirus outbreak, among its many side-effects, resulted in a significant cy-
bercrime increase [7,8]. Critical infrastructures, as categorized based on the 2016/1148
NIS Directive [9], have major targets. Among them, EU hospitals are experiencing patient
data loss [10,11], ransomware, and availability attacks. The following are two of the most
troubling examples:
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• The Brno University Hospital in the Czech Republic which, on 12 March 2020, was
forced to shut down its entire IT network, impacting two of the hospital’s other
branches, the Children’s Hospital and the Maternity Hospital [12].

• A fatality in a German hospital linked to a cyberattack [13].

Although security infrastructure is of critical importance for the defense against cyber-
criminals’ tactics and techniques, an organization’s biggest threat to privacy and security
has been acknowledged to be its own personnel [14]. ENISA’s report in 2018 [6] revealed
that 50.6% of attacked hospitals identified insider threats as their most serious adversary.

As anticipated, a significant scientific effort has been made towards assessing health-
care personnel readiness over recent years [15–17]. Recognizing the multidisciplinary
approach dictated towards this challenge, researchers soon adopted a holistic approach,
and the term “cybersecurity culture” soon emerged.

Cybersecurity culture denotes the combination of attitudes, behaviors, knowledge,
and awareness the organization’s personnel display about common cyber risks and threats
to protect the information assets [18]. Its evaluation involves the conduction of focused
campaigns, which often results in the initiation of education programs, ICT infrastructure
auditing, and the reassessment of current security policies to cultivate hospital personnel’s
culture and sense of responsibility when processing sensitive information in daily business
operations, thus preventing attacks or leakages [19,20]. Several endeavors towards assess-
ing healthcare personnel’s cybersecurity culture were based on surveys. Indicatively, the
surveys in Poland [21] and Finland [22] reported that medical professionals lack sufficient
cybersecurity training. The analysis in [23] confirmed human error as one of the most
common reasons for security incidents in hospitals. Authors in [24,25] highlighted that
lack of security culture, awareness, and employee negligence or maliciousness constitute
significant factors for the adoption of security policies.

Regarding the ICT resources utilization in hospitals, an analysis in 2008 [26] recorded
a variation from 0.082 to 0.210 of ICT professionals (full-time job) per hospital bed in USA
hospitals (0.142 in average, or equivalently, 1 ICT employee to total staff ratio of 60.7).
Eurostat’s general report in 2018 [27] documented an EU average value of 3.9% for the
relative share of ICT specialists in total corporate employment.

This study analyses, before the COVID-19 situation, the overall disposition towards
cybersecurity in healthcare institutions, which exhibit a proportion of ICT specialists in
total employment below the EU average and compares the findings with relevant analyses
in hospitals from Northern America and Northern Europe. We selected three different
healthcare organizations from three different countries, i.e., Greece, Portugal, and Romania.
In contrast to the above methods, we aimed to capture the cybersecurity awareness level of
the organizations by first focusing on the ICT employees and consequently assessing the
impact of this recorded level on the rest of the healthcare professionals.

The organizations under evaluation were the following: (i) a health region in Greece
that comprises a significant number of reference hospitals and health centers (hereafter
Institution A); (ii) a reference hospital in a large Portuguese region (henceforth Institution B);
(iii) a Romanian medical clinic for impatient rehabilitation (henceforward Institution C).
According to Eurostat [27], the percentage of ICT personnel to the total corporate staff for
Greece was 1.8%, for Portugal it was 2.4%, and for Romania it was 2.2%. To the best of our
knowledge, this is the first time that such an assessment has been conducted.

2. Methods and Materials

The Cybersecurity Culture Framework was developed in 2019 in the context of the
EnergyShield [28], a European Union (EU) project targeting cybersecurity in the electrical
power and energy system (EPES). It was officially introduced to the scientific community
in 2020 [29] in a manuscript detailing an evaluation methodology of both individuals’ and
organizations’ security culture indicators. Its model consists of dimensions and domains
analyzed into a combination of organizational and individual security factors (Figure 1).
Thus, facilitating the assessment of organizational security policies and procedures in
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conjunction with employees’ characteristics, behaviors, attitudes, and skills. The specific
framework exploits a variety of evaluation techniques, varying from surveys to more
sophisticated approaches, such as simulations and serious games.

Figure 1. Cybersecurity Culture Framework.

This study, using the aforementioned cybersecurity culture framework, aims to capture
the perspective and the level of personnel’s cybersecurity awareness in the prior presented
healthcare institutions. The percentage of the ICT staff compared to the total workforce
is 0.45% for Institution A (average number among all the supervised units), 0.78% for
Institution B, and 0.92% for Institution C (values lower than the Eurostat recorded statistics
for these countries). The following two discrete online questionnaires were carefully
designed to target two different personnel categories:

• Employees occupied in the ICT departments (ICT questionnaire);
• Non-ICT healthcare employees (non-ICT questionnaire) i.e., doctors, nurses, auxiliary,

laboratory, and administrative personnel.

The survey’s questionnaires are presented in Appendices A and B, while the participa-
tion was on a voluntary and anonymous basis.

The ICT questionnaire comprised the following five parts: The first part included
questions about demographics, years of experience, and serving population derived from
the Employee Profiling domain of the Attitude dimension (individual level). The second
part focused on ICT aspects involving the number of cybersecurity trainings performed,
percentages of total budget allocation to ICT, and cybersecurity deriving from the Se-
curity Awareness and Training Program domain of the Defense dimension along with the
Security Management Maturity domain of the Security Governance dimension (organization
level). The Section 3 targeted computer network policies and external parties’ access com-
bining indicators from different domains of the Access and Trust and Assets dimensions
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(organizational level). The fourth part requested individuals to answer questions about
current cybersecurity methods and practices used deriving from the Policies and Procedures
Awareness domain of the Awareness dimension (individual level). The last part focused on
cybersecurity performance indicators (e.g., number of cyber security incidents over time
and mean time for resolving an incident) deriving from the Security Governance dimension
(organizational level).

The non-ICT questionnaire included questions for demographics, employment status,
cybersecurity, or related trainings such as General Data Protection Regulation (GDPR), the
ability to understand cyberattacks, cybersecurity processes’ availability, and precautions
taken. Security metrics were once again a combination of different indicators described
in multiple layers of the cybersecurity culture framework aiming to obtain an overall
evaluation of the non-ICT personnel culture. To sense if the non-ICT personnel had
previously participated in cybersecurity campaigns, we used technical terminology in some
questions of the questionnaire. In other words, several techniques were used to carefully
trim and adjust the assessment process to the targeted audience.

The deployed numbers of computers are approximately 2800, 850, and 90 for Institu-
tions A, B, and C, respectively. Knowing that it is generally difficult to voluntarily collect
answers from the non-ICT personnel, due to the nature of their work, we sent the invitations
(electronic and paper-based) to all the employees with the target to increase the response
rate for the non-ICT personnel, and especially of those that have access to computers.
Additionally, multiple-choice based questionnaires were translated from English to the
native languages of the participants for better comprehension of their contents and to lift
the language barrier and alleviate it from the equation. The collected data was translated
back to English, harmonized, and checked for consistency.

The surveys were conducted from September 2019 to November 2019. There was no
time limit for the completion of the questionnaires and participants were not reimbursed
or offered any other incentive. Furthermore, since our analysis focused on middle- to
low-income countries, we conducted an extensive literature survey on evaluations of the
cybersecurity awareness status of hospitals in the USA, Canada, and Northern Europe
(high- to middle-income countries) so as to comparatively analyze our findings.

3. Results

We invited 10,418 healthcare professionals (8500 from Greece, 1700 from Portugal, and
218 from Romania) and 69 ICT hospital employees (60 from Greece, 7 from Portugal, and 2
from Romania) to participate in the online survey. The participation rate is graphically pre-
sented in Figure 2. In total, 736 individuals responded to the surveys (37 for ICT and 699 for
non-ICT). The overall answers to the ICT personnel were 28 (Institution A), 7 (Institution B),
and 2 (Institution C), respectively, while for the non-ICT, the responses to the healthcare
questionnaire were 449 (Institution A), 124 (Institution B), and 126 (Institution C). The
response rate for the ICT personnel was 53.62%. The response rate for the non-ICT em-
ployees was 18.69% on the basis of the deployed computers and 6.71% on the basis of total
employees, respectively.

3.1. Employed ICT Cybersecurity Procedures and Methods

The results revealed that 89%, 100%, and 50% of the ICT personnel in Institutions
A, B and C, respectively, acknowledged the complete absence of dedicated cybersecurity
departments in their institutions. Similar responses were given by the non-ICT personnel
(86%, 63%, and 68% for Institutions A, B, and C, respectively). This deviation is due to the
participants’ inability to distinguish between ICT and cybersecurity departments. In total,
100% of the ICT personnel in Institutions A and B and 50% in Institution C, responded they
did not follow an incident response plan form responding to a data breach in a timely and
cost-effective manner.
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(a) 
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(c) 
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Figure 2. Campaign general participation information: (a) per profession, (b) healthcare professional
per institution, and (c) ICT hospital employees per institution.

The ICT questionnaire responses on common vulnerabilities (Figure 3) revealed they
did not adopt common policies, irrespectively of their education status, gender, or age.
Although obsolete and black-boxed technologies, deployed in hospitals, play a significant
role in data breaches, 40.5% of ICT personnel indicated the usage of legacy systems with
known vulnerabilities in their day-to-day operations (representing more than 50% of the
total equipment). Additionally, only 24.3% were aware of the existence of cybersecurity
terms within the service level agreements (SLA) with vendors. The importance of setting
up a unique identifier policy for users and roles for the mitigation of the impact of internal
threats was acknowledged only by 48.6% of the ICT personnel. The need for secure sockets
layer (SSL) certificates to be used by the web-based health information system (HIS) was
identified by only 48.6%. Only 48.6% of the ICT personnel were aware that certain attacks,
such as distributed denial of service (DDoS), are considered criminal actions. On the other
hand, 75.7% acknowledged the usage of proactive backup measurements.
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Figure 3. ICT personnel responses on common cybersecurity vulnerabilities.

Furthermore, 54% of the ICT personnel indicated that no records were kept, rendering
a forensic analysis impossible and also resulting in no lessons learnt about the organizations’
response. Moreover, as shown in Figure 4, the ICT personnel replied that most identified
cybersecurity incidents took up to 6 h to resolve. The analysis revealed that the “Mean
Downtime” was equal to the “Mean Time to Resolve the Incident”, which means that
parts of ICT facilities and related ICT-enabled services might have lost availability and
functionality during the incident, a fact that possibly translates that no continuity plan was
in place. This is in line with the finding that a small number of cybersecurity penetration
tests were conducted during the last two years (affirmative answers: only 18% from A, 57%
from B, and 50% from C). All the above indicate the necessity of performing regular ICT
penetration tests and iterative trainings.

Figure 4. Cybersecurity Incident: Downtime and Time to Resolve.

3.2. Training on Cybersecurity and Data Protection

The survey exposed the lack of cybersecurity-related training across the three insti-
tutions. 70% of the ICT personnel admitted they have not received official cybersecurity
training in the past 3 years, with the remaining 30% revealing a frequency of less than
one training per year even on European legislation and guidance, such as Directive (EU)
2016/1148 NIS Directive and the GDPR. Nevertheless, the ICT personnel responded they
were aware of those acts at 80% in A, 86% in B and 50% in C. On the other hand, 73% of
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non-ICT personnel replied they had access to sensitive information and were aware of
GDPR (Figure 5).

Figure 5. Awareness of Non-ICT personnel on legal aspects, privacy and cybersecurity structure.

39% of the ICT personnel in Institution A, 57% in Institution B and 100% in Institution
C replied they used to perform internal cybersecurity awareness training (e.g., about
phishing). The latter indicates the recorded low number of ICT staff might have played a
significant role in not conducting training.

3.3. Cybersecurity Awareness Level

Figure 6 shows the positive answers of the non-ICT group to questions related to
cybersecurity awareness. Only 22.7% of the non-ICT personnel felt sufficiently trained in
security, while only 38.5% were confident they could recognize a security issue or incident if
they encountered one. This confidence was mainly supported by personnel in Institution C,
while in the other two institutions they were perceived to be low-to-moderately trained.
Trying to sensor the adequacy of the personnel’s awareness of cybersecurity threats such as
email phishing and their reactions to them, it was found that only 26.8% of the participants
knew what a social engineering attack was, while only 21.9% knew how to detect an email
phishing attack. Although participants acknowledged they handled sensitive data on a
daily basis, only 23.3% perceived the level of importance of their terminals’ content to
hackers. 40.9% answered they knew when their terminals had been compromised and
whom to contact in such a case. 30.9% understood the consequences of sharing their
terminal or credentials, while 37.3% knew how to handle email attachments. More than
50% of the non-ICT personnel acknowledged the existence of antivirus software and the
policy of locking their terminals when they leave. Their majority also responded (76%) that
following security policies would help them do their job better.
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Figure 6. Digital behavior and security comprehension level of non-ICT Healthcare Employees.

4. Discussion

Our findings showed healthcare ICT personnel represented a very small percentage
of the total workforce, generally below 1%. The surveyed organizations have dedicated
only a small amount of their total ICT budget (below 5%) to cybersecurity purposes. The
importance of budget allocation to cybersecurity is illustrated in the 2019 report [30] of the
Healthcare Information and Management Systems Society (HIMSS) in the USA. Although
our surveyed organizations reported less than 5% in ICT budget allocation for cybersecurity,
the report among 166 USA health information security specialists in [30] acknowledged
a significant increase in this budget category (10% of the respondents acknowledged
cybersecurity funding of more than 10%, 11% responded 7–10%, while 25% answered
3–6%). The identified differences in the ICT investments indicate that smart hospitals
have invested more in cybersecurity and in associated human resources to protect their
information assets, rather than traditional hospitals [9], which are in the process of digital
transformation. The ongoing application of the EU’s digital convergence policies (e.g.,
cross-border health data exchange) is expected to bridge the aforementioned gap.

Almost all of the respondents (96%) in the 2019 HIMSS survey [30] indicated their
respective organizations conducted risk assessments (37% of which were comprehensive,
resulting in the adoption of new or improved security measures by 72% of them). In
our study, the lack of cybersecurity departments and that 70% of ICT employees have
not received official cybersecurity training in the past 3 years, accounted for the low
adoption and lack of standard or common policies in cybersecurity incidents (100% for
A and B and 50% for C). Only 48.6% of the ICT personnel (A, B, and C) acknowledged
the importance of applying a unique identifier policy for users and roles, in contrast to
the 2017 survey [31] among 39% of all the USA’s hospitals, where more than 90% of them
used unique identification for system users (supported by automatic logoff of system users,
required use of strong passwords, etc.). Additionally, 40.5% of the ICT personnel in our
study indicated the usage of legacy systems (more than 50% of the total equipment). The
legacy-systems impediment is also acknowledged in [30] (69% of respondents), but in a
lower percentage of the total equipment (more than 10% for only 14% of respondents).
Moreover, in contrast to our study (see Section 3.2.), only 18% of respondents in [30] stated
their organization did not conduct phishing tests and trainings due to a lack of personnel
with the appropriate cybersecurity knowledge and expertise. Furthermore, in our study,
21.9% acknowledged they do not know how to detect an email phishing attack, which
suggests that the actual percentage of a real, ongoing phishing attack might be even higher.
In contrast to that, a recent study at US health care institutions [15] indicates a median
click rate on phishing campaigns of 16.7%, which is further reduced on subsequent ones,
highlighting the importance of training on that matter.
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Regarding the non-ICT personnel, comparing our findings (Table 1) with a 2020 study
in Poland [21], a 2019 study in a health region of western Finland [22], and a 2019 study
in a health organization in western Canada [19], revealed the low level of cybersecurity
awareness status. In Institutions A, B, and C, the 22.7% that felt sufficiently trained in
security and the 23.3% that perceived the importance of the terminals’ content to hackers,
appeared significantly lower next to the 51.31% of the 1200 Finnish professionals reporting
bring sufficiently aware of the information and the cybersecurity matters pertaining to
their job. About the same percentage (55.7%) of 586 non-ICT professionals in the Canadian
healthcare organization, declared their satisfaction with ICT security in their daily activities.
73.2% of our non-ICT participants did not know what a social engineering attack was,
which makes them a potential hazard of disclosing sensitive information (e.g., passwords).
69.1% could not realize the consequences of sharing their terminal or credentials with other
employees. The Finnish study reported a negative answer to disclosing one’s password
over the phone, either if requested by an authority (96%), or by an ICT manager (83%),
while the Canadian one states that 93.6% would never share login information with other
employees. Only 21.9% of the respondents in our study could detect spam emails and
phishing attacks, and only 37.3% could handle attachments, which both fell behind the
Finnish awareness score (41.54%) and the Canadian personnel that acted correctly upon
them (55%).

Table 1. Percentage (%) of answers related to cybersecurity awareness along with the corresponding
standard deviations for non-ICT personnel.

Question
Institution A

n = 449 (100%)
Institution B

n = 124 (100%)
Institution C

n = 126 (100%)

Do you have cyber-security policies at your hospital?
Yes 11% ± 0.5 55% ± 4.9 60% ± 5.3
No 14% ± 0.7 2% ± 0.2 7% ± 0.6

Do not know 75% ± 3.5 43% ± 3.8 33% ± 2.9
Have you been informed or trained regarding General Data
Protection Regulation (GDPR) in order to minimize private
personal data breaches or cybersecurity incidents?

Yes 31% ± 2.5 31% ± 0.2 31% ± 0.1
No 69% ± 0.08 69% ± 0.2 69% ± 0.1

How careful are you when you open an attachment in email?
I always make sure it is from a person I know, and I am

expecting the email 32% ± 6.7 48% ± 15.9 50% ± 18.4

As long as I know the person or company that sent me the
attachment, I open it 59% ± 7.7 42% ± 15.4 45% ± 18.4

There is nothing wrong with opening attachments 9% ± 6.3 10% ± 12.3 5% ± 7.4
Have you given your password to your colleagues or your
manager, when you were asked for it?

Yes 33% ± 9.1 26% ± 14.2 30% ± 24.1
No 67% ± 9.1 74% ± 14.2 70% ± 24.1

Is anti-virus currently installed on your computer?
Yes 60% ± 2.8 16% ± 1.4 79% ± 6.9
No 11% ± 0.5 65% ± 5.8 5% ± 0.4

Do not know 29% ± 1.3 19% ± 2.7 17% ± 1.5
I am confident that I could recognize a security issue or incident
if I saw one.

Strongly agree 4% ± 2.4 4% ± 4.6 14% ± 12.3
Agree 24% ± 8.1 39% ± 18.3 59% ± 15.3

Neither agree nor disagree 42% ± 10 34% ± 18 8% ± 7.8
Disagree 23% ± 8.3 20% ± 9.1 17% ± 10.3

Strongly disagree 7% ± 4.5 3% ± 3 2% ± 1.9

Low to moderate knowledge and awareness in the above fields pose a potential
risk during daily working activities, such as processing patients’ data or communicating
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medical information to other parties. Therefore, it is deduced that there is a high risk of
security incidents triggered by non-ICT employees because the aforementioned threats
and attacks and the associated impact of potential incidents have not been efficiently
communicated to them by the ICT staff. All the above indicate that decreasing the end-
point complexity as proposed in [32], along with training conduction, is essential in raising
awareness amongst personnel and motivating them to pay attention to cyber-threats and
policies to limit human errors [33–35]. The adoption of a risk-aware attitude and associated
skills by the non-ICT staff through cybersecurity trainings and a robust organizational
monitoring strategy could lead to a more GDPR-compliant status. Even in New Zealand, a
country where robust cybersecurity practices have long been in their agendas, the majority
of internet users, as revealed by a 2019 survey [36], still take low to no security measures,
while they perceive monitoring practices, such as the use of monitoring software, as highly
technical. The necessity for intense cybersecurity awareness trainings, even from a young
age, is highlighted.

5. Considerations and Limitations

The response rate of the non-ICT personnel was correlated with the number of the
deployed computers they use daily. However, due to the variations in the clinic shift
patterns, it was hard to stringently identify the non-ICT personnel that used computers.
Therefore, we tried to collect responses by sending the non-ICT participation invitation
mainly through their direct management, assuming it would be communicated to the total
number of employees. Due to the voluntary and anonymous nature of the questionnaires,
the commitment of all doctors and nurses was not totally ensured. Nevertheless, the
collected answers proved to conform to the findings from the ICT questionnaire, where we
managed to achieve high response rates. The availability of similar studies in the literature
for the health care sector, especially recent ones, is not abundant, and comparisons were
performed mainly against data from surveys conducted in hospitals in the USA, Canada,
and some territories of northern Europe.

6. Conclusions

The implementation and deployment of security awareness programs in healthcare
institutions along with training procedures proves to be a necessity. Furthermore, 76%
of the non-ICT personnel replied that following hospitals’ security policies would help
them perform their job better. Consequently, the findings were communicated to the
management of the institutions, and certain courses of proactive and reactive cybersecurity
measures have been triggered and implemented during the COVID-19 crisis. Specifically, a
certain budget was allocated to procure or upgrade cybersecurity systems and software
(e.g., antivirus databases, UTM firewalls with IDS/IPS). A specialised workshop has been
conducted with ENISA’s support for the ICT staff, which in several cases was reinforced
accordingly. Additionally, in-house awareness campaigns for non-ICT employees about
anti-phishing or anti-social engineering have periodically been conducted. Moreover,
those who deal daily with sensitive data and processes have participated in GDPR related
seminars. In the future, we aim to revisit the updated cybersecurity measures and strategies
and re-perform an extensive assessment to re-evaluate the new level of cybersecurity
awareness and personnel readiness.
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Appendix A

ICT Personnel Questionnaire

1. General Characteristics

a. Demographics

i. Age:

20–39 ✷

40–60 ✷

60+ ✷

ii. Gender:

Male ✷

Female ✷

b. Education:

Secondary Education ✷

Vocational training Institution ✷

Bachelor’s Degree ✷

MSc ✷

PhD ✷

c. Position:

ICT director ✷
ICT manager ✷
ICT staff ✷

d. Years of experience

0–5 ✷

6–10 ✷

more than 10 ✷

e. Healthcare Organization:

Hospital ✷

Clinic ✷

Health Authority ✷

National ✷

Regional ✷

Local ✷

Employees <100 ✷
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Employees 100–300 ✷

Employees 301–600 ✷

Employees 601–1000 ✷

Employees >1000 ✷

Population <100 k ✷

Population 100 k–300 k ✷

Population >300 k ✷

2. Specific ICT

a. Proportion of ICT employees in total employment (%)

0–1% ✷

1.1–2% ✷

2.1–3% ✷

3.1–4% ✷

4.1–5% ✷

5.1–6% ✷

6.1–7% ✷

b. Existence of a Cybersecurity Department

Yes ✷
No ✷

c. Official Trainings had in ICT cybersecurity during the last 3 years (number)

0 ✷

1 ✷

2 ✷

3 ✷

4 ✷

d. Do you perform internal cybersecurity awareness trainings (e.g., phishing) in
order to teach employees what to check in the received emails?

Yes ✷
No ✷

e. Average yearly organization’s budget allocated to ICT during the last 3 years
(in Euros)

0–100 K ✷

101–200 K ✷

201–300 K ✷

301–400 K ✷

401–500 K ✷

Do not know ✷

f. Percentage of current ICT budget allocated to cybersecurity (e.g., antivirus
purchasing or license renewal, firewall purchase or firewall license renewals,
etc.) during the last 3 years (%)

0–5% ✷

6–10% ✷

11–15% ✷

16–20% ✷

21–25% ✷

26–30% ✷

Do not know ✷

3. Network Communication with External Partners and Collaborators

a. Usage of secure method or other methods for third party accesses

VPN ✷

TeamViewer ✷
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AnyDesk ✷

Remote Desktop ✷

Other secure method ✷

Other unsecure method ✷

b. Communication ports opened and monitored during daily operations (con-
stantly or on demand)

Port TCP 22 (SSH) ✷
Port TCP 23 (Telnet) ✷
Port TCP 3389 (RDP) ✷
Port TCP 20 (FTP data) ✷
Port TCP 21 (FTP control) ✷
other ✷

c. Do existing SLAs include terms that ensure cybersecurity policies are applied
by the external partner for preventing data breaches when connected remotely
to hospital’s information systems?

Yes ✷
No ✷

Do not know ✷

4. Cybersecurity Methods & Practices

a. Does your organization have an official cybersecurity plan?

Yes ✷
No ✷

Do not know ✷

If the previous answer is yes, which of the following plans?

Risk Assessment ✷
Incident Respond Plan ✷

Mitigation plan ✷

Report plan ✷

b. Have any cybersecurity tests been performed in your organization during the
last 2 years?

Yes ✷
No ✷

If the previous answer is yes, which of the following tests?

Scanning ✷

Penetration ✷

Weak password identification ✷

Phishing ✷

Virus/malware checking ✷

Verification of latest updates/outdates ✷
Other ✷

c. Are you familiar with the Directive (EU) 2016/1148 NIS Directive and
GDPR regulation?

Yes ✷
No ✷

Partially ✷

d. Is a DDoS attack considered a criminal action according to your national
legislation?

Yes ✷
No ✷

Do not know ✷
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e. Does your working practice have policies and procedures for the assignment of
a unique identifier for each authorized user according to its role?

Yes ✷
No ✷

Do not know ✷

f. Does your working practice have back up information systems so that it can
access HIS in the event of an emergency or when your practice’s primary
systems become unavailable i.e., in the event of a disaster?

Yes ✷
No ✷

g. Do SSL certificates exist for web-based hospital information systems?

Yes ✷
No ✷

Partially ✷

h. Which of the following tools do you use daily for information security?

Antivirus/malware ✷

Firewall(s) ✷
Data encryption (data in transit) ✷
Data encryption (data at rest) ✷
Patch & vulnerability management ✷
Intrusion detection systems (IDS) ✷
Network monitoring tools ✷
Mobile device management ✷
User access controls ✷
Intrusion prevention system ✷

Access control lists ✷
Single sign on ✷

Web security gateway ✷

Multi-factor authentication ✷

Data loss prevention (DLP application) ✷
Messaging security gateway ✷

Audit logs of each access to pt. health and financial records ✷
My duties do not include cyber-security activities ✷

5. Cybersecurity Performance Indicators

a. Percentage of legacy (unsupported) or known vulnerable systems in place (e.g.,
end of life operating systems in medical devices) in total equipment (%)

0–10% ✷

11–20% ✷

21–30% ✷

31–40% ✷

41–50% ✷

51–60% ✷

More than 60% ✷

Do not know ✷

b. Number of cyber security incidents during the last 3 years (e.g., phishing attacks,
virus infections, etc.)?

0–5 ✷

6–10 ✷

11–15 ✷

16–20 ✷

21–25 ✷
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26–30 ✷

No records kept ✷

c. Number of unauthorized login attempts in HIS, Active Directory, RIS/PACS
per month?

0–5 ✷

6–10 ✷

11–15 ✷

16–20 ✷

21–25 ✷

26–30 ✷

No records kept ✷
No records kept but it is monitored regularly ✷

d. Mean time to resolve an incident?

0–6 h ✷

7–12 h ✷

13–24 h ✷

25–48 h ✷

3–7 days ✷
More than a week ✷

No records kept ✷

e. Mean downtime during an incident?

0–6 h ✷

7–12 h ✷

13–24 h ✷

25–48 h ✷

3–7 days ✷
No records kept ✷

Appendix B

Non-ICT Personnel Questionnaire

1. General Characteristics

a. Demographics

i. Age:

21–30 ✷

31–40 ✷

41–50 ✷

51–60 ✷

61+ ✷

ii. Gender:

Male ✷

Female ✷

b. Education

Secondary Education ✷

Vocational training Institution ✷

Bachelor’s Degree ✷

MSc ✷

PhD ✷

c. Position

Doctor ✷
Nurse ✷
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Auxiliary personnel ✷
Lab. personnel ✷
Administrative personnel ✷
Technical personnel ✷
Other ✷

2. Does your hospital have a cybersecurity department or external services?

Yes ✷
No ✷

Do not know ✷

3. Does your work on the hospital involves working on a computer at any time?

Yes ✷
No ✷

4. Have you been informed or trained regarding General Data Protection Regulation
(GDPR) in order to minimize private personal data breaches or cybersecurity incidents?

Yes ✷
No ✷

5. Does your work in the hospital involves access to patient data, which is considered
confidential and sensitive information?

Yes ✷
No ✷

6. Do you have cybersecurity policies at your hospital?

Yes ✷
No ✷

Do not know ✷

7. Do you know when your computer is hacked or infected, and whom to contact when
it occurs?

a. Yes, I know when my computer is hacked or infected and I know whom to
contact.

b. No, I do not know when my computer is hacked or infected and I do not know
whom to contact.

c. Yes, I know when my computer is hacked or infected, but I do not know whom
to contact.

d. No, I do not know when my computer and I know whom to contact.

8. Have you ever found a virus or trojan on your computer at work?

a. Yes, my computer has been infected before
b. No, my computer has never been infected
c. I do not know what a virus or trojan is

9. Is an anti-virus currently installed on your computer?

a. Yes
b. No
c. Do not know

10. How careful are you when you open an attachment in email?

a. I always make sure it is from a person I know, and I am expecting the email
b. As long as I know the person or company that sent me the attachment, I open it
c. There is nothing wrong with opening attachments

11. Do you know what a social engineering attack is?

a. Yes, I do
b. No, I do not
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12. Do you know what an email scam is and how to identify one?

a. Yes, I know what an email scam is and how to identify one
b. I know what an email scam is, but I do not know how to identify one
c. No, I do not know what an email scam is or how to identify one

13. My computer has no value to hackers; they do not target me.

a. True
b. False

14. Can you use your own personal devices, such as your mobile phone or USB sticks or
CD/DVD discs to store or transfer confidential hospital information?

a. Yes
b. No
c. Do not know

15. Have you downloaded and installed software on your computer at work?

a. Yes
b. No

16. Have you given your password to your colleagues or your manager when you were
asked for it?

a. Yes
b. No

17. Which of these is closer to your thinking, even if neither is exactly right?

a. Following security policies at our hospital prevents me from doing my job
b. Following security policies at our hospital helps me do my job better

18. I feel I have been sufficiently trained in security at our hospital.

a. Strongly agree
b. Agree
c. Neither agree nor disagree
d. Disagree
e. Strongly disagree

19. I am confident that I could recognize a security issue or incident if I saw one.

a. Strongly agree
b. Agree
c. Neither agree nor disagree
d. Disagree
e. Strongly disagree

20. Do you lock your PC when you leave your office even for a while?

Yes ✷
No ✷
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Abstract: Fifth generation (5G) mobile communication technology can enable novel healthcare
applications and augment existing ones. However, 5G-enabled healthcare applications demand
diverse technical requirements for radio communication. Knowledge of these requirements is
important for developers, network providers, and regulatory authorities in the healthcare sector
to facilitate safe and effective healthcare. In this paper, we review, identify, describe, and compare
the requirements for communication key performance indicators in relevant healthcare use cases,
including remote robotic-assisted surgery, connected ambulance, wearable and implantable devices,
and service robotics for assisted living, with a focus on quantitative requirements. We also compare
5G-healthcare requirements with the current state of 5G capabilities. Finally, we identify gaps in the
existing literature and highlight considerations for this space.

Keywords: 5G networks; healthcare; key performance indicators; wireless communication

1. Introduction

Integrating fifth generation (5G) mobile communication technology into digital health-
care technology can facilitate healthcare delivery with expanded communication capabili-
ties given 5G’s high data speed, ultra-low latency, massive device connectivity, reliability,
increased network capacity, and increased availability. These characteristics can enable
novel healthcare use cases and augment existing ones [1–4]. Use cases include remote
robotic-assisted surgery, remote diagnosis/teleconsultation, in-ambulance treatment by a
remote physician, wearable device applications (wearable device applications are consid-
ered within the scope of the Internet of Things (IoT), narrow band IoT (NB-IoT), or Massive
IoT), service robotics for assisted living, and medical big data management [1,5–9].

5G-enabled healthcare applications have diverse communication technical require-
ments for different use cases. Knowledge of those requirements is important for all stake-
holders, including developers, network providers, and regulatory authorities in the health-
care sector, to facilitate safe and effective healthcare [6], where an understanding of the
underlying communication requirements is needed to select wireless technology with
features that support healthcare application design targets and expected performance [10].
5G promises to provide the low latency and high bandwidth to enable modern healthcare
applications such as remote robotic surgery and in-ambulance treatment. Accordingly,
designing, deploying, and evaluating the systems needed to implement those use-cases can
be informed with a clear understanding of the underlying communication requirements
that can enable the intended functionality.

For instance, the expansive set of 5G configuration and optimization parameters offer
network operators flexible options in setting up their networks and dynamically optimizing
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network performance to achieve a desired objective. Accordingly, a large set of parameters
can impact the needed performance for a 5G-healthcare use case. Accordingly, quantitative
key performance indicators (KPIs) can help 5G network providers assess the feasibility
of a given 5G-enabled healthcare use case, provide the level of service needed for the
safe and effective functioning of 5G-enabled healthcare applications, and draft service
level agreements with their customers. Clearly specified KPIs can also inform regulatory
authorities like the U.S. Food and Drug Administration (FDA) when evaluating whether
communication service levels and quality of service are met to support the safe and effective
use of a 5G-enabled medical device. Finally, end users such as healthcare facilities and
patients can use this knowledge for developing, negotiating, and managing relevant service
level agreements (SLAs) with the 5G network provider [6].

In this review paper, we identify, compare, and summarize the communication require-
ments for several healthcare use cases that can be enabled by 5G. The focus of this paper
is on quantitative requirements. Furthermore, we identify gaps in the existing literature
and highlight considerations in this area. Specifically, we survey the technical requirements
for remote robotic-assisted surgery, mobile connected ambulance (i.e., in-ambulance treat-
ment by remote physicians), wearable and implantable devices, and service robotics for
assisted living.

This article is unique in detailing a comprehensive review of the quantitative KPI
requirements of 5G-healthcare use cases. To the best of our knowledge, the closest work to
our review paper on the similar topic is the recent magazine article by Cisotto et al. [11],
which highlights select quantitative requirements for the use cases of telepresence and
robotic-assisted telesurgery, remote pervasive monitoring, healthcare in rural areas, and mo-
bile health (m-Health). Compared to the related work, our review paper includes references
specific to the use of 5G in healthcare, in addition to those addressing the communication
requirements of the healthcare applications regardless of the enabling communication
technology, which can inform how applications use 5G. Our literature search results extend
until 29 June 2021. Accordingly, we have significantly expanded the scope of the considered
references to comprehensively capture the state-of-the-art and include a comparative study
between planned and existing 5G capabilities. We have also identified gaps in this space
and considerations for 5G-healthcare requirements, which were not within the scope of [11].
Moreover, after identifying literature that reported KPIs for the use of 5G in healthcare use
cases, we have traced the original sources of the referenced KPIs in those papers.

The rest of the paper is organized as shown in Figure 1. In Section 2, an overview of
5G KPIs with specifications of their definitions is provided. Sections 3.1–3.4 identify four
potential areas of 5G healthcare applications and review KPI requirements in individual
areas, which include telesurgery (Section 3.1), connected ambulance (Section 3.2), healthcare
IoT (Section 3.3), and robots for assisted living (Section 3.4). The identified 5G-healthcare
requirements are then compared with the current state of 5G capabilities in Section 4, and
gaps in this space are highlighted in Section 5. Finally, Section 6 concludes the paper.
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Figure 1. Methodology and organization of paper.
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2. Key Performance Indicators for 5G-Healthcare

While KPIs such as data rate, accessibility, reliability, and mobility have been widely
used in the performance evaluation of 4G cellular networks, the diversity and heterogeneity
of 5G applications are calling for further expansion to incorporating novel sets of KPIs
for measuring adequacy and efficacy of 5G-enabled services. The taxonomy shown in
Figure 2 highlights the vastness of 5G network KPIs. Inspired by [12–14] and combined
with domain knowledge, this taxonomy classifies 5G KPIs into four categories: network,
service, application, and user. Each category also includes high-level and low-level KPIs.
High-level ones measure the overall performance of the network based on metrics defined
by the standardization bodies such as 3rd Generation Partnership Project (3GPP). However,
most of the time, these high-level KPIs are focused on characterizing general features of
the cellular system/service. In this regard, we also introduce low-level KPIs under each
high-level one to further instantiate specific requirements. A certain 5G-enabled healthcare
application might depend on a given set of KPIs to deliver its function while having low
sensitivity to others.

The service level KPIs often discussed in 5G-enabled healthcare literature to address
several aspects of the communication network, including availability, accessibility, reliability,
data rate, and retainability. Availability is the fraction of time the network is available
to provide the services users demand [15]. Accessibility is discussed in the context of
connectivity time, which measures the time to establish a network connection, starting
at the user request and ending at the beginning of the data transmission. Reliability is
addressed through numerous low-level KPIs shown in Figure 2: throughput, latency, jitter,
and packet loss rate (PLR), and bit error rate (BER). User throughput during active time is the
size of a burst divided by the time between the arrival of the first packet and the reception of
the last packet of the burst. Latency corresponds to the travel time of data packets from the
source to the destination (i.e., one-way, or end-to-end latency) [16]. The round-trip latency
is the time it takes a signal to be sent plus the time spent to receive an acknowledgement
of that signal. Jitter is a measure of the variation in the time of arrival between packets.
If uncontrolled, jitter impacts the audio and video quality, which can negatively impact
applications where this type of communication is used (e.g., telesurgery, remote diagnosis,
and service robotics for assisted living). PLR is the fraction of packets that failed to reach
the receiver out of total number of transmitted packets. BER is the total number of bits
received in error over the total number of bits sent. Like jitter, high BER/PLR negatively
impacts audio and video quality. Also relevant to the service level is the data rate, which is a
measure of the volume of successfully received application data, expressed in bits, within a
period expressed in seconds. A high data rate is relevant in applications that transport
large volumes of data. Service retainability refers to the count of radio link interruptions
following the activation of that link between the user and the network. A related measure
of service retainability is the number of reconnections, i.e., the count of attempts a user
performs to re-establish network connection following a link failure.

The overall network characteristics are addressed in the literature with several network
level KPIs such as network bandwidth, utilization and spectral efficiency. Bandwidth refers
to the network maximum aggregated data transmission rate. Connection density and traffic
density are measures of utilization. Connection density refers to the number of connected
devices per unit area. This is relevant in connected IoT application, where the number
of connected devices is large. Traffic density (or area traffic capacity) is a measure of the
volume of catered data in a unit area. Spectral efficiency is the maximum number of bits
the network can provide to users every second using a given bandwidth.
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Figure 2. Taxonomy of 5G network KPIs.

On the user level, KPIs of battery or power consumption, range, and payload size are
commonly reported in literature covered in this paper. User battery consumption and the
its associated low-level KPI, duty cycle, which is the ratio between an application active
(ON) and idle (OFF) times, are relevant in IoT devices where transmissions are intermittent
and battery lifetime is limited. Range is the distance at which the signal transmitted is
sufficient for the transmitter and receiver to communicate effectively. Another relevant
KPI discussed in literature is the user payload size, which can be controlled to balance the
transferred data volume with the incurred transmission overhead. This promotes efficient
network resource usage while helping to meet specific application needs.

On the application level, security and position accuracy are the most commonly dis-
cussed KPIs in literature reviewed in this paper. Security refers to the network ability to
identify, isolate, and eliminate threats to its infrastructure, users, and their data. Position
accuracy is a measure of the difference between the estimated and actual user locations.
The 3GPP (the entity that develops 5G specifications) has set different position accuracy
targets for different scenarios ranging from several meters for emergency calls to a few
decimeters for indoor plant operations and vehicle-to-everything (V2X) [17].

Although relevant to enabling 5G healthcare functions, some KPIs are seldom ad-
dressed in the articles reviewed in this paper. For example, the network-coverage is relevant
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to all applications using its services. While network coverage area probability is related to user
activity range, it refers to the percentage of service area where users can receive a desired
service. On the application level, privacy is relevant to healthcare applications because
it refers to the ability of the network to keep the data that passes through it or is stored
privately in it. Also on the application level, network resource elasticity is relevant in ap-
plications with temporary need for elevated connection capabilities such as in-ambulance
treatment and other emergency related applications. Resource elasticity describes the
network ability of responding to temporal and spatial fluctuations in traffic demand by re-
distributing available resources to seamlessly meet the demand of critical applications [18].
On the service level, mobility is relevant to applications that are mobile such as connected
ambulance. Mobility is the maximum user speed that a network can support. It also refers
to the ability of a network to support mobile users. A measure of mobility can be the rate
of successful handovers between the coverage sites. Additional examples of KPIs related to
the service level include the service restoration time under resilience and survival time under
reliability. The former refers to the period in which the services are restored to normal
operating status after experiencing a downtime. The latter is the tolerable packet delay in
which an application can still function effectively.

Figure 3 illustrates a subjective summary of the general relevance of the high-level 5G
network KPIs we investigated in Figure 2 to the following applications: remote robotic-
assisted surgery, connected ambulance or in-ambulance treatment by remote physician,
healthcare IoT applications, medical data management, teleconsultation and remote di-
agnosis, and service robotics for assisted living. These applications are only considered
as generic concepts, which recognizes that realistic medical devices implementing one or
more of these application concepts have unique KPI needs. Furthermore, the FDA guidance
document on radio frequency wireless technology in medical devices recommends that
the medical device wireless quality of service (QoS) is specific to the medical device [10].
Accordingly, this summary can help inform the KPI value specifications that should be
determined for the specific intended use of a medical device and its design. Relevance is
qualitatively described as high, medium, or low. Notably, remote robotic-assisted surgery
needs careful provisioning of several KPIs, including reliability, where low-level KPIs such
as latency, jitter, and packet loss fall under. However, when the scenario is implemented
in an operating room, mobility is not as relevant as other KPIs since the connection will
not move across multiple network cells. On the contrary, in-ambulance treatment by re-
mote physician or connected ambulance needs exceptional mobility support since the data
exchange occurs while the ambulance is mobile. Support for mobility in this case comple-
ments other relevant KPIs such as reliability, data rate, availability, coverage, and resource
elasticity to enable the exchange of diverse data streams (e.g., video, audio, file transfer,
and control commands). The number of connected wearable devices is expected to grow
globally from 720 million in 2019 to more than 1 billion in 2022 [19]. Accordingly, the KPIs
of utilization and UE battery consumption are highly relevant for enabling the network
connectivity for such devices given their energy constraints. In the case of medical data
management, security and privacy are more relevant compared to other KPIs, such as relia-
bility. Like other services that use audio and video, remote diagnosis or teleconsultation are
negatively impacted with degraded reliability. Other relevant KPIs for this use case include
coverage, range, and utilization, to facilitate the service access by many users. Finally, we
note that reliability, range, and position accuracy are relevant in the service robotics for
assisted living use case where the robot is mobile in a limited area. The following sections
will review the related literature for each of these use cases.
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Figure 3. Examples of 5G-enabled healthcare application concepts and their projected needs for some
communication KPIs.

3. KPIs for Specific 5G-Healthcare Use Cases

3.1. Remote Robotic-Assisted Surgery

Several studies have addressed quantitative KPI requirements for remote robotic-
assisted surgery, which we also refer to as telesurgery for the remainder of this review. This
use case involves the use of a robotic-assisted surgery platform by a surgeon located in
a remote geographic location. The most commonly reported KPIs include latency, data
rate, and packet loss [11,20–47]. Few studies have also reported quantitative requirements
for reliability, communication service availability, payload size, traffic density, connection
density, service area dimension, survival time, range, and duty cycle [11,30,34,44]. Table A1
presents the reported latency requirements for several communication streams that can
be used during telesurgery such as camera flows, vital signs, and feedback for force
and vibration. Latency in this context is considered end-to-end. Compared to latency,
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quantitative requirements for jitter have been investigated less investigated in the literature.
The reported jitter requirements are detailed in Table A2. Similarly, requirements for
data rate are detailed in Table A3. These requirements can be influenced by different
compression techniques used. Reported packet loss and BER requirements are presented in
Table A4. Reports of other KPIs, such as reliability, availability, survival time, etc., are listed
in Table A5. By big payload in Table A5, we mean when the packet exceeds 10 Kb [11].
The ability of current 5G networks to meet these KPIs will be discussed in Section 4.

Notably, the reported KPI values are inconsistent across literature reports, which could
be attributed to the varying type of tasks considered by the researchers during telesurgery.
Additionally, the equipment used to perform telesurgery and the simulation environment
also varies across studies. To detail the context of the telesurgery KPI specification, we also
labeled the original source of the reported KPIs in each study as detailed in Tables A1–A5.
Most KPI values were found in experiment and simulation settings of the individual studies
with exceptions where the values were a consensus view of the achievable performance by
wireless stakeholders [22,33], and Refs. [22,30] contain a white paper by the 5G Infrastruc-
ture Public Private Partnership (5GPPP) that highlighted use cases for 5G in healthcare and
suggested quantitative requirements. A technical requirements document was compiled
by the IEEE 802.15 Task Group 6 for Body Area Networks (BAN), formed in 2007 to help
develop a communication standard optimized for the low power devices and operation,
in or around the human body to serve a variety of applications, including medical ap-
plications. The report in [30] outlined findings from the National Science Foundation
(NSF)-funded workshop on ultra-low latency wireless networks. The report addressed
healthcare application requirements of the emerging applications, including telesurgery,
in terms of throughput, latency, and reliability. In the following, the relevant experimental
and simulation studies are summarized.

3.1.1. Experiment Based

The Aesop 1000TS robot (Computer Motion, Goleta, CA, USA) was adapted to hold
a metal pin in addition to a laparoscope and camera (Stryker Instruments, San Jose, CA,
USA) in [23]. Programmed incremental time delays were introduced in the audiovisual
acquisition, and the number of errors made while performing tasks at various time delay
intervals was noted. A remote surgeon in Baltimore, MD performed tasks 9000 miles away
in Singapore and determined that a delay of <700 ms is acceptable.

A teleoperation capable ZEUSTM robotic minimally invasive surgery system was
used in [24], with a dedicated communication link by Bell Canada and Telesat Canada. This
link included a wired link with a roundtrip delay of 64 ms, a satellite link with a roundtrip
delay of 580 ms, and a software simulated delay link through a local switch. Different tasks
were performed from London, Ontario to Halifax, Nova Scotia, Canada. These included
dry (typical surgical maneuvers at latencies from 0 to 1 s, in increments of 100 ms) and
wet (internal mammary artery takedown on a pig) experiments. A heuristic mathematical
model accompanied the task completion times and error rate results, showing acceptable
delays of up to 300 ms and 800 ms for simple tasks with training. It was concluded that
the effect of delay is not pronounced until the round-trip time exceeds 400 ms and the
maximum tolerable delay is approximately 600 ms.

Researchers from European Institute of Telesurgery used the ZEUS system, which is
transcontinental, which attempted a remote robot-assisted laparoscopic cholecystectomy on
a 68-year-old woman with a history of abdominal pain and cholelithiasis. The surgeon’s
subsystem (Equant’s point of presence, New York) and patient’s subsystem (operating room
in European Institute of Telesurgery, Strasbourg) were connected via a high-speed terrestrial
network (i.e., ATM service), with a round-trip distance of over 14,000 km. Robot motion data
had a high priority and a rate guarantee of 512 Kbps within the 10 Mbps virtual path. The
operation was carried out successfully in 54 min, with a 155 ms mean time lag for transmission.
The study estimated that 300 ms was the maximum time tolerable delay.
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Dohler et al. [32] attempted a robot-assisted laparoscopic gall bladder removal for six
pigs, with the surgeon located in Strasbourg, France and animals located in Paris, France,
using the ZEUS system. The time lag was artificially increased from 20 ms up to 551.5 ms. It
was concluded that no packets were lost during the surgical procedures, and the round-trip
delay was 78–80 ms, with additional 70 ms for video coding and decoding and a few
milliseconds for rate adaptation, summing to 155 ms [32].

To study the impact of haptic feedback in virtual environments, two experimental
platforms were implemented in [40]. Platform 1 consisted of two sites at the University of
Belfast separated by a few hundred meters and linked by Gigabit Ethernet connection. The
configuration of the experimental platform consisted of four 100 Mbps Ethernet segments,
two 1000 Mbps fiber optic segments, and four PCs. One PC was connected to a PHANToM
Desktop, two generated background traffic, and one ran the remote virtual environment.
In Platform 2, one of the computers is used to emulate network impairments. Haptic data,
network congestion, and network-impairments were analyzed using these two platforms
by introducing controlled delay (0 ms to 50 ms), jitter (1 ms to 15 ms), and packet loss
(0.1% to 50%). Study participants self-scored the sense of force feedback. The haptic QoS
requirements were summarized by less than 10 ms delay, less than 3 ms jitter, 1% to 5% for
packet loss rate, and haptic data transmission rate of approximately 1 kHz.

The study in [29] involved both simulation and practical experiments, where multi-
modal data were transmitted over a QoS-enabled Internet Protocol (IP) network. The force
feedback device was the PHANToM desktop from SensAble Technologies Inc., which could
provide force up to 3.3 N in 3 axis directions and generate 1000 packets/s of position and
force data during the haptic collaboration actions. In the experiments, the force feedback
device was used to manipulate moving virtual objects and to provide the user with feed-
back from the virtual environment. The end-to-end delay experienced by the haptic traffic
was found to decrease from 200 ms (best effort) to 40 ms by running the haptic application
in a Differentiated Services (DiffServ) network.

To understand the impact of vibration feedback latency, authors of [37] built a system
consisting of a liquid crystal display (LCD), touch sensor, rod device with a vibrator,
microcontroller, and a host computer. The microcontroller (NXP semiconductors, mbed
NXP LPC1768) controlled the feedback latency from 0.1 to 25.6 ms, according to an adaptive
staircase algorithm. Twenty-four participants first sat in front of the touchscreen and were
instructed to tap the touchscreen by raising the rod as quickly as possible after the rod head
made contact with the touchscreen with an approach velocity of 0.1–0.5 m/s. After the
practice, they experienced a 25.6 ms delayed vibration. The participants then conducted
eight staircases for further experiments involving two surface conditions (wood or metal).
The results showed a 5.5 ms detection threshold of the vibration feedback latency.

Another experimental study proposed a multiplexing scheme that was evaluated using
a teleoperation system consisting of a KUKA light weight robot arm (KUKA Robotics), a JR3
force/torque sensor, a force dimension Omega 6 haptic device [31], and real-time Linux-
based Xenomai development software. Using the robot arm, the human operator could
move toys and peg them in corresponding holes, which was considered as a representative
task for the teleoperation applications. Haptic teleoperation experiments were performed,
and KPIs considered were varying end-to-end signal latencies (force delay, video delay,
audio delay), packet rates, peak delay, convergence time, and peak signal-to-noise ratio
(PSNR) for visual quality.

In [39], researchers from Touch Lab, MIT demonstrated an experiment on haptic
interaction between two users over a network with 2.4 Gbps connection. Authors used
two PHANToM force-feedback devices at both sites; one was located at UCL VECG Lab,
London, UK and the second was in MIT Touch Lab, Massachusetts, USA. The experimental
subjects were to cooperate in lifting a virtual box together under different conditions.

A mutual tele-environment system named “HaptoClone” is proposed by researchers
from the University of Tokyo in [36], which mutually copies adjacent 3D environments
optically and physically using micro-mirror array plates technology. Haptic feedback was
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also given by using an airborne ultrasound tactile display. Different objects were touched
by users, and the perceived delay of tactile feedback was measured. Simulations showed
that a 100 ms delay was allowable to achieve the real-time interaction.

Other experimental studies using robot systems of SoloAssist (AKTORmed) in Ger-
many, Panda robot (Franka Emika) in Italy, 3D-microscope (Karl Storz) and TiRobot system
(Tinavi), and MicroHand (WEGO Group) in China are surveyed in [46].

3.1.2. Simulation Based

The surgical simulator dV-Trainer from Mimic technologies Inc., Seattle, WA, USA
was used in [26,27]. In [26], sixteen medical students performed an energy dissection and a
needle-driving exercise on the dV-Trainer, with latencies varying between 0 and 1000 ms
with a 100 ms interval. These latencies were communication latencies from the time that a
movement was initiated by the surgeon until the image of the movement is visible on the
surgeon’s monitor. The difficulty, security, precision, and fluidity of manipulation were
self-scored by subjects. It was concluded that the surgical performance deteriorates in
an exponential way as the latency increases. This study further concluded that latencies
less than 200 ms were ideal for telesurgery; 300 ms was also suitable; 400–500 ms may
be acceptable; and 600–700 ms was only acceptable for low-risk and simple procedures.
Surgery was quite difficult at 800–1000 ms. The same simulator was utilized in [27].
However, in this study, instead of students, 37 surgeons were involved and performed
different exercises in an easy-to-difficult order. The dV-Trainer simulator was permitted to
introduce fixed latencies into the exercises between the gesture on the grips and the visual
feedback on the console. Instead of a self-scoring system as in [26], the dV-trainer in [27]
included a built-in scoring system, capturing instrument collisions, drops, etc. This study
concluded that although the impact of delay is related to the difficulty of the procedures,
overall, delays of 100 to 200 ms caused no significant impact, delays higher than 500 ms
caused a noticeable increase in surgical risk, and surgery became extremely difficult and
should be avoided at delays higher than 700 ms.

In [29], following experiments on a testbed (PHANToM devices), a probability density
function (PDF) model of the haptic traffic from a distributed haptic virtual environments
(DHVE) application was created for the use in a simulated DiffServ network using OPNET
simulation tool. Subsequently, the effect of running the haptic traffic over a DiffServ IP
network was obtained. Results indicated that the haptic throughput increases with the
increase in the queue scheduling weight.

Another work leveraging a similar testbed used a force-feedback haptic device in
the PHANToM experimental testbed [41]. The set-up involved two computers that were
connected through a gigabit Ethernet fiber optic link running on the best effort IP service.
The collected network traces from the test network were used to generate statistical models
of each type of DVHE traffic that can be used in the standard network simulation packages
such as OPNET. The measured network parameters included throughput, packet lost, delay,
and jitter. Results from this simulation model showed a close match of simulation network
throughputs with experimental throughputs of 850 Kbps and 630 Kbps in asynchronous
and synchronous modes, respectively. DHVE effective throughput deteriorated sharply
above 90% background load. End-to-end delays of more than 5 ms occurred at above 90%
background load. The impact of jitter, latency, and packet loss was studied in [38] using the
analytical models, OPNETWORK, and OPNET simulators. For audio, the simulated traffic
behavior model was based on two-state (ON-OFF) Markov modulated rate process (MMRP)
with the exponentially distributed time at each state. For video, the model was based on
K-state MMRP. The QoS requirements for the audio were reported as: delay < 150 ms,
jitter < 30 ms, and packet loss < 1%. For video, these requirements were concluded as:
delay < 400 ms, jitter < 30 ms, and packet loss < 1%.

Another simulation-based study to investigate the haptic-audio-visual data communi-
cation used an interpersonal communication system, HugMe, which consisted of a haptic
jacket for a remote person to simulate nurture touching, a haptic device for a local person
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to communicate his feelings with the remote person, and a depth camera to capture the
image and depth information of the remote person and send it back [28].

Several studies citing jitter requirements for telesurgery have referred to the work
in [43] that used Image Server and Haptic Handshake applications. The network emula-
tion in [43] consisted of two endpoint computers and a third intervening computer that
simulates the network using NISTNet software. The Handshake application is intended to
train students remotely in surgical procedures by placing a haptic device at each endpoint
and having the instructor guide the movements of the student remotely. The performance
was evaluated under varying packet loss, delay, and jitter conditions. Minimum end-to-
end performance requirements for throughput was 128 Kbps, packet loss was less than
10%, delay was less than 20 ms with abrupt movement and less than 80 ms with gentle
movement, and jitter was less than 1 ms.

The authors investigated the effect of packet loss and latency in multimodal telepres-
ence systems in [35]. The packet loss caused the impression of time delay and influenced the
perception of the subsequent events. The simulated haptic feedback force was generated
via PHANToM haptic device. The visual 3D environment was presented on a monitor,
which was fixed above the haptic device and tilted 80◦ toward the observer. The visual
space was collocated with (i.e., projected into) the haptic space by means of a mirror, and
participants viewed the mirrored image through a pair of shutter glasses for the stereo
image presentation. Visual-haptic event judgment was investigated under packet loss rates
of 0, 0.1, 0.2, and 0.3, respectively. The minimum required latency for visual-haptic events
was concluded to be 50 ms. Finally, telesurgery reports using software-defined networking
(SDN), fog, and cloud infrastructures are described and compared in [48]. For more details
on the use of SDN, fog, and cloud in emerging healthcare, the reader is referred to the
works in [49–53].

The reported KPI values are inconsistent across literature reports due to factors such
as varying types of tasks during telesurgery, varying equipment, and varying simulation
environments across the studies. For example, latency ranges from as low as 1 ms for
haptic feedback to as high as 700 ms for camera flow data, jitter ranges from 1 ms for haptic
feedback to 55 ms for 3D camera flow, and the data rate requirements vary between 10 Kbps
for vital signs transmission and 1.6 Gbps for 3D camera flow. Similarly, the BER also varies
between 10−10 to 10−3 depending on the data type.

3.2. Connected Ambulance

Table 1 summarizes the literature relevant to the connected ambulance use case in
terms of the investigated communication KPIs. The literature covers a wide range of
applications termed connected ambulance. In essence, this involves providing medical
care enroute to a healthcare facility while exchanging relevant data (e.g., imaging, vital
signs, audio, and video) with healthcare providers. Requirements for 5G-enabled mobile
healthcare in general are discussed in [21], where the authors propose to implement two-
way connectivity between ambulances and hospitals across the UK. The KPIs discussed in
the paper include the maximum allowed end-to-end latency for different data types (i.e.,
150 ms for camera and audio flow, 250 ms for vital signs, and less than 10 ms for force and
vibration). Data rate requirements for different data types were also specified, with the
highest data rate requirement being 10 Mbps for two-way visual multimedia streaming,
followed by haptic feedback, including force and vibration data types with 400 Kbps each,
and then audio multimedia stream with a requirement of 200 Kbps. Depending on the
required quality and bandwidth constraints, the data rate requirements for audio data
can vary between 22 and 200 Kbps. Moreover, different types of vital signs were assigned
different data rates, with EEG having the highest requirement of up to 86.4 Kbps [21].
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Table 1. Summary of literature for relevant connected ambulance KPIs.

Use Case KPIs Data Type Tools Study Year

Ambulance transporting
stroke patients to hospital

Throughput, number
of reconnections

Audio, video, and vital
signs TeleBAT system in ambulance [54] 2000

Ambulance transporting
cardiac patients to hospital Retainability, PLR 12-lead ECGs Rhythm-surveillance and

defibrillation equipment [55] 2002

Ambulance transporting
cardiac patients to hospital Latency, PLR 12-Lead ECG

Philips standard (basic device
model without advanced

features such as
computer-assisted ECG

interpretations), embedded,
and integrated ECG device

[56] 2010

Ambulance transporting
stroke patients to hospital Retainability Audio, video

VIMED CAR, head and body
cameras, and specialized

microphones
[57] 2012

Ambulance transporting
stroke patients to hospital

Retainability,
bandwidth (mean and
maximal upload and
download speeds for

data transfer),
accessibility

Audio-video, blood
pressure, heart rate, blood

oxygen saturation,
glycemia, and electronic

patient identification

PreSSUB 3.0 system
in ambulance [58] 2014

Ambulance transporting
stroke patients to hospital

Reliability,
retainability Audio, video

In-Touch RP-Xpress
telemedicine device, Verizon

Jetpack 4G LTE mobile hotspot
(4620LE) for 4G LTE

[59] 2014

Ambulance transporting
stroke patients to hospital

Bandwidth (median
maximal and

average upload
download speed)

Audio-video, blood
pressure, heart rate, blood

oxygen saturation,
glycemia, temperature,

cardiac rhythm, Glasgow
Coma Scale (GCS),

and electronic patient
identification

PreSSUB 3.0 system
in ambulance [60] 2016

Mobile stroke treatment units
for patients with acute onset

of stroke-like symptoms
Service restoration

time, PLR, and latency
CT, audio-video, and

vital signs
MSTUs with CT system, camera

(RP-Xpress; InTouch Health) [61] 2016

Testing of video encoding
framework on ultrasound
videos of carotid artery in

connected
ambulance scenario

Bitrate, data rate,
time-varying
bandwidth
availability

Ultrasound videos of the
common carotid artery

Multi-objective optimization,
Philips ATL 5000 ultrasound
machine, x265 open source

software, and Ubuntu 14.04.4
LTS/Linux 64-bit platform

[62] 2017

A mobile small cell-based
ambulance in the uplink

direction in a
heterogeneous network

Latency, data rate,
PLR, retainability, and

spectral efficiency
Ultrasound video LTE Sim system level simulator [63] 2018

Project proposal aiming to
capture more than 6000

ambulances across the UK
provided by 200
different vendors

Latency, data rate,
PLR

Ultrasound video,
in-ambulance video vital
signs, EEG, ECG, force,

vibration

Sonography and
vital-signs-measuring

equipment in ambulances
[21] 2019

Connected ambulance
prototype study with QoS
control in network slicing

environment

Uplink/downlink
throughput, latency
(average per-hop)

Video slices (eHealth,
conferencing, surveillance

and entertainment)

MEC-based TeleStroke service
by SliceNet, NetFPGA cards,

SimpleSumeSwitch architecture,
LTE eNodeBs,

OpenFlow-enabled switches,
Software Development Kit

(SDK), Dell Edge Gateway, and
P4 NetFPGA

[64] 2019

Connected Ambulance
prototype study in network

slicing environment

Average packet loss,
latency (round trip
time), throughput

(frames per second)

Audio, video

eHealth infrastructure at Dell,
Ireland, pfSense security,

OpenVPN, Dell Edge Gateway
series 3003, LTE SIMS,

OpenMANO OSM, and
MEC by SliceNET

[65] 2019
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Table 1. Cont.

Use Case KPIs Data Type Tools Study Year

Prediction of ambulances’
future locations to overcome

mobility-based challanges
Position accuracy GPS data Apache Spark, Spark SQL, and

algorithms [66] 2020

Proposition of an architecture
for connected ambulance

Uplink/downlink
rate, number of device

connections, latency,
speed, reliability, and

jitter

Ultrasound image, vital
signs, and video

Vital signs monitor, ultrasound
equipment, and video cameras [67] 2020

Report compiled by industry
experts and academic

researchers based on their
studies

Latency, jitter, survival
time, communication

service availability,
reliability, and data

rate

4K video, audio Reference given to [22] [11] 2020

Simulation of mobile
ambulance using emulated

biosensor data

Latency, average
throughput, and PLR

Body temperature, blood
pressure, and heart rate

Data Distribution Service (DDS)
middleware, and biosensor

emulator
[68–70]

2015, 2020

Ambulance transporting
stroke patients in rural area

to hospital

Retainability,
reliability Audio, video,

iPad, Jabber video app,
University of Virginia Health
System firewall, COR IBR600

LE-VZ; CradlePoint router, 4G
Verizon Wireless sim, and

AP-CW-M-S22-RP2-BL and
AP-CG-S22-BL antennas

[71,72]
2016, 2020

Connected ambulance
evaluation in network slicing

environment using a
test platform

Downlink/uplink
data rate, and
uplink latency

Video, CT image, vital
signals, and medical record

5G customer-premises
equipment (CPE) signal

transceiver, 5G user plane
function (UPF) gateway service

flow forwarding device, and
medical data acquisition device,

MEC cloud computing node

[73] 2021

Stroke patients in mobile
stroke units en route

to hospital

Reliability,
retainability

Audio, video, ECG, and
vital signs

MEYTEC GmbH telemedicine
systems of Vimed car and

Vimed Doc for
videoconferencing and

teleradiology

[74,75]
2019, 2021

The studies in [11,22] also highlighted some general requirements for this use case,
including 10 ms latency, 2 ms jitter, <2 ms survival time, 1− 10−5 service availability,
1− 10−7 reliability, and 0.05 Mbps data rate.

The project “improving treatment with rapid evaluation of acute stroke via mobile
telemedicine” (iTREAT) in [71] reported that 93% of connected ambulance cases achieved a
minimum 9 min of continuous, and live video transmission with a mean mobile connectivity
time of 18 min, and 87.5% of tests achieved bidirectional audio video quality with ratings
of 4 out of 5 or higher, excluding one route with poor transmission quality. The transport
routes were 20 min to the University of Virginia Medical Center, and 30 test runs were
performed. Limitations of this study include manual ratings of the service quality, not
explicitly incorporating patient while testing, exclusion of one route with poor coverage
conditions, small size of study, and being limited to one region.

Another e-ambulance study used biosensor emulators in a laboratory to mimic biosen-
sor communication behavior and studied KPIs with the varying number of biosensors and
payload sizes [68–70]. Reported outcomes include an upper bound of 250 ms on latency,
and 0.4 Mbps for average overall throughput, and the success ratio of transmitted samples
varied between 97.7% and 99.9%.

A connected ambulance use case was investigated in [62] in the context of proposing a
video encoding configuration that jointly optimizes the clinical video quality, time-varying
bandwidth availability, and heterogeneous device’s performance capabilities. The proposed
model estimated structural similarity quality with a median accuracy error of less than 1%,
bitrate demands with the deviation error of 10% or less, and encoding frame rate within a
6% margin.
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The study in [67] proposed measurement-based requirements for high-definition ul-
trasound images (uplink rate > 20 Mbps, downlink rate > 5 Mbps, network delay < 80 ms,
jitter < 30 ms), 4K video (uplink rate > 20 Mbps, downlink rate > 20 Mbps, network
delay < 50 ms, jitter < 20 ms). Reliability was set to 99.99%, and mobility was 0–120 km/h.
The measured download rate inside the ambulance, which is a user of a 5G private network,
reached 1361.21 Mbps, and upload rate reached 257.52 Mbps.

Handling specific patient conditions was also addressed in the context of connected
ambulance, e.g., prehospital stroke evaluation and treatment [76]. A Prehospital Stroke
Study at the Universitair Ziekenhuis Brussel investigated the safety, technical feasibility,
and reliability of in-ambulance telemedicine [58]. A total of 43 attempts were made to
perform a prehospital teleconsultation of neurological and non-neurological conditions (e.g.,
strokes, trauma, respiratory, gastro-intestinal, acute pain, intoxication, labor, dysglycemia,
and vascular disease). The authors concluded that 30 teleconsultations were performed,
with success rate of 73.2%. Transient signal loss occurred during 6 teleconsultation sessions
(14.6%). The time before the connection was re-established varied from 38 seconds to
5 minutes and 47 seconds. Permanent signal losses occurred in five teleconsultations
(12.2%). The success rates for the communication of blood pressure, heart rate, blood
oxygen saturation, glycemia, and electronic patient identification were 78.7%, 84.8%, 80.6%,
64.0%, and 84.2%, respectively. Communication of a prehospital report to the in-hospital
team had a 94.7% success rate and prenotification of the in-hospital team 90.2%. Most
problems were caused by unstable bandwidth of the 3G/4G mobile network; limited
high speed broadband access; and software, hardware, or human error. The study’s main
limitations include the small sample size, short study duration, and complex observational
design. A continuation of this study was carried out in [60], which addressed patients
with suspected acute stroke and reported median maximal and average upload speeds
as 196 Kbps and 40 Kbps, respectively. The download median maximal speed is reported
as 407 Kbps, and average speed is reported 12 Kbps, using 4G. An experimental study
evaluated the use of mobile stroke treatment units (MSTUs) to diagnose and treat 100
residents of Cleveland who had an acute onset of stroke-like symptoms [61]. It was
concluded that there were six instances of video disconnection, of which five were because
of an area of poor wireless reception, and one was due to the compatibility issue of the
devices. No video disconnections lasted longer than 60 s. One limitation pointed out by
the authors is the small sample size of this study.

TeleBAT system in [54] used an integrated mobile telecommunications system while
transporting patients to the University of Maryland hospital via an ambulance. Results
showed feasibility of the case, with number of disconnections resulting from coverage
holes, or network switching.

Another case study on mobile stroke units (MSU), a11, consisted of a combination
of two studies: PrioLTE2 (Reliability of Telemedically Guided Pre-hospital Acute Stroke
Care With Prioritized 4G Mobile Network Long-Term Evolution) study and TeDir (TeleDi-
agnostics in Prehospital Emergency Medicine [Tele-Diagnostik im Rettungsdienst]) study.
A remote neurologist rated the audiovisual quality. The authors in [74] reported high inter-
rater reliabilities between the onboard and remote neurologists, and 16 out of 18 treatment
decisions agreed. Limitations of this study included 12.6% of the teleconsultations not
being completed due to the failure of video connection, higher rate of aborted attempts than
the previous studies (1% in [61] and 2% in [77]), small number of patients, and inclusion of
the data from two separate studies with different assessment metrics.

A prehospital utility of rapid stroke evaluation using in-ambulance telemedicine
(PURSUIT) pilot feasibility study was conducted in [59]. Actors performing pre-scripted
stroke scenarios of varying stroke severity were used in live acute stroke assessments. It is
concluded that 80% of the sessions were conducted without major technological limitations.
Reliability of video interpretation was defined by a 90% concordance between the data
derived during the real-time sessions and those from the scripted scenarios. A previous
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pilot study, StrokeNET in Berlin, could not conclude assessments because the audio video
was lost in 18 out of 30 scenarios [57].

As for cardiac patients, a study published in 2010 [56] demonstrated the transmission
of 12-lead electrocardiography (ECG) in an ambulance driving at 50–100 km/h to the cell
phone of the attendant emergency medical technician and then to the hospital and to the
cell phones of off-site cardiologists using a 3G network, after going through the hospital
ECG-processing server. It was concluded that the ECG can be transmitted successfully at
the first attempt in all five trials, except in one remote, mountainous ambulance service area.
The average transmission time of an ECG report ranged from 91 to 165 s. Interruption of
ambulance ECG transmission occurred in up to 27% of transmissions. Rehman et al. in [55]
reported a 1 year study included data from 17 ambulances enroute to Silkeborg Central
Hospital (distance ranging from 20–75 km) transmitting 12-lead ECGs and involving
250 patients with the suspected diagnosis of acute myocardial infarction. Results indicated
that 86% of prehospital diagnoses were successful. Geographically related transmission
problems were the primary reason for failure. Limitations of this study included patient
history taking by direct communication between the physician and patient and the lack of
a randomized setup.

Mobility is one of the unique features of the connected ambulance use cases and
this raises the connectivity issues that can be observed in high-speed moving vehicles
(e.g., poor signal quality, multiple handovers, greater occurrences of connection drops,
and penetration loss from metallic walls of vehicle). To address these challenges, authors
in [63] evaluated data streaming between one ambulance and hospital nodes on the uplink
with a small cell inside the ambulance traveling at a speed of 120 km/h. In the simulation
scenario, a transceiver was installed on the roof of the ambulance to transmit/receive data
to/from the backhaul macrocell network. The small cell installed inside the ambulance
made a wireless connection between the paramedics and the small cell access point (SAP).
The SAP and the transceiver were connected through a wired network. The PLR value
when using the small cell was reduced to 4.8% compared to 14% in case of 10 users trying
to connect to the outside macrocell base station. All 10 users were located in the same
ambulance. Throughput also improved by a small amount with the small cell. Authors
concluded that using small cell inside the ambulance could be particularly useful in high
bandwidth congestion scenarios. Another way to help address mobility challenges can be
to predict the future location of the ambulance based on its previous locations as reported
in [66]. The authors proposed an algorithm, NextSTMove, which is 300% faster than
traditional algorithms and achieved accuracies of 75% to 100%.

Among the 5G features that can enable connected ambulances is network slicing,
where logical network resources can be provisioned to accommodate specific application
demands. A study conducted in network slicing environment using facilities at the 5G
Prototyping Lab at Dell EMC facilities Ireland and SliceNet reported an average round trip
latency of 296.91 ms from client to core, an average round trip time of 50.68 ms from client
to edge, and an average packet loss of 7.2% for the core and 0.1% at the edge [65]. Another
study was carried out in [64] using the same experimental tools with the added features
like QoS control based on the data plane programmability and low-latency cloud-based
mobile edge computing (MEC) platform. Throughput was evaluated for the coordinated
and uncoordinated network slicing strategies and ranged from 0 to 18 Mbps. In QoS-aware
slicing, average delay of less than 0.05 ms was observed. However, in non-QoS aware
slicing, no guarantee of low latency was given for any network transmission.

Another network-slicing system architecture for 5G-enabled ambulance service was
tested in the experimental settings with ambulance speed of 30 km/h. Two types of data
were considered in this study: video data for remote consultation and uploading of 4.5 GB
of computed tomography (CT) image data from an ambulance to a destination hospital
affiliated with the Zhengzhou University [73]. For video data, the average downlink speed
of 1080 p 30 Hz HD video in the 5G network environment was 4.6 Mbps, compared to
3.5 Mbps with unstable network and packet loss in 4G. For CT data, the upload time was
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shortened by 33 percent in 5G as compared to 4G and the average latency for 5G was
12.88 ms, compared to 76.85 ms for 4G which was 6 times that of 5G.

Other relevant studies are ongoing by the groups such as PRE-hospital Stroke Treatment
Organization’s (PRESTO) [75,78] and EU 5G PPP Trials working group by SliceNET [79,80].

The reported KPI values for connected ambulance use case vary across literature re-
ports with the variation in considered ambulance mobility, which has a range of 0–120 km/h
across reports. Accordingly, latency ranges from around 10 ms for haptic feedback to
around 250 ms for vital signs transmission. However, one study also reports latency of
as low as 0.05 ms using a QoS-aware slicing scheme. Jitter ranges from 2 ms to 30 ms,
depending on the data type and survival time remains less than 2 ms. The maximum data
rate requirement reported in literature is around 1360 Mbps and the minimum is 22 Kbps,
depending on the communication quality and bandwidth constraints. The average packet
loss is reported to be in the 0.1% to 7.2% range.

3.3. Healthcare IoT

Based on the American Society of Engineers, medical internet of things refers to
the amalgamation of the medical devices and applications that connect to healthcare
information technology systems by leveraging the networking technologies [81]. Healthcare
IoT systems encompass diverse applications and computational capabilities and target
diverse populations. Notably, many healthcare IoT systems predate 5G and are being
used with 4G and local area wireless technologies such as Wi-Fi and Bluetooth. However,
5G can enable an expanded use of healthcare IoT and facilitate the development of novel
applications [53]. Accordingly, we dedicate this section to highlighting the wide range
of healthcare IoT applications and summarizing their reported communication KPIs. We
broadly categorize healthcare IoT systems, which include, medical, and non-medical
devices, into five types as shown in Figure 4: (1) fitness tracking and health improvement,
(2) chronic disease monitoring, (3) aid for the physically impaired, (4) tracking of life
threatening events, and (5) embedded/implantable medical devices.

Embedded Medical 
Devices

Glucose sensor,  cardiac arrhythmia monitor/recorder, brain liquid
pressure sensor, endoscope capsule, drug delivery capsule, deep

brain stimulator, cortical stimulator, visual neuro-stimulator,
audio neuro stimulator, brain-computer interface

Fall detection, exercise trainer robot, walk
assistive robot, service task robot, robotic

arm

BIRON, Paro, SCITOS G5 mobile-robot ,
NABAZTAG, iCat, PaPeRo

Monitoring  Chronic 
Diseases

Aid for the Physically Impaired

Track Life Threatening
Events

Fitness Tracking and Health
Improvement

Exoskeleton suit, hearing aid, muscle tension
monitor, assistive device for the blind EEG, ECG, EMG, heart rate monitor, glucose sensor,

blood pressure sensor, tear-based wearable

Smart watch, sleep monitor, stress
level monitor, mood detection

Fall detection monitor, gyroscope,
accelerometer, seizure detection

Wearable and
Implantable
Devices/IoT

Service Robotics for
Assisted Living

Service Assistive Robots

Companion Robots

Figure 4. Types ofhealthcare IoT devices and service assistive robots.

Applications targeted for healthy individuals can be used for a wide range of purposes,
including routine monitoring, lifestyle improvement, or disease prevention, where they act
as early warning systems [82]. Examples include smart watches [83,84] that can monitor
heart rate, blood glucose level, blood pressure, and breathing rate. Other fitness and health
improvement wearables include temperature sensors [85,86]; pulse oximeter SpO2 [87–89];
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sleep trackers [90]; fertility and pregnancy trackers [91]; and monitors for respiration [92],
blood pressure [93–96], pH [97,98], stress [99], mood [100], and sleep [101].

Patients with underlying conditions or those who need assisted living in chronic
scenarios can benefit from applications for measuring and reporting electroencephalogram
(EEG) [102,103], ECG [93,104,105], electromyography (EMG) [106,107] heart rate [108–110]
for cardiac patients, glucose [111,112], insulin for diabetic patients [113–115], and contin-
uous respiratory rate for chronic respiratory patients [116]. For assisting the physically
impaired, there are numerous wearable devices to help improve quality of life, such
as hearing aids (ear-to-ear communication) [117,118]; devices for disability assistance,
e.g., muscle tension monitor [119]; muscle tension stimulation [120]; wearable assistive
devices for the blind [121–124]; devices for speech impairment [125,126]; artificial/wearable
limbs [127–129]; and exoskeleton suits [130]. Other examples that can be used by the elderly,
or by Alzheimer’s or epilepsy patients, include wearables for fall detection [131–133] and
seizure detection [134,135], and gyroscopes [136] and accelerometers [137] for localization
monitoring. Examples of implantable devices include pacemakers [138] and implantable
cardioverter defibrillators (ICD) [139], and implanted actuator [140,141].

Despite the diversity of healthcare IoT applications, the underlying KPIs requirements
are shared by most. However, KPI levels vary for different applications. Following are
some of the KPI requirements for this category.

Energy efficiency is vital for battery-operated devices, where the needed battery
lifetime can range from a few days to a few years. Accordingly, battery lifetime can be
>1 week (the life-time numbers are expected/calculated based on normal use conditions for
continuous monitoring) for non-implantable devices, and for monitoring ECG, EEG, EMG,
glucose, etc. [142]. For implantable devices, this figure can grow to several years (e.g., >3 years
for deep brain stimulator) or remain within the range of hours for some applications such as
>24 h for capsule endoscopes [34]. The importance of battery lifetime increases in implanted
devices given the risks associated with the device replacement because of depleted battery.
In an attempt to overcome constraints on the battery form factor to accommodate specific
implant application, solutions for energy harvesting were considered in the literature that can
benefit from the energy present in the environment, human body, and wireless signals [143].
Duty cycle is also relevant in this context, where a lower duty cycle contributes to longer battery
lifetime. It captures the tradeoff between the need to timely communicate data and the cost
of battery power to do so. The work in [34] reports on duty cycle requirements ranging from
<1% (e.g., temperature sensors, fall detection devices, and respiration monitors) to <50% (e.g.,
implantable endoscope capsules).

The efficiency of data transmission during the device ON time is described by the data
rate, with varying requirements according to the application and the used transmission
protocol. Literature reports offer a wide array of data rate requirements. For example,
the researchers in, patel2010applications report that monitoring devices for temperature,
heart rate, breathing, blood pressure, blood sugar, and oxygenation require <10 Kbps
data rate, 72 Kbps for ECG, 86.4 Kbps for EEG, 1 Mbps for deep brain stimulation and
capsule endoscopy, and 1–1.5 Mbps for EMG and location tracking devices [34,144]. Other
references [142,145–147] listed different values, including 128–320 Kbps for deep brain
stimulators, 3 Kbps per ECG channel per link, and 16 bps for the wearable temperature
sensors. Data rate can be influenced by device processing capabilities, the data use model
(i.e., real-time processing by an external processor is associated with demand for a high
data rate, while applications suitable for post-processing can use a low data rate), and the
capabilities of the wireless technology being considered. With the advancement of 5G,
literature reports now point to a higher data rate to be supported by wearables (e.g.,
10 Mbps [148], 0.1–5 Mbps [11].) Requirements for BER also varied by application and
were reported in [149], generally ranging from 10−10 to 10−5. Specific examples included
an ultrasonic wearable device prototype designed to be used as heart rate monitor, and
ECG respiratory rate monitor, and step counter reported a BER requirement of lower than
10−5 using a transmission power of 13 dBm [150]. BER for vital sign monitoring devices
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such as ECG, pulse oximeters, and implantable devices such as hearing aids are reported
as <10−10 [34]. To facilitate the diverse healthcare IoT applications, the overall reliability
and service availability should be 1− 10−3 [11].

Latency requirements also varied across the applications and by the source. The
authors in [144] report <50 ms latency for monitors of chronic disease and emergency
event detection. Vital signs monitors were assigned a latency of <1 s, while fitness tracking
devices increased latency tolerance to a few seconds. A blanket latency requirement for
wearables was set at 250 ms in [11,34], while survival time was set at 10 ms in [11,22]
and jitter <25 ms in [11]. Other reported latency values include <50 ms for deep brain
stimulators and <100 ms for hearing aids [142]. In [151], LTE-based data transmission
experiments using a real-time video wearable device (i.e., BlueEye) under impaired channel
loss and propagation loss were performed. The purpose of the study was to test whether
mHealth services could be used in the locations with poor coverage conditions. For differ-
ent mobility scenarios, the jitter values obtained were 0.473 ms for the static users, 2.05 ms
for the pedestrian users, and 3.54 ms for the vehicular users. In an attempt to reduce latency
in healthcare IoT applications, significant research was dedicated to data processing and
analytics at the edge side of the system to circumvent delays caused by the processing lag
and cross network data transfer [53,152]. In this context, latency of transmitting various raw
ECG captures from a gateway to a remote cloud was compared with the total latency of pro-
cessing on fog computing service and transmitting preprocessed ECG data in [153]. At the
data rate of 9 Mbps there was 48.5% latency reduction by leveraging fog computing in this
case. This comes at the cost of addressing data security and privacy while in transport
between the device and the cloud. To help manage medical device risks, including security,
a risk management process is specified in the international organization for standardization
(ISO) 14,971 standard for the application of risk management to the medical devices [154].
Moreover, the FDA published a draft guidance on the content of premarket submissions
for the management of cybersecurity in medical devices [155], which provides recommen-
dations to industry regarding cybersecurity aspects of the medical device cybersecurity
management, such as risk assessment. Security KPIs in the context of 5G-enabled healthcare
applications are summarized in [6], including authenticity, confidentiality, integrity, agility,
vulnerability, resilience, mitigation/recovery time, and proactiveness.

Network-level KPIs were addressed in the context of healthcare IoT, including a
connection density of 20,000 devices/km2 in remote pervasive monitoring settings such as
in smart home wearables and 10, 000 devices/km2 for general mHealth wearables [11,22].
Other reported KPIs include 50 Gbps/km2 traffic density and 50 km user activity range [11].

Given that the healthcare IoT includes diverse applications that can be used in diverse
environments, their enabling KPIs can be influenced by practical deployment factors such
as number of nodes, topology, operating frequencies, transmit power restrictions height of
device [156], interference, and co-existence [156,157], and others. Finally, we note that one
of the emerging 5G-enabled healthcare applications is medical augmented reality/virtual
reality (AR/VR). According to a study by Qualcomm [158], the requirements for AR/VR
can go to as high as 10–50 Mbps for 360◦ 4 K video, 50–200 Mbps for 360◦ 8 K video,
and up to 5000 Mbps (or 5 Gbps) for 6 degree-of-freedom (DoF) video. Moreover, a study
by Facebook indicates a real-time playback rate of 4 Gbps (or 32 Gbps) for 6 DoF video,
indicating there might be some use cases where individual sustained per-user rates of
>1 Gbps might be needed [159]. The varying applications and diverse IoT device categories
contributed to the reported KPI covering a broad range of values. For instance, the battery
lifetime ranges from 24 h for capsule endoscopes to several years for other implantable
devices. The data transmission rate for wearable devices varies from as low as <10 Kbps
to 10 Mbps. Similarly, the BER also varies between 10−10 and 10−3 depending on the data
type. The latency ranges from 0.473 ms for wearable devices for vital signs monitoring to a
few seconds for fitness tracking devices, while the network-level KPIs include a connection
density of 10,000–20,000 devices/km2.
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3.4. Robots for Assisted Living

Robots in assisted living environments have been widely studied in literature [11,20–47]. An
assistive robot can be defined as an aiding device that has the ability to process the sensory
information for helping the physically/mentally impaired or elderly persons to perform
tasks of daily living without the need of attendants, in hospital or at home [160]. Assistive
robots can be broadly classified into two categories, i.e., services assistive robots and
companion robots as shown in Figure 4. In this section, our focus is on the communication
KPIs for this application with a summary provided in Table 2 of the reported cellular
network KPIs.

Table 2. Summary of literature for relevant assistive robots KPIs.

KPI Service Robot Assigned Tasks Target Population Study

UE battery

Mobile robot
BENDER with
telepresence
capabilities

Assistance in routine tasks and user
localization Elderly [161]

Latency, PLR Companion robot User finding and medication
reminder Elderly [162]

Latency, data rate Cloud robot Monitoring of vital signs Elderly [163]

Accessibility, position
accuracy

Domestic health
assistant Max

Assistance in routine tasks, user
searching and following Healthy elderly [164]

Throughput
(packets per seconds)

Domestic robot
DoRo

Video streaming through
robot cameras

Elderly and
children [165]

Latency, PLR, position
accuracy (mean

localization error)
Service robot Recognition and localization

of users Healthy elderly [166]

Latency (round trip time),
retainability

(total service time)
Mobile robot DoRo Personalized medical support and

pre-set reminder event

Elderly people
with chronic

diseases
(multimorbidity)

[167]

Latency, reliability Nao, Qbo and
Hanson robots Streaming of teleoperation website Elderly and

children [168]

Position accuracy ASTRO robot Assistance in routine tasks, health
related reminders Healthy elderly [169]

Position accuracy Assistive robotic
arm Tablet placement infront of patient

Patients with
limited or no

mobility
[170]

Position accuracy Mobile humanoid
robot GARMI

Support for household tasks and
emergency assistance

Elderly and
patients [171]

Position accuracy is pertinent to robots used for fall detection and real-time assistance.
The authors in [172] demonstrated that by exploiting the information from the reflected
multipath components, increased accuracy and robustness in localization can be achieved.
Moreover, they proposed 5G mmWave as one of the promising solutions for indoor accurate
localization for assistive living.

According to the EU Horizon 2020 project “Robots in Assisted Living Environments” [173],
assisted living considerations include reliability, connectivity, low battery discharge profile, low
latency, high communication success rate, and minimum localization error, with appropriate
feedback to support people with limited mobility, who require assistance and companionship.
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To provide personalized medical support to the elderly in the presence of several
chronic diseases, the authors in [167] designed a hybrid robot–cloud approach. The robot
autonomously reached the user with the pre-set reminder events acting as a physical
reminder. This case study in DomoCasa Lab (Italy) evaluated the robot (DoRo) based on
KPIs such as latency (i.e., round trip time), retainability (i.e, in terms of total service time),
robot processing time (RPT), average travel time, and mean velocity. Latency over the 20
experimental trials was reported as 56 ms and RPT as 0.012 ms. For the use case where
DoRo had to travel 12.6 m to deliver the services with a mean velocity of 0.31 m/s, the total
service time was 40.08 s.

The ASTROMOBILE system was evaluated in [169]. The mean path length for the
simplest use case (moving in the kitchen) was 9.6 m with a mean velocity of 0.51 m/s, path
jerk of 0.023 × 106, and a mean position accuracy error is 0.98 m.

Under the German research project SERROGA, which lasted from 2012 to mid 2015,
a companion robot for domestic health assistance was developed [164]. Its services include
communication, emergency assistant, physical activity motivator, navigation services, pulse
rate monitoring, and fall detection. The robot was evaluated in different apartments and
labs for a minimum of 29 min and a maximum duration of 255 min, with a velocity range
of 0.25–0.27 m/s for distance covered of 355–2600 m. The robot was able to complete the
user following tasks with a positioning accuracy of 95%.

A cloud-robotic system for the provisioning of assistive services for the promotion of
active and healthy ageing in Italy and Sweden was assessed in [166] on the basis of latency
(i.e, round trip time), PLR (i.e, data loss rate), position accuracy (i.e, mean localization error),
and localization root mean square error (RMSE) KPIs. The reliability and responsiveness of
the cloud Database Management Service (DBMS) was evaluated based on latency as the
time a robot waits for the user position, after a request to the server. The study took place
in two sites: smart home in Italy (Domocasa lab) and residential condominium in Sweden
(Angen). The mean latency in Domocasa lab was 40 ms, while for the Swedish site it was
134.57 ms. The local host latency acquired during the experimentation was 7.46 ms and was
used as a benchmark. The rate of service failures was less than 0.5% in Italy, and 0.002% for
the Angen site. In Domocasa and Angen, the mean absolute localization errors were 0.98 m
and 0.79 m, respectively, while the RMSE were 1.22 m and 0.89 m, respectively. On average,
the absolute localization error considering the two setups was 0.89 m, and the RMSE was
1.1 m. The use of the presence sensors increased the localization accuracy in the selected
positions by an average of 35%.

Assistive living robots domain can suffer from errors caused by the communication
connection issues, latency, and spatiotemporal dynamic environment changes. To improve
the autonomy and efficiency of robots in smart environment, the authors in [174] proposed
a framework for the improvement of the assistive robot performance through a context
acquisition method, an activity recognition process, and a dynamic hierarchical task planner.
Additionally, authors in [175] proposed to use full duplex 5G communication for reliable
and low-latency robot-based assistive living.

In a trend similar to the other investigated use-cases, the reported communication
KPI values for assistive robots varied across reports, with latency varying from 7.46 ms
to 134.57 ms and velocity varying from 0.25 m/s to 0.51 m/s. The localization error has a
narrow range from 0.89 m–0.98 m, while the distance covered by the assistive robots has a
broad range from 12.6 m–2600 m, and service time varies from 0.08 s–255 min.

4. 5G-Healthcare Requirements vs. Status of 5G Capabilities

5G technology was developed to meet the use cases specified by the International
Telecommunication Union (ITU) International Mobile Telecommunications-2020 (IMT-2020).
These are enhanced mobile broadband (eMBB), ultra-reliable, and low-latency commu-
nications (URLLC), and massive machine type communications (mMTC). As detailed in
the previous sections, many healthcare applications can benefit from the communication
capabilities of these 5G use cases. A study based on simulation confirmed that the 3GPP
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5G system complies with the ITU IMT-2020 performance requirements [176]. 5G trials and
commercial deployments are accelerating throughout the world [177–179]. These show
varying levels of performance toward theoretical goals. For example, 2 Gbps throughput
and 3 ms latency were achieved in Austria using spectrum in the 3.7 GHz band [177]. In
another 5G trial in Belgium, 2.94 Gbps throughput and 1.81 ms latency were achieved.
The peak throughputs of 15 Gbps, 5 Gbps, and 4.3 Gbps in 5G trials were also reported by
European network operators Telia, Elisa, and Tele2 Lithuania, respectively [177]. In the U.S.,
AT&T reported on 5G use cases such as video streaming, downloading, and conferencing
and achieved upload and download speeds around 1 Gbps [177]. Sprint tested streaming
5G virtual reality systems and 4K video and achieved peak download speeds of more than
2 Gbps using the 73 GHz mmWave spectrum [178]. Verizon achieved 4.3 Gbps speeds by
aggregating C-band spectrum with mmWave spectrum in a lab trial [179].

Although commercial 5G coverage is still limited [180–182], 5G tests by OpenSignal
in 2020 compared services offered by Verizon (mmWave), T-Mobile (mmWave, 600 MHz),
Sprint (2.5 GHz), and AT&T (850 MHz) [183]. The report concluded that users should
not automatically expect speeds of several hundred Mbps on 5G because in the tests they
observed an average 5G download speeds ranging from 47.5 Mbps to 722.9 Mbps. They
also noted that the U.S. carrier’s 5G services are held back by 5G spectrum availability
and some services are fast; however, they are limited by the coverage. Those with greater
coverage offer slow speeds due to the limited spectrum. They also highlighted the need for
the U.S. carriers to repurpose large portions of the mid-band spectrum for 5G in the U.S. to
facilitate the 5G performance goals.

Comparing the realistic performance reports with the most stringent data rate require-
ment for telesurgery (i.e., 1.6 Gbps for 3D camera flow as listed in Table A3), we note
that the throughput requirements of many healthcare use cases might be possible to meet
with existing 5G capabilities. However, use cases requiring 6 DoF content such as AR/VR
might be challenging those current capabilities. Furthermore, our review highlights that
the latency for the haptic feedback can go as low as 1 ms, and for connected ambulance,
the lower limit is 10 ms. However, realistic latency figures are expected to remain in the
10–12 ms range [184,185], rather than 1–2 ms. Notably, the 1 ms latency is specified in
next-generation radio access network (NG-RAN) domain, which is defined as the link
between the end user and base station (including MEC). This latency increases when the
communication needs to be transmitted to the core network. Therefore, the end-to-end
latency target could be around 5 ms [186]. The additional delay can impact the applications
that utilize the core network (e.g., remote expert for collaboration in surgery, video analytics
for behavioral recognition, and remote patient monitoring). 5G mmWave frequencies—also
known as frequency range 2 (FR2)—can support large subcarrier spacing, resulting in
smaller transmission time interval and thus improving latency. This indicates a favorable
latency requirement support for healthcare use cases when using the mmWave spectrum.
However, this comes at the expense of limited coverage due to the wave propagation
properties in the mmWave spectrum, which can impact applications that need mobility sup-
port such as the connected ambulance. Moreover, the realistic deployments and trials are
limited by the specific used configurations and the small set of reported KPIs like downlink
throughput and latency. Accordingly, enabling a specific healthcare application using 5G
requires a collaboration between the application developer, 5G network service provider,
and the application user to ensure that the service meets the application requirements for
communication and that the application can be used safely.

5. Gaps in Literature and Future Considerations

A considerable part of the existing literature addresses the communication require-
ments for the healthcare applications qualitatively, for example, using descriptors such
as “big”, “small”, and “extremely low”. Where quantitative requirements are mentioned,
the focus is on high-level KPIs, which leaves a gap in describing how a given application
can be supported in certain scenarios. For example, when addressing throughput, uplink
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and downlink throughput are commonly discussed; however, cell edge throughput is not
considered. Similarly, mobility is commonly mentioned in terms of speed in the case of
connected ambulance, but other mobility-related KPIs, such as handover success/failure
rates or handover execution time, are not specified.

Although some reports describe individual KPIs in detail, the trade-offs between
multiple KPIs and their interactions with configuration and optimization parameters
(COPs) in a healthcare applications are often omitted. For example, one trade-off between
throughput and latency for next-generation video content is described in [158], which
states that achieving 5–20 ms latency requires 400–600 Mbps throughput, while achieving
1–5 ms latency requires 100–200 Mbps throughput. Another example of trade-offs is
between coverage, capacity, and load balancing [187], or the trade-off between coverage,
height of BS, and antenna parameters [188]. Such trade-offs are rarely considered in the
literature on 5G-enabled healthcare use cases, which can complicate applications with
conflicting requirements such as achieving high throughput with high mobility or low
battery consumption. One way to study these trade-offs might be to combine several KPIs
into a new one. For example, Samsung developed representative KPIs to describe the
performance of multi-objective optimization involving more than two KPIs, such as sum of
log of data rate, considering both throughput and fairness. It can be used as a joint KPI of
wearable devices applications to represent both energy efficiency and throughput, energy
efficiency, and delay, or energy efficiency and reliability [189].

Another gap in the literature is the limited 5G network scenarios that are assessed.
Limitations include the small number of network trials, small number of infrastructure
configurations, small coverage area, and the lack of spatiotemporal variability for trials being
conducted in the laboratory settings. A critical analysis of 5G network failure modes that can
impact 5G-enabled healthcare use cases is an open question not addressed in the literature.
For example, only the success of the connected ambulance use case is discussed in the
literature. However, this use case might be negatively impacted in situations with extremely
high mobility, high user density, a disaster scenario where a large number of ambulances rush
to the same point, a cell outage, or the presence of multiple critical traffic flows in the network.

Moreover, network KPIs are commonly vendor-specific, where each network equip-
ment vendor specifies the performance metrics using its own set of counters and naming
conventions. This may give rise to the challenge of managing non-standardized KPIs.
The large number of technical counters in the heterogeneous 5G deployments, the use of
vendor-specific monitoring tools by the network operators, and the lack of unified data for-
mat for collecting and reporting the performance data also pose a challenge for managing
the service level agreements between the 5G network operators and the end users of the
5G-enabled healthcare systems [6]. For further reflection on avenues for addressing the
highlighted considerations in practice and research, the reader is referred to [6,190].

Finally, we note that real-time systems and time-sensitive networks (TSNs) can benefit
several of the discussed healthcare applications such as remote robotic-assisted surgery
and in-ambulance treatment. This can be supported by 5G’s technical features such as
the near-instantaneous data transmission. For instance, the telerobotic spinal surgeries
conducted using 5G-enabled robots have been enabled by a minimal lag between the
robot and the remote physician [191]. Similarly, authors in [192] presented a survey on
application requiring near real-time response, including healthcare applications such as AR,
VR, tele-diagnosis, tele-surgery, and telerehabilitation. Accordingly, future considerations
for 5G-enabled healthcare include the investigation and analysis of real-time systems
and TSNs and their role in supporting healthcare applications. 5G can also contribute to
enabling connected healthcare applications in small-scale healthcare facilities like those in
rural areas [193,194].

6. Conclusions

5G communication features promise to enable novel healthcare applications and
expand network access in the existing connected medical devices. Understanding the
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communication KPI requirements for 5G-enabled healthcare use cases can help healthcare
application developers, 5G network providers, and regulatory authorities in the healthcare
sector to promote safe and effective healthcare. In this paper, we have surveyed quantitative
and qualitative KPI requirements for different use cases, including remote robotic-assisted
surgery, mobile-connected ambulances, wearable and implantable devices in the healthcare
IoT, and service robotics for assisted living. A comparison of 5G-healthcare requirements
with the status of 5G capabilities reveals that some healthcare applications can be sup-
ported by the existing 5G services while others might be challenging, especially those with
stringent latency requirement. This calls for a collaboration between the healthcare applica-
tion developers and the network service providers to explore, document, and manage the
possible connectivity support for a given application throughout its lifecycle.

We have also identified gaps in the existing literature and highlight considerations in
this space, including the lack of focus on quantitative requirements, omitting relevant KPIs,
overlooking the trade-offs between multiple KPIs and COPs, the lack of unified KPI specifica-
tions across different network operators and equipment vendors, and (lastly) the limitations
5G scenarios conducted in the existing trials. The gaps in this space and considerations
highlighted in this paper can help direct future 5G-enabled medical device studies and
facilitate the safe, effective, and efficient implementation of 5G technology in healthcare.
Medical devices must integrate 5G technology safely and effectively to facilitate patient
access to 5G-enabled medical device applications. As a part of the overall medical device
risk management process, documenting and meeting the communication requirements for
diverse 5G-healthcare use cases comes under service level agreements. Therefore, knowl-
edge of requirements for 5G-enabled medical use cases highlighted in this paper can also
help network service providers, users, and regulatory authorities in developing, managing,
monitoring, and evaluating service-level agreements in 5G-enabled medical systems.
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Appendix A. Telesurgery KPIs

Table A1. Latency requirements for telesurgery.

Data Type Reported Latency Source Distance

<150 ms [20,21] Experiment [32] 14,000 km
<200 ms [11,22] Other [22] ≈1000 m

2D camera flow <700 ms [23] Experiment [23] 9000 miles
<600 ms [24] Experiment [24] 14,000 km
<300 ms [25] Experiment [25] 14,000 km

<150 ms [20,21] Experiment [32] 14,000 km
<300 ms [26] Experiment [26] -

3D camera flow

<500 ms [27] Experiment [27] -
<400 ms [28,29] Simulation [38] -

280 ms [195] Experiment [195] 15 km
20–50 ms [30] Other [30] 200 km
2–60 ms [46] Experiment [196] -

146–202 ms [197] Experiment [197] 4 km, 6.1 km

28 ms [191] Experiment [191] ≈740 km, 1260 km,
144 km, 190 km, 3160 km

258–278 ms [198] Experiment [198] 3000 km
0.25–5 ms [48] Simulation [48] -

Audio flow <150 ms [20,21,28,31] Experiment [32] 14,000 km
100 ms [30] Other [30] 200 km

Temperature <250 ms [11,20,21,33,34] Other [33] -

Blood pressure <250 ms [11,20,21,33,34] Other [33] -

Heart rate <250 ms [11,20,21,33,34] Other [33] -

Respiration rate <250 ms [11,20,21,33,34] Other [33] -

ECG <250 ms [11,20,21,33,34] Other [33] -

EEG <250 ms [11,20,21,33,34] Other [33] -

EMG <250 ms [11,20,21,33,34] Other [33] -

3–10 ms [20,21] Experiment [37] -
1–10 ms [30] Other [30] 200 km

Force 3–60 ms [28] Experiment [39] ≈3200 miles
<50 ms [29,35] Experiment [40] & Simulation [35] few hundred meters

40 ms [29] Experiment & Simulation [29] -
<100 ms [36] Experiment [36] -

<5.5 ms [20,21,28,31] Experiment [37] -
Vibration <50 ms [29] Experiment [40] few hundred meters

1–10 ms [30] Other [30] 200 km
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Table A2. Jitter requirements for telesurgery.

Data Type Reported Jitter Source

2D camera flow 3–30 ms [11,20] Simulation [41]
Simulation [38]

3D camera flow
3–30 ms [11,20] Simulation [41]

Simulation [38]
3–55 ms [48] Simulation [48]

<30 ms [28–30,34,38,41] Other [30]

Audio flow
<30 ms [11,20,28,29,34] Simulation [41]

Simulation [38]
50 ms [30] Other [30]

3–55 ms [48] Simulation [48]

<2 ms [11,20,29,34] Experiment [40]
Simulation [41]

Force 10 ms [30] Other [30]
1–10 ms [28] Experiment [42]

<2 ms [11,20,29,34] Experiment [40]
Simulation [41]

Vibration 10 ms [30] Other [30]
1–10 ms [28] Experiment [42]

Table A3. Data rate requirements for telesurgery.

Data Type Reported Data Rate Source

2D camera flow <10 Mbps [20,21] Simulation [41] Experiment [40]

3D camera flow 137 Mbps–1.6 Gbps [20,21] Simulation [28]
≈8 Mbps [196] Experiment [196]

95–106 Mbps [197] Experiment [197]
2.5–5 Mbps [28,29] Simulation [41] Experiment [40]

1 Gbps [30] Other [30]
>1 Gbps [11] Simulation [28]

Audio flow 22–200 Kbps [20,21,28,29] Experiment [31]

Temperature <10 Kbps [20,21,34] Other [33]

Blood pressure <10 Kbps [20,21,34] Other [33]

Heart rate <10 Kbps [20,21,34] Other [33]

Respiration rate <10 Kbps [20,21,34] Other [33]

ECG 72 Kbps [20,21,34] Other [33]

EEG 84.6 Kbps [20,21,34] Other [33]

EMG 1.536 Mbps [20,21,34] Other [33]

128–400 Kbps [20,21] Experiment [28,31]
Force 500 Kbps–1 Mbps [29] Simulation [41]

128 Kbps [28] Experiment [43]

128–400 Kbps [20] Experiment [28,31]
Vibration 500 Kbps–1 Mbps [29] Simulation [41]

128 Kbps [28] Experiment [43]
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Table A4. Packet loss or bit error rate for telesurgery.

Data Type Reported Loss Source

2D camera flow <10−3 [20,21] Experiment [40,41]

3D camera flow

<10−3 [20,21] Experiments [40,41]

<1% [28,29] Experiments [40,41] &
Simulation [38]

0.01–0.06% [48] Simulations [48]

Audio flow

<10−2 [20,21] Experiments [40,41]
0.01–0.06% [48] Simulations [48]
<1% [28,29] Experiments [40,41], Simulation [38]

10−5 [30] Other [30]

Temperature
<10−3 [20,21] Other [33]

<10−10 [34] (BER) Other [33]

Blood pressure
<10−3 [20,21] Other [33]

<10−10 [34] (BER) Other [33]

Heart rate
<10−3 [20,21] Other [33]

<10−10 [34] (BER) Other [33]

Respiration rate
<10−3 [20,21] Other [33]

<10−10 [34] (BER) Other [33]

ECG
<10−3 [20,21] Other [33]

<10−10 [34] (BER) Other [33]

EEG
<10−3 [20,21] Other [33]

<10−10 [34] (BER) Other [33]

EMG
<10−3 [20,21] Other [33]

<10−10 [34] (BER) Other [33]

<10% [29] Experiments [40,41]

Force
<10−4 [20] [21] Experiments [40,41]
0.01-10% [28] Experiments [40,41]
<0.1 [35] Experiments [35]

<10% [29] Experiments [40,41,43]
Vibration <10−4 [20] [21] Experiments [40,41,43]

0.01–10% [28] Experiments [40,41,43]

Table A5. Other requirements for telesurgery.

KPI Reported Requirement Source

Reliability 1− 10−7 [11,44]

Availability 1− 10−5 [11]

Payload size Big [11]

Traffic density Low [Gbps/km2] [11]

Connection density Low [/km2] [11]

Service area dimension 10 m × 10 m × 5 m [11]

Survival time 0 ms [11]

Range Up to 200 km [30]
300 km [11]

Duty cycle for vital signal monitoring <1–10% [34]
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Abstract: Falling is one of the most serious health risk problems throughout the world for elderly
people. Considerable expenses are allocated for the treatment of after-fall injuries and emergency
services after a fall. Fall risks and their effects would be substantially reduced if a fall is predicted or
detected accurately on time and prevented by providing timely help. Various methods have been
proposed to prevent or predict falls in elderly people. This paper systematically reviews all the
publications, projects, and patents around the world in the field of fall prediction, fall detection, and
fall prevention. The related works are categorized based on the methodology which they used, their
types, and their achievements.

Keywords: fall detection; fall prediction; fall prevention; fall risk factors; gait assessment

1. Introduction

According to the World Health Organization [1], approximately 28–35% of people
with an age of 65 fall every year. The count further increases to 32–42% for people of age 70.
With the rapid rise in the number of elderly people, the demand for supportive healthcare
systems has also increased. The advancement in the fields of sensors, cameras, and com-
munication makes it feasible to develop more efficient and optimized healthcare systems.
Moreover, financial support from the respective governments motivates researchers to help
elderly people through their valuable research [2]. Research in the medical field shows that
a human being’s process of aging leads towards a decreased walkability in elderly persons
along with bringing down the physiological and nervous system function. Therefore, the
probability of being injured during a walk becomes greater, which can cause several anile
diseases. The prediction and evaluation of fall risks are very important given the surging
number of aged people [3]. The impact of falls in the elderly is extensive and occurs across
the world [4,5]. The process of fall prevention includes knowing and assessing the parame-
ters responsible for a fall, predicting the possibility of a fall, and then not letting the fall
happen. The process may include medical and paramedical treatment to fine-tune the fall
parameters, the use of some aids, and some similar methods. It is very difficult to prevent a
fall; however, long-term treatment may help in achieving fall prevention. Fall intervention
is a set of techniques that help prevent future falls. Techniques that include exercise, home
modification, and medication are carried out under clinical or self-administration with the
aim of fall prevention in elderly persons [6].

1.1. Fall Risk Factors

Understanding the possible risk factors responsible for falls in elderly persons is
required. A better understanding of these risk factors will help in developing a better fall
prevention system. Numerous factors related to biology, behavior, demographics, and
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environment are there that can be a cause of falls for an elderly person [7]. A list of risk
factors has been identified through the study of relevant and published literature, as shown
in Figure 1. Numerous causes are responsible for the fall of an elderly person or patient.
Physiological conditions and falls from the bed are the most common cause of the fall [8–10].
The authors in [11] designed a reliable and flexible method for the classification of falls in
the elderly. Along with that, the operational definitions for types of falls were also provided.
In the proposed three-level hierarchical classification scheme, the first level consists of four
major classifications. Each major classification has further subcategories which are further
divided into other subcategories of level three. The detailed categorization is shown in
Figure 1.

Figure 1. Fall risk factors [11].

1.2. Types of Fall

Categorizing falls used to be a great issue until the 1990s. A lack of consensus among
researchers was the biggest hurdle. Most of the categorization then was based upon the
factors responsible for falls. Depending on the position before a fall, a fall was considered
to be of three general types, as described in Figure 2.
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Figure 2. Types of falls [8–10].

1.3. Fall Detection/Prevention Approaches

A list of technologies has been developed by researchers to detect and prevent the
occurrence of falls in elderly people. Numerous techniques have been used to handle the
problem of falls among elderly people. These approaches are based on the integration
of machine learning, IoT (Internet of things) devices, imaging techniques [12], etc. The
continuous monitoring of the elderly person using either wearable or non-wearable devices
and finding the probability of their fall in advance is known as fall prediction [13]; however,
fall prediction is more concerned with the detection of fall risk factors. It requires a highly
accurate prediction mechanism that could respond instantly in no time. However, it is
not easy to achieve, but an accurate prediction will significantly contribute to preventing
elderly persons from the after effects of falls. Fall detection is the process of finding out that
an elderly person has experienced a fall and then sending some alarm signal to let medical
professionals know about the incident. Various incidents might give an illusion of a fall,
such as sitting on a chair from a standing position, bending on knees to pick something
up, etc. The process is expected to differentiate actual falls from false falls and then send
an alarm to pre-specified people or locations instantly. The intention is to send help to the
elderly people after the fall as soon as possible so that after effects can be minimized.

Fall detection: fall detection techniques can be classified into three basic categories: (i)
wearable devices, (ii) camera-based devices, and (iii) ambience devices. The categorization
of fall detection is presented in Figure 3. In the wearable devices approach, some wearable
gadgets or garments need to be worn by the people at risk of a fall. These devices sense
the information regarding the body posture or the movement and then some algorithm
processing this information decides whether it is a fall or not. The decision is then commu-
nicated to the pre-specified caregivers. However, the use of wearable devices seems to be
very intrusive and an extra overhead to some users. They do not want to bother to keep on
wearing any device all the time. Moreover, there is an issue regarding the placement of the
device. Some activities, such as sleeping and walking, might displace the device from its
original location and may result in less accurate results.
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Figure 3. Fall detection approaches [2].

The camera-based approach seems to overcome some of these issues. The cameras
are placed at selected locations so that continuous monitoring of the elderly people can be
performed passively. Unlike sensors, it is possible to assess and analyze more than one
feature using the camera. These types of systems were less preferable initially when the
cost of the camera used to be very high. Additionally, the data captured through these
devices can be stored for later analysis and reference. In the ambience device approach, a
series of sensors are installed in the vicinity of the related persons, such as a wall, floor, bed,
etc. The data are gathered from these sensors and, using that input, an algorithm decides
whether there is a fall or not. Consequently, the incident is reported to the caregivers. Since
there is no need to wear any sensor, the related person is not concerned about any type of
overhead.

A variety of devices from different manufacturers are available in the market that
send alerts when a fall occurs. According to a survey, the number of automatic systems
for detecting falls will cover 60% of the fall detection systems market by 2019–20. The
compound annual growth rate (CAGR) is expected to be approx. 4% from 2019 to 2029 [14].
Governments are investing more in research related to fall detection devices so that the
major portion of their budget that is used in medical care and treatment of after-fall injuries
could be minimized. These devices differ in their location of the mount, response time, size,
etc. Some of the devices are listed [10–13] below:

1. MobileHelp
2. Medical Guardian
3. LifeFone
4. Bay Alarm Medical
5. GreatCall Lively Mobile Plus
6. Apple Watch

Fall prevention: preventing falls in elderly people is something that cannot be guar-
anteed and achieved 100%. It can be used as an activity for ensuring that the targeted
person is in a minimal risk zone. It is performed through continuous monitoring and
periodically assessing the status of identified fall risk factors. If the observed values for
those parameters lie in the acceptable range, then the targeted people might be assumed to
be in the safe zone. The list of activities [15,16] that can be performed for fall prevention
can be listed as:

• Notice if they are holding onto walls, or something else, when walking, or if they
appear to have difficulty when walking or arising from a chair.
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• Talk about their medication.
• Complete a walk-through safety assessment of their home.
• Enlist their support in taking simple steps to stay safe.
• Discuss their current health conditions.
• Perform regular checkups of the eyes and spectacles.

2. Methodology

This section discusses the methodology followed for carrying out this work. The
literature studied comprises the work completed as publications, patents, and funded
projects or surveys in this domain in the specified time duration, as shown in Figure 4. The
query used for searching is a Boolean “OR” combination of the terms “Fall Detection”, “Fall
Prediction”, and “Fall Prevention”, and it should appear in the title of the publication. A
number of projects/surveys and patents completed in a window of two years starting from
the year 1991–92 was sought out. The process was repeated for the subsequent two-year
periods until 2020. Similarly, the number of publications was identified using Google
Scholar. Additionally, the publications were also categorized according to the different
publishers, including Springer, Elsevier, IEEE, etc. The publications were further grouped
based on the technology used to detect/predict/prevent falls. The articles that were purely
concerned with clinical research were excluded. Additionally, the articles where falls were
a secondary concern, and the primary concern was some pre-existing disease, were not
included. The non-availability of full text and indexing in some inappropriate databases
were also considered as part of the criteria for exclusion.

Figure 4. Review methodology.

63



Healthcare 2022, 10, 172

3. Research Publications

To make the review process more systematic, the research publications that have been
studied are placed in various categories depending upon the underlying technology they
are focused upon. Before discussing the research publications in various categories, it
is better to describe the parameters used for the evaluation of an algorithm used for fall
detection or prevention.

3.1. Evaluation Parameters

A fall detection or prediction model needs to be tested for its effectiveness at analysis.
The following four parameters [15,16] are used to evaluate a given model:

(i) Sensitivity: the system can detect falls correctly. It is defined as the ratio of the
number of falls correctly classified and the total number of falls as follows:

Sensitivity =
TP

TP + FN
(1)

where, TP = Falls correctly identified, and FN = Fall not detected by the model.
(ii) Specificity: the system can avoid false alarms (detecting an event similar to a fall,

which is not a fall in actuality). It is calculated using ADL (activities of daily living) as
follows:

Sensitivity =
TN

TN + FP
(2)

where, TN = Number of ADL coorectly classified, FP = Number of False Falls
(iii) Accuracy: accuracy is the capability of a model to correctly identify actual falls and

to recognize falls false as well. It is calculated through a balanced calculation of sensitivity
and specificity:

Accuracy =
Specificity + Sensitivity

2
(3)

(iv) False positive rate: this is the number of false falls identified as actual falls per
hour. It is calculated as a ratio of the number of false falls to the total time of recording:

False Positive Rate =
FP

ADL time (in hrs)
(4)

3.2. Cell Phone-Based Approaches

A simple system for fall risk prediction is developed in [3] using a cell phone along with
a three-dimensional accelerometer. Practically, it is less expensive to use the accelerometer
to monitor a human walking as an object. Along with the proposed work, the authors
defined gait symmetry and stability under the data conditions of acceleration. The proposed
gait assessment model was capable of analyzing and evaluating the stability and symmetry
of an individual’s gait. The proposed gait assessment model could predict the fall risk
of a walking object correctly. The improved results for the performance and efficiency
were obtained, justifying the effectiveness of the work. The problem of fall prediction is a
manifold one, whose solution demands balanced coordination of behavioral, physiological,
and environmental parameters.

Fortina and Gravina [12] designed a system comprising a smartphone and wearable
accelerometer that sends an alarm when a fall is detected in real time. The system was
capable of triggering fall incidents using different alerting modalities, providing emergency
services with a notification in no time. The approach was tested on 20 subjects and the
results reported an 83% specificity, 97% sensitivity, and 90% precision. The fall detection
system in the future would be improved in terms of design and evaluation and become
better because of this work. Research on the invention of modest wearable devices for
blood pressure checking to detect orthostatic hypotension and the associated fall risk is
almost nullified, however, although the research on using smartphones as devices to detect
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falls is in transit, and certain limitations are still challenges that need to be resolved, as
listed below:

• It is doubtful whether the quality of the built-in sensors of cell phones [17] is good
enough to properly identify falls. The accelerometer sensor of smartphones have
dynamic ranges of up to ±2 g, but the level required for a fall detection device to
produce an appropriate result is ±4 g to ±6 g (1 g = 9.8 m/s2).

• The limited battery life (only a few hours) of smartphones on heavy usage is a major
concern [17]. Past studies show that battery consumption rises to more than double
when three sensors are used simultaneously. Using power-saver mode appears to be a
genuine solution, but the performance would be affected considerably.

• Smartphones are not designed and developed purposefully for detecting falls [1]. The
various compatibility and operational issues result in a compromise with accuracy
when used in real time.

• The positioning of mobility sensors significantly impacts the behavior of fall detectors.
The accuracy of the smartphone-based fall detection systems demands its mounting
or placement at some particular and unnatural position, usually the chest or wrist [15].
However, this mandate of positioning either produces discomfort to the user or
compromise with the accuracy achieved. Moreover, an additional device is needed
to carry and position the smartphone at the desired point. It makes the product less
attractive overall.

3.3. Sensor-Based Approaches

The use of accelerometer and gyroscope sensors either alone or in pairs has been the
preferred choice of researchers to detect falls. In some research, the existing sensors of
the devices are being exploited for fall detection, while in others, the desired sensor(s)
is/are connected externally. Figure 5 shows the use of the different types of sensors in fall
detection and prediction. The accelerometer sensor was used in 86% of the research works
related to fall detection or prediction. Only 5% of the researchers used a barometer and
magnetometer for fall detection.

Figure 5. Types of sensors used in fall detection.

The problem of falls in the elderly is renowned and hazardous throughout the world.
A delay in fall assistance may result in practical damage to the elderly person along with a
decrease in movement and ease of living. The authors of [18] suggested a novel system to
detect falls in aged people using the IoT. Their approach was based on utilizing energy-
efficient wireless sensor networks, cloud computing, and smart devices. The wearable
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device was designed by embedding a 3D-axis accelerometer into a 6LoWPAN (low-power
wireless personal area networks) device. The real-time data were collected from the
movement of elderly people. To detect falls with improved efficiency, a decision tree-based
big data model, along with a smart IoT gateway, is used for processing and analyzing
sensor data. The moment a fall is detected, the system reacts by sending an alert message
to the caregivers or emergency services chosen for providing care. The data are managed
and stored in the cloud. The medical professionals can use that data for further analysis.
Additionally, there is a system service that generates another machine learning model based
on these data to adapt to future falls. The experimental consequences were improved fall
detection success rates, measured using accuracy, gain, and precision.

Gait analysis and the monitoring of mobility are usually performed using accelerome-
ters and gyroscopes in wearable systems. Most of the researchers recently have worked
on obtaining and analyzing the data from accelerometers and gyroscope sensors for the
assessment of fall risks [17,19]. Bourke et al. [20] analyzed different permutations of the
magnitude of acceleration, sensor velocity, and body posture and, based on that, a fall detec-
tion system was developed. They observed that the maximum value of fall sensitivity along
with the lowest value of the false positive rate was achieved when the three parameters
were fused and used with a triaxial accelerometer. Bianchi et al. [21] developed a wearable
device by utilizing an accelerometer along with a pressure sensor that mounts on the waist.
Different variants of fall scenarios occurring indoors as well as outdoors were tested to
minimize and avoid false alarms. The results revealed that false positives occurring under
general circumstances are reduced considerably with the usage of the barometric sensor.
As with other usual research, the authors simulated the testing environment, and healthy
young people were used for testing the device. Ease of wearing is a prime characteristic
of fall detection with wearable devices because of their continuous use for a long time. A
study on the wearable devices found that, in a trial with a case that involved an enclosed
waist-mounted device for fall detection performed on aging adults for three months, the
device was transferred to different body locations because of discomfort and bruising [22].
Thus, along with small size, comfort is also a main factor that should be focused upon. The
devices should not cause discomfort even if they are used for a long time and attached to
the same location. Howcroft et al. [23] analyzed the performance of using two wearable
sensors together in predicting fall risks. Two sensors, i.e., pressure-sensing insoles and
accelerometers, four locations of accelerometer, i.e., head, left, pelvis, and right shank, and
choices of three models, i.e., support vector machine (SVM), naïve Bayesian, and neural
network. The observations reported that the best input can be provided for predicting
falls when gait assessment is performed using multiple sensors, such as with a hybrid
of the posterior pelvis, neural network, and head and left shank accelerometers. Some
researchers [24] have invented a novel approach to avert the fall of a user by governing
a passive intelligent walker as per the walking attribute of the user. These sensors are
connected with an aid device for walking to identify gesture movements and the sensor’s
distance from a person. These types of sensors usually have a short range and a high rate
of false alarms, with an individual stepping away from the walker being misunderstood as
a fall. Another researcher [25] worked on the prevention of bedside falls and introduced
a “Bed-exit” alarm. The proposed system utilizes pressure sensors. The pressure sensors
are embedded on the side rails of the user’s bed to sense the movement of an individual if
they move out of the bed. A threshold value is to be set for the pressure sensor which, if
exceeded, leads to an alarm going off to prevent the fall. For interactions with fall preven-
tion exercise games, the available ambient sensors are often utilized. Researchers, Pisan
et al. [26] and Kayama et al. [27], proposed systems that utilize Microsoft Kinect sensors
with a game invented for older adults. The proposed game helps to identify the functional
and cognitive changes in the patients by carrying out different physical and cognitive tasks.
Multi-tasking has been embedded because it is proven to be a reliable predictive factor for
future falls. Tong et al. [28] presented an HMM (hidden Markov model) method utilizing a
triaxial accelerometer for fall prediction. Additionally, the proposed work again has not
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been tested and analyzed on real-life scenarios and elderly people who can be an example
of people who are fall prone.

The solution to wrist-worn fall detection, and its development and assessment, has
been presented in this paper [29]. Several different types of signals and direction com-
ponents were collaboratively utilized along with machine learning methods to find out
the best approach for fall detection. The sensors included a gyroscope, magnetometer,
and accelerometer, the directions utilized were vertical and non-vertical, and the signals
included velocity, displacement, and acceleration. Data for the work were collected from
22 volunteers for both fall and non-fall movements. With machine learning methods, an
accuracy of 99.0% was achieved along with 100% sensitivity and 97.9% specificity. Ad-
ditionally, the work has been tested with threshold methods, and a 91.1% accuracy was
achieved along with a 95.8% sensitivity and 86.5% specificity. In the view of practical
applications, the benefits of machine learning methods have been elaborated upon by the
prolonged tests of a volunteer wearing a fall detector. Work has been proposed in [16] to
detect falls in aged people in indoor environments. This was an IoT-based system that takes
advantage of low-power wireless sensor networks, cloud computing, and big data. For its
implementation, a 6LoWPAN device wearable was used in which a 3D-axis accelerometer
had been embedded, which can collect data from aged people’s movements. The reading
collected by the sensor was analyzed utilizing a decision tree-based model. An alert is
activated if a fall is detected, and the system reacts automatically by providing notifications.
Lastly, the services will be provided built on the cloud. The system provides a service that
leverages these data for building up machine learning models every time a fall is detected.
The work showed very effective success at achieving results within the parameters of
precision and accuracy. The work presented in the survey [30] utilized a depth sensor.
A unique process to identify levels of fall risk has been implemented. This procedure of
level identification is an enhancement of fall detection. The proposed algorithm showed
effective performance results. The different and many suggestions along with solutions are
present in the form of several tools, resources, and assessments for intervention, but falling
is one of the major health problems which can occur to an individual. In today’s time, it is
considered highly desirable to go for health care if a severe fall happens.

The proposed model [31] is a working sub-model for the real-time monitoring of heart
attacks and falls of a patient. To develop this system, an Arduino UNO and Arduino NANO-
based process has been included as the architecture, with pulse and accelerometer sensors.
The key concept is to gather the data related to health from time to time, and the data
collected are to be made available utilizing a real-time interface called Thingspeak. Within
this process, the person can be invigilated from time to time without any disturbance.
The proposed model is also utilized to deliver notifications at the time of emergency
with GSM (global system for mobile communication) technology, which is combined
with the Arduino architecture. This model will be greatly helpful for elderly people,
Frankenstein syndrome patients, or patients with a history of heart attacks because of
genetic disorders. Other work [32] shows a health monitoring solution that identifies the
occurrence of accidental falls in the elderly. The technique of fall detection implements
sound- and accelerometer-based detections for valid fall occurrence. Fall detection based
on an accelerometer is instrumental for the valid detection of fall occurrence. However, it
has been shown that an accelerometer individually is not enough for fall detection because
an accelerometer is affected by misinterpretations of routing motion activities, categorizing
them as falls. To detect the pressure of sound from a resultant fall, the utilization of
sound sensors has been integrated, but the pressure of sound is not enough to be utilized
as a trustworthy fall indicator. Therefore, a method for the detection of falls based on
fuzzy logic has been presented to activate the sound sensor and accelerometer’s output
signals, and the utilization of a sound pressure detector to verify the signal provided
by an accelerometer can lower the incorrect fall detection rate of every day falls from
1.37 to 0.06. Choosing a particular paradigm, given the many approaches for detecting
falls and ADL, needs some parameter to ease the selection. Power consumption is one
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such parameter, especially when dealing with embedded systems with limited constraints.
Most of the wearable as well as non-wearable devices involve classification as one of its
essential steps. Generally, machine learning algorithms or threshold-based approaches
are exploited for classification purposes. The low computation needs combined with the
moderate classification performance of threshold-based approaches creates a trade-off with
the machine learning algorithms that normally demand high computation and offer better
classification performance. A solution was presented for this problem in [33] that matches
the power constraints of embedded systems. The method exploited advanced signal
processing to find the maximum correlation of the unknown event within the available
set of fall and ADL signatures. The power requirements were reduced by adopting a
modified alignment strategy along with a normalization procedure specifically targeting
the computational requirements. The method was able to satisfactorily classify an unknown
event belonging to a specific class of events. Paper [34] discusses UWB (ultra-wide band)
sensors, which are both environmentally and practically based on radar and are non-
wearable, as a solution. Specifically, we are concerned about the impact of unsupervised
changes in detection techniques on UWB sensor information to detect falls. Furthermore,
accelerometer sensor information is also used for assessing the oversimplification of our
unsupervised method for fall detection. Planned techniques are assessed using UWB
sensor information sets obtained from an Australian E-Heath research center (i.e., Living
Lab) and publicly accessible accelerometer sensor information sets. Results produced
capable outcomes. Work [35] shows a stance recognition-based fall discovery framework
for wellbeing observations, predicated based on keen sensors worn from the body function
using personal networks. If it can be determined that this has the best range limit, when
incidental falls occur, it could be successfully utilized in combination with an android
gadget. By aggregating the full-time information and learning of an accelerometer, cardio
tachometer, and other intelligent sensors, a fall might be calculated and separated from our
ordinary lifestyle. The technique concerning the planned framework has been clarified in a
much more feature in the paper. The planned framework accomplishes a 99% exactness
rating by utilizing exclusive sensors similar to a temperature sensor, a circulatory strain
level-checking sensor, and a cardio tachometer.

The work completed in paper [36] shows how one of the projected solutions in the
literature has been modified for use with a smartwatch on a wrist, solving some problems,
and updating part of the procedure. The testing includes a publicly accessible dataset. The
results point to numerous enhancements that can be adapted for the target population.
Other work [37] is focused on designing and developing a live system capable of detecting
falls in humans. When a fall occurs, it would be able to alarm the concerned person so
that the after-fall damages can be minimized. This can be used to reduce the damages at
construction sites and in industry as well. The setup was assembled as a low-cost gadget
using a MEMS (microelectromechanical systems) motion sensor (MPU-6050) and a GSM or
RF (radio frequency) to send data. The mounting location of the gadget is chosen in such a
way that a minor change in the center of gravity of the subject can be noticed.

The information is then processed and analyzed to detect the occurrence of falls. In
this paper [38], an approach is presented that detects the fall of an elderly person while
moving inside the house or indoor premise and provides their exact location. A sensor-
based fall detection method is used to detect the occurrence of falls and the location is
provided using an artificial neural network. The work conducted in [39] was based on the
Internet of things (IoT), and focused on the development of an energy-efficient wearable
sensor node. A lightweight, energy-efficient, small-size and flexible device was designed
for detecting falls. The design was a consequence of an exhaustive study on the parameters
that affect energy consumption in IoT devices (wearable devices). The scope of research
on ambient assisted living using smartphones motivated the researchers to work in this
area. It was concluded from various approaches that wearable devices perform better at
identifying falls from ADLs. These systems are tested in a controlled environment and
optimization is performed for a given set of sensor types, sensor positions, and subjects. A
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self-adaptive pervasive fall detection method is proposed in this work. The work proposed
is robust to the heterogeneity of practical situations in life [40]. The authors in [39] proposed
an RNN (recurrent neural network)-based human fall detection method. The ability of
the network to work with acceleration measurements from sensors means that it has the
appropriate tools for the task. Study [41] presented an IoT fall system for the fall detection
of elderly people that uses the benefits of IoT. The proposed system shows a 3D-axis
accelerometer added into a 6LoWPAN wearable device with the capacity of measuring the
movements of elderly volunteers as data. Table 1 shows the specificity (SP) and sensitivity
(SE) achieved by various researchers. The research work considered in this table has
exploited the accelerometer sensor for detecting falls. It can be observed from the table that
various researchers have succeeded at achieving 100% specificity and sensitivity by using
an accelerometer to detect falls [42].

Table 1. Performance of accelerometer-based fall detection devices [4–13,15–17,19–52].

Title Author Details Year Specificity Sensitivity

Evaluation of accelerometer-based fall detection algorithms on
real-world falls F. Bagalà et al. 2012 83.3 57

Evaluation of a threshold-based tri-axial accelerometer fall
detection algorithm A.K. Bourke et al. 2007 91.6 93

Comparison of low-complexity fall detection algorithms for body
attached accelerometers M. Kangas et al. 2008 100 98

Accurate, fast fall detection using gyroscopes and
accelerometer-derived posture information Q. Li et al. 2009 92 91

Barometric pressure and triaxial accelerometry-based falls event
detection F. Bianchi et al. 2010 96.5 97.5

Assessment of waist-worn tri-axial accelerometer-based
fall-detection algorithms using continuous unsupervised activities A. Bourke et al. 2010 100 94.6

A wearable pre-impact fall detector using feature selection and
support vector machine S. Shan et al. 2010 100 100

Unsupervised machine-learning method for improving the
performance of ambulatory fall-detection systems M. Yuwono et al. 2012 99.6 98.6

Evaluation of fall detection classification approaches H. Kerdegari et al. 2012 92 90.15

Patient Fall Detection using Support Vector Machines C. Doukas et al. 2007 96.7 98.2

A framework for daily activity monitoring and fall detection
based on surface electromyography and accelerometer signals J. Cheng et al. 2013 97.66 95.33

3.4. Camera-Based Approaches

In fall detection and prediction systems, there is a high usage of camera-based sen-
sors [53,54]. For monitoring the routing activities of any individual, distinct cameras are
used in such systems. Along with the pros, these systems also have some cons, such as
budget and privacy, and they are unable to track beyond the camera range. Another fine
example of ambient sensors is proximity sensors, which are utilized for fall detection. Bian
et al. [55] utilized a single-depth camera to introduce a novel approach for fall detection in
which key joints of the person’s body are to be analyzed. This newly developed approach
utilized an infrared-based depth camera which can work in dark environments. However,
the invented approach is not able to identify the falls that end with the person lying on
the furniture. Paper [54] planned an integrative replica of fall motion recognition and fall
severity level assessment. The detection of fall motion and the presentation of data in a
continuous stream, with the time-sequential frames fifteen body joint positions, have been
obtained from Kinect’s 3D camera. Some features are extracted and fed into a designated
machine learning model replica. Compared to existing models, which rely on inputs of the
image depth, the planned method resolves the background uncertainty of the human body.
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The experimental outcome confirmed that the planned method of fall detection achieved
99.97% accuracy with zero false negatives and was robust compared to the state-of-the-art
approach because it utilized image depth.

The work completed in [56] suggested a method for detecting falls using the 3D
skeleton data received from a Microsoft Kinect. The technique utilized the accelerated
velocity of the center of mass (COM) of different body components and the skeleton data
as main biomechanical features and applied long short-term memory networks (LSTM)
for detecting a fall. Unlike other similar methods, it does not require the mounting of a
sensor on any body part of the elderly, people preserving their privacy. The method was
tested and validated on the existing dataset and was found to be effective in fall detection.
Since no special mounting of sensors is required, the device can be used for detecting falls
in elderly people at home. This paper [57] discusses an intelligent fall detection system
based on video. The first step is to extract the silhouette of a person using the background
subtraction method; a collection of features is then evaluated to estimate a fall. The head
position is estimated using a new technique and its virtual velocity is computed using an
FSM (finite state machine).

For the expansion of systems that are human interactive, the visual human action
classification is important. The work [58] enquires about a human stage classification that
is image based, with a walking support system to increase safety. The paper [59] presented
a real-time system that is very fast and more accurate and able to identify falls in videos
taken by cameras. A new spatial and temporal variant-based aspect is presented which
comprises the geometric orientation, the location of a person, and their discriminatory
motion. The datasets used for the study are different cameras that fall with two and three
classes. An accuracy level in the range of 99.0 to 99.2 has been achieved. A comparison of
nine methods has been conducted and the effectiveness and improvement of the presented
approach with the dataset have been given in the work.

3.5. Survey/Questionnaire

The authors in their work [2] have reviewed the existing fall prediction methods and
strategies for old people and patients. Based on the approaches using sensors, the tech-
niques for detecting falls are categorized into three domains namely, “Wearable Devices”,
“Ambience Devices”, and “Camera-Based”. Each class is subdivided further based on their
fundamental principle of working. The advantages and disadvantages of each category
have been listed along with the remarks for further improvements. Similarly, in [8], the
authors have conducted a systematic survey of existing systems for predicting falls in the
elderly. The shortcomings and the challenges listed by the authors help to design effective
implementation techniques for fall prevention and prediction. One of the recent surveys
highlighted a crucial point regarding wearable devices, namely that 32% of the users usu-
ally stop wearing them after 6 months and almost 50% stopped their usage completely after
a year [60]. Therefore, a requirement of research must be to scrutinize the functionalities
of wearable devices, such as modishness, budget, reliability, and flexibility, to increase its
demand among customers. Questionnaires and assessments are often a part of clinical fall
risk analysis that can analyze posture, cognition, and other important fall risk factors [61].
Questionnaire and assessment analysis provides a sample and snapshot for analyzed fall
risks. They are usually subjective and utilize threshold assessment scores to categorize an
individual as fallers and non-fallers [62,63]. However, fall risk flow should be modeled
based on a continuum, and include categories of risk, such as low, moderate, or high fall
risk. Modest sensors and distinct health tools can be utilized to perform the longitudinal
monitoring of aging adults who can provide an effectively accurate assessment of fall risk.
Shany et al. [64] introduced the utilization of wearable devices, such as sensors, for fall
risk, especially under supervised and unsupervised environments. However, discussions
about the testing, validation, and maintenance of different methodologies and real-life fall
implementations are not being discussed in this work.
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Another work in [65] shows a methodic review according to PRISMA (preferred
reporting items for systematic reviews and meta-analysis statement) principles. Twenty-two
studies out of eight hundred and fifty-five were studied for this work. The features which
were extracted from the study were the outcome variables, fall prediction models, sensing
techniques, and assessment activities. Four major sensing technologies, i.e., cameras,
pressure sensing, laser sensing, and inertial sensors, were found to be useful for predicting
fall risk accurately in elderly adults. The work presented accuracy levels in the range of
47.9% to 100% because of modeling techniques and kinematic parameter variations. Several
sensor technologies have been used in fall risk analysis in elderly adults. It can be said that
the devices are very valuable for providing an easy-to-handle and accurate analysis. In the
future, it is necessary to find out ways to diagnose fall risk by using sensor technology. One
of the major concerns of healthcare in several communities, specifically with elderly people,
is unintentional falls. Related surveys have found that sensors, cameras, and sensor-based
approaches are used to develop systems that can classify fall detection with human beings.
The work presented in [66] elaborates upon three parameters, i.e., prevention, assessment,
and intervention, which are shown as a three-tier model. This work has been conducted
to bring together innovative tools, proactive programs, and technology that have been
constructed for fall prevention. The realization of the resources will intensify the clinician’s
capability to precisely assess gait and balance, with the help of which the risk of falls can
decrease. Research work [67] concentrates on falls in the elderly and how elderly people
can be helped with fall prevention. As per the survey, 20% of all the elderly who have
fallen remained on the ground for more than an hour. Moreover, 50% of the elderly people
who suffered from falls die within 6 months of it, even if there are no physical injuries. The
psychological effects can also lead to death. More than 50% of elderly people suffer a fall
far from home where installed fall detection systems cannot reach. One of the top reasons
for fatal as well as non-fatal injuries in elderly people is due to falls.

Fall frequency within one year calculated using time-to-time monitoring has defined
the status of falls for 7/153 fallers or non-fallers. Based on [68] and their analysis of
718,582 turns, prospective fallers turned less frequently, took a longer time to turn, and
were not very reliable in terms of their turn angle (p = 0.007, 0.025, and 0.038, respectively).
Prospective fallers walk slower, use up less time walking and turning, and have extra
time occupied in sedentary behavior (p = 0.043, 0.012, and 0.015, respectively). Those who
have less control over their gait and turning abilities might attempt to decrease the risk
of falling by restraining exposure and implementing advisory progress strategies while
turning. As there were hardly any differences in general active rates among fallers and
non-fallers, turning ability and gait may lead to an elevated risk of fall. Falls of patients
and other injuries related to falls remain a concern of safety. The JHFRAT (Johns Hopkins
fall risk assessment) device [69] has been utilized to perform untimely risk detection, which
is meant to anticipate physiological cascades in adult patients. Psychometric properties
in keen care settings have not been so far completely recognized; this revision sought
to fill that space. The presented results showed that JHFRAT is reliable, with negative
predictive validity and high sensitivity. Positive predictive validity and specificity were
lower compared to the expectation.

An assessment for the identification of fall risk [70] is usually performed in hospitals
and environments, such as the laboratory. Instead of these assessment testing methods,
a passive monitoring solution in the home would be a cheaper and less time-consuming
option. As sensors become more readily accessible, a machine learning replica can be
utilized for the huge amount of information they create. This is useful for the finding,
prediction, and risk determination of falls. In this review, the increased complexity level of
sensor information required analysis, and the machine learning methods used to decide the
risk of falling were analyzed. The latest research on utilizing passive monitoring in house
has been discussed, whereas the viability of active monitoring by utilizing wearable and
vision-based sensors has been measured. The comparison of methods, such as prediction,
detection of falls, and mitigation of risk, has been conducted. This study [71] proposes a
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technique to analyze the ways in which elderly adults at high falling risk interact with the
smart rollator, i-Walker, to navigate indoor, flat environments. The smart rollator is a sensor
and actuator prepared and able to collect data for several hours. In [72], a multi-parametric
score based on consistent fall risk assessment tests, along with medication, the history of a
patient, their motor skills, quality of sleep, and environmental factors was planned. The
resulting entire fall risk score reflects entity changes in vitality and behavior, which are
triggers for fall prevention interventions. The deployment and evaluation of the system has
been conducted in a pilot learning program for 30 elderly patients over 4 weeks. Another
paper, Ref. [73], depicts a person in motion as a scatterer using time-variant (TV) speed, TV
vertical motion angles, and TV horizontal motion angles of scatterers in motion. In addition,
we obtained TV angular parameters of every moving scatterer, such as the departure angle
of elevation, the azimuth departure angle, the arrival angle of elevation, and the azimuth
arrival angle. Moreover, TV unit vectors of the departure of transmitted wave planes
and unit vectors of the arrival of the received wave planes are obtained. Additionally,
showing the Doppler power spectrum uniqueness of such channels provides a closed-form
explanation of the spectrogram of complex channel growth. The precision of the analysis
is determined using simulations. The paper contributes an initiative for implementing to
device-free monitoring of indoor activity and systems of fall detection.

Study [74] collects and analyzes technological solutions that exist for the assessment
of fall risk with several sensor-based technologies. This work also presents an easy solution
for fall risk assessment and provides a design based on the concept for the integration
of solutions based on the sensor for the Finnish National Kanta Personal Health Record.
Paper [75] shows that older adult falls result in substantial medical costs. The calculation of
medical costs attributable to falls provides important data about the problem’s magnitude
and the potential financial outcomes of effective prevention strategies. The objective of the
study [76] was to expand a fall risk mobile health (mHealth) app and to decide the applica-
bility of a fall risk app in healthy and older adults. A fall risk app was created which carries
a health history questionnaire and five progressively challenging mobility responsibilities
to determine individual fall risk. An iterative design–evaluation process for semi-structured
interviews was created for resolving the usability of the app on a smartphone and tablet.
Participants also completed a systematic usability scale (SUS) assessment. Standing-level
falls [77] are the most common reason for injury-related demise in older grown-ups and
a typical cause of attendance at accident and emergency departments. In any case, these
patients once in a while underwent rule-coordinated screening and mediations during or
following a scene of care. Diminishing damaging falls in a maturing society starts with
pre-hospital assessments and proceeds through hazard evaluations and mediations that
happen after crisis division care. Even though means for preventing people from needing
to access emergency services have been implemented, proof-based systems to decrease the
number of falls in elderly adults rely on fall prevention, and advancements incorporate
the approval of screening instruments and the consolidation of contemporary innovations,
such as PDAs (personal digital assistants), to improve fall location identification rates. This
work [78] included measures that speak to various elements (clinical versatility and parity,
quality, physiological, postural influence, and the mean and fluctuation of distinction scores
among double- and single-task walk conditions) to decide the blend of measures that were
the most sensitive for distinguishing fallers from non-fallers. This study aimed to analyze
a smartphone fall prevention app to identify product features [79]. Along with that, the
scope of revenue generation was also explored using willingness to pay (WTP).

3.6. Threshold- and Machine Learning-Based Approach

To develop a reliable and accurate fall detector, it is desirable to have a system that
is capable of effectively distinguishing ADL from falls. The authors in [80] developed a
paradigm that utilizes the sensors of a smartphone. Advanced signal processing procedures
were used to obtain the moving average of scalar values of the three accelerometer compo-
nents. The adoption of the cross-correlation event polarized approach helped the system to
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behave robustly. For better classification, two different types of classification algorithms
were used, one based on threshold mechanism and the other on principal component
analysis (PCA). The performance of the paradigm can be analyzed on two aspects, namely,
the classification of a fall and distinguishing a fall from ADL. As compared to the threshold-
based approach, the method outperformed on both aspects. However, the performance was
moderate for the classification of falls and satisfactory for distinguishing falls from ADL. To
improve the performance of the classification of falls, a modified classifier was presented
in [80]. In the modified classification approach, the posture information of the user was
also gathered after the ADL detection. Using this information, it was easy to discriminate
between the multiple classifications of the same event, which was made feasible when
using a large dataset for assessment.

In [81], a low-cost and very accurate fall detection algorithm based on machine learn-
ing has been proposed. A new method for online feature extraction which employs the
fall’s time characteristics efficiently has been proposed. Along with the same, a new de-
sign of a system based on machine learning has been proposed which can achieve the
numerical/accuracy complexity tradeoff. The lower computing cost of the algorithm helps
to combine it with a wearable sensor as well as make the requirement of energy much
lower, which increases the wearable device autonomy. The experimental results on a big
open dataset show that the accuracy of the proposed algorithm is 99.9% with a computing
cost of less than 500 floating-point operations per second. The fall detection systems that
utilize the built-in accelerometer sensors of smartphones have been developed to overcome
several limitations. One of the major drawbacks of these systems is the enhanced false
alarm rate that inhibits their use as a preferred approach. In this work [82], a new technique
has been proposed using data mining for monitoring falls. The accelerometer data is mined
to discover sequence patterns. These patterns are utilized to formulate a robust system
for monitoring falls based on the mobile platform. The proposed solution was tested on
a real dataset as well as the MobiFall dataset. The results were compared with existing
fall detection algorithms that are smartphone based, and it was found that the method
achieved an acceptable false alarm rate. Fall detection was improved using consecutive-
frame voting in this work [83]. The process starts with human detection using background
subtraction. The subtraction was conducted using a combined approach that involved a
mixture of the Gaussian model with an average filter model. The feature extraction section
has the task of calculating orientation, aspect ratio, and area ratio from the PCA (principal
component analysis) of a human silhouette. In the human centroid section, the moving
objects were grouped using human centroid distance. In event classification, event postures
are classified. In the end, the voting of majority results is counted from consecutive runs.
The results with improved accuracy indicate that the proposed method is better than the
prior work that was tested on the Le2i dataset. Most of the techniques are based on a
TBA (threshold-based algorithm). However, some researchers have used machine learning-
based approaches to predict falls. The hybrid approach of TBA and ML are available in
some cases, but each method has its strengths and shortcomings. The work completed
in [84] analyzes the TBA- and/or ML-based techniques. The work performed in [85] is
capable of identifying the pattern of falls along with the task of detection. This information
regarding patterns is further utilized for assistance using machine learning. The proposed
method was successful at efficiently differentiating falls from non-falls, thereby increasing
accuracy. An automated method for inspection is proposed in this paper [86] to check PPE
(personal protective equipment) usage by steeplejacks mounted beside exterior walls for
aerial work. The inclusion of the aerial operation scenario-understanding method makes
the inspection a tool that can be used to take preventive measures for control. The occlusion
mitigation method based on deep learning is used for PPE checking. The method was
tested under various conditions. The demonstrations and experimental results proved
the reliability and effectiveness of the method for fall prevention and help in adopting
safe supervision. The important offering of work [87] is a non-linear model along with
threshold-based classification for recognizing abnormal gait patterns with more accuracy.
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Within the same paper, a dataset with some real parameters was developed to calculate fall
prediction. The smartphone sensors of the gyroscope and accelerometer have been used for
dataset creation. The presented approach has been implemented and an accuracy of 93.5%
has been achieved, which is good compared to other approaches.

3.7. Other Approaches

Sannino et al. [88,89] proposed an approach where a tag is placed on the subject’s
chest for providing data. The concept of windowing was used to classify windows in fall
and non-fall action categories. Consequently, a final window composition was used to
determine the global action as a fall or non-fall. The technique was tested and verified
on real data comprising fall and non-fall events. The testing results were convincing and
justified the effectiveness of their approach. The work presented in [90] elaborates upon
the multi-player fall prevention game platform and fall sensing games that were inspired
by the exercise program of Otago. The results of the work showed that the game integrates
well with senior care centers. Another work, Ref. [91] presented an improvement of Kalman
filter-based slip estimation for characterizing slipping distance. The very impressive thing
about the algorithm is the detection of accurate slip onset in a fast manner along with the
cost-effective and non-intrusive features of the sensor. For the validation and demonstration
of the implemented work of a slip detection and estimation model, several experiments
have been conducted. The work given in [92] presented a wireless channel data-based
fall-sensing system that is real time and transparent. A dynamic template matching (DTM)
algorithm has been utilized to build up FallSense. The model has been tested on Wi-Fi
devices and an evaluation of the same has been conducted in real environments. The
results presented in the work show the outperformance of FallSense compared to other
approaches in terms of parameters, such as false alarm rate, complexity, and precision.
One of the top reasons for injuries among elderly people is falling. Present solutions
suggest wearing fall-alert sensors, but they have been shown to be ineffective in medical
research because most of the time elderly people do not wear them. These things became
the reason why the new passive sensors that interpret falls using radio frequency (RF)
have come into existence. This does not have any implications for elderly people, and
it does not encourage them to wear any kind of device. The existing approaches cannot
deal with real-world complexities, although major advances have been made in passive
monitoring. These approaches perform training and testing on the same people in the
same environment, and they cannot extend it to a new environment. Additionally, these
approaches cannot differentiate motions from different people, which makes it easy to miss
out on a fall in the presence of different motions. To handle these problems, Aryokee, a
fall detection system that is RF based [93] and which utilizes a state machine-governed
convolutional neural network was proposed. The fall detection system, Aryokee, works
with new environments and people who are not seen in the training set. It also separates
dissimilar sources of motion to improve robustness. The dataset used was of 140 people
performing activities of 40 types in different environments (57 different environments). The
results achieved show 92% precision and 94% recall in fall detection. The methods of fall
detection based on wearable inertial devices have been explored from 2013 to 2018 [94].
First and foremost, fall definition, fall’s conventional phases, the categories of falls, and
the classification of falls have been introduced completely. The research work has been
explained in the context of modules, such as the collection of data, pre-processing, feature
extraction, and the construction of a model for wearable fall detection system frameworks.
The evaluation of the fall detection method’s performance has been performed by inducing
the most-used technical criteria. Finally, nine datasets of fall detection have been elaborated
upon, and also the predictive performance based on the datasets has been assessed.

The FLIP (flooring for injury prevention) study [95] was a superiority trial conducted
over a random 4 years in 150 single rooms at a Canadian LTC (long-term care) site. Resi-
dents’ rooms were randomly blocked (1:1) with compliant flooring installation (2.54 cm
smart cells) or rigid control flooring (2.54 cm plywood) covered with hospital-grade vinyl
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in April 2013. The foremost result was a fall injury of a serious manner lasting more than
4 years which needed a visit of the emergency department and a process of treatment or
a hospital diagnostic evaluation. The secondary results included minor injuries, or any
injuries related to falling, fracture, and falls. Results were confirmed by blinded asses-
sors between 1 September 2013, and 31 August 2017, and examined with treatment as
the objective. The problem of fall detection has been studied elaborately for a long time.
However, designing accurate embedded algorithms with affordable computing costs is still
a challenge because of limited wearable hardware resources.

This work [96] presents a model that is non-stationary, and which is important for
such system development. A 3D stochastic trajectory model has been designed to find
the mobility patterns of the user. The designed model has a forward fall mechanism.
Radio waves will be transmitted to the complete indoor propagation environment, and the
fingerprints of the object scattered on the emitted waves will be collected by the receiver.
The radio channel has been modeled correspondingly through a process that captures the
Doppler effect based on time spent by the occupant at home. The non-stationary channel’s
time-frequency behavior has been studied by calculating the power spectral density of the
Doppler effect and with spectrogram analysis. The derivation and simulation of instant
mean Doppler shift and spread have been performed and the proposed model showed
results at 5.9 GHz. The presented results are very effective at developing fall detection
models which are reliable, and the model is helpful for studying the effect of several
walking/falling patterns. The results are intuitive for emergent reliable fall detection
techniques, though the model is functional for studying the impact of diverse patterns on
the whole fall detection system performance.

This research [97] outlines a detailed technique based on CNNs (convolution neural
networks) for identifying falls using non-invasive thermal vision sensors. It consists of
an agile information compilation for labeling images to produce a dataset that describes
numerous cases of both multiple and single occupancies. The cases mentioned comprised
situations with a fallen inhabitant and standing inhabitants. They also provide information
augmentation methods for optimizing the capability of classification learning and the
reduction of configuration duration. Third, they define three types of CNN for analyzing
the effect of the number of layers and the size of the kernel on the technique’s performance.
The obtained results show, in the context of single occupancy, an accuracy of 0.92, and
a reduction of 0.10 in accuracy in multiple occupancies. The learning abilities of CNNs
have been highlighted as outstanding for use with composite images gained from the
inexpensive tools. Do the thus-produced images have more noise along with uncertain
and blurred areas? The result shows that a CNN based on three layers executes stable
performance, along with fast learning. The planned technique in [98] offered extracts of
motion data using a best-fit approximated ellipse and a bounding box around the human
body, finding a histogram projection and identifying head position over time, which is
useful for producing ten features for fall identification. The above features are fed into a
multilayer perceptron neural network to calculate fall categorization. The investigational
outputs explain the reliability of the planned method for a high fall detection rate of
99.60% and a low false alarm rate of 2.62% when used with the UR fall detection dataset.
Comparisons to state-of-the-art fall detection methods revealed the robustness of the
planned method.

The study conducted in [99] focuses on the validation and improvement of existing
algorithms for fall detection. The study was conducted in two phases. In the first phase,
twenty subjects were recruited of ages 86.25 ± 6.66 years who had experienced high-risk
falls. The data concerning their movements were recorded for 59 days in real time using
the AIDE-MOI sensor. The existing algorithms were optimized using these data. Then, the
evaluation of the optimized algorithm was performed for 66 days. In total, 31 real falls were
recorded through the data gathered in both phases. These data were then segmented into
one-minute chunks for categorization as “fall” or “non-fall”. A significant improvement
was observed in the sensitivity (27.3% to 80.0%) and specificity (99.9957% to 99.9978%)
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of a threshold-based algorithm. A new method is described in [100] that overcomes
several deficiencies of the traditional fall detection methods. The system developed is
completely passive and the user is not required to wear any of the devices. The system is
developed utilizing the channel state information (CSI) of Wi-Fi along with an accelerometer
mounted on the ground to detect floor vibration. The proposed method also overcomes the
limitations of existing methods based on the Wi-Fi CSI approach that mandates the presence
of only one user in the room. The experimental results show an efficient result of 95%
accuracy. A fuzzy logic-based adjustable autonomy (FLAA) model is proposed in [101,102]
to handle the autonomy of multi-agent systems that are active in tough surroundings.
This model focuses on the management of the autonomy of agents and enables them to
make competent autonomous decisions. The autonomy is quantitatively measured and
distributed among several agents using fuzzy logic based on their performance.

Figure 6 details the variation in the number of publications every two years since
1991. The results for the same are obtained through Google Scholar for the keywords
“Fall Prediction” OR “Fall Detection” OR “Fall Prevention”. Similarly, Figure 7 shows
the publication details for certain top-level publishers every two years. From the graphs,
it is evident that the task of reducing or minimizing the fall risk and its after effects has
been motivating more researchers every year. Certain challenges need the focus of active
researchers and show the pathways for future research.

Figure 6. Variation of the number of publications (per publisher).

Figure 7. Variation of the number of publications (publisher-wise).
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Figure 8 represents [103–105] the evaluation of the different approaches developed
to detect or prevent falls. The evaluation has been conducted based on the attainment
percentage of three parameters: sensitivity, specificity, and accuracy. It can be observed that
in some cases, the respective authors succeeded in achieving more than a 98% value for the
respective parameters [14,18,106–112].

Figure 8. Qualitative analysis of various fall prediction and prevention techniques.

4. Patents

Researchers have been continuously working for the last three decades to reduce
the risk and impact of falls in older people or patients. However, a comparatively fewer
number of patents have been filed in this domain. The same is evident in Figure 9. The
work conducted in [26] shows the number of patents filed every two years since 1991 to
date. Most of the patents are filed in the USA. However, [10] describes the details of 0some
of the patents granted in the USA and India. Table 2 gives an insight into some of the
patents that have been granted in this domain.

Figure 9. Patents granted on fall prediction or detection.
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Table 2. Details of patents granted [113].

S. No. Patent ID Patent Title
Year of

Approval
Inventor Name Country

1 US10037669B2
Fall detection technology

and
reporting

2018

Mark Andrew Hanson,
Jean-Paul Martin, Adam T.

Barth, Christopher
Silverman

USA

2 US8990041B2 Fall detection 2010 Mark D. Grabiner, Kenton R.
Kaufman, Barry K. Gilbert USA

3 US20160100776A1 Fall detection and fall risk detection
systems and methods 2015 Bijan BolooriNajafi, Ashkan

Vaziri, Ali-Reza USA

4 US20180263534 Fall detection device and method for
controlling thereof 2018

Han-sung Lee, Jae-geol Cho,
Moo-rim Kim, Chang-hyun

Kim
USA

5 US20180146737
Shoe system for the detection and

monitoring of health, vitals, and fall
detection

2018 Joseph Goodrich USA

6 US20180007257 Automatic detection by a wearable
camera 2018

Senem Velipasalar, Mauricio
Casares, Akhan
Almagambetov

USA

7 2316/CHE/2013
System And Method For Personal

Crash/Fall Detection And
Notification

2013 Abhishek H Latthe INDIA

5. Projects and Surveys

According to the National Council of Aging, an older adult dies because of a fall every
19 minutes, and every 11 minutes, an older adult is treated in an emergency department for
a fall-related injury [101]. Approximately USD 50 billion is spent on treating fall-related
injuries in older adults in America. Table 3 describes some projects sanctioned in this
domain along with the funding details. Having a birds’ eye view of medical expenditure
on falls worldwide is enough to understand the need for projects and research to be carried
out in this domain. The OU College of Nursing earns a grant of USD 1 million to continue
its fall prevention program. Congress was requested to allocate a budget of USD 10 million
for fall prevention programs in just one financial year [112,114–123].
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Table 3. Details of funded projects for fall detection or prevention.

Project Title Investigators
Year of

Sanction
Organization Funding Details Project Description

“Randomized Trial of a
Multifactorial Fall Injury

Prevention Strategy: A Joint
Initiative of PCORI and the

National Institute on Aging of the
National Institutes of Health” [61]

Shalender Bhasin,
Thomas Gill,

David B. Reuben
2014 Harvard Medical School; Yale Medical

School; UCLA Medical School

Budget:
$33,365,602

Source: Patient-Centered
Outcomes Research Institute

Behavioral Interventions, Care
Coordination, Other Clinical

Interventions,
Other Health Services

Interventions, Technology
Interventions, Training and

Education Interventions

“Home Safety Adaptations for the
Elderly (Home SAFE)” [62] Unspecified 2010

Fall Prevention Center of Excellence,
headquartered at the University of
Southern California Leonard Davis

School of Gerontology

Budget: Unspecified
Source: The Eisner

Foundation

Home safety for older people
from Fall, fire, etc. and develop

and implement related strategies

“Design and Development of fall
prediction and protection system

for pelvis & femur fractures:
Preliminary study” [63]

Dr. Dinesh
Kalyanasundara m 2015

Centre for Biomedical Engineering,
Indian Institute of

Technology (IIT)-Delhi, Hauz Khas,
New Delhi- 110 016.

Budget: Rs.26,78,162/-
Source: DST

INDIA
Unspecified

“WIISEL(Wireless Insole for
Independent and Safe Elderly

Living)” [124]

Fanny Breuil, Meritxell
Garcia Milà 2007 WIISEL, 7th Framework Programme

Budget: $2.9 M
Source: European

Commission
To prevent falls in older people

“Development of a wireless sensor
network based gait assessment

system for fall predictionin
elderly patients” [125]

Prof. Subrat Kar 2008

Bharti School of Telecommunication
Technology and Management,

Indian Institute of Technology Delhi,
Hauz Khas, New Delhi-

16

Budget: Rs.36,73,200/-
Source: DST

INDIA
Unspecified
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6. Observations and Findings

The systematic study of relevant literature in the field of fall detection and prediction
yields a few observations. These findings are the challenges that researchers willing to
work in this domain might focus upon.

(i) The majority of the systems developed for detecting or predicting falls in elderly
or ambulatory persons are not tested in the real environment. The testing of these
systems is primarily performed on the volunteers, who are healthy and young, and
usually in the laboratory. The lack of validation against actual users puts doubt on
their performance in real life.

(ii) The final acceptance of any system by the actual users is more likely if their opinions
are incorporated at the initial stage of development. Unfortunately, the requirements
are not gathered by actively involving the elderly peoples initially.

(iii) Most of the projects, patents, and models developed validate their product by measur-
ing certain parameters. There are hardly any cases where user acceptance or satisfaction
is taken as the criteria for the effectiveness of the research work conducted.

(iv) A hybrid approach of wearable, as well as ambient devices under reasonable cost
would be beneficial to deal with obtrusive factors.

(v) Most of the people who are under consideration are reluctant to press the panic button
after a fall. It happens either because of difficulty in activating it or because they do
not want to disturb their caregivers.

(vi) Nearly no studies have so far involved the inputs of actual subjects and their relatives
and family members. It may be the case that not every time a person falls requires the
emergency services. Similar issues can be handled if they are actively involved in the
requirement gathering step.

(vii) Usually, the products are designed from a technological perspective, considering
things such as power consumption, battery backup, response time, sensors mounting,
etc. Medical grounds are surpassed generally by these technical debates.

(viii) In the devices with a push-button, the older people take more time to realize that
they are falling rather than younger ones (who are used for testing the device). Con-
sequently, they might not press the button in a timely manner. This is challenge for
older people that needs to be addressed.

(ix) The existing systems are hardly in line with the patient confidentiality standards and
regulations of the HIPPA.

7. Conclusions and Future Scope

Despite continued research over many decades into preventing and predicting falls in
elderly people, some factors are still unattended to. The concerns of various governments
and the reputed organizations, such as the WHO (World Health Organization), regarding
the increasing incidents of falls and their impact are enough to attract researchers to this
field. However, some recent research has claimed to achieve the required accuracy in
predicting falls, but still they are questionable because of their testing environment. Most
of the researchers have not taken into account the perceptions of the actual users regarding
what they expect from the product. National governments prefer to give funding for
promoting research in this field so that the budget that is spent on after-fall services can
be reduced. In the future, the researchers may focus on exploiting some of the principal
observations stated in this paper. A hybrid approach of proper education, IoT techniques,
and clinical support is expected to achieve real goals.
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Abstract: The technological innovation of digital contact tracing (DCT) has certainly characterized
the COVID-19 pandemic, as compared to the previous ones. Based on the first studies, considerable
support was expected from smartphone applications (“apps”) for DCT. This commentary focuses
on digital contact tracing. Its contributions are threefold: (a) Recall the initial expectations of these
technologies and the state of diffusion. (b) Deal with the introduction of the app “Immuni” in
Italy, while also highlighting the initiatives undertaken at the government level. (c) Report the
state of diffusion and use of this App. The commentary ends by proposing some reflections on the
continuation of this investigation in Italy.

Keywords: eHealth; medical devices; digital health; mHealth; cyber-risk; contact tracing; digital
health; app; pandemic; COVID-19

1. Introduction

In the health domain, contact tracing (CT) is defined by the World Health Organiza-
tion [1] to be composed of three activities:

(a) Contact identification,
(b) Contact listing, and
(c) Contact follow-up.

In this pandemic, unlike the previous ones, we have been able to rely on strong
technological innovation in mobile technology as we know it today, which is based on
smartphones (available in their current configuration starting from 2007 [2]). Immediately
at the beginning of the pandemic, the potential of mobile technology as a strategic support
tool for controlling the spread of the pandemic, emerged through modeling studies. Ferretti
et al. [3] demonstrated that the use of digital contact tracing (DCT) [3] could control
the diffusion of the COVID-19 (transforming the three components of the CT into the
three components of the DCT). Indeed, in some cases, DCT seems irreplaceable. Just
think of super diffusion events, or when it is impossible for a person to remember all the
recent contacts.

Subsequently, DCT has been considered as a powerful and strategic tool capable of
transforming the traditional CT with a practical, effective, speedy, and reliable digital
approach. Solutions with a different technological approach have been developed quickly
in the first few months of the pandemic. Apps were deployed using GPS or Bluetooth (with
different technological variants) for DCT, with different approaches to privacy [4]. DCT
also used other solutions, such as in China [5]. A national app was not developed here.
WeChat and Alipay were used in China to convey a security code (Healthcode) for DCT.
In the following months, the use of DCT has spread, and, to date, there is consolidated
scientific literature on this experience of using technology in the health domain.
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The purpose of the commentary is: (a) to recall the state of diffusion of DCT to
date. (b) To highlight the initiatives undertaken at the government level for the running
in of the Italian DCT based on the App, “Immuni”. (c) To report the state of diffusion
and use. The remainder of this commentary is arranged in three sections, followed by
concluding perspectives.

Section 2 (The digital contact tracing: the state of diffusion of the technology) takes
stock of the diffusion of technology in the health domain. Section 3 (The Italian national
app, “Immuni”, for digital contact tracing: the running-in and the initiatives supporting
the diffusion) deals with the introduction of the App, “Immuni”, and the government
initiatives undertaken in Italy. Section 4 (State of diffusion and use of the app, “Immuni”)
reports and discusses the state of diffusion and use of DCT in Italy.

2. The Digital Contact Tracing: Design, Deployment, and Current Use

A search on Pubmed (as of 5 October 2021) with the key ((Contact tracing [Title/Abstract])
AND (App)) returned 176 results, of which 172 (97.73%) were published between 2020–2021.
Before the pandemic DCT had been used in the field of tuberculosis [6] and hepatitis [7].
Among these articles, 21 are reviews or overviews, as they were found by the search terms
((Contact tracing [Title/Abstract]) AND (App)) AND (review), 20 of which were released from
the last two years. A total of 13 reviews and overviews are very recent, as they appeared in
2021. They deal with heterogeneous aspects of DCT development. They concern census,
privacy, functionality, integrations with other systems, integration acceptance, quality, effectiveness,
and other issues.

To date, more than 78 countries have developed COVID-19 DCT apps to limit the
spread of the coronavirus [8]. An analysis of the literature shows that Bluetooth is one
of the major technologies used in DCT [9]. Europe, for example, proposed at least two
digital contact tracing application models, one described based on privacy-preserving
proximity tracing [10] with calculations on the mobile phone, and the other based on pan-
European privacy-preserving proximity tracing [11], with calculations on a central server.
The approach relating to the collection of information (to be entered into the system) was
different between the different apps. For example, The Norwegian, Singaporean, Georgian,
and New Zealand apps were among those that collected the most personal information
from users, whereas some apps, such as the Swiss app and the Italian (“Immuni”) app, did
not collect any user information [9].

The study proposed in [12] reviewed the functionalities and effectiveness of the free
mobile health applications available in the Google Play and App stores in some nations
during the COVID-19 outbreak [12]. The analysis revealed that various applications
have been developed for different functions, such as contact tracing, awareness building,
appointment booking, online consultation, etc. However, the study highlighted that only
a few applications have integrated various functions and features (e.g., self-assessment,
consultation, support, and access to information). No apps were identified that had
built-in social media features. Very few apps were dedicated to raising awareness and
sharing information about the COVID-19 pandemic. The study [12] suggested developing
integrated mobile health applications with most of the features, including DCT. The study
reported in [13] considered the quality of the apps for DCT. It used the mobile app rating
scale to assess the app quality. It highlighted that European national health authorities
have generally released high quality COVID-19 contact tracing apps, about functionality,
aesthetics, and information quality. However, the study reported that the engagement-
oriented design generally was of lower quality. A lot of both technological and medical
knowledge has been collected. There are now studies, such as [14], which derive and
summarize best practices for the design of the ideal digital contact tracing apps.
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3. The Italian National App, “Immuni”, for Digital Contact Tracing: The Running-In
and the Initiatives Supporting the Diffusion

Italy released its own national app called “Immuni”. The use (download and data
entry) is on a voluntary basis [15].

Italian politicians have opted for a centralized and non-regionalized approach for the
use of an app for DCT. A government app was therefore developed after an appropriate
public selection of various proposals [16]. Updated information and project data, with
a high-level description, are available in [15,17]. In brief, this app uses Bluetooth low energy
technology to distinguish proximity events between citizens using a smartphone with the
app installed.

The introduction of the app, “Immuni”, was accompanied by dissemination initiatives
for all the actors involved: health domain workers, contact tracing operators, and the population.

Public dissemination documents have been provided at the national level for health
domain workers (including stakeholders).

The Istituto Superiore di Sanità, the Italian National Institute of Health, has proposed
(and continues to propose) guidelines during the pandemic, on various issues related to
the epidemic. These guidelines are called Istituto Superiore di Sanità Covid Report and they
are all available in the Italian language [18]. Many of these reports are also available in the
English language [19].

During the start-up period of the Italian Digital Contact Tracing, three reports [20–22],
dedicated or strongly correlated to DCT were proposed. The last had two versions: the
first one was in May 2020, and the last one in October 2020. These three reports [20–22]
dealt with three aspects of the health domain that are closely related to DCT: the traditional
CT [20], DCT [22], and the impact of ethics in DCT [21]. This is to inform, update, and raise
awareness among workers in the health domain.

The first report [20] highlighted how contact tracing is a key component of COVID-19
prevention and control strategies. Furthermore, the report explained the aim of contact
tracing to rapidly identify secondary cases and prevent further transmission of infection,
and described the key phases of contact tracing in Italy.

The second report [21] highlighted that DCT raises multiple relevant ethical issues
involving various areas: organization of health services, public health, clinical medicine,
social medicine, epidemiology, technology, law, and many other areas. Furthermore, it
reported some crucial elements from an ethical point of view, which included the evaluation
of effectiveness, the separation of personal data from public health data, transparency,
information, and the solidarity dimension (for example, helping the less capable with
technologies) that must characterize any public health action.

The third report [22] had three perspectives. The first one introduced contact tracing,
starting from the definition of the World Health Organization and independently from
the digital techniques. The second point of view highlighted the innovations of mobile
technology, based on smartphones connected to DCT. The third point of view dealt with
the diffusion and evolution of these apps through an analysis of state-of-the-art technology.

The Istituto Superiore di Sanità coordinated online courses at a national level and
proposed them to the contact-tracing operators [23]. Specific training was also provided
on the app, “Immuni”. The remote training methods allowed both the enlargement of
the prospective number of the trained subjects and maintained social distancing. The gen-
eral population also received information on the app, “Immuni” through the mass media
(the internet, radio, newspapers, and public posters).

4. Deployment and Current Use of the App, “Immuni”

The section analyzes the deployment and use of the app, also taking into consideration
parameters relating to the digital divide, the estimates of truly positive subjects based on
seroprevalence, and economic indicators. Table 1 reports the description of the topic con-
sidered, the source referring to it, and the relative indexed scientific references (web, report,
and study) accessed at the date of writing the piece (5 October 2021). The acronyms used are
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also shown in the list of acronyms before the references. References are available in [24–26]
(Table 1) and provide the numerical data related to: (a) the daily numerical downloads;
(b) the daily number of diagnosed positives to the virus, who accepted data storage; and
(c) the number of notifications. Based on this data, we observe that 16,167,210 downloads
were carried out; 25,720 positive users registered voluntarily; and 111,791 notifications were
sent. The manufacturer says that the detection is partial, as all notifications for iOS devices
are detected and only a third of those sent by Android have the necessary technology
available to safely detect them.

Table 1. Summary table with the description of the data considered, the direct or indirect source, and
the references (* accessed at the date of writing, 5 October 2021).

Description Sources (Direct or Indirect) Reference and Year

Statistics on people owning
smartphones in Italy.

CENSIS (Italian national body
designated for social
research) reports

N. 31 (2019), N. 32 (2021)

Statistics on the use of the app
“Immuni” (downloading,
uploading of diagnosed
positive subjects, etc.)

GitHub and app “Immuni” Webs N. 15–17, N. 24–26, N.
33–34 (*)

Statistics on gross domestic
product per capita (GDP)

Eurostat (European body
designed for European statistics)
reports

N. 35–36(Updated 3
march 2021)

Statistics on Italian population
ISTAT (Italian national body
designated for social
research) reports

N. 27 (*)

Serological investigation on
COVID-19In Italy

ISTAT (Italian national body
designated for social research)
reports

N. 28–29 (2021)

Statistics on COVID-19 in Italy Data from Italian Ministry
of health N. 28 (*)

It is interesting to compare these data with the national population. The Italian population
amounts to 59,257,566 [27] (Table 1); therefore, a fraction of 16,167,210/59,257,566 = 0.2728 of
the Italian population downloaded the app (27.28%). The number of diagnosed positive
subjects (DPS) since the start of the pandemic is 4,683,646 [28] (Table 1). The number of
DPS is much lower [29,30] than the number of really positive subjects (RPS). The ability to
diagnose positive subjects depends on many factors, ranging from medical knowledge and
up to citizen participation and diagnostic power. It changes from nation to nation. In Italy,
a national survey was conducted [30] to estimate the RPS. From 25 May to 15 July 2020, the
seroprevalence investigation on SARS-CoV-2 was carried out in accordance with the provi-
sions of the law decree 10 May 2020 n. 30 “Urgent measures in the field of epidemiological
and statistical studies on SARS-CoV-2”, converted into law on 2 July 2020.

The latest updated data from the national survey conducted by the Italian Ministry
of Health [29,30] (Table 1) estimated that the number of RPS is up to six times greater
that DPS:

RPS = 6× DPS (1)

Given that new and updated epidemiological investigations could lead to corrections
of this value, we can parametrize this relationship.

RPS = K× DPS (2)

Considering that the study was conducted at the beginning of the pandemic, when
diagnostic capabilities and resources were still limited, we can consider the value of K = 6
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as the maximum value. We need also to consider the impact of the Digital Divide on the
percentage of population, reported above 27.28%, who downloaded the app. We must
count the individuals who do not own a smartphone and consider them. In Italy, according
to the data of the national census, conducted shortly before the pandemic, 73.8% [31]
(Table 1) of the population had a smartphone. In this case, the ratio between the app
downloads and the population that own smartphones is 0.37. According to the data of the
latest national census (available on 6 October 2021), this value had increased to 83.3% [32]
(Table 1). In this second case, the ratio between the app downloads and the population that
own smartphones is 0.33.

Figure 1 shows the ratio between the diagnosed positive subjects uploaded (DPSU) in the
DCT system and the RPS for different values of K in three cases: (a) without considering
the impact of the digital divide (not considered, R1). (b) Considering the two different
estimates of the digital divide at 73.8% (R2) and 83.3% (R3). The best estimate considering
the digital divide indicates a value never higher than 7.5 ‰, while the best estimate without
considering the digital divide indicates a value never higher than 5.0 ‰.

Figure 1. Ratio between the DPSU in the DCT system and the RPS (for different values of K): without
the different impact of the digital divide (not considered, R1); considering the two different estimates
of the digital divide at 73.8% (R2) and 83.3% (R3).

We can also identify the percent of downloads (%D) for each region [33,34] (Table 1).
Table 2 shows these values for people with an age over 14 years. The region with the highest
%D was Emilia Romagna, with 22.3%. The region with the lowest %D was Calabria, with
12.2%. An interesting result emerges if we consider the data relating to %D at a regional
level compared to the gross domestic product per capita (GDP) [35,36] (Figure 2). Table 2 shows
that: (a) the Italian regions with the largest GDP (≥80) all have a %D > 15%. (b) Regions
with a lower GDP (<65) performed a %D <15%. (c) The regions with an intermediate GDP
(65≤ GDP < 80 demonstrated a different behavior (Molise demonstrated %D <15%, Sardegna
and Basilicata demonstrated %D > 15%).
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Table 2. Tabular representation of percent of downloads for each region and GDP.

Region
Percent of Downloads for

Each Region
GDP

Abruzzo 21.5 GDP ≥ 80

Basilicata 16.9 65 ≤ GDP < 80

Calabria 12.2 GDP < 65

Campania 13.3 GDP < 65

Emilia-Romagna 22.3 GDP ≥ 80

Friuli Venezia Giulia 15.8 GDP ≥ 80

Lazio 21.7 GDP ≥ 80

Liguria 18.3 GDP ≥ 80

Lombardia 20.1 GDP ≥ 80

Marche 19.2 GDP ≥ 80

Molise 14.9 65 ≤ GDP < 80

Piemonte 17.5 GDP ≥ 80

Puglia 14.6 GDP < 65

Sardegna 19.8 6 ≤GDP < 80

Sicilia 12.5 GDP < 65

Toscana 21.8 GDP ≥ 80

Provincia autonoma di Trento 19.4 GDP ≥ 80

Provincia autonoma di
Bolzano 16.7 GDP ≥ 80

Umbria 20.7 GDP ≥ 80

Valle d’Aosta 20.0 GDP ≥ 80

Veneto 16.4 GDP ≥ 80

Figure 2. Graphic representation of percent of downloads for each region and GDP.
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5. Discussion and Conclusions

5.1. Our Contributions

The technological innovation of DCT has certainly characterized this pandemic com-
pared to the previous ones. Considerable support was expected from the apps for DCT,
based on the first studies [3]. Now, many months after the start of the use of this tech-
nology, scholars are wondering [37] what has been the real contribution of these apps to
contact tracing and the fight against the pandemic. In our contribution, we first recalled
the evolution of the technology, the development and diffusion that these apps have had
worldwide, accompanied by a conspicuous and noteworthy increase in scientific output.
Then we focused on the Italian DCT and retraced the introduction of the “Immuni” app.
We highlighted that the introduction of this app was accompanied by awareness-raising
initiatives for health domain workers and contact-tracing operators [20–23]. We have finally
taken stock of the current deployment and uptake in Italy, noting underlying factors.

5.2. The Limits in the Deployment and the Current Use of DCT in Italy

Despite the initiatives undertaken, the deployment and the current use in Italy have
shown limits. Only about a quarter of the population downloaded the app. A very low
number of DPS (a fraction of the RPS, which was estimated to be even six times higher)
uploaded their data. This number is around 7.5 ‰, if we consider the digital divide, and
around 5.0 ‰ if we do not consider the digital divide. Among the factors that contributed
to a higher/lower downloading, although not by much, we identified the digital divide
and, at the regional level, the GDP, which accounts for several sub-factors (e.g., social
factors, infrastructure, technology, education, and health).

5.3. The Impact of the Digital Divide

A notable part of the population certainly could not take advantage of these tech-
nologies due to the digital divide. The digital divide is a very key aspect and depends on
two very important parameters: literacy [38] and access to infrastructures [39]. This value,
with reference to the access to mobile technology in the period immediately preceding
the pandemic, was equal to 26.2% [31] and then decreased to 16.7% [32]. We do not have
information regarding the intention of this lost population group to join DCT. However,
assuming a uniformity of behavior within the population, the contribution of this group
would not have changed the conclusions.

Information on the social demographic influence on the digital divide is not directly
available due to privacy. However, previous studies based on questionnaires reveal that
some categories (e.g., elderly) were not familiar with the Italian DCT [40]. In Italy, important
initiatives to minimize the digital divide were undertaken in this period, both in terms of
literacy and infrastructure. National cashback programs on reimbursement with debit and
credit cards, managed by an app, motivated the approach and familiarization with mobile
technology [41]. The possibility of providing shopping vouchers [42] to individuals from
low socio-economic groups, dedicated to the purchase of mobile devices and the internet,
is an initiative that has improved access to infrastructures.

All of these initiatives have contributed to bridging the digital divide, thereby increas-
ing the number of citizens with smartphones from 73.8% to 83.3%. However, as we have
seen, this has not consistently improved the use of DCT.

5.4. Factors Influencing Adoption of the App Based on the Literature

The evidence that we report in the analysis is consistent with what is emerging in
the recent reviews available from scientific literature. Our study has begun to highlight
some factors that have influenced the distribution of the app. The scientific literature has
highlighted how, in general, there are more design factors, connected to the technological
choice, and more transversal factors concerning acceptability and desirability (Table 3 pro-
vides a summary). Of course, these factors are also interconnected (e.g., desirability is
linked to design factors). As far as the design factors are concerned, we highlight how the
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“Immuni” app is an app based on proximity tracing with a high level of privacy, dedicated
almost exclusively to DCT.

Table 3. Articles on DCT recalled with a brief description of their focus.

Ref Cited Article Brief Description of the Focus

[8]
Garousi V, Cutting D, Felderer M. Mining user reviews of COVID
contact-tracing apps: An exploratory analysis of nine European apps. J
Syst Softw. 2021

Authors went to the field to review the referees relating
to these apps to understand what the users were not
satisfied with.

[9]

Elkhodr M, Mubin O, Iftikhar Z, Masood M, Alsinglawi B, Shahid S,
Alnajjar F. Technology, Privacy, and User Opin-ions of COVID-19
Mobile Apps for Contact Tracing: Systematic Search and Content
Analysis. J Med Internet Res. 2021 Feb 9;23(2):e23467. doi:
10.2196/23467. PMID: 33493125; PMCID: PMC7879719 Nov 4:111136.
doi: 10.1016/j.jss.2021.111136. Epub ahead of print. PMID:34751198;
PMCID: PMC8566091

Reviewed different apps for DCT, highlighted that the
app, “Immuni”, is one of the apps with the greatest respect
for privacy, with a very low amount of data collected.

[12]

Alanzi T. A Review of Mobile Applications Available in the App and
Google Play Stores Used During the COVID-19 Outbreak. J Multidiscip
Healthc. 2021 Jan 12;14:45–57. doi: 10.2147/JMDH.S285014. PMID:
33469298; PMCID: PMC7812813

Highlighted that a large integration of functionalities
are lacking in the apps developed for the COVID-19.

[13]

Kahnbach L, Lehr D, Brandenburger J, Mallwitz T, Jent S, Hannibal S,
Funk B, Janneck M. Quality and Adoption of COVID-19 Tracing Apps
and Recommendations for Development: Systematic Interdisciplinary
Review of European Apps. J Med Internet Res. 2021 Jun 2;23(6):e27989.
doi: 10.2196/27989. PMID: 33890867; PMCID: PMC8174558

The study faced the quality in the apps for DCT. It used
the mobile app rating scale to assess the app quality.

[14]

O’Connell J, Abbas M, Beecham S, Buckley J, Chochlov M, Fitzgerald B,
Glynn L, Johnson K, Laffey J, McNicholas B, Nuseibeh B, O’Callaghan
M, O’Keeffe I, Razzaq A, Rekanar K, Richardson I, Simpkin A, Storni C,
Tsvyatkova D, Walsh J, Welsh T, O’Keeffe D. Best Practice Guidance for
Digital Contact Tracing Apps: A Cross-disciplinary Review of the
Literature. JMIR Mhealth Uhealth. 2021 Jun 7;9(6):e27753. doi:
10.2196/27753. PMID: 34003764; PMCID: PMC8189288

Authors reviewed the desiderable requirements that a
DCT app must have to be successful and have made
them explicit.

[37]
Maccari L, Cagno V. Do we need a contact tracing app? Comput
Commun. 2021 Jan 15;166:9–18. doi: 10.1016/j.comcom.2020.11.007.
Epub 2020 Nov 19. PMID:33235399; PMCID: PMC7676320

It has been underlined that the proximity detection
using BLTE gave a low contribute to the detection of
cases.

[43]

.Kolasa K, Mazzi F, Leszczuk-Czubkowska E, Zrubka Z, Péntek M. State
of the Art in Adoption of Contact Tracing Apps and Recommendations
Regarding Privacy Protection and Public Health: Systematic Review.
JMIR Mhealth Uhealth. 2021 Jun 10;9(6):e23250. doi: 10.2196/23250.
PMID: 34033581; PMCID: PMC8195202

Showed that apps with high levels of compliance with
standards of data privacy (and “Immuni” is one of
them) tend to fulfill public health interests to a limited
extent and DCT with a lower level of data privacy
protection allow for the collection of more data.

[44]

Oyibo K, Sahu KS, Oetomo A, Morita PP. Factors Influencing the
Adoption of Contact Tracing Applications: Protocol for a Systematic
Review. JMIR Res Protoc. 2021 Jun 1;10(6):e28961. doi: 10.2196/28961.
PMID: 33974551; PMCID: PMC8171387

The study proposed protocols for the correct
identification of the factors influencing DCT.

[45]

Anglemyer A, Moore TH, Parker L, Chambers T, Grady A, Chiu K,
Parry M, Wilczynska M, Flemyng E, Bero L. Digital contact tracing
technologies in epidemics: a rapid review. Cochrane Database Syst Rev.
2020 Aug 18;8(8):CD013699. doi: 10.1002/14651858.CD013699. PMID:
33502000; PMCID:PMC8241885

The study on the Cochrane database system review
traced both the reflections and the future directions
and efforts in DCT. The outcome from randomized
controlled trials (RCTs), cluster-RCTs, quasi-RCTs,
cohort studies, cross-sectional studies, and modeling
studies in general populations was considered.

The scientific literature on these specific points connected to the design factors has
produced clear evidence of:

• The limits of the proximity tracing

In general, we note [37] the limit of proximity technologies, using Bluetooth, in discover-
ing cases of COVID-19. It has been underlined in [37] that the proximity detection using
low energy Bluetooth was a small contribution to the detection of cases of COVID-19.

• High levels of compliance with standards of data privacy are limiting

Some studies have shown that the app, “Immuni”, is one of the apps with the greatest
respect for privacy, with a very low amount of data collected [9]. Some studies confirm
that apps with high levels of compliance with standards of data privacy (and “Immuni” is
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one of them) tend to fulfill public health interests to a limited extent and DCT with a lower
level of data privacy protection allow for the collection of more data [43].

• High level of integration of functions could improve the use

We have seen how the integrations of greater functionality with DCT (including
connection functions with social media) have been lacking in the apps developed for
COVID-19 [12]. An expansion of the offer of functions could probably improve the use of
the “Immuni” app. It should be noted that the app, “Immuni”, is already moving in this
direction, allowing, for example, one to download the vaccination certificate.

There are many transversal factors that still need to be explored. It is important
to focus on protocols for the clear identification of these factors. Furthermore, it is also
important both to investigate the desirable requirements that an app for DCT must have
and design bottom-up mechanisms to understand the failure factors. We have rephrased.
In addition, on these aspects, the scientific literature is supporting us and could be extended
to the Italian DCT experience:

• Some works are moving towards the definition of protocols for the correct identifica-
tion of the factors [44].

• Some authors have focused on the desirable requirements that a DCT app must have
to be successful and have made them explicit [14].

• Other authors went to the field to review the reports on the app stores relating to these
apps [8] to understand what the users were not satisfied with.

5.5. Final Reflections and Further Work

A recent study available on the Cochrane database [45] traced both the reflections
and the future directions and efforts in DCT. We strongly share this position based on the
outcome from randomized controlled trials, cluster-randomized controlled trials, quasi-
randomized controlled trials, cohort studies, cross-sectional studies, and modeling studies
in general populations (all very important sources for evidence-based medicine).

The key takeaways from this review are as follows:

• There is very low-certainty evidence that DCT may produce more reliable counts of
contacts and reduce time to complete contact tracing.

• Stronger primary research on the effectiveness of contact tracing technologies is needed.
• Future studies should better consider the access, acceptability, and equity.
• Studies should focus on the relationships between acceptability of DCT and the impact

of the privacy that can hamper the diffusion of this technology.

We believe that a field survey could help us a lot to face the above-listed key takeaways
and to focus on all the emerging issues to understand which factors have influence, what
are the design suggestions of the population, and what is lacking in acceptability. Certainly,
electronic questionnaires, designed for the population, could be useful [40], as they have
already been used in the USA for many issues related to the pandemic [46]. Our idea
is, because they have already been used, to continue this path by proposing a dedicated
national questionnaire, also based on a community engaged approach, involving all the actors
(health domain workers, contact tracing operators, and the general population) that for the apps,
such as “Immuni”, could give useful feedbacks for the improvement of their use [47].
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Abstract: Hospital organizations have adopted telehealth systems to expand their services to a
portion of the Brazilian population with limited access to healthcare, mainly due to the geographical
distance between their communities and hospitals. The importance and usage of those services
have recently increased due to the COVID-19 state-level mobility interventions. These services
work with sensitive and confidential data that contain medical records, medication prescriptions,
and results of diagnostic processes. Understanding how cybersecurity impacts the development of
telehealth strategies is crucial for creating secure systems for daily operations. In the application
reported in this article, the Fuzzy Cognitive Maps (FCMs) translated the complexity of cybersecurity
in telehealth services into intelligible and objective results in an expert-based cognitive map. The
tool also allowed the construction of scenarios simulating the possible implications caused by
common factors that affect telehealth systems. FCMs provide a better understanding of cybersecurity
strategies using expert knowledge and scenario analysis, enabling the maturation of cybersecurity in
telehealth services.

Keywords: cybersecurity; fuzzy cognitive maps; telehealth; scenario analysis; planning

1. Introduction

The Brazilian Ministry of Health created the national telehealth system in 2007 with
the initial objective of promoting family health remotely by using Information and Commu-
nication Technologies (ICT). One factor that justifies implementing this system is delivering
healthcare to people living in remote communities where the nearest hospital care is distant.
Bernardes et al. [1] stated that based on data from the Brazilian Institute of Geography
and Statistics, only 24% of the country’s population live in large cities, which adds to
telehealth’s importance as a public policy.

During the first semester of 2020, telehealth, also called telemedicine strategies, became
essential in Brazil and many other countries due to the COVID-19 pandemic pressure on
the limited hospital resources and the related response from public authorities imposing
quarantine campaigns and mobility interventions worldwide. According to Nepomuceno
et al. [2], when many potentially infected patients require regular or intensive care at
the same time, hospitals with limited resources end up overloaded, the probability of
propagation increases, and, as a result, the health systems collapse due to the lack of
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technical resources, fatigue, and overloading health teams. COVID-19 lockdown and social
distance strategies in many have presented an opportunity for both doctors and patients to
use telemedicine as a new manner of engagement and treatment in many regions [3,4].

The Telehealth Guidelines established by the Ministry of Health through Decree-Law
No. 9795, of 17 May 2019, are mainly intended to improve user satisfaction and the quality
of services provided to citizens through the Unified Health System [5]. The related systems
have confidential data such as patient health histories, drug prescriptions, and medical
diagnoses. Such data can be the target of cyberattacks, highlighting the importance of well-
defined strategies for their protection. According to Kruse et al. [6], there was a 22% increase
in cyberattacks in 2015, compromising about 112 million medical information records.

It is emphasized that cybersecurity should not be analyzed only as a compliance
practice given the occurrence of specific events causing additional costs [7,8], but should be
designed in a structured and contingent way to consider all systems from the conception
of telemedicine systems and services to be offered [9,10]. Deficiencies in the ICT infrastruc-
ture of these services contribute significantly to the increase of harmful attacks on health
organizations that also adopt the strategy of promoting their services remotely [11]. Thus,
the ICT infrastructure is a crucial factor in developing cybersecurity analysis to imple-
ment telehealth systems [12–15]. The importance of considering vulnerabilities is often
associated with the risk of losses, corruptions, inappropriate changes, and theft of data,
with information and documents that affect the integrity of medical diagnoses delivered
to the patient, which can cause serious damage to the health of the individual [16]. In
general, these situations allow threats to be exploited and are often caused by cyberattacks
from malicious systems or people [17]. Zain et al. [18] identified four main situations
verified in cyberattacks which can occur in telehealth services, such as (i) when the data is
destroyed or becomes unavailable, (ii) when an unauthorized system or person accesses
the database, (iii) when an unauthorized system or person obtains access to the service
and makes improper changes, and (iv) when an unauthorized system or person inserts
counterfeit objects into the database. These situations are possible failures or threats in the
data transmission process, which can be accidental or purposeful.

In telehealth services, the main challenge of the physicians is protecting the privacy
of data. However, most of these professionals do not receive adequate training, and they
are subject to situations that may compromise the performance of healthcare. This context
requires preventive actions and security tools due to the sensitive data in healthcare systems
such as digital signatures, professional credentials, financial data, patient diagnostic images,
among others [19]. It is worth mentioning that this concern becomes even more complex
when considering cyberattacks, especially due to the different interactions that occur on the
Internet [20]. Furthermore, failure to comply with legal regulations may result in financial
or criminal penalties [21,22]. For this, the IT professionals must make strategic decisions
to define security policies and ensuring authenticity, integrity, and confidentiality of the
database, besides ensuring business sustainability.

Little research has been carried out in the context of cybersecurity in telehealth and on
attacks on related systems to analyze the damaging effects of information stored on patients’
clinical health. Poleto et al. proposed a framework for cybersecurity risk management
in telemedicine [23]. New studies focus can be oriented towards cybersecurity aspects,
determining causal relationships either to prevent attacks or to solve problems that have
already occurred, ensuring the security of services and, consequently, the activities and
associated practices. The use of tools to support the identification of these security factors
in telehealth services is beneficial for this purpose; however, the analytical process can be
complex, and it requires high cognitive effort from the professionals involved, whether an-
alysts or decision-makers, towards the planning of different assessment scenarios, helping
to choose the best security measures.

Most of these strategic decisions are involved in business sustainability process [24],
which can define action plans to ensure the telehealth services operation. The ICT manage-
ment process assists in directing how medical centers can use IT to manage technologic
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solutions. For this, it is opportune to present methodologies to support organizational
diagnoses to identify these possible causes of threats in telehealth systems. One of these
methodologies is Fuzzy Cognitive Maps (FCMs) [25], which represents scientific knowl-
edge and strategic decision making in systems using elements of a mental map, based on
fuzzy logic computation.

This context into account, this article proposes an analytical approach based on Fuzzy
Cognitive Maps (FCM) aimed at the mental representation of experts on causal relation-
ships within a set of concepts related to cybersecurity that impact telehealth systems,
providing support for strategic planning and decision-making. FCM can represent all rela-
tionships intelligibly, enabling creating scenarios and reducing cognitive effort by allowing
their analysis through objective graphic elements, and representing interesting support to
improve information asset protection concerning patient information management. This
article aims to demonstrate the results of applying FCMs in favor of cybersecurity in a
telehealth system, seeking to identify variables that can be used for cybersecurity planning,
in addition to simulating involved scenarios. The remaining of this paper is organized
as follows: Section 2 presents the Materials and Methods, explaining the mechanism of
the proposed approach. Section 3 undertakes an application that validates the proposed
approach. Section 4 is the discussion of the main findings; conceptual and practical impli-
cations are in Section 5. Finally, Section 6 draws some conclusions, indicates some study
limitations, and suggests future research lines.

2. Materials and Methods

According to Tsadiras [26], FCM analysis allows identifying strategies cybersecurity in
a system having a more significant impact on other factors and provides possible scenarios
by varying the degree of intensity of these variables in a complex problem. Moreover, incor-
porating the subjectivity and knowledge of an expert leads to a constructivist methodology
and provides a complement to information security planning in hospitals.

Protecting patients’ private data in telehealth services can be severely damaged by
malicious interventions, such as altering or stealing data and information. Other factors,
such as data privacy and credibility, can affect the image of the medical center. In Brazil,
telehealth services have been valued in recent years and this has encouraged govern-
mental decisions regarding (i) the prioritization of telemedicine infrastructure; (ii) the
systematization of the teleassistance process, with the development of clinical data cyberse-
curity protocols; and (iii) the structuring of security planning to provide the quality and
confidentiality of the data and services offered by telehealth in hospitals.

The present research’s motivation is based on the following question: what are the
main cybersecurity factors affecting telehealth? In response to this question, the following
issues will be discussed: (i) the role of stakeholders in the cybersecurity decision process at
a hospital; (ii) the use of FCM as an integrated methodology to analyze cybersecurity, to
develop planning policies, and to assess the impacts of such decisions in hospital.

First, we identified the main security concepts that occur in telehealth services. For this,
an informative and analytical list of concepts that may influence cybersecurity planning in
telehealth at a hospital was created. Considering that the planning decisions are strategic,
a manager in the ICT area of a hospital assumed the expert’s role in eliciting the concepts
in the cybersecurity context. Two technical meetings were held with the hospital’s ICT
manager, each having an average duration of two hours, coordinated by a facilitator who
is an expert in information security and responsible for analyzing the results. During the
interview, the study’s objectives and the research procedure were presented, allowing for
a better understanding of the study by the ICT manager. As a result, the list of the main
concepts and the description of the leading information about security strategies adopted
to treat and prevent problems caused by cyberattacks in telehealth services were obtained,
considering the ICT manager’s perception [27].

This list consisted of grouping the concepts that affect cybersecurity and analyzing
the cause and effect relationship between them. For this, the Mental Modeler software
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was used to obtain the expert’s cognitive map [28]. The ICT manager identified causal
connections between the nodes, which required defining the type of relationship (positive
or negative), between wi and wj, and the intensity of each one over the other. The dynamic
analysis of the FCM focuses on evaluating the system’s behavior when the cause and
effect relationships between the selected concepts are changed, enabling the evaluation of
different scenarios [29].

The information was collected to support developing a strategic plan dedicated to
cybersecurity in telehealth at hospital. Moreover, to analyze the changes that may impact
cybersecurity, the construction of scenarios involves using the identified relationships
among the concepts. Consequently, the scenarios can be considered roadmaps for devel-
oping and improving the model that describes the problem in a learning process. This
study’s cognitive structure allowed for greater transparency in cybersecurity planning
of telehealth services and theoretical contributions, directed to strategic decisions, and
promoting organizational learning [30].

FCM Procedure

A FCM can be described as a fuzzy graph containing the concepts to be casually
assigned in the nodes and the relationships in the edge arrows [25]. The procedure for
creating the FCM can be defined in three main steps [27]:

First Step: clarify the FCM purpose and if it is not well defined the search for causal
relationships will make the formation of the FCM unfeasible.

Second Step: identify the relevant concepts that influence the decision to be taken.
Third Step: find the causal relationships between the concepts defined in the previous

step, so that these relationships need to be abstracted from the decision maker’s definitions,
through instruments such as questionnaires and interviews.

Thus, from a mathematical point of view, an FCM can be described as a set of nodes
(concepts) Ci with i = 1, . . . , n, being the number of concepts in the problem and all
these concepts together represent a vector of state A = [A1, . . . , An]. The value of each
concept is influenced by the values of the concepts that are related to it along with the
corresponding causal weight and for the concept system to evolve, the vector A needs to
be passed repeatedly over the connection matrix W [31].

The associated mathematical formula is given in Equation (1) [32]:
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where:

A
(K+1)
I is the value of concept Ci at step k + 1;

Ak
j is the value of the concept Cj in step k;

Wji is the weight of the relationship between Cj and Ci; and
f (x) is a sigmoid threshold function defined by Equation (2):

f =
1

1 + e−λx
(2)

where λ is a positive constant in a determined interval and f (x) lies between [0, 1].

3. Results

The proposed FCM model considers a holistic view to analyze cybersecurity concepts
within telehealth in a hospital in the Amazon region. In the model, minimal changes were
necessary to expand the notion and technical specifications for adequate cybersecurity plan-
ning. First, the concept of cybersecurity was explained to the ICT manager—it refers to the
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art of ensuring the existence and continuity of a nation’s information society, guaranteeing
and protecting in cyberspace all of its information assets and critical infrastructure.

The interaction with the ICT manager was essential for analyzing concepts that
influence cyberattacks in telehealth systems, especially in the testimony of their possible
consequences associated with the system’s vulnerabilities. The data relevance reinforces the
importance of guaranteeing the network’s health since, in the case of loss of confidentiality,
it can cause moral damage to all involved, especially to patients [31,32]. Despite many
studies identifying threats regarding cybersecurity in distributed systems, there is still a
gap in the literature related to the causes that trigger ecosystem cybersecurity occurrences
in telehealth systems.

In addition to the discussion with the information security expert, a total of fifteen
variables (concepts) influencing the cyberattacks occurrences in telehealth services were
identified, which had support in the literature [33]. These concepts can be considered the
weaknesses that affect the operational performance in telehealth systems. Table 1 presents
a description of these concepts that the ICT manager has validated, three meetings were
held and the time was 1 h.

Table 1. Description of variables involved in the study in telehealth services.

Main Concepts Description Fuzzy Interpretation References

C1: Insecure network protocols Due to insecure network protocols, (HTTP), attackers can
enter the organization’s network

−1: Low incompatibility network protocol
0: Average incompatibility network protocol

1: High incompatibility network protocol
[34]

C2: Sensitive data encryption Involve custom code development that brings encryption
into the individual application data fields

−1: Low Information Security maintenance
0: Average Information Security maintenance

1: High Information Security maintenance
[35]

C3: Mobile health apps failure Operational failures occur in telehealth due to users not
being prepared to adopt information security protocols.

−1: Low Operational failures occur in telehealth
0: Average Operational failures occur in telehealth

1: High Operational failures occur in telehealth
[36]

C4: Cybersecurity certification

Provides a rationale for why the auditable events are
deemed to be adequate to support the after-fact

investigations of security incidents into operational
telehealth server

−1: Absolute abandonment of auditable events.
0: Average attention to auditable events.
1: Priority attention to auditable events

[37]

C5: Outsourcing of IT cloud
services

Provides help desks, tech support, and provider to protect
the confidentiality of the outsourced information.

−1: No supporting communication security.
0: A few supporting communication security.

1: Priority attention to communication security
[38]

C6: IT governance Provides security strategies aligned with and supporting
the business objectives

−1: Absolute abandonment of IT Governance.
0: Average attention to IT Governance.
1: Priority attention to IT Governance

[39]

C7: Controls for wireless
communication

Establishment of policies and procedures for the effective
implementation of selected security and control

enhancements into telehealth.

−1: Absolute abandonment of policy access.
0: Average attention to policy access.
1: Priority attention to policy access

[40]

C8: Mobile connected medical
devices

Lack of updates or lack of patching, a common threat that
can have a significant impact on the healthcare organization

−1: Low Information Security maintenance
0: Average Information Security maintenance

1: High Information Security maintenance
[5]

C9: Supplier eligibility criteria Establish security baseline requirements and translate them
into eligibility criteria when selecting suppliers

−1: No supporting supplier eligibility
0: A few supporting Supplier eligibility

1: Plenty of supporting supplier eligibility
[41]

C10: Medical system
configuration error

Medical platforms are software that needs to be installed on
a practice or health system’s local server

−1: No supporting medical systems.
0: A few supportive medical systems.

1: Priority attention of medical systems.
[42]

C11: Big data privacy in
healthcare

Big data has considerable potential to improve patient
outcomes and predict outbreaks of epidemics

−1: Low Information Security maintenance
0: Average Information Security maintenance

1: High Information Security maintenance
[43]

C12: Augmented reality
Provide remote clinicians, such as surgeons, to guide

physicians, paramedics, and other staff to perform
emergency procedures in telehealth

−1: No supporting augmented reality
0: A few supporting augmented reality

1: Plenty of supporting augmented reality
[44]

C13: IT Investment Provides IT investments during the pandemic, accelerating
the use of telemedicine services

−1: No supporting IT Investment
0: A few supporting IT Investment

1: Plenty of supporting IT Investment
[35]

C14: Patient’s errors
Providers should educate patients about cybersecurity and
the steps they should take to improve the overall safety of

their interactions online

−1: No supporting education.
0: A few supporting education.

1: Plenty of supporting education
[45]

C15: Incident response plan Systems and devices eventually fail due to inaccurate
coding, improper handling, or just tear and wear

−1: No supporting incident plan.
0: A few supporting incident plan.

1: Plenty of supporting incident plans
[6]
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The concepts allow complex and critical ecosystem threats to be exploited in a tele-
health system. However, the lack or inefficiency of information security planning makes
it challenging to identify cybersecurity. This inefficiency also requires tools and method-
ologies to minimize cybersecurity consequences, which can cause large-scale damage to
business sustainability [20].

An FCM diagram was built using the ICT manager’s knowledge with the cybersecurity
expert’s support through an interview. A cognitive structure with subjective information
was generated using the central concepts previously discussed, enabling performance
analysis of the telehealth system. This information is associated with the concepts of
critical infrastructures—which refers to facilities, services, goods, and systems that will
have a severe social and economic impact if their performance is degraded or if they are
suspended or destroyed. The visual representation of the expert-based FCM created based
on the concepts is shown in Figure 1.

 

Figure 1. Model FCM cybersecurity in the telehealth university hospital.

The FCM diagram’s construction aims at verifying the computed values of intensity
in the concepts related to cybersecurity in telehealth. The causal relationship between
concepts is indicated by an arrow and the positive symbol (+).

The framework of Figure 1 is meant to map the cybersecurity relationships (networks)
within the scope of telehealth management by using a Fuzzy Cognitive Map. This process
consisted of three phases: 1. Nodes: The key concepts from an Expert Panel; 2. Map:
Cause-and-effect relationship in each of the arcs and a graphical representation of the
network; and 3. Model: Numerical values and computational simulation. Once the cyber-
security in the telehealth management model is formulated, the subsequent simulation
tasks (what-if scenarios) is carried out, with assumptions that modify the input variables
(Value Repositories and Constraints), to finally check what impact these changes have on
the performance of cybersecurity in the telehealth.

Outputs of Scenario Analysis

The interpretations of the FCM diagram’s relationships are important for the strategic
planning process of the hospital’s ICT department. With these implications, ICT managers
can define preference concept actions and develop information security plans capable
of minimizing the consequences caused by the vulnerabilities. Each analysis compares
the steady-state promoted by the FCM with the scenarios defined by the ICT manager
based on the main concepts. Therefore, it is possible to highlight the best and worst
scenarios of cyberattacks in the hospital’s telehealth system, considering the concepts of
the present study. Table 2 shows the levels of centrality and preferred state for the concepts
of cybersecurity in telehealth.
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Table 2. Degree of the centrality of IT manager preference concepts.

Main Concepts Cybersecurity in Telehealth Indegree Outdegree Centrality Preferred State

C1: Insecure network protocols 1.01 2.69 3.71 Decrease
C2: Sensitive data encryption 0.95 1.88 2.83 Increase
C3: Mobile health apps failure 3.26 0.00 3.25 Decrease
C4: Cybersecurity certification 0.65 1.67 2.32 Increase

C5:Outsourcing of IT cloud services 0.88 0.33 1.22 Increase
C6: IT governance 0.27 1.34 1.61 Increase

C7: Controls for wireless communication 0.56 1.05 1.61 Increase
C8: Mobile connected medical devices 0.91 0.97 1.88 Increase

C9: Supplier eligibility criteria 0.41 0.35 0.77 Increase
C10: Medical system configuration error 1.68 0.00 1.68 Decrease

C11: Big Data privacy in healthcare 3.82 0.34 4.17 Decrease
C12: Augmented reality 1.10 0.52 1.62 Increase

C13: Investments IT 0.00 2.39 2.39 Increase
C14: Patient’s error 0.32 0.89 1.13 Decrease

C15: Incident response plan 0.00 1.48 1.48 Increase

The analysis based on the FCM modeling results allows the ICT manager to build
different scenarios of strategic consequences. The construction of the scenarios offers
contributions in the simulation of possible implications caused by common factors that
affect telehealth systems in a specific way. In addition, these scenarios can support the
decision process in the strategic planning of actions to prevent or mitigate vulnerabilities
that could compromise the performance of telehealth systems. Planning of mitigation
actions, when done without due care can negatively influence the possibility of occurrences
of attacks analyzed in Figure 2. The matrix representation of the fuzzy cognitive map
(the Wij Weight matrix) obtained after expert interviews and process of modeling change
its configuration depending on the experts’ corrections. Based on the current literature, it
was found that if a negative value is specified in the initial concept state of the estimation
vector, then the modeling results influenced by the factors would be inverted, meaning
that hostile factors contribute to cybersecurity.

 

−

Figure 2. Final equilibrium states by the value of nodal element C1 (insecure network protocols),
C2 (Sensitive data encryption), C6 (IT Governance), C10 (Medical system configuration error), and
C14 (Patient’s error).
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The main components in telehealth systems, according to ICT expert, judged in
the range [−1] to [1], are “Mobile health apps failure” (C3) and “Controls for wireless
Communication” (C7) [6]. On the other hand, regarding “Supplier eligibility criteria”
(C9) and “Big Data privacy in healthcare” (C11) [46]. Figure 3 illustrates the telehealth
scenario analysis.

 

−
−

−

Figure 3. Scenario I: analysis cybersecurity in telehealth.

Scenario I analyzes the impact of the set of the main concept “Mobile health apps
failure” (C3) scoring −0.18, “Controls for wireless Communication” (C7) scoring 0.12,
“Supplier eligibility criteria” (C9) with scoring −0.07, and “Big Data privacy in healthcare”
(C11) scoring −0.51 on the vulnerabilities pointed out in the telehealth system. This
scenario highlights the association with the consequence of exploiting vulnerabilities when
these factors are identified. These results confirm how changes and wrong configurations
can be overflowing the infrastructure of telehealth servers [47–49].

Further, configurations and composition of the servers responsible for the processing
and storage of data and information can increase the probability of attacks that deflect the
destination of the data and manipulate the system’s functionalities. Thus, it is necessary to
monitor the data origin and destination points, checking what actions are being carried out,
as well as to understand the collaboration policies between providers of these ICT services
and systems’ users (patients or physicians) so that the university hospital can minimize the
damage on the services provided.

In Scenario II, the main components are “Medical System configuration error” (C10)
and “IT Investments” (C13). Although each business has its budget destined for invest-
ments, procrastinating investment to adequate technology, or using poor quality devices
can increase the probability of inefficiency in the answering service and reinforce problems
in devices used in telehealth systems. In this context, the effect of cybersecurity is more
significant because the malicious action activates defense planning. These situations are
generally recorded when the telehealth system comes with records of malware and logical
attacks [50]. The analysis related to this Scenario II is represented in Figures 4 and 5.
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Figure 4. Final equilibrium states by the value of nodal element C10 (Medical system configuration
error) and C13 (IT Investment).

 

− −
− −

Figure 5. Scenario II: analysis cybersecurity in telehealth.

In Scenario II, as shown in Figure 5, the main concepts are “Sensitive data encryption”
(C2 with −0.22) occurrence, “Cybersecurity certification” (C4 with −0.15), “Outsourcing
of IT Cloud services” (C5 with −0.14), and “IT Governance” (C6 with −0.06) occurrence.
This scenario highlights the concern about controlling the ICT services that are essential for
the organization. In medical centers, personal data relating to the patients’ health status
should receive greater attention and should be considered requirements for developing
specific security policies. The results show that it is possible to view different vulnerability
types regarding patient care in the two scenarios. Based on the analysis, it is important to
consider that in addition to the value of the information, other criteria must be incorporated
in the process of defining the protection requirements of telehealth systems, such as the
ability to identify and record system’s threats and vulnerabilities. However, these criteria
were not analyzed in the present study. Despite this limitation, it is essential to know in
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advance the asset’s value to be protected to identify threats and vulnerabilities to return
consistent results, which is why cybersecurity planning is needed.

4. Discussion

Recent studies argue that the increase in cybersecurity investments has not resulted in
more adequate security levels in many areas. This discrepancy can be justified by the lack
of consistent information security management [41]. According to Sivaprakash et al. [51],
in a comparison made between healthcare and financial organizations, in terms of data
management and protection, both types of organizations are concerned and incorporate
strategic actions to control and protect data generated in their environments. However,
managers do not have adequate training to deal with cyber threats in healthcare organiza-
tions [6]. In contrast, financial organizations have been investing in cybersecurity for about
twenty years, aligning cybersecurity with the organization’s objectives.

The need for data sharing in heterogeneous public and private healthcare organi-
zations and the lack of continuous and standardized communication in cybersecurity
show importance in the responses under the threats and vulnerabilities of the systems,
involving medical actors, patients, and ICT analysts [52]. In this context, the ICT profes-
sionals have access to data about patients and their clinical status (clinical historic, vital
parameters, physical examination data, among other data) that are useful for planning and
the decision-making process in telehealth services. However, the provision of healthcare
assistance cannot be analyzed as an isolated process but in line with organizational plan-
ning as a whole. From this perspective, this study can help the senior manager and the IT
manager to understand the vulnerabilities that can affect telehealth systems’ operational
performance that contribute as a resource to support cybersecurity planning and ensur-
ing the achievement and enhancement of the efficiency of the information protection in
medical centers.

The value of the information is not the only criterion used to define the protection
requirements. The measure of the ability to identify threats can be a more consistent
indicator of this definition. When the asset’s value is known, the greater the likelihood of
efficiency in the process, hence the need for cybersecurity planning. Annual audits, for
example, are a way of ensuring minimum compliance with cybersecurity requirements.
The determination of an approved regulatory and supervisory body requires organizations
to adopt information security procedures and standards to be used as maturity indicators,
ensuring an effective cybersecurity policy for telehealth services. The lack of an information
security policy is directly reflected in telehealth services’ operational performance.

Our findings show that without imposing any restrictions on cybersecurity, it is pos-
sible to allow significant occurrences and negative impacts to reduce telehealth services’
efficiency [53]. The visualization tools allow a better understanding of the causal relation-
ships between the factors and the vulnerabilities considered. FCM is a modeling method
for complex systems that use simulations based on the mental map of human reasoning
to operate on systems’ representation. Thus, the application of FCM shows the modeling
ability to operate ambiguous and vague terms, simulating a sense of words and supporting
decision-making and strategic planning of actions related to information security in the
health area, a fact reinforced in a previous work of ours (see [54]), which has been expanded
by the present article.

4.1. University Hospitals and Telehealth Cyber Security Strategies

Regarding the objective unit of the case study, university hospitals, it is noted a strate-
gic decision-making application of actions in an ad hoc stage in relation to cybersecurity
risks and necessary measures for prevention and mitigation. This is because, in the univer-
sity hospital’s perspective where the analysis was applied, planning, information security
is considered an essential requirement to be fulfilled within the overall information tech-
nology planning. On the other hand, although managers understand the importance of
this type of security, it is noteworthy they still do not have the most appropriate tools capa-
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ble of supporting their decision-making process for related planning, seeking to identify
empirically the causal relationships between the various existing elements or concepts, and
prioritize them according to their impact on the continuity of telehealth services. At some
instance this has been sufficient for mitigating some risks and technological treats.

Resorting to most appropriate tools, however, may offer additional opportunity for
managerial continuous improvement. Tools such as FCM, despite popular in many sectors
of economic activity and other areas for decision-making, seem to be unknown or under-
used instruments for cybersecurity managers in Brazil, taking this conclusion specifically
within the context of university hospitals. The development of the case study reported here
also suggests they can be used relatively easily and efficiently so that these managers can
develop plans more in line with the reality they know well, as they develop daily activities
on them. Above all, FCM constitute a knowledge management tool capable of externaliz-
ing the experiences contained in these managers’ minds, encoding this experience in an
intelligible and accessible way for use in cybersecurity and information security planning.

4.2. Comparison with Other Methods/Approaches Found in Literature

In Table 3, a synthesis of the works containing similar methods used in the literature to
support the development of this article will be presented. It contains the objectives and main
similarities and differences, as well as a synthesis of this work, for comparative purposes.

Table 3. Literature comparison.

Reference Objective Main Similarities Main Differences

[10]
Develop and validate a telehealth privacy

and security self-assessment questionnaire to
be applied with providers.

It applies expert assessment that can be used to
identify vulnerabilities in telehealth systems.

It does not establish causal relationships
among the identified elements. The applied

procedure is based in the application of
questionnaires and psychometric analysis.

[12]
Present a big data risk model using Failure

Mode and Effects Analysis (FMEA) and
Grey Theory.

It provides a structured approach to assess risk
factors, facilitating the assessment and providing

a vision of risks relations.

The work uses Different methods (Failure
Mode and Effects Analysis and Grey Theory).

[13]

Propose a risk model for information security
that identify and evaluate the events’

sequence in scenarios related to the abuses of
information technology systems.

The model allows ranking the risks based on their
criticality, supporting the definitions of preventive

or corrective actions. Use of Fuzzy
Theory elements.

It does not establish causal relationships
among the identified elements. Use of Event

Tree Analysis.

[14]
Propose an approach to information security
risk management based on Failure Mode and
Effects Analysis (FMEA) and Fuzzy Theory.

The approach applies identification of risk
elements/concepts, prioritizing risk dimensions

according to the risk’s criticality, to support
defining preventive or corrective actions. Use of

Fuzzy Theory elements.

It does not establish causal relationships
among the identified elements. Use of Failure

Mode and Effects Analysis.

[15]
Propose a model to evaluate cybersecurity

risk using Fault Tree Analysis, Decision
Theory and Fuzzy Theory.

The model analyses risk scenarios also using
elements from Fuzzy Theory, supporting the

identification of vulnerabilities in cybersecurity
linking them with potential consequences.

Use of Fault Tree Analysis, with elements
from decision theory.

[23] Propose a framework for cybersecurity risk
management in telemedicine.

Identification of causes, consequences, and
preventive measures for security threats, using

scenario analysis.

Different methods (fault tree analysis and
event tree analysis).

[29]
Propose a quantitative assessment

framework to evaluate nuclear power plant
risks related to cyber-attacks.

Assessment of cybersecurity risk elements, using
scenarios, and providing risk information to
develop preventive or corrective strategies.

Use of difficulty and consequences of
cyber-attacks in the assessment, use of

Bayesian belief networks and probabilistic
safety assessment methods.

Objective Main characteristics Main characteristics compared to other
models/approaches

This work

Propose an analytical approach using Fuzzy
Cognitive Maps (FCM) representing experts’

opinions about causal relationships of
concepts related to cybersecurity in telehealth

systems, providing support for strategic
planning and decision-making

Use of expert knowledge creating a graphical
representation about expert reasoning about

cybersecurity threats, aiding to prioritize them
according to scenarios. Support to cybersecurity

strategies development by understanding the
causal relationships between the concepts.

The approach applied in this study do not
consider the probabilistic component

involved in risk analysis, in its mathematical
formulation to generate de graphs from FCM.

Most of the methods or approaches
previously presented deal with probabilistic

data about the security threats.
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5. Conceptual and Practical Implications

Our results highlight cybersecurity issues in telehealth services that deserve special
attention, whether from a conceptual or practical point of view since sensitive data circu-
lates through any type of information system. In this sense, exploring the system’s possible
vulnerabilities is fundamental to adopting preventive or corrective measures [55].

This issue is even more delicate in telehealth services and systems since certain
information may be under medical confidentiality and can compromise patients’ physical
and psychological integrity should they be improperly exposed [56]. The conceptual point
of view about using FCM in telehealth systems is linked to how this tool can influence the
planning and adoption of security measures in these systems. Here we can establish the
following question: how should these systems be thought of, from their planning through
their implementation, finally reaching their full functioning, to ensure that this sensitive
information is protected efficiently and effectively?

Our model demonstrates that several concepts related to threats in systems and types
of cyberattacks, always considering the participation of experts, whose understanding of
the relationships between these concepts is represented through the graph resulting from
the application of the FCM. These relationships are still supported by obtaining a measure
of strength extracted from a fuzzy context that represents vagueness in the definitions
made by these experts when eliciting his knowledge.

Here it can be connected with knowledge engineering, which states that eliciting
or extracting expert (tacit) knowledge is a bottleneck and a critical issue in systems de-
velopment [57]. In this analogy, the FCM acts as a formal means for this knowledge to
be acquired and recorded, allowing the engineers and systems analysts involved with
telehealth systems projects to correct existing security breaches and design plans for action
contingency of possible cyberattacks.

From the perspective of telehealth systems actors, whether health professionals or
patients, concepts such as confidentiality, consistency, and availability of information,
together with the use of these systems only by authorized personnel and the presence of
functions to reduce errors [58], deserve mention in this discussion, to add or enforce security
requirements. In addition to the professionals responsible for designing, implementing,
and managing information systems and ensuring information security, users also deserve
to be heard since they are the final subjects to whom the system was designed [10].

Therefore, the applied methodology can be extended to obtain new security percep-
tions about the telehealth system, reinforcing those already elicited from experts. These two
perspectives, in fact, require feedback: (i) on the knowledge of experts providing technical
elements for the design and implementation of systems and information security measures;
and (ii) on the opinion of the end-users, being evaluated based on these technical elements,
to reinforce them or identify new requirements.

Based on our empirical results, referring to vulnerabilities, forms of cyber-attacks, and
user concerns, can be analyzed through the FCM. The results obtained should be discussed
by the security project team in a post-conceptualization stage. While other works have
their approach focused on more technical elements related to the security guarantee in
telehealth systems, the value of the methodology used in this work is at a more managerial
and strategic level, ensuring the visualization of the related concepts for making decisions
about themselves.

This part of the discussion aims to determine what should be implemented as a
priority since the conceptual elements detected through the methodology are likely to be
in large numbers. Trade-offs will emerge in this type of valuation, such as less time spent
on systems valuation instead of information and more time spent assigning values to the
assets involved [59].

The following question arises: what is the most appropriate way to evaluate these
concepts and to choose what will be implemented as a priority? Each team must carry out
the evaluations according to what is defined by the organization, and the users’ opinions
deserve attention, complementing the information security requirements. Nevertheless,
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it is essential to note that the information collected mainly from the users can provide
valuable feedback to the project development team. FCMs have the advantage of show-
ing defuzzified numerical values referring to the relationships between the evaluated
elements [60,61]. These indicators can be combined with other more common elements
in evaluating alternatives to be implemented, such as the cost and time involved. More-
over, FCMs make it possible for decisions to be made by analyzing varied scenarios built
based on the subjective opinions of the people involved [31], ensuring the inclusion of ele-
ments described in a technical and non-technical way, the latter related to the perspectives
of users.

Furthermore, practical implications at a higher level, leaving aside the view on more
technical elements, the use of FCM favors the creation of information security and cyber-
security policies. Analyzing the existing relationships between guidelines, requirements,
and rules—elements that constitute these policies and lead to information security com-
pliance [55]—is a process potentially facilitated by using the explored methodology. On
the other hand, the definition of these policies implies the determination of a pattern of
user behavior towards security in telehealth systems, since the behavioral factor alone
has a more considerable influence than technical security elements in related systems and
services [62] since the focus of the analysis now becomes the users’ conduct as a “breach
breaker” of security in the system.

In summary, the practical implications of the use of FCMs fall on implementing the
telehealth system, providing security requirements to be implemented, whether defined by
the experts’ perspective or considering users’ opinions. Also, the conduct of users of the
system must be in line with security policies, which are also definitions that can be carried
out with the support of the methodology.

6. Conclusions

In general, telehealth, precisely its technological, economic, and environmental char-
acteristics, substantially contribute to society and is expected to provide health services
to thousands of people limited by geographical constraints. Given this context, telehealth
can benefit from the scenario-planning approach because it plays an essential role in future
development related to planning policies against cyberattacks.

This paper presented an application of FCM that analyzes information security factors
related to telehealth. The FCM model allowed the causal inference of direct chaining and
numerical data-based updates and cybersecurity experts’ opinions. Preliminary results
are encouraging concerning the FCM approach’s possibilities to decision-makers/ICT
managers, enabling a good insight into the impact of cyberattacks on telehealth and
ensuring a more focused view of the necessary protective actions. These results show the
possibility of obtaining scenario planning in cybersecurity, highlighting the most critical
telehealth factors. The analytical process should be carried out annually or semiannually to
analyze the impact of improvements in information security, with possible improvements
addressing identified critical points.

Although our focus is on the main concepts of aligning cybersecurity in telehealth, it
should be noted that the construction of FCM allowed the identification of new concepts.
In particular, the problem of image privacy of medical exam results can affect patients’
integrity. Moreover, new concepts were included in the FCM, as they are rarely considered
in security practice, which allowed it to be formalized in a way that contributed to reducing
the variables omitted in the decision on cybersecurity.

The tools proposed by previous FCM literature were suitable for the cybersecurity
scenario due to the ability to capture the ICT experts’ knowledge by modeling dynamic sim-
ulation systems and improving support against cyberattacks. COVID-19 has dramatically
impacted telehealth functionality and required adaptation in coping with circumstances
that continued to change relative to safety measures, limiting customer interactions and
reducing employee availability. The COVID-19 pandemic has generated remarkable and
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unique societal and economic events leveraged by cyber-criminals. Our analysis of tele-
health has shown the causes of cybersecurity in telehealth services.

With many new perspectives brought by the current pandemic, we believe this new
paradigm for cybersecurity in telehealth also came to stay in the post-pandemic (hopefully)
new future. FCMs can be adjusted according to iterative scenarios to support accurate
decision-making representing subjectivity in the business model of healthcare units. In
addition, it can increase the transparency of analyses, including information hidden to IT
managers. The post-pandemic is an important consideration to accommodate many legal
aspects generated during the pandemic, specially related to the computerization of various
services or intensification of current computerized services, as it is the case with telehealth.
Therefore, this kind of application is essential for helping hospital managers concerned
with the maintenance of telemedicine services during the planning phases, which are not
limited to the pandemic context.

It is worth noting that telemedicine has become an efficient and effective way to
develop the necessary care in a critical period such as the COVID-19 pandemic, avoiding
hospital overload with high demands of patients seeking care, and avoiding contamination
by the disease amidst clusters of people. Our perception leads us to believe that cyber-
security measures in telehealth systems have entered as mandatory components in ICT
planning for hospital institutions, ensuring the security of patient information and ensuring
that services continue to run without interruptions and external interference, such as hacker
attacks. The FCMs are a helpful instrument for university hospital managers concerned
with the maintenance of their telemedicine services, and regardless of the pandemic context,
they deserve to be applied in the associated planning phase.

Therefore, the added value of using FCMs in cybersecurity in telemedicine is none
other than supporting the planning of strategies to combat security breaches, always
preventing sensitive and sensitive patient information from being accessed or intercepted
by inappropriate persons. In the planning practice, it is a new tool for managers to
use, in the planning practice, helping in their decisions about actions to avoid or correct
security problems.

Future work should aggregate other methods to assist ICT managers in deciding upon
actions such as using fuzzy sets theory to translate the judgments of health units’ managers
into crisp values for an accurate support that can minimize cybersecurity problems in
telehealth [63], and combining multicriteria methods with other operational methodologies
for conflict resolution, resource management and risk assessment in telemedicine [53,55,64].
More specifically, the research leading to this article, for the time being, has implications
for the construction and improvement of a framework aimed at identifying risks associ-
ated with cybersecurity in telemedicine, carrying out tests for its validation in Brazilian
university hospitals.

Concerning the continuation of this research, it is possible to define the need to
assess how university hospitals, in a study of multiple cases, are prepared to deal with
cybersecurity threats, clarifying what the main strategies adopted are, in addition to how
the planning process is developed for these strategies, gathering data with a set of these
hospitals. Another indication is the development of a meta-analysis study comparing
quantitative results of other works containing methods applied with the same purpose
as the one applied in this study, helping mainly to determine which methods are most
suitable to support the planning process in cybersecurity in telehealth.

For these two last indications of further research, as we did not aimed at evaluating a
general context for cybersecurity, and evaluating the performance of many different health-
care institutions to know how well they are in preparing to face telehealth cybersecurity
threats, they are beyond of the scope of our current application. Therefore, these limitations
can be addressed in future extensions of the current analysis.
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Abstract: The coronavirus pandemic led to an unprecedented crisis affecting all aspects of the
concurrent reality. Its consequences vary from political and societal to technical and economic.
These side effects provided fertile ground for a noticeable cyber-crime increase targeting critical
infrastructures and, more specifically, the health sector; the domain suffering the most during the
pandemic. This paper aims to assess the cybersecurity culture readiness of hospitals’ workforce
during the COVID-19 crisis. Towards that end, a cybersecurity awareness webinar was held in
December 2020 targeting Greek Healthcare Institutions. Concepts of cybersecurity policies, standards,
best practices, and solutions were addressed. Its effectiveness was evaluated via a two-step procedure.
Firstly, an anonymous questionnaire was distributed at the end of the webinar and voluntarily
answered by attendees to assess the comprehension level of the presented cybersecurity aspects.
Secondly, a post-evaluation phishing campaign was conducted approximately four months after
the webinar, addressing non-medical employees. The main goal was to identify security awareness
weaknesses and assist in drafting targeted assessment campaigns specifically tailored to the health
domain needs. This paper analyses in detail the results of the aforementioned approaches while also
outlining the lessons learned along with the future scientific routes deriving from this research.
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1. Introduction

Coronavirus disease 2019 (COVID-19) is an infectious disease caused by severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) [1]. It was originally identified in
December 2019 in Wuhan [2], from where it spread worldwide, leading to a pandemic, as
denoted by the World Health Organization (WHO), in March 2020 [3]. Since then, there
have been 198,778,175 confirmed cases of COVID-19, including 4,235,559 casualties [4]. As
of 14 June 2021, a total of 2,310,082,345 vaccine doses have been administered, attempting
to armor humans against this virus.

Even though epidemiologists argue that the health crisis is close to being over, the
same does not apply to its political, societal, economic, and technical side-effects. Special
circumstances created by this extraordinary crisis led to what is known as the “Great
Shutdown” or “Great Lockdown” [5–8], radically altering our daily reality. Digital transfor-
mation and adaptation were forced in almost all aspects of the business world. Remote
working, commonly known as “tele-working” or “working from home”, became a necessity
even for sectors where it was considered prohibited up until now [9,10].

The accruing anxiety and generic crisis conditions provided a fertile ground for
opportunistic criminals to act. A significant cyber-crime increase was denoted during the
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pandemic [11–13], with a noticeable preference towards the health sector [14–16]. Phishing,
ransomware, and distributed denial-of-service attacks are only a sample of the reported
cyber-crime incidents during the COVID-19 crisis [17–21].

Cybersecurity has been one of the emerging technological challenges of this century
for the health domain [22], being among each country’s critical infrastructures. Over
the last years, extensive research has been conducted aiming to identify vulnerabilities
and gaps in the cyber-resilience of hospitals and healthcare facilities [23–26]. Various
assessment methodologies have been applied towards pinpointing mitigation techniques
and cyber-defense strategies [27–32]. Yet, scientific contribution and professional evolution
failed to protect the health sector during a crisis which dictated its devotion to its main
purpose of curing patients and saving lives.

Most of the security agencies, organizations and experts worldwide have issued
recommendations and proposed safeguard measures to assist individuals and corporations
defend against cyber-crime [11,33–35]. Security officers have become aware of the great
cybersecurity perils they are facing. Therefore, the vast majority of them has designed and
conducted a series of security awareness training programs carefully trimmed to the needs
and the busy schedule of their workforce.

This paper presents the effort made by the IT and security experts of European health
representative organizations during the pandemic aiming to endorse the cybersecurity
awareness of healthcare employees. Towards that end, a virtual workshop was designed
and held on the 16 December 2020 in Greece [36]. The effectiveness of the security aware-
ness training program was assessed in a two-phase evaluation: a questionnaire filled
directly after the workshop voluntarily by the participants and a phishing campaign held
four months later.

This paper presents our research approach on evaluating the security readiness of the
healthcare personnel during the COVID-19 pandemic, based on a holistic cybersecurity
culture framework. Section 2 offers background information related to both the framework
and the participating health domain representatives. Section 3 unfolds our methodolog-
ical approach using a sequential switching between training and assessment steps. In
Section 4, we analyze our two-phase security evaluation while underlying important re-
sults. Section 5 collectively summarizes our key findings, whereas, in Section 6, we outline
a number of considerations and limitations regarding the proposed methodology. Finally,
Section 7 concludes our research presentation by outlining areas of further research and
potential future applications.

2. Background

2.1. Cybersecurity Culture Framework

Cybersecurity Culture Framework was developed in the context of the EnergyShield [37],
a European Union (EU) project targeting cybersecurity in the Electrical Power and Energy
System (EPES). It was officially introduced in 2020 [38], presenting an evaluation and as-
sessment methodology of both individuals’ and organizations’ security culture readiness.
It is based on a combination of organizational and individual security factors structured
into dimensions and domains. Its main goal is to examine organizational security policies
and procedures in conjunction with employees’ individual characteristics, behavior, attitude,
and skills. Each security metric introduced by the framework is assessed using a variety of
evaluation techniques, such as surveys, tests, simulations, and serious games.

The framework was later on correlated both with the hybrid MITRE ATT&CK Model
for an OT Environment, consisted of a combination of the Enterprise and the ICS threat
model [39] and with an enriched version of the Management and Education of the Risk
of Insider Threat (MERIT) model [40], developed by the Secret Service and the Software
Engineering Institute CERT Program at Carnegie Mellon University. Research related to
both scientific directions focused on mapping the end-users’ socio-cultural behavior to
specific cyber-threats.
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During the COVID-19 crisis, the aforementioned framework was used to design a cy-
bersecurity culture assessment campaign targeting critical infrastructures [41]. Its revealing
findings [42] provided significant feedback to the participating EU organizations. Insights
and recommendations towards enforcing their cybersecurity resilience were offered, further
contributing to this research domain.

This scientific effort inspired SPHINX, an EU project aiming to enhance the cyber
protection of the Health and Care IT Ecosystem [43], and triggered a collaboration activity
with EnergyShield. The following paragraph presents how the cybersecurity culture
framework assisted SPHINX security specialists in the design of a two-phase security
awareness campaign targeting health sector personnel.

2.2. Cybersecurity Assessment

Approximately two months prior to the global outbreak of the COVID-19 crisis, a
cybersecurity awareness assessment was conducted among Greek, Portuguese, and Roma-
nian healthcare employees [44] in the context of the SPHINX EU Project. The findings on
the IT workforce, doctors, nurses, auxiliary staff, laboratory personnel and administrative
clerks indicated the necessity of performing targeted training and campaigns to mitigate
the increasing number of phishing and fraud attacks and fortify hospital assets.

More specifically, the result analysis revealed that limited investment had been made
in cybersecurity appliances procurement, software upgrades and hardware. Although
an individual cybersecurity unit was not fully deployed in the surveyed organizations,
all IT departments had firewalls, antivirus solutions, as well as backup mechanisms.
Furthermore, it was noticed that the IT departments did not regularly keep log files of
cybersecurity-related events or login actions. Cybersecurity-related key performance indi-
cators (KPIs) were not being monitored. Notwithstanding, the IT workforce reported that
penetration tests or associated training on cybersecurity concepts had not been conducted
to assist them in reaching a higher level of readiness.

Additionally, a significant percentage of the non-IT staff stated that they were unaware
of information security policies, albeit they could comprehend when a computer was
hacked or infected and knew whom to contact. Moreover, many of them reported that
they did not know what an email fraud is or how to identify it. Most importantly, the vast
majority considered that organizational security policies would help improve their own
work while indicating the necessity to attend sufficient cybersecurity training programs
and/or general data protection regulation (GDPR) [45] seminars targeted exclusively to
the operations of their healthcare institution.

Within this context, the SPHINX consortium defined and organized specific training
activities and awareness webinars to increase the level of cybersecurity. To this end,
apart from the dissemination of information material to the healthcare organizations with
important indications and cybersecurity alerts, a webinar was explicitly designed and
held to improve the cybersecurity skills of the IT employees during the COVID-19 period.
The webinar took place in Greece, presenting state-of-the-art security practices, methods,
tools, and standards to the healthcare environments. The cybersecurity culture framework,
developed in the context of the EnergyShield project, was used to evaluate the effectiveness
of the aforementioned training program, as presented in detail in the following paragraphs.

3. Methodology

In September 2019, a three-month cybersecurity awareness survey was held by the
SPHINX consortium. After assessing 28 and 449 responses from IT and non-IT healthcare
employees in Greek Healthcare Institutions [44], respectively, it was deduced that certain
actions toward introducing advanced cybersecurity methods, tools, and standards were
required. Therefore, an internal awareness campaign initiated by the IT departments to
the rest of the healthcare staff was executed verbally or via dissemination actions. On
the 16 December 2020, an IT-dedicated webinar took place [36]. The specific webinar’s
effectiveness was assessed via a two-step methodology: a questionnaire filled directly after
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its conclusion voluntarily by the attendees and a phishing campaign held from the 26
April 2021 until the 28 May 2021. The aforementioned methodological approach is being
graphically represented in Figure 1.

Figure 1. Cybersecurity Awareness Methodology.

3.1. Cybersecurity Awareness Campaign

As described in the previous paragraphs, an intensive awareness campaign through
the IT departments of Greek Healthcare institutions was initiated, in December 2019,
focusing on actions and precautions that each healthcare employee should undertake to
protect the data they handle. A variety of communication means were employed, including:

1. A certified GDPR training program provided by the Greek National Centre of Public
Administration and Local Government to public servants.

2. A flyer with important cybersecurity notes and indications which was distributed to
all departments and clinics. In compliance with the Directive (EU) 2016/1148 of the
European Parliament and of the Council of 6 July 2016 concerning measures for a high
common level of network and information systems security across the Union, the
flyer informed its readers that healthcare organizations have to comply with certain
cybersecurity rules regarding their network and information systems. Consequently,
the healthcare workforce was advised to:

• Change the access passwords frequently without disclosing them;
• Always keep backup of critical data (if possible);
• Avoid opening emails and following links from unknown senders without first check-

ing the sender’s emails;
• Never allow unauthorized third parties to use the organizations’ workstations;
• Always lock their screens prior to leaving the office;
• Avoid plugging in a USB stick on the PCs without the approval of the IT department.

3.2. Cybersecurity Awareness Webinar

In December 2020, a cybersecurity awareness webinar was specifically designed
trimmed to the needs of the Greek IT health domain departments. The webinar was made
publicly available (upon registration) to every EU healthcare IT employee interested in
participating. Instructors from the European Union Agency for Cybersecurity (ENISA),
academic institutions and cybersecurity industry representatives from the SPHINX consor-
tium were involved. The webinar presented aspects from ISO 27001 [46] as a path to the
directive on security of network and information systems (NIS directive) compliance [47].
Moreover, it highlighted the key points to cybersecurity risk assessment in hospitals along
with procurement guidelines for healthcare cybersecurity. Furthermore, various practical
methods and techniques were presented to assist IT employees in their daily activities to
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control cybersecurity while topics in the state-of-the-art firewalls, antivirus configurations,
backup mechanisms as part of the network topologies were covered.

After the webinar’s conclusion, the participants were requested to respond to a
questionnaire, voluntarily and anonymously, in order to measure the comprehension
level of the concepts presented. The questionnaire included questions on demographics,
information security and policies, network security and data management (Appendix A).
From a total of 113 attendees from various EU countries and institutions, 62 were employed
in Greek Hospitals’ IT departments (approximately 30% of the total permanent IT workforce
of Greek healthcare organizations in the public sector [48]), and 30 of them answered the
optional questionnaire.

3.3. Phishing Awareness Campaign

Based on the 2020 HIMSS Healthcare Cybersecurity Survey, security incidents con-
tinue to plague healthcare organizations of all types and sizes, with phishing being the
most common of all [49]. Phishing is a social engineering tactic that is used to persuade
individuals to provide sensitive information. Malicious actors employ phishing techniques
for a variety of reasons, including identity theft, access to proprietary information, trans-
mission of malicious software to include ransomware, unauthorized remote access, and
initiation of unauthorized financial transactions [50]. The most common form of phishing is
the phishing email which usually attempts to appeal to a recipient’s fear, duty, obligation,
curiosity, or greed [51].

In late January 2020, Coronavirus-themed Emotet spam campaigns were reported,
primarily targeting Japanese entities [52,53]. From January to April 2020, Interpol detected
about 907,000 spam messages tied to COVID-19 [54]. During April 2020, Google reportedly
blocked more than 18 million malware and phishing emails related to COVID-19 and in
addition to more than 240 million COVID-related daily spam messages [55].

Consequently, and as a final methodological step, a cybersecurity culture assessment
campaign was sketched aiming to post-evaluate the health domain’s workforce familiarity
with phishing email techniques in specific. Recent research shows a statistically significant
positive correlation between workload and the probability of health care staff opening a
phishing email [28]. Therefore, we decided to create a phishing quiz, instead of a simple
questionnaire, including several different phishing emails. Its duration needed to be short
to ensure the commitment and concentration of the participants given their extremely
heavy workload and resulting fatigue.

A phishing simulation exercise–where the participants would receive a phishing email
without prior knowledge, containing a link they should not click on-could have been a more
realistic approach towards evaluating the actual workforce behavior given the concurrent
circumstances. Yet, such an approach was rejected by the collaborating IT experts after
extensive discussions. One of the main reasons was that such an evaluation exercise would
suggest a significant effort in altering the configuration of the existing security solutions
in place to allow those “phishing” emails to reach their targeted participants. Moreover,
participants needed to be informed and consent to become part of this security evaluation
campaign. Due to the psychologically and emotionally demanding period of the COVID-19
pandemic, it was agreed that most people would willingly take a short quiz initiated
on-demand and in their time of choice rather than accept to be evaluated via a simulation
test performed over a specific period of time. The latter would significantly increase the
evaluation stress and, therefore, decrease the participation rate.

Phishing emails that were either blocked by the deployed antispam solutions or
communicated to the IT departments by the healthcare recipients and processed accordingly
based on the applied security protocols have been gathered by SPHINX security experts
and collaboratively examined for similarities and differences. After a number of evaluation
sessions, they concluded with the five emails presented in Table 1.

The specific survey targeted hospitals’ workforce during the COVID-19 crisis. A significant
percentage of the IT staff, technicians and administrative clerks exercised teleworking due to
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the COVID-19 restrictions opposite to the medical, nursing and laboratory personnel that had
no such alternative. Therefore, our main goal was to evaluate the familiarity of non-medical
personnel with phishing email techniques and assess their readiness while in teleworking
conditions and following previous cybersecurity training and familiarity campaigns (Table 2).

Table 1. Emails Used in The Evaluation Campaign.

ID Description Phishing Legit

Email I X Bank asking recipients to protect their accounts by following a specific hyperlink. X

Email II Unknown sender blackmailing recipients asking for ransom in Bitcoin in order not
to reveal personal videos recorded via their hacked workstation cameras. X

Email III Y Bank asking recipients to protect their accounts by following a specific hyperlink. X

Email IV An email supposedly sent by the IT department asking for account verification to
avoid inactivation. X

Email V An email related to the Ministry of Internal Affairs deriving from the repository of
public expenditures. X

Table 2. Groups of Users Participating in The Evaluation Campaign.

IT Technicians Clerks

Institution A
group01

(user01–user03)

Institution B
group02

(user04–user06)
group03

(user07–user09)
group04

(user10–user23)

Institution C
group05

(user24–user28)
group06

(user29–user36)
group07

(user37–user50)

IT: employees working in the information technology department; technicians: em-
ployees working in the electro-mechanical and biomedical departments; clerks: employees
working in the accounting, finance, and procurement departments.

A special invitation email was sent to the selected participants providing a connection link
and appropriate authentication credentials. Each participant was able to complete only once
the phishing quiz, with no time limitations, and had to provide an answer to each one of the
emails included in the campaign. Both the invitation email and the phishing quiz were localized,
ensuring proximity, and lifting language barriers usually introduced to such evaluations.

The campaign was available for participation for almost a month, starting from 26 April
2021 and ending on 28 May 2021. During that period, all 50 invited participants completed
the phishing quiz anonymously, thus, achieving 100% participation rate. Participation rate
varied based on the hospitals’ patient capacity concluding to a 54% from Institution A, 40%
from Institution B and 6% from Institution C. More specifically, 56% of the participants were
clerks, 22% were IT professionals, and 22% were technicians (as presented in Figure 2).

Figure 2. Campaign General Participation Information: (a) Expertise, (b) Healthcare Institution.
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4. Detailed Assessment Results

4.1. Cybersecurity Awareness Webinar Results Analysis

Immediately after the conclusion of the cybersecurity awareness webinar, partici-
pants were asked to complete a questionnaire (presented in Appendix A) voluntarily and
anonymously. Based on its results Table 3, 56.7% of the participants were aged between
40–49 years old, while 43.3% were female. Moreover, 56.7% held an MSc, while 80.0% had
more than ten years of working experience in the field of healthcare IT. Around 70.0%
were employed in hospitals, and 33.3% held managerial positions, while 36.7% worked for
healthcare institutions that employ more than 1201 healthcare professionals.

Table 3. Demographics of Workshop Participants That Answered the Questionnaire.

Category Participants

Total n = 30 (100%)

Gender

Male 17 (56.7%)
Female 13 (43.3%)

Age

20–29 2 (6.7%)
30–39 6 (20.0%)
40–49 17 (56.7%)
50–59 5 (16.7%)

Education

Secondary Education 2 (6.7%)
Bachelor’s degree 7(23.3%)

MSc 17 (56.7%)
PhD 4 (13.3%)

Years of Experience

0–5 5 (16.7%)
6-10 1 (3.3%)
> 10 24 (80.0 %)

Position

ICT staff 12 (40.0%)
ICT manager 10 (33.3%)
ICT director 3 (10.0%)

Other 5 (16.7%)

Organization

Hospital 21 (70.0%)
Health Authority 3 (10.0%)

Other 6 (20.0%)

Number of Employees in your Organization

<100 4 (13.3%)
100–300 2 (6.7%)
301–600 7 (23.3%)
601–1000 3 (10.0%)

1001–1200 3 (10.0%)
>1201 11 (36.7%)

ICT: Internet and Communication Technologies.

Figure 3 presents the questionnaire results associated with information security and
policies. More specifically, 90% responded correctly that Health Insurance Portability and
Accountability Act (HIPAA) [56] and ISO/IEC 27799 (Health informatics—Information
security management in health using ISO/IEC 27002) [57] standards are those they should
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be aware of, while the rest of the participants (10%) answered incorrectly that COBIT and
ITIL or PCI/DSS and SOX should be taken into consideration. Furthermore, in the question
related to the resources’ allocation towards the discovery of cybersecurity events, 77%
replied correctly that resources should be exclusively allocated to this task, while 23%
considered that it would be better to allocate these resources elsewhere or that resources
should be allocated based on the availability of an IT team. A total of 67% of the responders
correctly stated that a vulnerability management plan that includes, among others, scanning
for patch levels, functions, ports, protocols, and services could support risk assessment in
comparison to 33% that replied negatively or were unaware. Only 37% replied correctly
that the assessment scale for the impact and the likelihood could not only vary between
the values one and ten, while 63% replied either positively or ignorant.

Figure 3. Evaluation of the Information Security and Policy Comprehension.

Around 67% answered correctly that it was necessary for their organization to receive
and share threat and vulnerability information from/with internal and external sources.
Regarding the multiple answers question about the necessity to address risk and opportuni-
ties within their organization, only 17% responded that it was required to both prevent and
reduce undesired effects and achieve continual improvement. The rest—83%, answered
either partially or in combination with other alternatives. Only 30% replied correctly that
every organization asset should be encompassed in the inventory of systems and resources,
while 70% replied partially correctly to the question. Finally, 20% replied correctly that
people, software, and paper-based information represented assets from an information
security perspective. The rest—80%, responded only partially correctly or considered that
unauthorized modification or low awareness of information security could be assets too.

Figure 4 collectively presents answers to questions associated with network security
and data management. More specifically, this part of the questionnaire revealed that 53% of
the participants prefer a standard password expiration policy at regular intervals, while 47%
stated they prefer to change the default passwords and, thereafter, not asking end-users
to change their passwords. A total of 83% of the responders considered that a centralized
administration of virus control, such as distribution of signature updates, reporting, policy
enforcement and vendor management, was important to their daily IT operations because
it helped them do their work faster and real-time monitor their assets. On the other
hand, 17% replied that they had manually installed antivirus software to their assets and
consequently did not consider this an important security policy. The vast majority (87%)
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recognized a flat network topology as a vulnerable architecture. Furthermore, from a CIA
perspective (confidentiality, integrity, availability), 90% replied that regular backups and
restoration tests ensured availability and reduction of the recovery time in restoring a
system to operational mode. On the other hand, 10% stated ignorant or that only backups
were important for availability, reducing the risk of losing data. Further, 73% responded
correctly that the concept of reducing the attack surface involved segmentation of network
zones, blocking of activities associated with vulnerabilities and combating malicious code.
In addition, 27% replied partially correct by selecting only one from the aforementioned
actions.

Figure 4. Evaluation of the Comprehension of Network Security and Data Management.

Furthermore, 70% answered that it was important to have an automatic, near zero-
configuration security architecture because it reduced manual labor and human error,
while 30% added incorrectly that it would also be cheaper and easier to implement. In
addition, 60% replied correctly that the most commonly exploited application is the Office
Suite, while the rest 40% reported either browsers, operating systems, JAVA or PDF files.
Moreover, 43% stated correctly that Trojans were the most common threat of malware
infection while the rest 57% answered adware, viruses, or potentially unwanted programs.
When questioned if intrusion detection and intrusion prevention software was considered
as one of the important components in edge security, 63% replied positively having ac-
tive subscription while the rest 37% responded positively too without having an active
subscription, considering though to procure it in the future.

4.2. Phishing Awareness Campaign Results Analysis

Based on the phishing quiz results, as presented in Figure 5, 1 out of 4 participants
was able to distinguish a legit from a phishing email with a 100% success score. Only 10%
of them did not manage to obtain a passing score since they only identified two out of five
emails. Although such a score would be considered quite satisfying in many cases, the
same does not apply to the cybersecurity reality where an organization is as strong as its
weakest link.
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Figure 5. Campaign generic assessment results: (a) overall, (b) per group, (c) per expertise and (d) per email.
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When examining the overall campaign’s results from a group perspective, as depicted
in Figure 5b, we notice that five out of seven groups managed to achieve a score higher
than 70%. Probably, a disturbing observation, though, is that IT personnel appears to bear
the lowest average in comparison with the rest of the groups, meaning the clerks and the
technicians (Figure 5c). Due to the close correlation of the Information Technology and
Information Security domains, a better cybersecurity awareness and phishing techniques’
familiarity was expected of the IT experts.

Narrowing down to achievement scores per email, Emails I and II appear to have better
phishing identification scores (higher than 80% by all participating groups), as presented
in Figures 5d and 6. Interestingly, these two emails bear no similarities. The first one, as
presented in Table 1, is related to a bank institution, containing an easily recognizable logo and
seeking account verification by clicking on a hyperlinked text where a suspicious redirection
is being hidden. The second one is quite long, containing only text and attempting to convince,
using slang language, its recipients to pay an amount of ransom in Bitcoin in order not to
reveal personal videos recorded via their hacked workstation cameras. Phishing techniques
used in these two cases are quite different and usually aim at different target audiences. Email
I have an appeal on a recipient’s sense of duty and punctuality, whereas Email II on fear and
uncertainty. Yet, hospital employees participating in this evaluation campaign managed in
their majority to recognize both of them as not legit.

 
(e) 

0% 20% 40% 60% 80% 100%

Clerks

IT

Technicians

Email V

Success

Fail

 
(a) (b) 

  
(c) (d) 
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Clerks
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Figure 6. Campaign assessment results per expertise for: (a) email I, (b) email II, (c) email III, (d) email IV and (e) email V,
of the phishing quiz.
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One would expect that Email III would present similar results with Email I since,
as presented in Table 1, they look alike. Email III is also related to a bank institution,
containing its logo, seeking account verification by providing a hyperlink that is not hidden
but instead is fully visible to its readers. Therefore, better results were anticipated since
less effort was needed to locate the misleading redirection. Since it was the third entry in
the phishing quiz, boredom and carelessness could be taking the lead from caution and
reservedness explaining the degrading scores. However, such a conclusion would not
agree with the results noticed for Email IV, as depicted in Figures 5d and 6, where scores
are improved.

Last but not least, we notice that the majority of the participants (64%) failed to
identify the only legit email included in the phishing quiz. The specific email was short
(no more than 38 words), containing no images or logos, no special font formatting or
email structures (e.g., tables). The word “here” was used to provide a hidden hyperlink
(could be previewed when the user hovered over the word with the mouse) which could be
easily acknowledged that it redirects to the legit Ministry of Internal Affairs website. Even
though the specific result could be attributed to the increased cautiousness of the users due
to the special circumstances of the crisis and the nature of the assessment, it remains quite
disturbing. Legit emails might be forwarded for security analysis, rejected, or even deleted
without communicating their context to their recipients due to them being erroneously
identified as phishing attempts.

5. Key Findings

The analysis of the webinar’s questionnaire showed that the IT departments com-
prehended sufficiently concepts such as standards’ application to their policies and the
incorporation of iterative risk assessment of their assets among their operations. Addition-
ally, they exhibited high familiarity with the various network topologies and advanced
cybersecurity tools. However, more emphasis should be given to focused training pro-
grams targeting risk assessment and data asset identification. It is deduced that healthcare
IT employees are highly aware of cybersecurity concepts and how to protect their network
and information systems.

Summing up the results of the targeted post-assessment campaign on phishing, the
most apparent and at the same time unexpected observation is that the lowest average
score is attributed to the IT professionals. They were expected to be the most qualified
of the respondents and the ones apt to guide and advise the hospitals’ personnel on their
actions with respect to suspicious emails. However, these results came after a series of
Emotet spam campaigns that affected their hospitals. These events can have reasonably
sensitized their awareness and hardened their judgment. Indeed, the lowest score emerges
for Email V where only 18% of the IT personnel identified successfully that that was a
legit email (Figure 6). Although the above reasoning could adequately justify this result, it
cannot be considered an explanation where no action is required. Behavioral awareness
in cybersecurity calls for the right decisions where legit emails will reach their recipients
and enjoy appropriate handling, while phishing emails will be immediately detected
and rejected. Therefore, the results suggest that there is still room for dedicated training
programs that should first—but not exclusively—target the hospitals’ IT departments for
them to be able to offer a robust first security layer and provide the right advice when
requested. Besides, the great success of phishing emails in deceiving can be attributed to
the fact that phishers become smarter [58]. Therefore, even the tech-savvy people can be
deceived, while regular training can certainly shield an organization, as previous works
suggest [59,60].

Another observation is that there is no notable difference among the three groups of
IT personnel, technicians, and clerks, as indicated by both their average scores and the
individual analysis, which would constitute the one better prepared than the others. We
see two explanations that can be given to that. Firstly, in general, people tend to have
difficulty relating to such a theoretical problem, which they believe will not happen to
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them [61]. Therefore, when receiving a new email, they do not invest the time and effort
to question its intentions. Secondly, more tech-savvy people tend to be overconfident in
their ability over others to identify fraud and mal-intent, which usually turns to be a naive
perception [61].

Finally, the analysis results yielded no noteworthy differences among the three Greek
healthcare institutions participating in the analysis. As depicted in Figure 7, the encour-
aging finding is that the lowest scores appear for all three hospitals for Email V, the only
legit email of the phishing quiz. However, this finding should not remain unaddressed
for the reasons explained previously. In general, advancing phishing email filters [62]
in a way that would ensure that only the bare minimum of phishing emails and only
rarely will remain undetected and surpass the filter would well safeguard the hospitals
and take the weight of increased awareness off the employees’ shoulders. Experience has
shown, though, that a perfect phishing email filtering mechanism could not exist, and the
recipients’ cybersecurity awareness is the key to phishers’ failure.

 

(a) (b) 

 

(c) (d) 

 

(e) 
Figure 7. Campaign assessment results per hospital for: (a) email I, (b) email II, (c) email III, (d) email IV and (e) email 
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Figure 7. Campaign assessment results per hospital for: (a) email I, (b) email II, (c) email III, (d) email IV and (e) email V, of
the phishing quiz.
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6. Considerations and Limitations

The security awareness webinar and the post-evaluation phishing campaign were
conducted during the COVID-19 crisis. Cyber-attacks against critical infrastructures were
on the rise, while, on parallel, the health sector necessitated advanced cybersecurity protec-
tion mechanisms and enhanced security culture as this is introduced by an organization’s
human capital. In this context, we aimed at informing the hospitals’ personnel regarding
concurrent cybersecurity risks and mitigation strategies against them. We then evaluated
their cybersecurity resilience using both a simplified questionnaire and a phishing cam-
paign. The prioritization of the phishing quiz campaign against the other alternatives
provided by the Cybersecurity Culture Framework presented in Section 2.1 was set by
the IT and security experts of the participating hospitals, giving their alarming frequency.
A phishing simulation exercise, which could also serve the same purpose, was rejected,
after careful consideration, due to the extra effort required by the IT and security personnel
to properly configure and by-pass the anti-spam solutions in place. Concerns related to
ensuring a high participation rate without further disrupting or stressing participants were
also in favor of the phishing quiz approach.

Due to COVID-19 and the profoundly heavy schedule of the medical staff, we decided
not to engage them at this stage, which, of course, restricted the extent of our analysis and
the application scope and generalizability of its findings. Our next steps involve engaging
a fair sample of the medical staff of these three hospitals in the campaign when conditions
permit it. This will allow a complete understanding of the hospitals’ readiness concerning
phishing attacks since staff from all key roles of the hospitals’ operation will have been
engaged.

Another limitation is the fact that the campaign was restricted in Greece; thus, not
making possible the comparison of the cybersecurity culture in the health sector among
countries in the EU or even globally. Furthermore, the selection of five emails (four of
them not being legitimate) for the phishing quiz that the participants had to take might
be considered small and not adequate for assessing one person and his security behavior.
However, the engagement of a satisfactory number of the hospitals’ staff in the campaign
and their focus during the quiz’s completion were the top priorities, susceptible to non-
satisfaction if an enlarged, more complex quiz had been given. In parallel, these five
emails were proven enough to highlight potential gaps and weaknesses in Greek hospitals’
security culture and pinpoint new training routes.

7. Conclusions and Future Work

The current manuscript aimed to explore cybersecurity culture of the hospitals’ person-
nel during the COVID-19 pandemic. A questionnaire examined participants’ knowledge
and familiarity with information security concepts, policies, procedures, and practices,
while a phishing campaign focused on their attitude and behavior towards phishing tech-
niques; probably the most disturbing security issue faced during the COVID-19 crisis. The
assessment’s design was based on a robust methodology, which is part of a broader context,
the Cybersecurity Culture Framework presented in Section 2.1. Three Greek hospitals par-
ticipated in the evaluation campaign with staff members belonging to one of the following
three groups: IT professionals, technicians, and clerks.

In that view and given the previously identified considerations concerning the current
work, our next steps involve extending the analysis in three levels: (a) participants’ involve-
ment and role in the hospital, (b) the examined security dimensions of the cybersecurity
culture framework, and (c) the geographical coverage. Two new cybersecurity culture
assessment campaigns are now planned, aiming after the first and second levels, respec-
tively. In particular, the first campaign aims to continue the current phishing campaign
involving more staff members, focusing on the medical staff, to allow a full overview of the
participating hospitals’ readiness concerning phishing attacks. The second campaign aims
to involve and examine more security dimensions of the cybersecurity culture framework
through an effective combination of questionnaires, tests, simulations, and serious games
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targeted to the background and needs of the health sector. This campaign will focus on
selected personnel with key roles with respect to security in the participating hospitals. The
extension of these campaigns to more countries will follow the completion of the objectives
mentioned above.
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Appendix A

General Characteristics-Demographics

1. Country

(Free Text)

2. Age

20–29 � 30–39 � 40–49 � 50–59 � 60 + �

3. Gender

Male � Female �

4. Education

Secondary Education �

Vocational training Institution �

Bachelor’s Degree �

MSc �

PhD �

5. Position

ICT director �

ICT manager �

ICT personnel �

Other �

6. Years of experience

6–10 �

more than 10 �

7. Organization
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Hospital �

Clinic �

Health Authority �

National �

Regional �

Local �

Other �

8. Number of Employees in your Organization

Employees <100 �

Employees 100–300 �

Employees 301–600 �

Employees 601–1000 �

Employees 1001–1200 �

Employees > 1201 �

Information Security and Policies

9. Which of the following represent assets from an information security perspective?

People �

Unauthorized modification �

Software �

Low awareness of information security �

Paper-based information �

10. Organizations should retain an inventory of systems and resources. Which of the
following should be included?

Every device, including computers, tablets,
routers, printers, servers, and phones, on the
network

�

Only important network resources �

Information regarding connection types and
data types

�

Only network resources for which there is
available information

�

Information regarding the departments with
access to systems, and their vendors

�

11. Risks and opportunities need to be addressed within the organization in order to:

Demonstrate IT team readiness �

Prevent or reduce undesired effects �

Achieve continual improvement �

12. Ensure all employees are aware of the risks and opportunities � Should your organi-
zation receive and share threat and vulnerability information from/with internal and
external sources?

Yes �

No �

Don’t Know �

13. Risk analysis includes assessment of the impact the risk can have on the company and
assessment of the likelihood that the identified risk can really happen. The assessment
scale for the impact and the likelihood can only vary between the values 1 and 10.

Yes �

No �

Don’t Know �

14. Vulnerability management plan includes, among other, scanning for patch levels,
scanning for functions, ports, protocols, and services. Do you think this plan can
support risk assessment?
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Yes �

No �

Don’t Know �

15. Security incidents can be tracked and used in correlation with other system log files
in the network to promptly discover how or where the event occurred and provide
insights to risk assessment. Do you think resources should be allocated for this effort?

Yes, resources should be allocated exclusively
for this purpose

�

Yes, resources should be allocated based on the
availability of ICT team

�

No, it is better to allocate these resources
elsewhere

�

Don’t Know �

16. What regulations and standards should you be aware of?

HIPAA and ISO/IEC 27799 �

PCI/DSS and SOX �

COBIT and ITIL �

Network Security & Data Management

17. What’s the most common threat of malware infection (select only one from the
following)?

Trojans �

Potentially Unwanted Programs �

Viruses �

Adware �

Worms �

18. Do you consider Intrusion Detection / Intrusion Prevention Software as one of the
important components in the edge security?–

Yes, and our department uses it with active
subscription

�

Yes, but our subscription has expired �

Yes, and we consider purchasing in the future �

No, it is not important �

Don’t Know �

19. What are the most commonly exploited applications (select only one from the follow-
ing)?

Operating systems, Win/Linux/MacOS �

Mobile Operating Systems, Android/IOS �

Browsers �

Office Suite �

Java �

Flash �

PDF �

20. From the CIA perspective (confidentiality, integrity, availability) what do regular
backups and restoration tests provide?

Ensure availability and reduce the recovery
time to restore a system back to operational
mode

�

Only Backups are important for availability,
since they reduce the risk of losing all your
data

�

Don’t Know �

21. Do you consider that a flat network topology is vulnerable?
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No, and it is used to easily administrate the
network

�

Yes, because once a node is breached it has
access to every other one on the same network

�

Don’t Know �

22. Is centralized administration of virus control, such as distribution of signature updates,
reporting, and policy enforcement and vendor management important to your daily
ICT operations?

No, as soon as we have manually installed
antivirus software to our assets

�

Yes, because it helps to do our work faster and
real-time monitor our assets

�

Don’t Know �

23. Do you ensure that passwords are regularly changed on networking devices?

No, as soon as we have changed the default
passwords

�

Yes, and we do this twice per year �

Don’t Know �

24. What is the concept of reducing the attack surface?

Segment network zones �

Block activities associated with vulnerabilities
and combat malicious code

�

All of the above �

25. Why is important to have an automatic, near zero-configuration security architecture

It reduces manual labor and human error �

It will be cheaper and easier to implement �

All of the above �
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Abstract: Mobile healthcare service has become increasingly popular thanks to the significant ad-
vances in the wireless body area networks (WBANs). It helps medical professionals to collect patient’s
healthcare data remotely and provides remote medical diagnosis. Since the health data are privacy-
related, they should provide services with privacy-preserving, which should consider security and
privacy at the same time. Recently, some lightweight patient healthcare authentication protocols were
proposed for WBANs. However, we observed that they are vulnerable to tracing attacks because the
patient uses the same identifier in each session, which could leak privacy-related information on the
patient. To defeat the weakness, this paper proposes a privacy-preserving authentication protocol
for WBANs in healthcare service. The proposed protocol is only based on one-way hash function
and with exclusive-or operation, which are lightweight operations than asymmetric cryptosystem
operations. We performed two rigorous formal security proofs based on BAN logic and ProVerif
tool. Furthermore, comparison results with the relevant protocols show that the proposed protocol
achieves more privacy and security features than the other protocols and has suitable efficiency in
computational and communicational concerns.

Keywords: healthcare service; body area network; privacy; authentication; security protocol

1. Introduction

Advances in mobile networking for Internet of Things (IoT) are powering the fourth
industrial revolution. It connects physical things with digital worlds and allows for better
collaboration and access across network participants, application services and people [1–5].
Wireless sensor network (WSN) technology is an essential component of IoT because it
consists of a collection of sensors connected wirelessly. In the diverse kinds of WSNs,
wireless body area network (WBAN) is a highly suitable communication network for
medical IoT devices [6–9]. Healthcare services based on WBAN could provide remote
mechanisms to monitor and collect patient’s health data. The distance between patients and
professional doctor can affect health status [10–13]. However, locational inequality in the
medical system such as lower hospital and professional doctor is a problem that exists in
almost all countries [14,15]. However, the remote healthcare system can be helpful for this
problem. Especially, the remote healthcare system is beneficial for chronic diseases such
as diabetes, heart failure, and chronic obstructive pulmonary disease [16]. And chronic
diseases are an increasingly important concern for remote healthcare systems [17]. Because
the remote healthcare system can check a patient’s health status anytime and anywhere. In
addition, since the patient’s health status is checked in real-time, it has the advantage of
able to cope quickly and the doctor can early diagnosis if the patient’s health status become
emergency [18,19]. Additionally, remote healthcare monitoring allows people to continue
to stay at home rather than in expensive healthcare facilities such as hospitals or nursing
homes [20,21].

However, privacy and security play key roles in protecting these data during data
collection and transmission since remote healthcare service is vulnerable to various at-
tacks [22–29]. If any attacker successfully launches the attacks, unintended functions may
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be performed via WBAN and these can cause a life threat to the patient. Therefore, it is
imperative to devise authentication and key establishment protocols for securing remote
healthcare applications.

There have been many authentication protocols for WBANs in healthcare applica-
tions [30–41]. Especially, the first anonymous authentication protocol based on smartcards
was proposed by Zhu et al., which provides authentication with one round message com-
munication but keeps user anonymity [30]. However, Lee et al. showed that Zhu et al.’s
protocol cannot provide perfect user anonymity and backward secrecy and proposed an
enhanced protocol [31]. Zhu et al.’s protocol and Lee et al.’s protocol were based on hash
operations, a symmetric key cryptography and exclusive-or operations. Memon et al. pro-
posed an anonymous authentication protocol for location-based services, which is based
on elliptic curve cryptography (ECC) [32]. Soon after Reddy et al. showed vulnerabilities
of Memon et al.’s protocol focused on key compromised impersonation attack, insider
attack and insecure password changing phase and a problem of imperfect mutual authen-
tication. Reddy et al. also proposed a two-factor authentication protocol based on ECC
and smartcards [33]. Memon et al.’s protocol and Reddy et al.’s protocol are depending
on asymmetric key cryptography, especially ECC. For the telecare medicine information
system, Khatoon et al. and Ostad-Sharif et al. separately proposed authentication and key
agreement protocol based on ECC [34,35]. By adopting a fuzzy extractor for the identifica-
tion of patients using biometrics, Khatoon et al.’s protocol purposed to provide secure and
privacy-preserving of the patient, bilinear pairing-based, unlinkable, mutual authentica-
tion and key agreement [34]. Ostad-Sharif et al. designed an anonymous and unlinkable
authentication and key agreement protocol to provide perfect forward secrecy, which
provided the formal security analysis using simulation tool AVISPA result [35]. Apart from
the research efforts, Ali et al. proposed an authentication and access control protocol for
securing wireless healthcare WSNs [36]. Ali et al.’s protocol is based on ECC and bilinear
pairing and is proven to be secure based on AVISPA tool and Burrows–Abadi–Needham
(BAN) logic [37].

Primitives based on ECC or bilinear pairing have computational overhead than any
other cryptographic primitives and thereby they are heavily weighted on WBANs. To cope
with the overhead, Khan et al. proposed an anonymous biometric-based authentication
protocol using chaotic maps [38]. To use biometrics in the protocol, Khan et al. hired
the Chebyshev chaotic map and hash function, which is a lightweight authentication
cryptographic primitives. Aman et al. proposed a lightweight authentication protocol
over WBANs, which are based on physical unclonable functions (PUFs) [39]. Aman et al.’s
protocol is based on hash functions and exclusive-or operations. Even if two protocols from
Khan et al. and Aman et al. provide operational efficiency, PUF assumption is a big burden
to WBANs environment. Xu et al. proposed a lightweight anonymous authentication
and key agreement protocol for WBANs without using the chaotic map nor PUFs [40].
Their protocol is only based on a hash function and exclusive-or operations and has an
advantage in operational cost. However, Alzahrani et al. showed that Xu et al.’s protocol is
vulnerable against replay attacks and key compromise impersonation attacks and suffers
from the offline identity-guessing attack [41]. Furthermore, they proposed an improved
protocol for WBANs in healthcare applications. Even though Alzahrani et al.’s protocol
provides a lightweight computational overhead with various advantages on security and
privacy concerns, we found that Alzahrani et al.’s protocol does not provide unlinkability
of patients because it uses the same identifier of access point in each session.

The contributions of this paper are as follows:
(1) A new privacy-preserving authentication protocol for WBANs in remote healthcare

applications is devised. In the protocol, an entity could protect privacy and security with a
session key establishment for secure communication.

(2) The proposed protocol utilizes lightweight operations, which are based on the
hash function and exclusive-or operation. This makes the protocol suitable for WBANs in
remote healthcare applications.
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(3) The formal security proof in BAN logic [37] demonstrates that the proposed
protocol supports privacy and security. The formal security verification with ProVerif
tool [42] shows that the proposed protocol can withstand both passive and active attacks.
The informal analysis of its privacy and security is presented to verify the robustness of the
proposed protocol against the well-known attacks.

(4) Efficiency analysis is done based on the complexity analysis of computation and
communication overheads. The results show that the proposed protocol has a little over-
head than the existing protocols.

The remainder of this paper is structured as follows. Section 2 summarizes the prelim-
inaries of the research focused on healthcare system configuration, CK threat model and
design goals. Section 3 gives a detailed description of the proposed privacy-preserving au-
thentication protocol for remote healthcare applications. Section 4 demonstrates the formal,
semi-formal and informal privacy and security results of the proposed protocol. Section 5
shows performance results focused on computation and communication. Section 6 pro-
vides discussion of importance of this research with future works. Section 7 concludes
the work.

2. Preliminaries

In the digital age, hospitals and health service providers have pursued innovations
for rich healthcare services. WBAN technology allows patients to be treated always even
in remote areas and enables doctors to diagnose diseases and treat patients in medical
institutions. And its technology can help anyone to easily access medical information [43].
It also serves to reduce patient anxiety by providing easy access to current medical in-
formation such as coronavirus disease 2019 (COVID-19). This section briefly reviews a
system configuration for the target remote healthcare service and the design goals of the
proposed protocol.

2.1. System Configuration

The target remote healthcare service is based on WBAN for patients. As shown in
Figure 1, there are three main entities, which are a patient (PT) with some sensor nodes
(SNs) on WBAN, access point (AP) and hub node (HN) as a server of the remote healthcare
system. Especially, a system administrator (SA) is required for the system set-up but HN
could do this role instead if it is necessary. The roles of each entity are defined as follows:

• SA: It sets up system parameters and registers participants by deploying important
secret values in the memory of each party.

• HN: It has a very important role as the central server for the healthcare service, which
collects and keeps a database of electronic health records (EHRs) for the registered PTs.
In addition to this, it works also as a registration center for all network participants
and issues SNs and APs for PTs. Furthermore, it works as an authentication server to
check the authenticity of system entities.

• AP: AP works as a communication gateway from SN to HN and vice versa via wireless
communication link. Thereby, it does not perform any validation of messages. It is
assumed that an AP belongs to a specific PT only.

• SN: Some SNs are deployed on a PT, as notated as 1, 2, 3, 4 and 5 in the left part of
Figure 1, to form a WBAN by HN or SA, which do the role of collecting EHR data
of the PT and transmitting them to HN. An SN has sensors to check the purposed
health status such as body temperature, blood pressure, electrocardiogram and so on.
It needs to consider EHR privacy because the healthcare service is data sensitive.

• PT: PT is a subject of the remote healthcare service. Normally, PT does not take part in
the network communication directly but subscribes the service to SA or HN. Then, SA
or HN issues some SNs and an AP of the PT for the service.

• Doctor: Doctors make the diagnosis based on PT’s EHRs by accessing HN. Doctors
need to regularly check the health status of PTs and provide proper medical treatments
via on-line.
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Figure 1. System configuration for remote healthcare service.

2.2. CK Threat Model

This subsection describes the widely accepted and well-known Canetti and Krawczyk
(CK) threat model, which defines the ability of an adversary and is one of the foundations
for formal privacy and security analysis on cryptographic protocol [44,45]. In the CK model,
the adversary can fully control the communication links by listening to, altering, deciding
on and injecting into the transferring information. Apart from these basic adversarial capa-
bilities, in this model, it is assumed that the adversary can obtain secret information stored
in the parties’ memories via explicit attacks. As a result, the security of an authentication
protocol should guarantee that the leakage of private values, such as session ephemeral
secrets, would have the least possible influence on the security of other sessions and other
private credentials of the communicating entities.

2.3. Design Goals

The healthcare system should provide privacy and security at the same time [46,47].
Normally, only anonymity is considered to provide privacy of PT in some other protocols
in [40,41]. However, we also need to further consider unlinkability as another important
privacy feature. To design a new authentication protocol for the remote healthcare service
based on the CK threat model, the following five security properties and two privacy
requirements are considered in this paper.

[SP1] Mutual authentication: To allow only authorized PT to get the medical services
provided by HN, mutual authentication between SN and HN is required.

[SP2] Session key agreement: After a successful process of mutual authentication,
further EHR data communications between SN and HN should be encrypted based on the
session key to achieve confidentiality and integrity.

[SP3] Message freshness: Each entity in the system needs to check message fresh-
ness to cope with various attacks. It could be supported either by using timestamp or
random nonce.

[SP4] Perfect forward secrecy: It could assure that the security of the system will not
be compromised even if long-term secrets used in the protocol are compromised.

[SP5] Attack resistance: Due to the open environment in the remote healthcare service,
the transmitted messages among network entities may be intercepted, modified and
replayed by the adversary. Therefore, the proposed authentication protocol should be
able to withstand various attacks, such as replay attack, impersonation attack, man-in-the-
middle attack and known session-specific temporary information attack.

[PP1] Anonymity: Anonymity is an important privacy feature in the remote healthcare
service. To protect the identity privacy of PT, the proposed protocol should guarantee that
no one can get the PT’s identity from the intercepted messages on the public channels.

[PP2] Unlinkability: Unlinkability is another important privacy feature in the remote
healthcare service, which guarantees that the adversary cannot distinguish whether these
different session’s messages are related or not. The cryptographic protocol should not only
guarantee the PT’s anonymity but also provide unlinkability between sessions.
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3. Proposed Authentication Protocol

In this section, a privacy-preserving authentication protocol for WBANs in healthcare
service is proposed. The proposed protocol uses only the hash function with exclusive-or
operations to provide the design goals. We assume that all the participants are synchro-
nized on time using any proper scheme and a maximum transmission delay ∆t is agreed
on mutually. The proposed protocol consists of four phases, i.e., initialization phase, reg-
istration phase, authentication phase and identity modification phase. First of all, the
initialization phase sets up a security building block for the overall network. PT possessed
with SN and AP is a target for the registration phase to either SA or HN. The authentication
phase is for the basic security service to check whether the entity is legal or not and is also
to set up a session key for further secure communications. The identity modification phase
is used when PT wants to change SN’s identity for privacy reasons. Table 1 defines the
symbols and their meanings used in this paper.

Table 1. Notations.

Notation Descriptions

SA System administrator
HN Healthcare central server
PT Patient
SN Sensor node
AP Access point

IDSN Identity of SN
IDAP Identity of AP
YSN Pseudonym identity of SN

PIDAP Pseudonym identity of AP
KSHN Long-term master key of HN

KS Established session key
Tij i-th timestamp of an entity j

Sij i-th random number of an entity j

aSN, naSN, q Random numbers
HCi Hash chain value of SN
h() Secure one-way hash function
|| Concatenation operation
⊕ Exclusive-or operation
∆t Allowed transmission delay

3.1. Initialization Phase

For the system initialization, SA performs the following steps.

Step 1. SA selects a long-term master key KSHN for HN.
Step 2. SA stores KSHN in the memory of HN.

3.2. Registration Phase

When a PT wants to subscribe to a remote healthcare service, HN performs the
following steps after issuing SN and AP for PT as shown in Figure 2. All parameters are
established by HN for WBANs over a secure channel.
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Figure 2. Registration phase.

Step 1. PT chooses two identities IDSN and IDAP for SN and AP, respectively, and sends
them to HN. After receiving the information, HN generates four random numbers
aSN, S1SN, S2SN and HCi for SN, forms a set <IDSN, S1SN, S2SN, HCi> and stores it
in the memory.

Step 2. After that, HN calculates XSN = aSN ⊕ KSHN, YSN = IDSN ⊕ h(KSHN||aSN) and
PIDAP = IDAP ⊕ h(aSN||KSHN), composes a set <IDSN, XSN, YSN, S1SN, S2SN, HCi>
and stores it in the memory of SN. They are used for authenticity check of PT.

Step 3. HN stores PIDAP in the memory of AP.

3.3. Authentication Phase

When a PT wants to use the subscribed remote healthcare service, PT with SN and
AP needs to use this phase to log-in HN as shown in Figure 3. SN does whole roles of PT
periodically to send the predefined sensed EHR data to HN via AP. This phase has two
purposes, mutual authentication and session key agreement. Timestamp in each message
is used to provide message freshness, which is used to cope with the replay attack. The
detailed steps are as follows:

Step 1. SN gets the current timestamp T1SN, calculates a message authentication code RIDS

= (IDSN||XSN||YSN||S2SN||HCi||T1SN) and composes a message {XSN, YSN,
RIDS, T1SN} to submit to AP.

Step 2. When AP receives the message, it adds a session dependent pseudo identity PIDAP

to the message {XSN, YSN, RIDS, T1SN, PIDAP} and sends the message to HN.
Step 3. When HN receives the message, it gets the current timestamp T1HN and verifies the

freshness of the message by validating T1HN − T1SN ≤ ∆t where ∆t is the allowed
transmission delay of the network. If it does not hold, HN treats this message as a
replay attack and aborts the session. Otherwise, HN calculates aSN

′ = XSN ⊕ KSHN

and IDAP
′ = PIDAP ⊕ h(aSN

′||KSHN). After that, HN calculates IDSN
′ = YSN ⊕

h(KSHN||aSN
′) and compares it with IDSN stored in its memory. Only if the verifica-

tion is successful, HN calculates RIDS
′ = h(IDSN

′||XSN||YSN||S2SN||HCi||T1SN)
using the parameters in its repository. Finally, HN checks whether RIDS

′ is equal to
RIDS or not.

Step 4. Only after all verifications are successful, HN could believe the authenticity of SN
and AP and forms a reply message with two options, one is to be authenticated
to SN and AP and another is to update the authentication parameters for the next
authentication for SN and AP, respectively. For this, HN gets the current timestamp
T2HN, generates two random numbers q and naSN, and calculates XSN

′ = naSN

⊕ KSHN, YSN
′ = IDSN

′ ⊕ h(KSHN||naSN), NPIDAP = IDAP
′ ⊕ h(naSN||KSHN), j =

IDSN
′ ⊕ YSN ⊕ XSN, r = q⊕ j, g = h(q||j||S2SN), ZAP = h(PIDAP||NPIDAP||IDAP

′),
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NXSN = XSN
′ ⊕ g, NYSN = YSN

′ ⊕ g, CSN = h(q||IDSN
′||j||XSN

′||YSN
′||T2HN)

and KS = h(q||S1SN||S2SN||HCi). After that, HN overwrites S1SN into S2SN and
changes S2SN with KS in its memory, which are used for the next authentication
for privacy provision. And then, HN calculates HCi

′ = h(HCi) and replaces it to
HCi as HCi = HCi

′, which is for updating the session key parameter. After that, HN
composes a message {r, NXSN, NYSN, CSN, T2HN, NPIDAP, ZAP} and sends it to AP.

Step 5. After receiving the message, AP checks the freshness of message by calculating
ZAP

′ = h(PIDAP||NPIDAP||IDAP) and verifying whether ZAP
′ is the same as ZAP

in the message or not. Only if the verification is successful, AP overwrites NPIDAP

into PIDAP in its memory. After that, AP drops NPIDAP and ZAP from the message
and sends the reformed message {r, NXSN, NYSN, CSN, T2HN} to SN.

Step 6. When SN receives the message, it gets the current timestamp T2SN and verifies the
freshness of the message by validating T2SN − T2HN ≤ ∆t. If it is not successful,
SN aborts the session, which is treated as a replay attack. Otherwise, it calculates
j′ = IDSN ⊕ YSN ⊕ XSN, q′ = r ⊕ j′, g′ = h(q||j′||S2SN), XSN” = NXSN ⊕ g′, YSN” =
NYSN ⊕ g′ and CSN

′ = h(q′||IDSN||j′||XSN”||YSN”||T2HN) and validates CSN
′

by comparing it with CSN in the message. It aborts the session if the validation fails.
Otherwise, SN implicitly accept the authenticity of HN and calculates a session
key KS

′ = h(q′||S1SN||S2SN|| HCi) and overwrite S1SN into S2SN and changes
S2SN with KS. SN replaces the two parameters, XSN” and YSN” into XSN and YSN,
respectively, which are the next authentication parameters. Finally, SN calculates
HCi

′ = h(HCi) and replaces it to HCi as HCi = HCi
′, which is for updating the session

key parameter.

3.4. Identity Modification Phase

Whenever a PT wants to change his (or her) identity, this phase should be performed.
To change identity of PT, SN sends the identity modification request to HN. Then HN
provides identity modification parameter only after the successful authentication. The
phase is performed as follows:

Step 1. SN sets the current timestamp T1SN, selects a new identity IDSN
NEW, calculates

NIDSN = IDSN
NEW ⊕ S2SN and RIDS = h(IDSN||XSN||YSN||S2SN||NIDSN||HCi

||T1SN), composes a message {XSN, YSN, RIDS, T1SN, NIDSN} and submits it to AP.
Step 2. When AP receives the message, it adds PIDAP to the message {XSN, YSN, RIDS,

T1SN, NIDSN, PIDAP} and sends the message to HN.
Step 3. When HN receives the message, it sets the current timestamp T1HN. And HN vali-

dates the freshness of the message by verifying T1HN − T1SN ≤ ∆t. If TSN is not fresh,
HN aborts the session. Otherwise, HN calculates authentication parameters aSN

′ =
XSN ⊕ KSHN and IDAP

′ = PIDAP ⊕ h(aSN
′||KSHN). After that, HN calculates IDSN

′

= YSN ⊕ h(KSHN||aSN
′) and compares it with IDSN stored in its memory. Only if

the verification is successful, HN calculates RIDS
′ = h(IDSN

′||XSN||YSN||S2SN||
NIDSN|| HCi||T1SN) using the parameters in its repository. Finally, HN checks
whether RIDS

′ is equal to RIDS.
Step 4. Only after all verifications are successful, HN withdraws the new identity from SN

by computing IDSN
NEW′ = NIDSN ⊕ S2SN. After that, HN generates current times-

tamp T2HN and random numbers q and calculates the new identity related authenti-
cation parameters YSN

′ = IDSN
NEW′ ⊕ h(KSHN||aSN

′), j = IDSN ⊕ YSN ⊕ XSN, r = q
⊕ j, g = h(q||j||S2SN), NYSN = YSN

′ ⊕ g and CSN = h(q||IDSN||j||YSN
′||T2HN).

Then HN overwrites IDSN
NEW′ into IDSN in its memory. Next HN composes a

message {r, NYSN, CSN, T2HN} and sends it to AP.
Step 5. After receiving the message, AP sends the message {r, NYSN, CSN, T2HN} to SN.
Step 6. When SN receives the message, it sets the current timestamp T2SN. And SN vali-

dates the freshness of the message by verifying T2SN − T2HN ≤ ∆t. If T2HN is not
fresh, SN aborts the session. Otherwise, SN calculates j′ = IDSN ⊕ YSN ⊕ XSN, q′ = r
⊕ j′, g′ = h(q||j′||S2SN), YSN” = NYSN ⊕ g′ and CSN

′ = h(q′||IDSN||j′||YSN”||
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T2HN), which are withdrawing the new identity related authentication parameters.
After that, SN validates CSN

′ by comparing it with CSN in the message. It aborts the
session if the validation fails. Otherwise, SN replaces YSN with YSN” in its memory.

 

Figure 3. Authentication phase.

4. Security and Privacy Results

This section provides security analysis of the proposed protocol by using BAN logic
and ProVerif tool based on the CK threat model [37,42]. Then, we demonstrate that
the proposed protocol can achieve higher privacy and security features than the other
related protocols.

4.1. BAN Logic Result

In this subsection, we analyze the security of the proposed protocol based on BAN
logic. BAN logic is a widely adopted major formal method of valuation of any authen-
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tication protocol. BAN logic analyses using axioms to verify message origin, message
freshness and faithful of the origin of the message [37]. The notations in formal security
analysis for BAN logic are listed as follows:

• Q|≡ X: Principal Q believes the statement X.
• #(X): Formula X is fresh.
• Q|=⇒X: Principal Q has jurisdiction over the statement X.
• Q⊳X: Principal Q sees the statement X.
• Q|∼X: Principal Q once said the statement X.
• (X, Y): Formula X or Y is one part of the formula (X, Y).
• 〈P〉Q: Formula P combined with the formula Q.

• Q
SK
↔ R: Principal Q and R may use the shared session key, SK to communicate among

each other. SK is good, in that any principal except Q and R will never discover it.

In addition, we use the following BAN logic rules to prove that the proposed protocol
provides a secure mutual authentication between SN, AP and HN:

- Message-meaning rule: R|≡R
Y
↔S, R⊳<X>Y
R|≡S| ∼X

- Nonce-verification rule: R|≡ #(X), R|≡S| ∼X
R|≡S|≡X

- Jurisdiction rule: R|≡S|=⇒X, R|≡S|≡X
R|≡X

- Freshness rule: R|≡ #(X)
R|≡ #(X,Y)

To show how the proposed protocol provide secure mutual authentication between
SN and HN, we need to achieve the following goals:

Goal 1: HN|≡(HN Ks
↔SN)

Goal 2: SN|≡(SN Ks
↔HN)

Goal 3: HN|≡SN|≡(SN Ks
↔HN)

Goal 4: SN|≡HN|≡(HN Ks
↔SN)

Idealized form: The arrangement of the transmitted messages between SN, AP and
HN in the proposed protocol to the idealized forms is as follows:

Message 1. SN→ AP: <XSN>KSHN, <YSN>KSHN, <RIDs>KSHN, T1SN

Message 2. AP→ HN: <XSN>KSHN, <YSN>KSHN, <RIDs>KSHN, T1SN, <PIDAP>KSHN

Message 3. HN → AP: <r>KSHN, <NXSN>KSHN, <NYSN>KSHN, <CSN>KSHN,
<NPIDAP>KSHN, <ZAP>KSHN, T2HN

Message 4. AP→ SN: <r>KSHN, <NXSN>KSHN, <NYSN>KSHN, <CSN>KSHN, T2HN

Assumptions: The following are the initial assumptions of the proposed protocol:
A1: HN|≡#(T1SN)
A2: HN|≡#(T2SN)
A3: SN|≡#(T1HN)
A4: SN|≡#(T2HN)

A5: SN|≡HN
XSN↔ SN

A6: HN|≡HN
XSN↔ SN

A7: SN|≡HN=⇒HN
XSN↔ SN

A8: HN|≡SN=⇒HN
XSN↔ SN

Proof. In the following, we prove the test goals in order to show the secure authentication
using BAN logic rules and the assumptions. �

Based on Message 1, we could derive:
Step 1. AP⊳(<XSN>KSHN, <YSN>KSHN, <RIDs>KSHN, T1SN)

Based on Step 1, AP adds <PIDAP>KSHN to the message and sends it to HN. Based on
Message 2, we could derive:

Step 2. HN⊳(<XSN>KSHN, <YSN>KSHN, <RIDs>KSHN, T1SN, <PIDAP>KSHN)
According to assumption A6 and the message-meaning rule, we get:
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Step 3. HN|≡AP|∼(<XSN>KSHN, <YSN>KSHN, <RIDs>KSHN, T1SN, <PIDAP>KSHN)
According to assumptions A1 and A2 and the freshness concatenation rule, we get:

Step 4. HN|≡#(<XSN>KSHN, <YSN>KSHN, <RIDs>KSHN, T1SN, <PIDAP>KSHN)
According to Steps 3 and 4 and the nonce verification rule, we get:

Step 5. HN|≡SN|≡(<XSN>KSHN, <YSN>KSHN, <RIDs>KSHN, T1SN, <PIDAP>KSHN)
According to Step 5, assumption A6 and the believe rule, we get:

Step 6. HN|≡SN|≡(HN
KSHN↔ SN)

According to assumption A8 and the jurisdiction rule, we get:

Step 7. HN|≡(HN
KSHN↔ SN)

According to Steps 5, 6 and 7 and the nonce verification rule, we conclude:

Step 8. HN|≡SN|≡(SN Ks
↔HN) (Goal 3)

According to assumption A8 and the jurisdiction rule, we get:

Step 9. HN|≡(HN Ks
↔SN) (Goal 1)

Based on Message 3, we could derive:
Step 10. AP⊳(<r>KSHN, <NXSN>KSHN, <NYSN>KSHN, <CSN>KSHN, <NPIDAP>KSHN,

<ZAP>KSHN, T2HN)
According to the message meaning rule, we get:

Step 11. AP|≡HN|∼(<r>KSHN, <NXSN>KSHN, <NYSN>KSHN, <CSN>KSHN, <NPIDAP>KSHN,
<ZAP>KSHN, T2HN)
Based on Step 10, AP drops <NPIDAP>KSHN and <ZAP>KSHN to the message and sends it
to HN.
Based on Message 4, we derive:

Step 12. SN⊳(<r>KSHN, <NXSN>KSHN, <NYSN>KSHN, <CSN>KSHN, T2HN)
According to assumption A5 and the message-meaning rule, we get:

Step 13. SN|≡AP|∼(<r>KSHN, <NXSN>KSHN, <NYSN>KSHN, <CSN>KSHN, T2HN)
According to assumptions A3 and A4 and the freshness concatenation rule, we get:

Step 14. SN|≡#(<r>KSHN, <NXSN>KSHN, <NYSN>KSHN, <CSN>KSHN, T2HN)
According to Steps 12 and 13 and the nonce verification rule, we get:

Step 15. SN|≡HN|≡(<r>KSHN, <NXSN>KSHN, <NYSN>KSHN, <CSN>KSHN, T2HN)
According to Step 14, assumption A5 and the believe rule, we get:

Step 16. SN|≡HN|≡(HN
KSHN↔ SN)

According to assumption A7 and the jurisdiction rule, we get:

Step 17. SN|≡(HN
KSHN↔ SN)

According to Steps 14, 15 and 16 and the nonce verification rule, we get:

Step 18. SN|≡HN|≡(HN Ks
↔ SN) (Goal 4)

According to assumption A7 and the jurisdiction rule, we get:

Step 19. SN|≡(SN Ks
↔HN) (Goal 2)

According to Steps 9 and 19, the proposed authentication protocol successfully
achieves the four goals. Both SN and HN could believe that they share the common
session key KS = KS

′ = h(q′||S1SN||S2SN).

4.2. ProVerif Result

ProVerif is an automated tool for verifying security in cryptographic protocol [42].
It is supposed to be based on the CK threat model for security verification. ProVerif is
a powerful tool that can verify all the possible attacks regarding mutual authentication.
It also can prove safety of security properties for mutual authentication. For ProVerif
analysis, we first define two channels ch1 and ch2 as public channels, among SN, AP
and HN. In the ProVerif analysis, we used svalueA and svalueB to validate the session
dependency. There are four events to check mutual authentication between SN and HN,
which are SHbegin(entity), HSbegin(entity), SHend(entity) and HSend(entity). Session
key security could be proved based on two queries, query attacker(svalueA) and query
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attacker(svalueB) based on the shared session key. For the basic operations, we defined
Hash(bitstring) and XOR(bitstring, bitstring) for a one-way hash function and an exclusive-
or operation, respectively. After defining processes of each entity, we performed a ProVerif
demo for the entities of SN, AP and HN.

We have configured the ProVerif code as follows:
(*–The two public channel–*)

free ch1: channel.
free ch2: channel.

(*–The basic type–*)
type entity.
type nonce.
type key.

(*–Hash operation–*)
fun Hash(bitstring): bitstring.

(*–XOR operation–*)
fun XOR(bitstring, bitstring): bitstring.
equation forall x: bitstring, y: bitstring;
XOR(XOR(x, y), y) = x.

(*–Concat operation–*)
fun Con(bitstring, bitstring): bitstring.
fun Enc(bitstring,key): bitstring.
reduc forall x: bitstring, y: key;
Dec(Enc(x,y),y) = x.

(*–Type convertion–*)
fun nontobit(nonce): bitstring [data,typeConverter].
fun bittokey(bitstring): key [data,typeConverter].

(*–The basic variables–*)
free SN, AP, HN: entity. (*—three entities in the proposed protocol–*)
free T1SN: bitstring.
free T2HN: bitstring.
free S1SN: bitstring.
free S2SN: bitstring.
free HCi: bitstring.
free KSHN: bitstring[private]. (*—public key–*)

(*–Authentication queries–*)
event SHbegin(entity).
event SHend(entity).
event HSbegin(entity).
event HSend(entity).
query t: entity; inj-event(SHend(t)) ==> inj-event(SHbegin(t)).
query t: entity; inj-event(HSend(t)) ==> inj-event(HSbegin(t)).

(*–Queries–*)
free svalueA, svalueB: bitstring [private].
query attacker(svalueA);
attacker(svalueB).

(*–SN–*)
let processSN(IDSN: bitstring, XSN: bitstring, YSN: bitstring) =
let (RIDs: bitstring) = Hash(Con(IDSN, Con(XSN, Con(YSN, Con(S2SN,
Con(HCi,T1SN)))))) in
event HSbegin(HN);

(*– SN > AP –*)
out(ch1, (XSN, YSN, RIDs, T1SN, true));

(*– AP > SN –*)
in(ch1, (r: bitstring, NXSN: bitstring, NYSN: bitstring, CSN: bitstring));
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let (xj: bitstring) = XOR(IDSN, XOR(YSN, XSN)) in
let (xq: bitstring) = XOR(r, xj) in
let (xg: bitstring) = Hash(Con(xq, Con(xj, S2SN))) in
let (xXSN: bitstring) = XOR(NXSN, xg) in
let (xYSN: bitstring) = XOR(NYSN, xg) in
let (xCSN: bitstring) = Hash(Con(xq, Con(IDSN, Con(xj, Con(xXSN, Con(xYSN,

T2HN)))))) in
if xCSN = CSN then
let (xKs: bitstring) = Hash(Con(xq, Con(S1SN, Con(S2SN, HCi)))) in
event SHend(SN);
out(ch1, Enc(svalueA, bittokey(xKs))).

(*–AP–*)
let processAP(IDAP: bitstring, PIDAP: bitstring) =
in(ch1, (XSN: bitstring, YSN: bitstring, RIDs: bitstring));

(*– AP > HN –*)
out(ch2, (XSN, YSN, RIDs, T1SN, PIDAP, true));

(*– HN > AP –*)
in(ch2, (r: bitstring, NXSN: bitstring, NYSN: bitstring, CSN: bitstring, NPIDAP: bit-

string, ZAP: bitstring));
let (xZAP: bitstring) = Hash(Con(PIDAP, Con(NPIDAP, IDAP))) in
if xZAP = ZAP then

(*– AP > SN –*)
out(ch1, (r, NXSN, NYSN, CSN, T2HN, true)).

(*–HN–*)
let processHN(IDAP: bitstring, IDSN: bitstring) =
in(ch2, (XSN: bitstring, YSN: bitstring, RIDs: bitstring, PIDAP: bitstring));
let (a: bitstring) = XOR(XSN, KSHN) in
let (xIDAP: bitstring) = XOR(PIDAP,Hash(Con(a,KSHN))) in
let (xIDSN: bitstring) = XOR(YSN,Hash(Con(KSHN,a))) in
if xIDSN = IDSN then
let (xRIDs: bitstring) = Hash(Con(IDSN,Con(XSN,Con(YSN,Con(S2SN, Con(HCi,

T1SN)))))) in
if xRIDs = RIDs then
event SHbegin(SN);
new q: nonce;
new nasn: nonce;
let (xXSN: bitstring) = XOR(nontobit(nasn),KSHN) in
let (xYSN: bitstring) = XOR(IDSN,Hash(Con(KSHN,nontobit(nasn)))) in
let (NPIDAP: bitstring) = XOR(IDAP,Hash(Con(nontobit(nasn),KSHN))) in
let (j: bitstring) = XOR(IDSN,XOR(YSN,XSN)) in
let (r: bitstring) = XOR(nontobit(q),j) in
let (g: bitstring) = Hash(Con(nontobit(q),Con(j,S2SN))) in
let (ZAP: bitstring) = Hash(Con(PIDAP,Con(NPIDAP,IDAP))) in
let (NXSN: bitstring) = XOR(xXSN,g) in
let (NYSN: bitstring) = XOR(xYSN,g) in
let (CSN: bitstring) = Hash(Con(nontobit(q), Con(IDSN, Con(j, Con(xXSN, Con(xYSN,

T2HN)))))) in
let (Ks: bitstring) = Hash(Con(nontobit(q),Con(S1SN, Con(S2SN, HCi)))) in

(*– HN > AP –*)
out(ch2, (r, NXSN, NYSN, CSN, T2HN, NPIDAP, ZAP, true));
event HSend(HN);
out(ch2, Enc(svalueB, bittokey(Ks))).

(*–Start process–*)
process(
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new XSN: bitstring;
new YSN: bitstring;
new PIDAP: bitstring;
new IDSN: bitstring;
new IDAP: bitstring;
(!processSN(IDSN, XSN, YSN)) |
(!processAP(IDAP, PIDAP)) |
(!processHN(IDAP, IDSN))
)
Figure 4 shows ProVerif result, which provides the successful security validation of

the proposed protocol. From the result, we could find that “Query inj-event(SHend(t)) ==>
inj-event(SHbegin(t)) is true.” and “Query inj-event(HSend(t)) ==> inj-event(HSbegin(t))
is true.” Those are to show mutual authentication property and replay attack resistance
of the proposed protocol. After “Query not attacker (svalueA[]) is true.” and “Query not
attacker (svalueB[]) is true.” show the anonymity of network participants and secrecy of the
shared session key. It shows that the proposed protocol is properly performed by the tool
without having any problems. As a result, we could conclude that the proposed protocol
could establish a secure session key between SN and HN and the CK adversary could not
discover the session key.

 

 
Figure 4. ProVerif result.

4.3. Informal Privacy and Security Analysis

As mentioned in [48], past research over the last thirty decades has told us that,
a security proof is highly prone to be fallacious due to the adoption of an insufficient
security model which fails to capture all the realistic capabilities of the adversary or
due to a flawed or non-tight security reduction, and the field of provable security is a
much an art as a science. While formal methods are often misused and reductionist
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security proofs are usually very intricate, turgid and prone to errors, particular care shall
be given when conducting proof for an authentication protocol. To cope with the formal
methods problems, this subsection is dedicated to present informal privacy and security
analysis of the proposed protocol, which is focused on the privacy and security goals
depicted in Section 2.3. For the CK threat model, we use the definition mentioned in
Section 2.2. Table 2 shows the feature comparisons among the related protocols devised by
Khatoon et al. in [34], Ostad-Sharif et al. in [35], Khan et al. in [38], Xu et al. in [40] and
Alzahrani et al. in [41].

Table 2. Privacy and security feature comparison result.

Feature
Protocol

Khatoon et al. [34] Ostad-Sharif et al. [35] Khan et al. [38] Xu et al. [40] Alzahrani et al. [41] Proposed

SP1 O O O O O O

SP2 O O O O O O

SP3 O O O O O O

SP4 O O X X X O

SP5 X X X X X O

PP1 O O O X O O

PP2 O O O X X O

SP1: mutual authentication, SP2: session key agreement, SP3: message freshness, SP4: perfect forward secrecy, SP5: attack resistance, PP1:
anonymity, PP2: unlinkability.

[SP1] Mutual authentication: Authentication is performed between SN and HN mu-
tually in the proposed protocol. Authentication is related to the messages from SN to
HN and vice versa. SN needs to be authenticated by HN based on {XSN, YSN, RIDS,
T1SN, PIDAP}, which is a message from SN to HN via AP. Only the legal SN could be
authenticated by HN in the proposed protocol because a CK adversary needs to compute
RIDS = h(IDSN||XSN||YSN||S2SN||T1SN), which needs knowledge on IDSN and S2SN at
the same time even if the adversary could get and use the previous session’s XSN and YSN.
However, there is no way that the adversary could get them in the proposed protocol. HN
needs to be authenticated by SN based on {r, NXSN, NYSN, CSN, T2HN}, which is a message
from HN to SN via AP. Adversaries need to form a message, which could be validated by
SN, especially CSN validation that is related with knowledge of q, IDSN, j, XSN

′, YSN
′ and

T2HN. However, the knowledge is related with KSHN, which is the master key of HN. It
means that the proposed protocol provides mutual authentication between SN and HN
and there is no way that the adversary could succeed in the authentication process.

[SP2] Session key agreement: Session key is required to establish a secure channel
between SN and HN to provide confidentiality on data. SN and HN agree on a session
key Ks = h(q||S1SN||S2SN) after the successful authentication. There is no way that a CK
adversary could get any information on Ks from the session messages {XSN, YSN, RIDS,
T1SN}, {XSN, YSN, RIDS, T1SN, PIDAP}, {r, NXSN, NYSN, CSN, T2HN, NPIDAP, ZAP} and {r,
NXSN, NYSN, CSN, T2HN}. The parameters of Ks are not exposed to any parameter in the
messages. Especially, q is related to r = q ⊕ j but the adversary needs to know j to extract
out the wanted value from r. However, the adversary could not get q from r due to the
format of j = IDSN ⊕ YSN ⊕ XSN, which is related with the knowledge of KSHN. Thereby,
the proposed protocol provides a secure session key agreement only between SN and HN.

[SP3] Message freshness: There are two ways to provide message freshness in cryp-
tographic protocol, which are based on challenge-response mechanism and timestamp
mechanism. The proposed protocol uses a timestamp mechanism to cope with replay
attacks because the network entity could be synchronized with a time when SA issues
SN and AP for a PT during the registration phase. If a CK adversary wants to suc-
ceed in any attack against message freshness, the adversary needs to know and change
timestamp-related values. From the session messages {XSN, YSN, RIDS, T1SN}, {XSN, YSN,
RIDS, T1SN, PIDAP}, {r, NXSN, NYSN, CSN, T2HN, NPIDAP, ZAP} and {r, NXSN, NYSN, CSN,
T2HN}, there are two integrity values RIDS = h(IDSN||XSN||YSN||S2SN||T1SN) and

152



Healthcare 2021, 9, 1114

CSN = h(q||IDSN||j||XSN
′||YSN

′||T2HN) that the adversary needs to compute. If the ad-
versary gets a proper current timestamp T1SN

′, the adversary should compute two new val-
ues of RIDS = h(IDSN||XSN||YSN||S2SN||T1SN

′) and CSN = h(q||IDSN||j||XSN
′||YSN

′

||T1SN
′). However, the two computations are impossible because the adversary needs

to know the other parameters except T1SN
′ to compute RIDS and CSN. Furthermore, each

entity checks the freshness of the message using ∆t each time they receive any message. So,
the proposed protocol provides message freshness.

[SP4] Perfect forward secrecy: It is a very strong form of long-term security which
guarantees that future disclosures of some long-term secret keys do not compromise past
session keys [49]. It is widely accepted that the perfect forward secrecy can only be provided
by asymmetric schemes. Nonetheless, there are a small number of existing symmetric-
key protocols that provide secrecy [50–52]. The proposed protocol uses the dynamic
authentication credential, which keeps evolving in sessions to achieve the perfect forward
secrecy. In the proposed protocol, if an adversary has obtained the long-term key, KHN,
the adversary still cannot get the session key KS. The reason is that after each successful
session, the values HCi, S1SN and S2SN will be updated by one-way hash function. Because
of the one-wayness of the hash function, there is no way to get these values to compute
the session key to the adversary. Therefore, the proposed protocol can provide perfect
forward secrecy.

[SP5] Attack resistance: We could argue that any attack is successful if a CK adversary
finds any mechanism to do various attacks, such as replay attack, impersonation attack
and man-in-the-middle attack. Most of all, replay attack is tightly related with the message
freshness. It means that any protocol with challenge-response or timestamp mechanism
could cope with the attack. Messages in the proposed protocol are together with timestamp
as the form of T1SN and T2HN, respectively. Thereby, the proposed protocol is strong against
replay attack. Impersonation attack is the second one we need to consider, which has a
relationship with mutual authentication. As we mentioned in the mutual authentication,
the adversary needs to form the first message {XSN, YSN, RIDS, T1SN} to disguise as SN
and the third message {r, NXSN, NYSN, CSN, T2HN, NPIDAP, ZAP} to masquerade as HN, re-
spectively. However, they are related to the knowledge of KSHN. So, the proposed protocol
could cope with impersonation attacks. Man-in-the-middle attack is similar to an active
eavesdropping in which the adversary makes independent connections with the network
entities and relays messages between them to make them believe they are communicating
directly to each other but in fact, the entire communication is controlled by the adversary. It
is quite related to mutual authentication and confidentiality of parameters in the messages.
Since we mentioned the mutual authentication provision from the proposed protocol, we
will only consider confidentiality of the messages. There are only possibilities on knowing
secret key-related information to legally registered SNs and HN but not any others. In the
CK model, it is required that the generated session key from the protocol should not be
compromised even in the case of ephemeral secrets leakage. In the proposed protocol, the
ephemeral secrets are aSN and q. Having access to these two, the adversary also needs to
know both S1SN and S2SN to compute the session key KS. Since only SN and HN know the
values, the proposed protocol can withstand this attack. That is why any adversary could
not get any useful information even if the adversary could tap into the communication link
among SN, AP and HN. Thereby, the proposed protocol provides attack resilience. Finally,
known session-specific temporary information attack should be considered in the protocol,
which has an assumption that an adversary could get the ephemeral random number q to
get the session key KS since the attacker has no way to compute the long-term key KSHN

and one-time hash chain value HCi. Moreover, the messages transmitted in the public
channel are unhelpful to compute the session key KS. Therefore, the proposed protocol has
the ability to prevent the session-specific temporary information attack.

[PP1] Anonymity: Anonymity is defined as “the state of being not identifiable within
a system.” Anonymity from a CK adversary’s perspective means that the adversary cannot
identify any entity within a system. In security protocol, it is necessary to check identity-
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related information in messages transmitted among system entities to consider anonymity.
There are YSN, RIDS, NYSN and CSN, for IDSN and PIDAP, NPIDAP and ZAP for IDSN,
respectively, in the messages, which has a relationship with the identity factor. Adversaries
do not have any method to identify any entity from the parameters in the proposed protocol.
To do so, the adversary needs to have knowledge of KSHN, which is not feasible. As a
result, the proposed protocol provides anonymity.

[PP2] Unlinkability: It has a meaning after a system with anonymity has been defined
and the entities interested in linking by a CK adversary have been characterized. Unlink-
ability of two or more sessions of interest from the adversary’s perspective means that
within the system, the adversary cannot distinguish whether they are related or not. As
we discussed on anonymity, session linkability is related to the identifier and the message
freshness of session message parameters. Each parameter in the session messages has a
relationship with the session-dependent random numbers of aSN, S1SN, S2SN, q and naSN

and timestamps of T1SN and T2HN in the proposed protocol. It means that the proposed
protocol uses session-dependent parameters to form messages to cope with unlinkability.
So, the proposed protocol provides unlinkability.

As shown in Table 2, the proposed protocol satisfies all the security and privacy
properties as we set our protocol design goal in Section 2.3. However, Khatoon et al.’s
protocol does not provide SP5, especially against the known-session-specific temporary
information attack as mentioned in [53]. Thereby, the adversary could compute the session
key SK in Khatoon et al.’s protocol based on the session-specific temporary information,
Ti, Ri, Ts and Rs, which are parameters to compute SK and are exposed on the public
communication channel. As stated above, the attacker can compute Ls. Ostad-Sharif et al.’s
protocol is weak against the denial-of-service attack, the password guessing attack and
the stolen verifier attack [54]. So, Ostad-Sharif et al.’s protocol does not provide SP5 also.
Furthermore, Khan et al.’s protocol has security weakness against the user impersonation
attack, which is related to SP5 again [55]. Xu et al.’s protocol does not provide the replay
attack since an attacker could configure a valid request by merging two session parameters
by intercepting contents of the previous session and the current session parameters [41].
Alzahrani et al.’s protocol has a security weakness against the known-session-specific
temporary information attack because it does not provide SP4 also. Furthermore, Xu et al.’s
protocol and Alzahrani et al.’s protocol do not provide PP2 especially. In addition to this,
Xu et al.’s protocol is not secure against the replay attack and the impersonation attack and
does not provide PP1 due to the offline identity guessing attack feasibility [41].

5. Performance Results

In this section, we provide performance analysis focused on computation and commu-
nication overheads by providing comparisons with the related protocols in [34,35,38,40,41].
A dataset is developed to produce further testing and enhancements instead of spending a
considerable amount of time, money and effort for data collection. 10 users were tested
in the proposed protocol run for a total of 10 times. The experiment of the protocols was
performed over ARM Microcontrollers MCU Mainstream Arm Cortex-M4 running on
MCU 170 MHz with 128 KB of flash memory.

5.1. Computation Result

There are four phases in the proposed protocol, which are initialization phase, registra-
tion phase, authentication phase and identity modification phase. We will concentrate on
the computation requirements of the authentication phase only from the proposed protocol
because the phase is the most frequently used one. To facilitate computation analysis, we
define the computational requirements of a one-way hash function as Th, a symmetric key
encryption and decryption as Tsym, an elliptic curve cryptosystem as Tecc and a bilinear
pairing operation as Tbp, respectively, but do not consider the overhead of the exclusive-or
operations, which require a comparatively quite low overhead than any other operations.
Table 3 shows the computational overhead comparison among the related protocols.
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Table 3. Computation cost comparison result.

Entity
Protocol

Khatoon et al. [34] Ostad-Sharif et al. [35] Khan et al. [38] Xu et al. [40] Alzahrani et al. [41] Proposed

SN 5Th + 1Tbp + 1Tsym + 3Tecc 7Th + 2Tecc 7Th 4Th 4Th 4Th

AP - - - - - 1Th

HN 4Th + 1Tbp + 1Tsym +
2Tecc

7Th + 2Tsym + 2Tecc 4Th 6Th 6Th 9Th

Total 9Th + 2Tbp + 2Tsym +
5Tecc

14Th + 2Tsym + 4Tecc 11Th 10Th 10Th 14Th

From the experiment, we acquired the required time for Th, Tsym, Tecc and Tbp, which
are approximately 0.08 ms, 0.14 ms, 4.31 ms and 14.48 ms, respectively. The proposed
protocol requires 14 hash operations, which is a bit more expensive than the protocols
in [38,40,41] but quite lower than the works in [34,35]. However, the protocols in [40,41]
do not provide the privacy concerns as we discussed in Table 2. So, we could say that the
computational overhead in the proposed protocol is for the sake of privacy-preserving.
Especially, it is better to get less computational overhead on the patient side than the
server side as the proposed protocol. However, Khan et al.’s protocol is opposite from the
notion, which has a more burden to the patient’s side. Figure 5 shows the performance
comparisons among the related protocols.
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Figure 5. Computation cost comparison.

From Figure 5, we could know that the proposed protocol requires about 40% more
computational overhead than the protocols in [38,40,41], which could be the overhead to
provide unlinkability. However, the proposed protocol is relatively lightweight compared
to the protocols in [34,35].

5.2. Communication Result

For the communication analysis, we assumed that the lengths of identity and random
numbers are 128 bits each. However, we considered that the lengths for timestamp, hash
function, symmetric key cryptosystem, elliptic curve cryptosystem and bilinear pairing are
32 bits, 160 bits, 128 bits, 256 bits and 256 bits, respectively. Table 4 shows a comparison for
the communication cost among the related protocols.
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Table 4. Communication cost comparison result.

Feature

Protocol
Khatoon et al. [34]

Ostad-Sharif
et al. [35] Khan et al. [38] Xu et al. [40] Alzahrani et al. [41] Proposed

Message length

SN 832 bits 1408 bits 1120 bits 896 bits 896 bits 896 bits

AP - - - 1024 bits + 544
bits

1024 bits + 544
bits

1312 bits + 480
bits

HN 640 bits 1120 bits 640 bits 672 bits 672 bits 1184 bits

Total 1472 bits 2528 bits 1760 bits 3136 bits 3136 bits 3872 bits

Number of messages 2 messages 2 messages 2 messages 4 messages 4 messages 4 messages

Protocols of Khatoon et al., Ostad-Sharif et al. and Khan et al. require 2 messages with
1472 bits, 2528 bits and 1760 bits, respectively. However, protocols of Xu et al., Alzahrani
et al. and the proposed one need 4 messages of 3136 bits, 3136 bits and 3872 bits, respec-
tively. The first three protocols in Table 4 do not involve any intermediate entity between
two end parties for the communication. That is why the communication requirements are
less than those four other protocols. In addition to this, the proposed protocol requires
about 700 bits more than Xu et al.’s protocol and Alzahrani et al.’s protocol due to the
session-dependent dynamic identifier distribution to entities in the system. As shown in
Figure 6, in contrast with the computational overhead, the proposed protocol requires the
heaviest communicational overhead due to the usage of AP in between SN and HN, which
is different from the other protocols.
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6. Discussion

This section discusses challenges and solutions on the authentication protocol for
WBAN based healthcare applications. After that, we will provide some future work.

6.1. Challenges and Soluitons

Healthcare systems can provide an opportunity to meet the needs of individuals or
households facing health difficulties. However, the healthcare system has an obligation to
protect the privacy of patients [56]. And all participants in healthcare such as professionals
of medical industries, always must be provide privacy with health data. Furthermore,
healthcare professionals and medical industries around the globe are urged to fight against
various security and privacy attacks on the healthcare system. WBAN based healthcare
application shares some common functionalities with a typical computer network as it is a
special type of network and also exhibits several unique characteristics that are specific
to it. WBAN based healthcare application requires to guarantee security, privacy, data
integrity and confidentiality of patient’s EHR at all times. Towards the design of efficient
cryptographic solution, there are more challenges in the WBANs than wired networks.
They are the wireless nature of communication, resource inadequacy on SNs and very large
and dense networks. Authentication is considered as the basic security building block for
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any systems, which is a process by which the identity of a node in a network is verified and
guarantees that the data or the control messages originate from an authenticated source.
So, we will address some challenges and solutions for the authentication protocol.

The first challenge is to provide security in healthcare services that use the public
network. Authentication protocol based on the public network is vulnerable against various
attacks such as replay attack, impersonation attack and man-in-the-middle attack. The
security issues could be overcome by utilizing various cryptographic primitives including
asymmetric key cryptography, symmetric key cryptography, hash function and so on.
Recently, researchers have been developing lightweight protocols, such as hash-based
protocol and symmetric key cryptography-based protocol, to achieve feasibility on WBANs.
Furthermore, designing authentication protocols with PUFs could help to resolve the
security issues.

The second challenge is to preserve the privacy of network entities. Patient personal
information is one of the most sensitive data in message transmission over the public
network. The privacy issues could be dealt with by utilizing session-dependent information
such as a one-time pseudonym for only the session usage. Recently, researchers have
been deploying unidirectional hash chain values. A hash value from the chain is used
only once and authentication protocol based on the value could provide unlinkability
between sessions. In addition, cryptographic researchers should collaborate with healthcare
professionals and medical industry workers to adopt and recognize various target field
requirements from different backgrounds and aspects.

6.2. Future Work

In short, the proposed authentication protocol tries to generalize the process of mutual
authentication and session key agreement for WBANs in healthcare applications. The
proposed protocol takes full lightweight advantage of one-way hash function and exclusive-
or operation to establish better security and privacy in solving authentication and session
key establishment issues. In our future work, we aim to implement the proposed protocol
in a real hospital environment with a big EHR database. We will focus on conducting
experiments by optimizing patient side operational and communicational overhead of the
proposed protocol to achieve better WBAN feasibility in terms of improved security and
privacy. In addition, we will deploy a real-time adaptive artificial intelligence model on
categorizing and analyzing EHR data to provide much richer patient healthcare services.
Artificial intelligence can bring numerous benefits to the evolving of the healthcare industry.
Based on artificial intelligence software, certain symptoms can be detected before the
obvious symptoms of diseases such as lung cancer appear [57]. In addition, in the case of
learned artificial intelligence, it can reduce the possibility of a doctor’s misdiagnosis, to
reducing patient anxiety [58]. Moreover, this research work will motivate researchers to pay
more attention to security and privacy and explore the combination of other technologies,
such as multimedia, robots and smart cities, to provide more convenient healthcare services
to patients.

7. Conclusions

In this paper, we proposed a privacy-preserving authentication protocol for WBANs in
healthcare applications. First of all, we set our design goals focused on 5 security properties
and 2 privacy requirements, which are mutual authentication, session key agreement,
message freshness, perfect forward secrecy, attack resistance, anonymity and unlinkability.
To satisfy those features, we designed a new authentication protocol based on only two
simple and lightweight operations, hash and exclusive-or. Especially, to provide 2 privacy
requirements, the proposed protocol uses session-dependent pseudo identifiers for SN
and AP. The formal and informal privacy and security analyses demonstrate the resistance
of the proposed protocol against all sorts of privacy and security attacks. Especially, the
privacy and security features of the proposed protocol are formally verified and validated
based on BAN logic and ProVerif simulation tool. Performance analysis showed that the
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proposed protocol has a reasonable overhead compared to the related previous protocols
but still lightweight. We need to note that privacy-preserving is an important feature in
healthcare service because healthcare information is sensitive. Nobody wants to expose
their EHR-related information to others.
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Abstract: Even though gender equality being present in the social and political sphere, we still
encounter aspects that are characteristic of sexism. Such aspects impact upon gender inequality and
different types of violence towards women. The present article aims to examine the behaviour of
adolescents from Huelva with regards to ambivalent sexism towards women on social networks and
their influence on health. Furthermore, we seek to uncover adolescent’s perceptions with regards
to gender differences in the use of social networks, the relationship between sexism and women’s
emotional well-being was observed. The study sample was formed by young people aged between
14 and 16 years who were residing in rural and urban zones in the south of Spain. A mixed methods
approach was taken. At a quantitative level, a sample of 400 young people was recruited. These
were administered a questionnaire about sexism which was composed of two scales and has been
validated at a national and international level. At a qualitative level, the study counted on 33 young
people who participated in in-depth discussions via interviews and discussion groups. The results
showed that sexism emerges in adolescence in the analysed sample from the south of Spain. This
favoured a digital gender gap and was reinforced through social networks such as Instagram and
Snapchat. Rising awareness and a critical view of the aforementioned sexism was shown on the
behalf of females, particularly those from urban backgrounds.

Keywords: sexism; social networks; adolescence; digital gender gap; emotional well-being

1. Introduction

In a postmodern society, such as today’s, gender equality is seemingly addressed by
public authorities and assumed to exist in society in general [1–3]. Steps towards gender
equality and women’s freedom have supposedly challenged the hegemony of the patriar-
chal system [4]. Yet, we maintain the belief that gender inequality still persists to a large
extent and often manifests itself as recurrent violence towards women [5]. Unfortunately,
such violence is being observed at increasingly younger ages, even being seen within the
adolescent population [6]. This reality motivated us to conduct the present research.

Sexism is a complex construct that forms a part of the gender differentiation between
males and females. It has especially negative repercussions for females and for anyone
who moves away from the dominant hegemonic masculinity [7]. Sexism in itself, houses a
set of beliefs regarding respect for established gender roles. It has very negative mental
health repercussions for women and perpetuates their subordination to men [8–10]. A
nuance of this can be explored through the concept of ambivalent sexism [8], which is
composed of masculine dominance and represented through hostility and interdependence.
From this perspective, ambivalent sexism has two components, namely, hostile sexism
and benevolent sexism [8,9,11]. Hostile sexism concerns a gender ideology that is directly
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discriminatory and violent towards women. It has three fundamental factors. The first
is male paternalism towards females in the sense of dominance due to the belief that
women are the weaker sex relative to men. The second factor pertains to a competitive
gender differentiation in which the belief is held that women cannot take responsibility
over important issues, such as those that are economic or social in nature, in the same
way that men can. The final factor concerns heterosexual hostility and assumes that
women present a danger and a manipulative force to men [12]. On the other hand, we
find that which is denominated benevolent sexism. This ideology involves subtle gender
discrimination and is characterised by the following factors: Paternalism, complementary
gender differentiation and cisgender heteronormative intimacy. The former is manifested
in this type of sexism from the standpoint of protection, whilst the second factor refers to
positive characteristics which complement the man and, equally, mark gender differences
in a supposedly logical way. The latter, cisgender heteronormative intimacy comes from
the belief that a man is incomplete without a woman [8,10].

During adolescence, we can observe that ambivalent sexism is transmitted through
social networks. This occurs in a number of ways [13], for instance in writing via hashtags,
likes, videogames, music and images, in addition to through expressive instrumentalised
means, above all through mobile phones [14]. In the adolescent population, this type
of sexism, through social networks, takes on special characteristics with regards to the
rapid and direct dissemination of material, which quickly becomes viral in adolescent
groups [15]. On the other hand, the anonymity offered by social networks means they can
be used to promote more violent forms of sexism towards women [16,17]. The tendency
towards audio visual preferences amongst younger people as a form of expression on
social networks, for instance through photographs or videos [18–20], shows that females
present such images in a more sexualised way. This occurs in virtual daily practices such
as that known as sexting [21–23] and reflects sexism against women and the risk posed by
this type of practice. Worryingly, such practices are increasingly more common on social
networks, especially amongst women [24]. For this reason, it is important to deepen the
knowledge of this worrying and current issue that especially affects the emotional state
and healthcare of younger women [25]. The aim of the present work was to observe the
way in which ambivalent sexism manifests itself through social networks in both men
and women, a situation that has been shown to particularly affect the emotional health
of women. Furthermore, we sought to examine its impact within a 14- to 16-year-old
population from the region of Huelva given that this is an important age for determining
the future state of the adult population and this geographical region is characterised by
both urban and rural areas which have very different social realities.

The present study contributes to the examination of gender theory in relation to
women’s mental health through an analysis of the relationship of variables related with
sexism and social networks. The gender theory perspective leads us to gender inequality
in adolescence, expressed through sexism and social networks, since these issues have an
impact on the emotional wellbeing of people, especially women. The key contribution of
the present research is, therefore, its implications when it comes to addressing inequality
between men and women [9,13,15].

2. Method

In order to respond to the proposed objectives, the present work took a quantita-
tive and qualitative methodological approach which was fed by a pluralist methodolog-
ical approach. It was accompanied by data and information triangulation [26]. This
will enable us to better approach subtle issues regarding ambivalent sexism and gender
differences [27,28]. Research met the requisite ethical conditions by obtaining informed

written consent from minors’ legal guardians.
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2.1. Participants

A sample of 400 students aged between 14 and 16 years was selected from public
educational centres in the province of Huelva. All participants were compulsory secondary
education (ESO) students and came from 7 public educational centres. Students were
classified as coming from rural (>5000 inhabitants) or urban (<5000 inhabitants) settings.
The average age of participants was 15.01 years (SD = 0.82). Non-random sampling was
performed in consideration of the study categories that is was necessary to represent. In
other words, participants were selected to represent males (n = 200) and females (n = 200),
whilst also equally representing all ages between 14 and 16 years, and rural and urban
geographic regions (see Table 1). Survey data was only included from fully completed
surveys with incompletes surveys being discarding.

With regards to the qualitative analysis, the sample was formed of three discussion
groups. Of these, one was formed by 7 males, another was formed by 8 females and the
third was a mixed group of 10 individuals. In addition to this, 8 in-depth interviews were
conducted with four females and four males. Interview participants were different to
those who attended discussion groups. Overall, qualitative analysis included a total of
33 individuals from urban and rural settings.

Table 1. Sample: Age, sex and geographical location.

Categories
Geographical Location

Total
Urban Rural

14 years 100 32 132
15 years 96 38 134
16 years 85 49 134

Men 144 56 200
Women 137 63 200

Source: Developed by the author.

2.2. Instruments

Two types of rating scales on ambivalent sexism were administered. Some sociodemo-
graphic data were also collected, alongside to questions about social networks. The scales
are described below.

The ambivalent sexism inventory, ASI, developed by Glick and Fiske [8] in the reduced
Spanish version of Rodríguez, Lameiras and Carrera [29]. with hostile (traditional) and
benevolent sexist attitudes (positive affective tone) towards women are measured. All
items have a 6-point response format (from 1 “totally disagree” to 6 “totally agree”). Higher
scores indicate higher level of sexism towards women. The present study obtained a
Cronbach reliability alpha of 0.81 for hostile sexism (HS) and 0.76 for benevolent sexism
(BS). The inventory of ambivalent sexism consists of 11 items and is intended for the general
population.

The Detected Sexism in Adolescent scale (DSA), the most updated version [30], vali-
dated in its smallest version [31]. This scale measures in their items’ hostile sexism and
benevolent sexism (ambivalent sexism). The articles were answered on a 6-point Likert
scale, with options running from 1 (totally disagree) to 6 (totally agree). The 10-item scale
is intended for the adolescent population and measures ambivalent sexism. Two scales of
ambivalent sexism were required in order to measure the hostile and benevolent aspects of
sexism. This is important in order to be able to later link ambivalent sexism with social
networks and their subsequent impact on women’s emotional health.

In addition to including sociodemographic data for the instruments, we added two
questions in relation to social networks in order to be analyzed with the previous scales.
The first is, which networks are most commonly used? This question was posed with
multiple response options being provided, specifically, the following alternatives were
given: Whatsapp, Twitter, Facebook, Youtube, Tuenti, Instagram, SnapChat, blogs and other
social networks. Whatsapp was included although it is not really a social network because
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we consider that this instant messaging application increasingly possesses characteristics
that are fitting of a social network at its broadest communication level (through groups,
distribution lists and 24 h states). The second question strives to uncover the reasons for
which these networks are used. As with the former question, response options allowed
various responses to be given, including: to gossip about others, talk with my partner
(where relevant), communicate with my family, for school use and learning, to meet others,
to hook up and to talk with friends/people I already know.

Qualitative analysis produced the following preliminary categories: differentiated use
of social networks, references to the type of social networks and reasons for their use and
attributes associated with the identification of either of the genders. Different categories
underlying ambivalent sexism emerged during the interviews and discussion groups. Such
themes arose following reflection.

2.3. Procedure

An observational design was developed, which was descriptive and cross-sectional in
nature. The sample was selected through non-random convenience sampling. This was
made possible sue to the ease of access granted by the participating educational centres
in the province of Huelva. When selecting educational centres, the number of inhabitants
in the locality was taken as a reference. Urban and rural settings were defined as having
more or less than 5000 inhabitants, respectively. We selected a total of 7 public educational
centres, with 4 coming from urban settings and 3 from rural settings. Once access was
granted by the centre, a date and time was agreed upon to complete questionnaires. We
then sent informed consent forms to the educational centres for legal guardians to sign
on behalf of the students. The educational levels examined corresponded to the 3rd and
4th years of ESO. On the day on which questionnaires were completed in the classroom,
discussion groups and interviews were organised with the students who voluntarily
agreed to participate in one of the two slots. Volunteers were recruited until sex, age and
geographical location groups were all well represented.

Qualitative analysis techniques were carried out the following week. Two team
members participated in the interviews with the aim of minimizing bias resulting from
not having physical contact between agents. One researcher proceeded to conduct the
interview whilst the other took over the technical aspects and took fieldnotes.

2.4. Data Analysis

Quantitative data analysis was conducted using the statistical analysis program SPSS
(IBM Statistics v.25). Comparative analysis was conducted of basic variables (n = 400).
The variables explored were ambivalent sexism, use of social networks and sex. The main
dependent variable was sexism and Chi-square analysis was performed.

Qualitative analysis was performed based on discourse analysis, considering emergent
discourse from both discussion groups and interviews. This was conducted using the
qualitative data handling program ATLAS. Ti. V.8. The categories that resulted from this
analysis were as follows: differentiated use of social networks, references to the type of
social networks and reasons for their use, and attributes associated with the identification of
either of the genders. Next, the categories and sub-categories to emerge from quantitative
analysis following the aforementioned techniques are detailed (see Table 2).

During data collection, informed consent was received from informants and confi-
dentiality and anonymity were maintained throughout. Prior to study start, participants
were informed about the study objectives and the bioethical principles of the Helsinki
declaration were respected. In addition, data obtained from the various discourses comply
with current regulations regarding the protection of personal data.
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Table 2. Categories and subcategories to emerge from the study according to different techniques.

Dimension Categories Subcategories Interviews
Discussion

Groups

Ambivalent
sexism on social

networks

Differentiated use of
social networks

between males and
females

Stereotyped
image given of

women
x x

Social networks
used x x

Benevolent sexism on
social networks

Feminine
stereotypes x x

Chivalry x

Hostile sexism on
social networks

Stigmatisation
towards women

if they don’t
conform with

feminine
stereotypes

x

Geographic setting Rural (control) x

Urban (critical
view) x

Source: elaborated by the authors in relation to data obtained through qualitative analysis.

3. Results

Next, we describe outcomes, giving detailed information on the extent of associations
between the two used scales (ASI and DSA) in the adolescent population. It is worth
mentioning that both scales measure ambivalent sexism but according to the different
categories of hostile and benevolent sexism. The present study considers sexism in general
when referring to ambivalent sexism. Outcomes presented in the following tables pertain
to sexism and use of specific social networks (Instagram, Snapchat, YouTube/Blogs).

With regards to the study objectives, the existing relationship was analysed be-
tween the two ambivalent sexism scales employed and the social networks Instagram
and Snapchat. Two scales were used that pertained to ambivalent sexism in adolescents
(DSA) and ambivalent sexism in the general population (ASI), with these scales being
significantly correlated (p < 0.001). Mean scores of the two scales are classified as sexist or
otherwise with 57.6% of adolescents reporting scores corresponding to sexism. Chi-squared
outcomes showed no significant differences between males and females.

A relationship was observed between sexism and Instagram use, with a significant
relationship (p < 0.05) emerging on both scales, although a particularly strong relationship
emerged for 8 items of the DSA scale and 3 items of the ASI scale (see Table 3).

If we move on to the social network Snapchat, we find more relationships between
the variables, with these associations also showing a higher significance level (see Table 4).
With regards to the DSA scale, for 7 of the sexist beliefs a positive association was found
between confirmation of sexism and using Snapchat, with the same outcome for young
people who used the social network and stated sexist beliefs. With regards to the ASI scale,
more relationships emerged in relation with Snapchat than with Instagram, with significant
relationships emerging with 10 sexist beliefs in the case of the latter.
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Table 3. Relationship between the social network Instagram and sexism.

Variables
% of Young People Who

Present with Sexism and Use
Instagram

Chi-Squared Value

Instagram and ‘patient woman’ ** 82.5% 10.1
Instagram and ‘tender woman’ *** 82.7% 14.48

Instagram and ‘accommodating
woman’ *** 84.6% 16.52

Instagram and ‘sympathetic
woman’ *** 83.5% 13.1

Instagram and ‘fragile woman’ ** 84.5 11.38
Instagram and ‘forgiving woman’ ** 81.7% 5.73
Instagram and ‘woman at home’ ** 81.1% 4.57
Instagram and ‘women suffering’ ** 82.3% 7.02

Instagram and ‘women as a
complement’ ** 88.4% 6.44

Instagram and ‘loved and protected
woman’ ** 81% 6.12

Instagram and ‘man without
woman’ ** 81.9% 8.51

Note: ** p < 0.05, *** p < 0.001; degrees of freedom = 1, DSA scale (gray), ASI scale (dark gray). Source: Developed
by the authors.

Table 4. Relationship between the social network Snapchat and sexism.

Variables
% of Young People Who

Present with Sexism and Use
Snapchat

Chi-Squared Value

Snapchat and ‘tender woman’ *** 72.8% 24.1
Snapchat and ‘sympathetic woman’ *** 73.4% 19.13
Snapchat and ‘women raise children’ ** 70.7% 10.16

Snapchat and ‘forgiving woman’ *** 72.3% 12.79
Snapchat and ‘fragile woman’ *** 47.1% 26.1

Snapchat and ‘sensitive woman’ ** 69.2% 5.68
Snapchat and ‘woman in the home’ ** 70.6% 7.99

Snapchat and ‘women complement
men’ *** 70.6% 17.12

Snapchat and ‘other heterosexual sex’ ** 69.3% 4.72
Snapchat and ‘woman’s purity’ ** 68.7% 4.27
Snapchat and ‘loved woman’ ** 69.2% 6.67

Snapchat and ‘love between man and
woman’ ** 69.4% 8.93

Snapchat ‘man without a woman’ ** 70.1% 8.66
Snapchat and ‘women on a pedestal’ ** 69.9% 4.9

Snapchat and ‘moral woman’ ** 68.8% 7.2
Snapchat and ‘accommodating

woman’ *** 74.6% 22.35

Snapchat and ‘patient woman’ ** 71.1% 11.41
Note: ** p < 0.05, *** p < 0.001; degrees of freedom = 1, DSA scale, (gray), ASI scale (dark gray). Source: Developed
by the authors.

As we can see in Table 4, we observe that the use of other social networks, such
as YouTube and blogs, was also related with sexist beliefs. In this case, aspects such as
perceiving there to be greater compassion and suffering amongst women were related with
the use of YouTube, whilst the idea that women should be put on a pedestal by men or
that women have greater moral sensitivity was related with blog use. On the other hand,
some results also pointed to the lack of associations. For instance, users of Tuenti did not
demonstrate a large extent of sexism, whilst at the same time, those who did not present
with sexist beliefs tended not to use Tuenti. Specifically, this relationship emerged with
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regards to beliefs around raising children, the fragility of women in respect to men and the
idea that they should be rescued by men (see Table 5).

Table 5. Relationship between other social networks and sexism.

Variables
% of Young People Who

Present with Sexism and Use
YouTube/Blogs

Chi-Squared Value

YouTube and ‘sympathetic woman’
** 69.2% 4.27

YouTube and ‘women suffering’ ** 68.2% 5.76
YouTube and ‘women on a pedestal’

** 67.6% 6.88

Blogs and ‘moral woman’ ** 69.8% 4.53

Variables (Inverse Relationship)
% of Young People Who Do

Not Present with Sexism and
Do Not Use Tuenti

Chi-Squared value

Tuenti and ‘women raise
children’ ** 80.1% 8.41

Tuenti and ‘fragile woman’ ** 77.2% 6.19
Tuenti and ‘rescued woman’ ** 76% 5.74

Note: ** p < 0.05, *** p < 0.001; degrees of freedom = 1, DSA scale, (gray), ASI scale (dark gray). Source: Developed
by the author.

Here we finish the presentation of the associations uncovered between data pertaining
to social networks and sexist beliefs. Without a doubt, the two social networks with more
visual impact such as Instagram and, especially, Snapchat, were the networks most strongly
related with sexist beliefs when measured on either of the two utilized scales. We will now
move onto the qualitative aspect in order to better understand the nuances present with
regards to the relationship between sexism and social networks (see Table 6).

With regards to the discourse analysis (Transcription of categories: [UW16]: 16-year-
old urban woman; [RM15]: 15-year-old rural man.), we will begin by addressing the
relationship between sexism and sex.

Within women, we observe the way in which images of feminine ideals are promoted,
not only with regards to attributes but also the sexist beliefs that seem to be acknowledged
by women and act as coercive means to restrict behaviour within what is accepted by
established norms.

− “Girls who look like boys are not viewed well, in fact they tell you that you are a
lesbian, you’ve got to uphold a certain feminine image, you can be hooking up with
another girl, but whilst you don’t hold yourself like a guy there isn’t any problem,
nobody messes with you, if you always look good [UW15]”.

− “It’s not that we are better, more charming, more patient, what happens is that they
label us in that way and if you don’t abide by that even just a little they let you
know [RW16]”.

− “Here in the village the control is incredible, any situation, the way you dress or who
you hang out with marks you and conditions you, for this reason you have to know
really well what you are doing if you don’t want to mess up [RW14]”.

In the accounts given by females from rural settings social control emerged to a greater
extent than it did in the accounts of urban females, where this theme emerged occasionally.
Without a doubt, in settings with fewer inhabitants, such as in rural environments, there
seems to be a greater indication that behaviour occurs outside of that which is normally
accepted, in this waypromoting hostil sexism. In contrast, in urban areas there is a greater
sense of criticism by females towards the recognition of hostile sexism through behaviour.

− “Yeah, but what do you do? On the one hand you have to be someone who waits
on the man and lets him take decisions, and you’re there as if you weren’t, as if you
didn’t know what to do, stay or go, get out of the way, it’s a pain, sometimes I can’t
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be bothered with it and I do what I like, and let them say that I’m losing my mind
[UW14]”.

− “For me, when its best for me I act one way and when it isn’t I act another, I watch
and act accordingly [UW14]”.

− “I think that this doesn’t happen in relationships between us, I don’t feel like I have to
play a role for them, you are more you, you’ve got to go outside of the norm a bit, if
you don’t you will stay in the last century [UW16]”.

To another extent, in the discourse of males we see that “being a gentleman” is more
associated with chivalry in males from rural areas. In this sense, it emerges as a form of
masculine identity that is inherent to benevolent sexism.

− “Being attentive and a gentleman with girls is appreciated, as they give us attention
and care for us better in a way that another person probably won’t [RM14]”.

− “The quality of a person is shown in the small details, and girls need affection and to
be waited on, they like these things, we don’t care so much about that, but for them it
is important [RM16]”.

− “I see my father do it and I don’t see why it is wrong I don’t know why it is criticized,
it is being polite [RM14]”.

Another dominant discourse to emerge amongst females, in this case amongst both
rural and urban females, is the belief that women complement men. In this way, a hetero-
sexual system of relationships and couples is promoted:

− “Without us they are lost, they don’t know how to do anything, we have all the power
[UW14]”.

− “As hard as they try, with their buddies, going out, drinking with friends, wherever,
they always come to find us afterwards, even if it is just to look good in front of the
rest of their group, they need us [RW16]”.

− “When they settle down later they come looking for you, deep down with us they
share their most personal issues, we never leave them hanging, if they know how to
behave [UW16]”.

Another key aspect that we see in the discourse and represents a characteristic of
benevolent sexism is the image of females. Stereotypes are associated to the female gender
with regards to their behaviour, beauty and expression, and the way this is transmit-
ted through social networks. In this sense, certain images are demanded by males and,
resultantly, taken on by females:

− “I fix myself up as required, and when I do it I reap the rewards, I get myself out
on social networks as best I can, with my selfies they don’t confuse me with any old
village lowlife [RW14]”.

− “They should see you smile, we have to be ready and always prepared on the networks,
to a high level [RW16]”.

− “Women need a bit more loving on social networks, they are more tender, I definitely
bear it in mind, obviously I like to see a beautiful girl and I will follow her on the
networks [RM14]”.

− “It seems crazy to me but I recognise that I log in and I look, I like to see beautiful
girls, with good style doing selfies, if the photo is tacky I’m not interested [RM16]”.
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Table 6. Categories, subcategories and narratives associated with benevolent sexism in the adolescent population of Huelva
(qualitative analysis).

Dimension Categories Subcategories Relates

Sexism ambivalent on
social networks

Differentiated social
network use between

males and females

Gender stereotyped
images are stronger for

females
Use of social networks

− “Girls who look like boys are not
looked well upon, they tell you
that you are lesbian, you have to
keep a certain feminine image,
you can be hooking up with
another girl but, whilst you don’t
present yourself like a guy there is
no problem, nobody messes with
you, if you look good in life
[UW]”.

− “I fix myself up just enough, and
when I do I reap the rewards, I
put myself out online as well as I
can, with my selfies they don’t
confuse me with any village
lowlife [RW14]”.

Benevolent sexism on
social networks

Feminine stereotypes
Chivalry

Heteronormativity

− “Being attentive and a gentleman
with girls is appreciated, they
give you attention and take care
of you when another person
probably wouldn’t [RM14]”.

− “They [the guys] are lost without
us, they don’t know how to do
anything, we have all the power
[UW14]”.

Hostile sexism on social
networks

Stigmatization towards
women if they don’t

conform with feminine
stereotypes

− “It’s not that we are better, more
charming, more patient, it’s just
that they give us that tag and as
little as you don’t conform with it
they pull you up [RW16]”.

Geographic setting

Rural (control)

− “Control here in the town is
incredible, whatever situation,
way of dressing or who you go
around with marks you and they
condition you, for this you have
to know well what you do if you
don’t want to mess up [RW14]”.

Urban (critical view)

− “I think that in the relationships
between us this doesn’t happen, I
don’t feel that I have to play a role
for them [boys], you are more
you, you have to break with the
norm, if you don’t you will stay
in the past century [UW16]”.

Source: Developed by the author.

4. Discussion

Various recent studies have verified ambivalent sexism to be a reality for Spanish
youth [32–34]. In our study, males score higher in hostile sexism [35] despite its low social
desirability [36].

Through the data obtained in the present research we identified equally high levels
of sexism in both sexes. The qualitative nuance showed that females recognise sexism as
a form of coercive social conditioning, which is manifested as behaving within accepted
norms, a factor that generates hostile sexism [37].
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In the same way as in the present research study, recent studies present a relationship
between sexism in adolescents and social networks [38,39].

Another increasingly questioned aspect is the image of a chivalrous man, a char-
acteristic that is framed within benevolent sexism. For women, this concept concerns
education and is not associated with gender as they express not desiring to receive a differ-
ent treatment simply for being women. For some men, this concept related to an identity
pattern that pertains to how a man expresses interest in a woman in heteronormative
relationships [40].

With regards to the examined differences in sexist beliefs between adolescents in rural
and urban environments, outcomes did not reveal significant differences (p > 0.495). In
contrast of this, the discourse analysis revealed that feelings of control in women are more
important in the rural context as rural women explicitly referred to the risk they run by
refusing to comply with accepted norms. Furthermore, chivalry was also observed to be
an increasingly valued trait in the rural setting, especially for men. In some cases, it was
even perceived as a model of masculinity to be followed within heterosexual couples by
providing a way to act on romantic feelings [41].

The social networks found to be most strongly related with sexist beliefs were Insta-
gram and Snapchat. Curiously, both encourage the use of photographs and videos. The
influence of images, reflected by Instagram and Snapchat, shows us that the two social net-
works most related with sexism are characterised by various image-related features. These
include a limited display time, almost instantaneous speed of content transmission and
risk-taking in the exposure of images and text. The latter opens users up to an environment
where one is observed and can act according to their free will without any restrictions [42].

With respect to photographs presented through selfies in females, these represent an
image of a person who is alone in front of the camera and observes how the photo will
look whilst they take it. In this way, individuals can present the image they wish to give
within virtual settings. Furthermore, they later have the opportunity to fulfil idealized
and sexualized desires, which are generally masculine [43,44]. This puts women in a
situation in which they are more reliant on group self-esteem and this makes their mental
health more vulnerable. Both numeric data and discourse showed us that sexism and
social networks leads us to present and promote images of the ideal woman, especially, in
relation to beauty ideals or formats of established femininity. Within this, we find ideals
of sweetness, indulgence, sensuality, sexuality and many other attributes pertaining to
how a woman should be. The image of women in social networks, given through photos
and videos, is highly related with sexist beliefs. In such settings, women are once again
particularly exposed as they are more vulnerable than men. Such settings can result in
situations of harassment, blackmail and violence, in this way, opening up a new digital
gender gap [45,46].

For the adolescents of Huelva, we can observe that social networks are not only associ-
ated with the digital gender gap. In fact, new and contrasting alternative performativity’s
are also emerging, which are more critical in nature and demonstrate disagreement with
gender inequality in youth populations [47,48], all of this has repercussions on women’s
emotional distress, and their mental health has deteriorated to a great extent [49]

5. Conclusions

Results demonstrate that sexism remains an existing reality in adolescence, regardless
of gender, with women being more aware of sexism and of the stigmatising factor women
face when breaking free of norms and expected behaviours. In rural settings, this is
manifested as a strong sense of control due to having to behave in accordance with sexist
patterns in order to be socially accepted, a determinant of hostile sexism.

With regards to the heteronormative beliefs of establishing partnerships that are ideally
between men and women, diverse sexist beliefs were upheld by both sexes, especially
in rural settings. Another factor to be considered is that of chivalry, a characteristic of
benevolent sexism. Whilst in men, this is occasionally established as a way of cementing
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identity, for example in the way a man expresses his love for a woman, this construct is
increasingly less important within women and sometimes even criticised as an undesirable
trait in men.

The social networks to most represent sexism were Instagram and Snapchat. This
suggests that it is especially important for women to present themselves by sending images
and videos with the aim of these becoming viral. Such acts respond to stereotyped feminine
ideals, which revolve around ideas of dominant masculinity. This can be seen in the specific
case of selfies that expose women to vulnerable situations in which their image is put at
risk in a way that could seriously affect their self-esteem and emotional wellbeing and
lead them to suffer gender-based violence. It is of great importance that future research
continues to examine the way in which sexism occurs through specific social networks,
photographs, videos, text, etc. Furthermore, we feel that it is important to investigate other
non-heteronormative choices pertaining to relationships or desire, going beyond binary
conceptions of sex or cisgender. The aim of this is to be able to be closer to the dynamic
and changing reality currently lived by adolescents. On the other hand, the relationship
between sexism in social networks greatly influences emotional well-being, especially
among women, affecting their mental health.

In contrast of the digital gender gap related with existing sexism, we see that new
standpoints, emerging masculinities, feminisms and forms of expression on social networks,
show subjective, alternative, reflective and critical ways of thinking, which fall outside of
the dominant behaviours or beliefs of youth.

Author Contributions: Conceptualization, J.L.G.B. and E.B.G.-N.; formal analysis, J.L.G.B. and
E.B.G.-N.; research and analysis, C.M.S., O.V.A., J.L.G.B. and E.B.G.-N.; writing and preparation
of the first draft, J.L.G.B. and E.B.G.-N.; drafting J.L.G.B. and E.B.G.-N. All authors have read and
agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: During data collection, informed consent was received from
informants, and confidentiality and anonymity were maintained throughout. Prior to study start,
participants were informed about the study objectives, and the bioethical principles of the Helsinki
declaration were respected. The code of ethical approval 183-N/2020 PEIBA, the research ethics
committee of the ministry of health Government of Andalusia, Spain.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: The data is held by the research team and will not be published due to
data protection law, but can be consulted on request.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. León, M. Igualdad de género y seguridad social. Pap. De Econ. Esp. 2019, 161, 85–99.
2. Megías, P.E. Mujeres y Universidad: Situación actual y algunas propuestas para el cambio. Educ. Law Rev. 2019, 20. [CrossRef]
3. Salazar, A.L.F. Mecanismos de promoción de la igualdad de género en organismos electorales. Rev. De Derecho Elect. 2018, 26,

63–85.
4. Martínez, J.L.; Leiva, C.L.B. Patriarcado y Capitalismo: Feminismo, Clase y Diversidad; Akal: Madrid, España, 2019;

ISBN 9788446048329.
5. Mimbrero, C.; Pallares, S.; Cantera, L.M. Competences of gender equality: Training for equality between women and men in

organizations. Athenea Digit. 2017, 17, 265–286. [CrossRef]
6. Martín, A.; Pazos, M.; Montilla, M.V.C.; Romero, C. Una modalidad actual de violencia de género en parejas de jóvenes: Las redes

sociales. Education XX1 2016, 19, 405–429. [CrossRef]
7. Hammond, M.D.; Milojev, P.; Huang, Y.; Sibley, C.G. Benevolent sexism and hostile sexism across the ages. Social Psychol. Personal.

Sci. 2018, 9, 863–874. [CrossRef]
8. Glick, P.; Fiske, S.T. The Ambivalent Sexism Inventory: Differentiating hostile and benevolent sexism. J. Personal. Soc. Psychol.

1996, 70, 491–512. [CrossRef]
9. Glick, P.; Fiske, S.T. Ambivalent sexism. Adv. Exp. Soc. Psychol. 2001, 33, 115–188. [CrossRef]

171



Healthcare 2021, 9, 721

10. Moya, M. Actitudes sexistas y nuevas formas de sexismo. En Psicología y Género; Barberá, E., Martínez, I., Eds.; Pearson Educación:
Madrid, España, 2004; pp. 271–294.

11. Expósito, F.; Herrera, M.C.; Moya, M.; Glick, P. Don’t rock the boat: Women’s benevolent sexism predicts fears of marital violence.
Psychol. Women Q. 2010, 34, 36–42. [CrossRef]

12. Cross, E.J.; Overall, N.C.; Low, R.S.; McNulty, J.K. An interdependence account of sexism and power: Men’s hostile sexism, biased
perceptions of low power, and relationship aggression. J. Personal. Soc. Psychol. 2019, 117, 338–363. [CrossRef]

13. Chatzakou, D.; Kourtellis, N.; Blackburn, J.; De Cristofaro, E.; Stringhini, G.; Vakali, A. Measuring #GamerGate: A tale of hate,
sexism, and bullying. In Proceedings of the 26th International Conference on World Wide Web Companion, Perth, Australia, 3–7
April 2017; Barret, R., Ed.; Association for Computing Machinery: Perth, Australia, 2017; pp. 1285–1290. [CrossRef]

14. Bosson, J.K.; Kuchynka, S.L.; Parrott, D.J.; Swan, S.C.; Schramm, A.T. Injunctive norms, sexism, and misogyny network activation
among men. Psychol. Men Masc. 2020, 21, 124–138. [CrossRef]

15. Fox, J.; Cruz, C.; Lee, J.Y. Perpetuating online sexism offline: Anonymity, interactivity, and the effects of sexist hashtags on social
media. Comput. Hum. Behav. 2015, 52, 436–442. [CrossRef]

16. Finneman, T.; Jenkins, J. Sexism on the set: Gendered expectations of TV broadcasters in a social media world. J. Broadcast.

Electron. Media 2018, 62, 479–494. [CrossRef]
17. Butkowski, C.P.; Dixon, T.L.; Weeks, K.R.; Smith, M.A. Quantifying the feminine self (ie): Gender display and social media

feedback in young women’s Instagram selfies. New Media Soc. 2020, 22, 817–837. [CrossRef]
18. Abbott, W.; Donaghey, J.; Hare, J.; Hopkins, P. An Instagram is worth a thousand words: An industry panel and audience Q&A.

Libr. Hi Tech News 2013, 30, 1–6. [CrossRef]
19. Ting, H.; Wong, W.; De Run, S.; Choo, S. Beliefs about the Use of Instagram: An Exploratory Study. Int. J. Bus. Innov. 2015, 2,

15–31.
20. Oropesa, M.P.; Sánchez, X.C. Motivaciones sociales y psicológicas para usar Instagram. Commun. Pap. 2016, 5, 27–36.
21. Rice, C.; Watson, E. Girls and sexting: The missing story of sexual subjectivity in a sexualized and digitally-mediated world. In

Learning Bodies; Coffey, J., Budgeon, S., Cahill, H., Eds.; Springer: Singapore, 2016; pp. 141–156. [CrossRef]
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Abstract: COVID-19 has made eHealth an imperative. The pandemic has been a true catalyst for
remote eHealth solutions such as teleHealth. Telehealth facilitates care, diagnoses, and treatment
remotely, making them more efficient, accessible, and economical. However, they have a centralized
identity management system that restricts the interoperability of patient and healthcare provider
identification. Thus, creating silos of users that are unable to authenticate themselves beyond their
eHealth application’s domain. Furthermore, the consumers of remote eHealth applications are
forced to trust their service providers completely. They cannot check whether their eHealth service
providers adhere to the regulations to ensure the security and privacy of their identity information.
Therefore, we present a blockchain-based decentralized identity management system that allows
patients and healthcare providers to identify and authenticate themselves transparently and securely
across different eHealth domains. Patients and healthcare providers are uniquely identified by
their health identifiers (healthIDs). The identity attributes are attested by a healthcare regulator,
indexed on the blockchain, and stored by the identity owner. We implemented smart contracts on
an Ethereum consortium blockchain to facilities identification and authentication procedures. We
further analyze the performance using different metrics, including transaction gas cost, transaction
per second, number of blocks lost, and block propagation time. Parameters including block-time,
gas-limit, and sealers are adjusted to achieve the optimal performance of our consortium blockchain.

Keywords: digital identity; decentralized identity; identity management; healthcare; blockchain;
smart contract; Ethereum

1. Introduction

Since SARS-CoV-2 (COVID-19) emerged, the demand for eHealth has gone viral.
The novel coronavirus has swept across communities forcing a new normal that requires
social distancing. Governments strongly suggest enforcing medical distancing to minimize
physical contact between patients and healthcare providers. As a result, hospitals and other
healthcare organizations have rapidly adopted digital alternatives to deliver healthcare
services. Telehealth applications facilitate clinical benefits for patients such as consultation,
diagnoses, treatment, and prevention from a distance overcoming the geographical barrier.
They can also support non-clinical services for healthcare providers, such as training,
meetings, and education [1]. Furthermore, eHealth applications also provide real-time
health monitoring using various devices and sensors [2]. In 2020, remote healthcare
applications shifted from a previously slow adoption rate to a record pace of uptake.
The searches for online consultations have sky rocked by 350%. Whereas in 2021, the global
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eHealth market is expected to witness a 37.1% increase [3]. It is further predicted to rise to
USD 310.09 billion by 2027, according to Data Bridge Market Research [4].

Healthcare organizations’ rapid transition to digital—where medical records and
online services are the norms—has created new challenges in securing access to sensitive
patient data and clinical applications. This, combined with evolving compliance regula-
tions, drives a need for technologies that enhance security while maintaining a superior
level of healthcare service and enabling healthcare professionals to securely and seamlessly
access patient information and applications at all times in compliance with regulatory
requirements. However, meeting regulatory demands and demonstrating compliance can
be challenging with centralized legacy identity management (IdM) solutions. Failure to
comply can result in substantial fines and reputation damage. Furthermore, the prolifera-
tion of healthcare organization data breaches [5], which put lives at risk, make centralized
legacy identity management (IdM) solutions less desirable.

The centralized IdM creates silos of users restricting inter-operable identification
between different applications [6]. For each application, the consumer has to identify and
authenticate themselves separately. A user identified in one domain cannot verify itself
to a user present in another domain. Moreover, the web-based IdM allows users to create
self-asserted profiles without performing any identity proofing. Therefore, identity theft is
becoming common on web applications to commit scams and frauds [7,8]. Furthermore,
centralized IdM has several weaknesses in ensuring data security and privacy [9]. In a
centralized IdM, the identity owner must completely trust their service provider, thus
having no or limited control over their identity. Users are unable to control the type of data
collected and shared during the identification and authentication process. There remains
no way for a consumer to check whether the security and privacy regulations are being
followed by their service provider [10]. Moreover, centralized IdM remains more prone
to hacking and data breaches, which may lead to susceptible data disclosure for eHealth
applications [11]. In centralized IdM, the data of users are stored, updated, and managed
through centralized databases. Centralized databases are high-value targets for different
security attacks, thus remain more prone to data manipulation or theft. Centralized servers
also introduce a single point of failure and are venerable to Denial-of-Service attacks.
If the centralized system is compromised, it may make the network completely useless.
Thus, a centralized approach always requires an adequate security system with protective,
detective, and corrective measures to protect against different security threats. Therefore,
decentralized methods are being proposed in [12–14] to ensure data security and privacy.

For remote eHealth applications, it remains essential to provide a decentralized IdM.
What is required is a facility that empowers users to manage their identities indepen-
dently from their eHealth provider. Blockchain technology allows distributed storage of
records with cryptography protection to ensure security [15]. It facilitates decentralization
and stores time-stamped data in an immutable, auditable, and secure manner. These
features can be used to facilitate the owner-driven identity. In the survey in Reference [16],
a blockchain-based IdM is suggested for eHealth consumers to control their identity fully.
There are several examples of blockchain-based IdM, including ShoCard [17], uPort [18],
Sovrin [19], and Blockstack [20]. However, these solutions are not directly applicable to
telehealth as they fail to provide adequate identity proofing for patients and healthcare
providers. Identity proofing is the process of verifying that the claimed identity of a per-
son matches their actual identity. For healthcare providers, it is essential to verify their
practice licenses before allowing them to authenticate themselves to other entities in the
network. The verification can only be done by the regulatory authorities who have issued
the practice license. At present, remote healthcare applications rely on a centralized IdM
where subscribers are forced to trust their service providers in the authentication of other
participants. Researchers who have utilized blockchain to provide a decentralized health
record system [21–25] also rely on the centralized IdM of hospitals. Therefore, it remains
essential to provide a decentralized IdM that allows patients and healthcare providers to
authenticate and validate each other in a trusted and reliable manner.
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We propose a blockchain-based decentralized identity management for remote health-
care. Health-ID harnesses the power of blockchain technology to safeguard patient infor-
mation and help ensure regulatory compliance. For that, we invest the automated nature
of smart contracts and transparency of the blockchain to provide an IdM with capabilities
such as automated provisioning and de-provisioning, user-centric identity governance
across domain boundaries, and robust audit and reporting. In this paper, we have three
significant contributions that are as follows:

• The architecture of Health-ID is presented, which consists of four actors, namely user,
healthcare regulator, blockchain, and cloud storage. The owner can control their own
identity by using web tokens for identity attributes. The healthcare regulators provide
their attestation after conducting identity proofing. In order to maintain data integrity
and auditability, the hash of the identity attribute is uploaded on the blockchain.

• Two smart contracts Health_SC and Registry_SC are deployed to facilitate the au-
thentication and identification process. The health_SC allows users to manage their
identity, whereas the registry_SC allows regulators to store the attestations.

• A consortium blockchain is used to implement healthID. The blockchain’s performance
effectiveness and computational efficiency are computed using transaction gas cost,
transaction per second, number of blocks lost, and block propagation time.

2. Related Work

Identity management is described as a set of policies and technologies to control enti-
ties’ identities and ensure that the right entities are authorized to utilize relevant resources.
The IdM is broadly categorized into centralized, federated, user-centric, and decentralized.
In centralized IdM, the identity provider has complete control to manage the identity of
users and provide them authentication services. Most of the current services and applica-
tions use centralized IdM to create a silo of users where users identified in a specific domain
cannot authenticate themselves to other domains [6]. Federated IdM, on the other hand, is
an arrangement between two or more organizations to allow users from one domain to
authenticate and access services of other domains [26], for instance, single-sign-on systems
such as Facebook connect [27]. However, current centralized and federated digital identity
models do not allow for complete independence or control by the user. This leads to a
privacy issue as users do not know where their data are being utilized. On the other hand,
a user-centric identity tries to give control of identity to its owners while reducing identity
information disclosure of personal information [27].

The recent emergence of blockchain technology has allowed the development of
decentralized IdM. Decentralized IdM will enable consumers to manage and maintain their
identity on a blockchain that is not controlled by a single central authority. This allows users
to decide what, when, and with whom they want to share their information. Recently, there
have been various proposed solutions based on blockchain technology. The decentralized
IdM can be broadly categorized into self-sovereign identity and decentralized trusted
identity. Self-sovereign identity is a type of user-centric model that requires no central
authority, which may lead to the possibility of identity disclosure. In this approach,
a unique identifier is used to represent an entity, whereas the attributes of user identity are
stored on the blockchain [28]. For instance, uPort is built on Ethereum, which allows its
users to manage and keep their identity by using a self-sovereign wallet [18]. In addition,
an uPort registry smart contract is used to store the identifiers and their identity attributes.
SelfKey [29] is also built on top of the Ethereum blockchain and uses a claim protocol to
share identity information with third parties. Sovrin [19] is a decentralized IdM solution
that uses a permissioned blockchain network Hyperledger Indy. In Sovrin, only trusted
authorities, such as governments, universities, or banks, manage the blockchain by running
the consensus protocol [17]. It uses virtual chains to pin the state machine on the network.
Evernym [30] uses Sovrin and IOTA blockchain to support a self-sovereign trusted identity
for enterprises and organizations. Whereas Blockstack [20] provides a decentralized public-
key infrastructure using the Bitcoin blockchain. The major limitation of the self-sovereign
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approach is that the identities are self-asserted. The user provides identity information
with no means to verify its authenticity.

In contrast, the decentralized trusted identity supports identity proofing by allowing
trusted third parties to provide identity attestation by verifying public credentials, such as
a passport, national identity card, and driving license. ShoCard [17] is the most prominent
solution based on a decentralized trusted identity approach. It provides multi-factor
authentication without the need to use a password or a username. It uses the bitcoin
blockchain and a centralized server to exchange identity information between two parties.
However, ShoCard has two major limitations. Firstly, it remains centralized as it relies on
a ShoCard server that stores identity certification. Without the centralized server, users
are not able to authenticate themselves to third parties. Secondly, based on the bitcoin
blockchain, the waiting time for a transaction to be mined is very high, which causes
delays to the authentication process. None of these solutions are designed and applied
to healthcare scenarios for identity authentication and verification purposes to the best of
our knowledge. Furthermore, they do not address the challenges and issues of healthcare
applications. Therefore, the eHealth applications that support telehealth still depend upon
a centralized IdM [31]. This creates silos of users restricting inter-operable identification
between different eHealth applications. Our motivation is to investigate the potential of
blockchain technology for the use of IdM in remote healthcare applications.

The most prominent adoption of blockchain technology in healthcare is electronic
health records (EHR), aiming to resolve data management, security, and interoperability
challenges. For instance, BlocHIE, a blockchain-based medical data exchange platform, is
proposed in [32] that uses loosely coupled blockchains to store different types of healthcare
data. The system provides on-chain verification to ensure security, privacy, and authentica-
tion. An attribute-based signature scheme for multiple users in EHR management is pre-
sented in [21], whereas BIoTHR is a novel privacy-preserving IoT-based EHR scheme [33].
In [34], a healthcare management framework is suggested for emergency scenarios that use
blockchain technology to ensure access control, authentication, and audibility. Blockchain
has enabled an efficient method of data authentication in electronic health records. For in-
stance, a blockchain-based key management scheme is proposed in [22] that provides an
efficient mechanism for protecting sensitive medical data in the health blockchain. In [23],
a blockchain-based cloud-assisted eHealth system is proposed, which aims to avoid out-
sourced EHR from malicious modification. A two-way authentication scheme developed
in [24] allows data sharing between hospitals. Similarly, Ref. [25] provides cross-platform
authentication schemes between hospital networks while ensuring security and privacy.
However, these blockchain-based EHR systems are assumed to have a decentralized IdM or
rely on a centralized IdM of hospitals. None of these solutions provide an implementation
of IdM that allows patients and healthcare providers to authenticate and verify each other
irrespective of their healthcare application. Therefore, in this paper, we aim to provide
an IdM solution for remote healthcare applications. Patients and healthcare providers
will remain in control of their identity by managing and storing their identity attributes.
The consortium of healthcare regulators will work the blockchain and provide identity
attestation by conducting identity proofing of patients and healthcare providers.

3. Blockchain Overview

A Blockchain is a replicated database, managed by a consensus mechanism, in a
peer-to-peer network of non-trusting parties. Blockchain can be simply defined as a time-
stamped series of data records that are managed by a cluster of nodes [35]. Nodes are
computers that are connected in a peer-to-peer network and have an identical copy of the
data. A new data entry is validated and transmitted to the entire network to maintain
the identical copy of the database. The blockchain data structure consists of a chain of
blocks. Each block records transactions validated in a particular period and has not yet
been recorded in any prior blocks. These blocks are linked to one another through a
cryptographic hash such that each subsequent block contains the hash of the previous
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block (also called parent) header and hence constitutes a chain. The first block, known as
the genesis block, has no reference to a previous block since it has no parent block. This
linkability is a cryptographic mechanism that maintains data integrity and immutability in
the network. A transaction goes through multiple steps in a blockchain network before it
ends up validated by the network. Firstly, a user digitally signs and submits its information
as a transaction. Secondly, the transaction is broadcasted to the entire network, where each
neighboring node conducts validation for the transaction before relaying it to the next
node. Thirdly, the transaction is collected and validated by a validator who includes it in a
new proposed block. Fourthly, the consensus mechanism determines the validator who
has the right to propose his block to the network. Fifthly, once other nodes validate the
block, the block will be added to the chain, and the block will be propagated to all nodes to
allow these nodes to update their database. Sixthly, after being recorded in the blockchain,
the transaction is considered complete and henceforth consumed by its new owner.

Blockchains can be classified into public, private, and consortium blockchain based
on their settings. A public blockchain is permissionless if the platform is publicly open for
users without permission from any authority. Generally, in a public blockchain, all trans-
actions are visible to the public. Bitcoin is a well-known example of a public blockchain.
On the other hand, a private blockchain is not entirely open for the public to use—a cen-
tralized authority controls and defines who has the right to join the network. Thus, a
private blockchain is considered to be centralized due to the fact because a single authority
maintains the network. In addition, data in a private blockchain is prone to tampering.
Prevalent examples of private blockchain include Corda, Hyperledger Fabric, and Hy-
perledger Sawtooth. A consortium blockchain has different organizations involved to
manage a shared blockchain [36]. The authority is distributed among different organi-
zations, and thus, the consortium blockchain is considered to have semi-decentralized
management and governance. In a consortium blockchain, only a preselected set of nodes
participate in the consensus process. A consortium blockchain is best suited for organiza-
tional collaboration. In a consortium blockchain, a limited number of trusted participants
are required to validate the block. This is what makes the consortium blockchain highly
scalable and guarantees high throughput.

Ethereum is a stateful blockchain-based computing platform with smart contract
functionality that lets users build decentralized applications running on blockchain tech-
nology. In addition to the distributed ledger, Ethereum provides a virtual machine, called
the Ethereum Virtual Machine (EVM), which can execute scripts written in a high-level
programming language (e.g., Solidity). In Ethereum, the blockchain data structure is more
complex than in its predecessor, Bitcoin. The block’s header comprises metadata, and its
body comprises multiple types of data, namely, transactions, receipts, and system states
(account states). Each of these data types is organized into a Merkle tree or a Patricia tree
(Radix tree) in the state tree. The state tree (or the account storage tree) is an essential
component in the Ethereum ledger. It is used to implement the account model, whereby
each account is linked to its related states (account balances, smart contract states, etc.).
Any node can parse the tree using the account address and get the updated state without
any overhead calculation. The state tree grows each time a change occurs in a state. It
grows by adding new nodes (stored in the new block)—holding new states—which points
to the nodes (stored in the previous block) containing the old value for the same state
(Figure 1). To enforce immutability, Ethereum keeps its root hash in the block header. This
tree manages two accounts: the externally owned account (EOA) and the smart contract
account. The first type is an account controlled by a private key held by a given user,
whereas the second is an account controlled by a smart contract Bytecode. Both accounts
are represented by a cryptographically generated address of 20 bytes. To prevent Denial-
of-Service (DoS) attack, EVM adopts the gas system, whereby every computation of a
program must be paid for upfront in a dedicated unit called gas as defined by the protocol.
If the provided amount of gas does not cover the cost of execution, the transaction fails.
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The block size is controlled by the gas-limit, which the miners define, and a constant rise of
the gas-limit happens.

Figure 1. Structure of Ethereum’s chain of blocks.

4. Remote Healthcare Identity Management System

In this section, we present an IdM solution for remote healthcare services using a
consortium Ethereum blockchain. The consortium is managed by healthcare regulators,
whereas patients and healthcare providers are the consumers of the IdM identified by a
unique health identifier (healthID). Firstly, we define the actors involved and our proposed
architecture. Secondly, we discuss the two smart contracts and their functions required
for creating, using, and validating healthID. Lastly, we demonstrate the workflow for the
healthID registration and authentication process.

4.1. Actors

The remote healthcare IdM framework involves five entities. Each entity is briefly
described as follows:

1. User: A user is the owner of the identity. A user in healthID can be a patient or a
healthcare provider. The patient is a consumer of healthcare services, such as diag-
nosis, treatment, and therapy, whereas a healthcare provider is a professional that is
licensed by regulatory authorities to provide healthcare services. Healthcare providers
include doctors, nurses, pharmacists, dentists, opticians, midwives, psychologists,
and psychiatrists, etc.

2. Healthcare Regulator: A regulator is responsible for registering and administrating
healthcare providers. Examples of healthcare regulators include the department of
health and social care professionals, nursing council, and midwife council, phar-
maceutical council, optical council. They are responsible for registering, renewing,
and revoking the license of healthcare providers of their respective fields. On the
other hand, public hospitals can register patients by verifying their public identity.

3. Blockchain: A consortium blockchain is utilized to provide a secure and distributed
identity management service for healthcare. The blockchain platform should support
smart contracts such as Etherum and Hyperledeger. A piece of code known as the
smart contract is deployed over Ethereum to ensure identity management. Two types
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of smart contracts are deployed, namely Health SC and Registry SC. The healthID
of patients and providers is the address of their deployed smart contract over the
Ethereum blockchain.

4. Cloud storage: The cloud storage system is used to store the identity attributes of
patients and healthcare providers. The identity attributes are stored in a JSON object
and attested by a regulatory authority to create a JSON Web Token (JWT). The hash of
the identity attribute can be used to locate and download a particular identity attribute.
The identity owner may select a centralized storage system (such as dropbox) or a
distributed cloud storage (such as IPFS) to store their identity attributes.

4.2. Proposed Architecture

The overview of the remote healthcare IdM is illustrated in Figure 2. The patient,
regulator, and provider use their applications to register to the blockchain. The application
contains a secure inbuilt wallet having public and private key pairs. The application stores
the private key in the secure enclave of the user device that can be utilized by biometric
or password authentication. The private key is used to sign attestations and transactions
sent to the blockchain. The public key is used to generate an account on the blockchain.
The account is further used to deploy smart contracts over the blockchain. Each patient
and healthcare provider deploys their smart contract. The healthID is the address of the
smart contract deployed by each entity. The unique healthID is used for the identification
and authentication process. Healthcare regulators register it by performing off-block
identity proofing. The identity proofing of healthcare providers is conducted using their
practice license, whereas patients can prove their identity using public identification such
as passports, national identity cards, and driving licenses. For instance, the pharmaceutical
council will be able to register the healthID of a pharmacist by verifying their practice
license. In contrast, a public hospital will be able to register the healthID of a patient
by verifying their public identity document. A consortium of healthcare regulators will
manage the blockchain. Each member of the consortium will manage a node of the
blockchain. When the blockchain is initialized, a specific predefined authority node would
be used to validate new blocks on the network. New authority nodes can be included at
any time based on the majority decision of existing authority nodes.

Application

Application ApplicationHealth SC

Account

deploy

Account deploy Health SC AccountRegistry

Blockchain

User 2: Healthcare Provider

User 1: Patient Healthcare Regulator

register 
healthID

healthID: 0xccc healthID: 0xbbb Address:0xaaa

Cloud Storage 

Upload Identity

Upload Identity

Figure 2. Architecture of the smart healthcare identity management system.
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In our proposed architecture, the owner can control their own identity. Figure 3 shows
how the owner of healthID creates, stores, and manages the identity. The identity is a set
of identity attributes describing the owner. We use a JSON (https://www.json.org/json-
en.html (accessed on 1 May 2021)) object to define identity attributes, for instance, name,
profile picture, license number, and public citizenship number, etc. The JSON attributes are
digitally signed by a regulator to create a JSON Web Token (JWT). A JWT (https://jwt.io/
(accessed on 1 May 2021)), which is an open standard to securely transmitting information
as a JSON object. The JWT identity token is an attested identity attribute of the owner. It
can be used as proof that a particular regulator attests to the claim about the identity of a
specific patient or healthcare provider. Attestation can also be a self-signed JSON token.
The owner uploads the encrypted JWT identity attributes over a cloud service (Dropbox,
IPFS). The hash of the identity attribute is used to ensure the integrity of the data. Each hash
is identified by its hashID, which is a unique random number assigned to a particular hash.
The hash and hashID are uploaded over the blockchain using the owner’s smart contract.

Creation

Cloud Storage 

JWTIdentity Owner

Encryption

Hash

Hashing

Upload

JSON Object

Validation

UploadDigitally Signed

Encrypted JWT

Validator

Upload

Identifier

Smartcontract Smartcontract

healthID

HashID

Blockchain

Figure 3. An overview of digital health identity.

An example of the JWT having an identity attribute of a doctor’s practice license is
provided. The encoded and decoded JWT token is shown below:

1 encoded token:

2 "eyJ0eXAiOiJKV1QiLCJhbGciOiJFUzI1NksifQ.eyJhdHRyaWJ1dGUiOnsibmFtZSI6IkNocmlzdGl

3 hbiBMdW5ka3Zpc3QifSwic3ViamVjdCI6IjB4N2RiNTM1ZmFjOGEyNTg2OWE3YWViNWY3ODQyYzcxZD

4 U5ODI0ODcyMyIsImlzc3VlciI6IjB4Y2I4NTE4ZTFhYjQyMmM4NjQ1ODQ3ZTYzYmQ1N2Q4YTcwYWFhY

5 jY0YyIsImlzc3VlZEF0IjoiMjAxNi0wMS0yNlQyMjo0ODoyOS42MzlaIiwiZXhwaXJlc0F0IjoiMjAx

6 Ny0wMS0yNlQyMjo0ODoyOS42MzlaIn0.LO_rHNSq_Piow3kLTqks86BVsYLIWpUoN7LMBXqD8q3YR2I

7 v6q9BWjvtPKao34HlZKqPDZeXtjOVFPXmH5eRMg"

8

9 decoded token

10 {

11 header: { typ: 'JWT ', alg: 'HS256 ' },

12 payload:

13 {

14 Identity Attribute:

15 {

16 "Name": "Dr Annmarie",

17 "Speciality": "General practitioner",

18 "Licence": 1516239022,

19 "Picture": "image.jpg",

20 "Date of Issue": 2020 -10 -01,

21 "Date of Expiry": 2025 -10 -01

22 },
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23 subject:

24 {"healthID": "0 x7db535fac8a25869a7aeb5f7842c71d598248723"},

25 issuer:

26 {"publickey": "0 xcb8518e1ab422c8645847e63bd57d8a70aaab64c"},

27 token issued : { '2021-02-01 T22:48:29.639Z'},

28 token expires: { '2025-10-01 T22:48:29.639Z'}

29 signature: "LO_rHNSq_Piow3kLTqks86BVsYLIWpUoN7LMBXqD8q3YR2Iv6q9BWjvtPKao34HlZKq

30 PDZeXtjOVFPXmH5eRMg",

31 encrypted: True,

32 publicKey:

33 '02 e8a9b0aeee81f80ca32eb09d97319d61b5df9485bdf6f726465155ca778f69f1 '

34 }

The encoded JWT consists of three parts separated by dots (xxx.yyy.zzz): header,
payload, and signature. The header consists of the token type and the signing algorithm
such as HMAC, SHA256, or RSA. The payload contains the data about the entity. The sig-
nature is created by using an encryption algorithm over the encoded header and payload.
In the above example, the JWT is created using the HMAC SHA256 algorithm to create the
signature. The payload consists of the license attribute, subject healthID, issuer public key,
token issue date, and token expiry date.

4.3. Smart Contract

The healthcare IdM consists of two types of smart contracts (Health SC and Registry
SC). The Health SC consists of five functions, including set_public_key, retrieve_public_key,
set_hash, retrieve_hash and pause_SC, whereas the registry SC consists of functions, regis-
ter_regulator, verify_regulator, register_attestation, verify_attestation, and revoke_attestation.
The algorithm of each function is provided in Algorithms 1–10, respectively. The com-
plete code of the smart contract is available in the github repository (https://github.com/
ibrahimtariqjaved/healthid (accessed on 1 May 2021)).

Algorithm 1: set_publickey(publickey)

if sender==owner then
Store publickey;

else
return false;

end

Algorithm 2: retrieve_public_key

if publickey exists then
return publickey;

else
return false;

end

Algorithm 3: set_hash(hash_id, hash, url)

if sender==owner then
Map hash and url to hash_id;

else
return false;

end
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Algorithm 4: retrieve_hash(hash_id)

if hash_id exists then
return hash and url;

else
return false;

end

Algorithm 5: pause_smartcontract()

if sender==owner then
Pause owner’s smart contract

else
return false;

end

Algorithm 6: register_regulator(public_key)

if sender==enodeaddress then
Map public_key to msg.sender

else
return false;

end

Algorithm 7: verify_regulator(address)

if address exist then
return public_key mapped to address;

else
return false;

end

Algorithm 8: register_attestation(healthid, verify_attestation)

if sender==registered regulator then
Map public_key to healthid;

else
return false;

Algorithm 9: verify_attestation(healthid)

if healthid exist then
return public_key mapped to healthid;

else
return false;

Algorithm 10: revoke_attestation(healthid, public_key)

if sender==enode address then
Remove healthid’s public_key;

else
return false;

The description of each function is provided as follows:
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1. set_public_key: This function allows the owner of the smart contract to upload and
store its public key over the Ethereum network. Only the owner of the smart contract
will be allowed to upload their public key.

2. retrieve_public_key: This function allows anyone to retrieve the public key of the owner
by using their healthID. Retrieving the public key from this function ensures that the
public key belongs to the entity having the healthID.

3. set_hash: This function allows the owner to store the hash and hashID of their identity
attribute. The function stores the hash with the corresponding hashID of the identity
attribute. Only the owner of the smart contract is allowed to upload the hash.

4. retrieve_hash: This function is used to extract the hash by using the hashID of the
identity attribute required. The function uses the hashID to locate and return the
corresponding hash of the required identity attribute.

5. pause_SC: This function allows the owner of the smart contract to pause and unpause
the contract. If the smart contract is paused, no one will access the hash of the
identity attribute.

6. register_regulator: This function allows regulators to register themselves and upload
their public key. The public key is stored with their corresponding Ethereum ad-
dress. This function will only register the regulator who is operating as a node of
the blockchain.

7. verify_regulator: This function allows anyone to retrieve the public key of regulators
using their Ethereum address. In addition, this function ensures that the regulator
having a particular Ethereum address is registered on the network.

8. register_attestation: This function allows regulators to register the healthID and public
key of patients and healthcare providers. The Ethereum address of the regulator is
also stored with it. Only the registered regulators will be able to use this function.

9. verify_attestation: This function allows anyone to extract the public key of the regis-
tered healthID. In addition, the function returns the public key and Ethereum address
of the regulator who provided the attestation.

10. revoke_attestation: This function allows the regulator to revoke the attestation of a
particular patient or healthcare provider using their healthID.

4.4. Identification and Authentication Workflow

Identity management consists of the identification and authentication process. In iden-
tification, the patients and providers would register and identify themselves to the system
using their applications. In the authentication step, the identity owner would prove their
identity to a third party using their validated healthID and identity token. The system
supports single-sign-on, in which the individual, once logged into its application, would
be able to authenticate itself to different entities. The workflow of each process is described
using a sequence diagram. The process of identification is presented in Figure 4. The iden-
tification process of patients and healthcare providers is the same. In the Figure, we take
the example of a healthcare provider registering to the remote healthcare IdM by following
the identification process. The identification process consists of the followings steps:

1. Deployment: In the first step, the healthcare provider will use the EoA account to de-
ploy a smart contract on the Ethereum blockchain using their application. The address
of the smart contract would be the digital healthID of the healthcare provider.

2. Registration: In the registration step, a request along with the owner’s healthID is sent
to the regulator by the provider. The regulator will use the healthID to request the
public key from the provider’s health SC using retrieve_publickey function. Using the
public key, the regulator will encrypt a challenge message and send it to the provider.
If the provider decrypts using its private key and responds successfully, this ensures
that the provider is the real owner of the healthID and public key.

3. Identity proofing: In this step, the provider would be required to prove their identity
by presenting their practice license. The provider may be required to physically
or remotely present their license based on the policy of the healthcare regulator.
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After proofing is conducted successfully, the regulator registers the healthID and
public key of the provider in the registry SC using the register_attestation function.
The regulator further signs the identity attribute and provides an identity token (JWT)
to the provider.

User Health SC

upload public key

deploy smartcontract

request public key

registration request (HealthID) 

Regulator

identity proofing
identity proofing request

JSON token register public key 

Registry

challenge message 

registration response

challenge Response 

1. Deployement

2. Registration

3. Identity Proofing

upload hash and hashid

Figure 4. Identification sequence diagram.

After identification, the healthID is registered, and the owner receives a signed identity
token. The provider stores the identity token on its device or uploads it to the cloud.
The hashID and hash of the identity token are uploaded to the provider’s Health SC
using set_hash. Now the healthcare provider can authenticate themself to anyone before
providing their healthcare services. The process of authentication is presented in Figure 5.
The authentication process for a provider and a patient is similar. We present how a
provider authenticates itself to a patient. The steps for the authentication process are
discussed below:

1. HealthID Verification: In the first step, the healthcare provider sends the healthID to
the patient. The patient uses the healthID to extract the public key from registry SC
using the verify_attestation function. This ensures that the attested healthID is verified
and registered by a particular regulator. The Ethereum address of the regulator
providing the attestation is also provided. Next, the provider’s public key is used to
send a challenge message to the healthcare provider. If the response is correct, this
guarantees that the public key and healthID belong to the healthcare provider.

2. Identity Assertion: In this step, identity assertion is used by the patient to authen-
ticate the provider. The provider sends the hashID of the required identity token.
The patient uses the hashID to receive the corresponding hash from the provider’s

186



Healthcare 2021, 9, 712

Health SC using the retrieve_hash function. This allows the blockchain to keep a record
of each authentication taking place. The patient then uses the hash to retrieve the
identity token (JWT) from cloud storage.

3. Attribute Verification: The provider shares the symmetric key securely, which is used
to decrypt the identity token received from the cloud. To verify the signature of the
regulator, the public key of the regulator is requested using its Ethereum address
from the verify_regulator function of Registry SC. This allows the patient to verify that
the regulator is registered. The public key received is used to verify the identity token.
This proves that the identity assertion is validated and attested by the regulator.

User 1 Cloud Storage

send healthID

User 2

token verification

decrypt token

send hash

Health SC

request public key (healthID)

receive public key

authentication request (hashID)
send hashID

send hash

receive encrypted JWT

Registry

challenge message 

challenge response 

request regulator public key 

receive public key

authentication successful

1. HealthID Verification

2. Identity Assertion

3. Attribute Verification
share symmetric encryption key 

Figure 5. Authentication sequence diagram.

4.5. Discussion

The healthcare solutions presented in [21–25,32–34] only focus on decentralized health-
care record management systems. These solutions either assume to have a decentralized
IdM or rely on a centralized IdM of hospitals. None of these solutions provide a detailed
implementation of an IdM system where patients and healthcare providers can authenti-
cate and verify each other irrespective of their healthcare application. On the other hand,
the existing blockchain-based IdM solutions, such as [17–20,29,30], provide a single sign-on
authentication system where users have self-asserted identities by creating their profiles.
These systems lack adequate identity proofing to validate the identity information. It is
essential to conduct identity proofing in healthcare applications before allowing patients
and healthcare providers to authenticate each other. In the healthcare sector, healthcare
providers are licensed by regulatory authorities to provide healthcare services. For instance,
a doctor would be certified by healthcare professionals, whereas the pharmaceutical council
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would approve a pharmacist. Therefore, the identity attestation should be conducted by the
relevant regulatory authority. Compared to the existing solutions, the healthID facilitates
patients and healthcare providers to authenticate each other without depending on their
eHealth provider. HealthID harnesses the power of blockchain technology to safeguard
patient information and help ensure regulatory compliance by allowing identity proofing.
The complete implementation of the solution is presented in the next section.

5. Implementation and Evaluation

In this section, we implement the smart healthcare identity framework on a consor-
tium Ethereum network. We explain the setup that is used to deploy a smart contract
over the blockchain. We further present and discuss the performance of deployed consor-
tium blockchain.

5.1. Blockchain Deployment

We choose a consortium blockchain to implement healthID. Consortium removes the
centralized control as a group of healthcare regulators manages it in contrast to a single
entity in a private blockchain. Furthermore, it is more privacy-ensuring and efficient due
to the smaller node count compared to the public blockchain. We deployed the consortium
blockchain using the Ethereum network on five nodes. Each node is set up on an EC2 virtual
machine using an AWS cloud service. The virtual machine has 1 GB RAM and 20 GB storage
with a Linux Ubuntu operating system. Each virtual machine is configured with the Go
Ethereum client (Geth (https://github.com/ethereum/go-ethereum/wiki/geth (accessed
on 1 May 2021))) that is implemented in Go language. The five nodes running the Geth
client are connected using their eNode addresses. After initializing the blockchain, we used
Remix IDE (https://remix.ethereum.org/ (accessed on 1 May 2021)) to compile healthID
smart contracts implemented in solidity language. We further used the Metamask (https:
//metamask.io (accessed on 1 May 2021)) wallet to deploy the smart contract onto our
consortium blockchain. After deploying our smart contacts, we submit dummy transactions
over the blockchain. The commands used to set up and initialize the Ethereum blockchain
are provided in the GitHub repository (https://github.com/ibrahimtariqjaved/healthid
(accessed on 1 May 2021)).

The PoA consensus agreement is used to deploy the consortium blockchain. The PoA
blockchain in Ethereum is named the Clique network. The nodes that validate the block
are called sealers. In PoA, the network consensus is achieved by a majority agreement
among the sealer nodes. The genesis JSON file configures the network and initializes
the first block on the blockchain network. A sample JSON genesis file is presented in
Listing 1. The genesis file contains several parameters that are essential to configure the
PoA consensus. The chainID is used to allocate an identifier to the network. The parentHash
parameter defines the hash of the previous block, which is set to 0 as the genesis block has
no parent block. The gasLimit is used to set the limit of gas that can be used per block. Gas
refers to the cost required to perform a transaction on the network. The gasLimit defines how
many transactions can be part of each block. The Epoch Period defines the size of each block
as it is the time set between two successive blocks. The block-time is used to determine the
size of each block. The extraData is used to set the addresses of sealers when initializing the
blockchain. Sealers are nodes that can validate and include a transaction on a block. In our
case, healthcare regulators are set as sealers of the network. A consortium is deployed by
initializing a set of sealers in the genesis block. The majority voting of existing sealers can
include a new sealer. The genesis file is used to set the initial parameters necessary for
the blockchain. We analyze the performance of blockchain by using three parameters (i)
Block-Time, (ii) Gas-Limit, and (iii) Sealers Number. The consortium blockchain is tested
by varying these three parameters. For each configuration, we run the blockchain for one
hour to compute the performance.
Listing 1. JSON genesis.
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5.2. Performance Evaluation

We compute the performance of the healthcare identity framework on a consortium
blockchain using the Ethereum network. We use four metrics to compute the performance
of the Ethereum blockchain:

1. Transaction gas cost (TGS): TGS is the amount of gas needed to run a smart contract
transaction on the Ethereum blockchain network. It represents the efficiency of the
smart contract in terms of its execution. TGS needs to be minimized to achieve higher
efficiency and lower delays in the network as each transaction is executed over all
nodes of the blockchain.

2. Transaction Per Second (TPS): TPS is the total transactions that can be carried out on the
blockchain in one second. It is computed using the gasLimit divided by the TGS and
Block− timemeasured. Where The Block− timemeasured is the actual block-time recorded
from the geth console. The Block− timemeasured may differ from the block-time set in
genesis due to synchronization and network delays.

3. Number of Blocks Lost (NBL): The NBL is the number of blocks lost in the network.
The NBL can be measured directly from the geth console. A block is lost when the
sealer delays broadcasting the signed block for a specific time. After that, the block is
replaced by a new block proposed by a backup sealer. The block that was required
to be added to the blockchain is considered lost. Therefore, the number of blocks
lost produces lag in the blockchain network. To reduce the delay of block generation,
the NBL needs to be minimized.

4. Block Propagation Time (BPT): BPT is the time that is needed for a new block to be
distributed to the majority set of nodes present in the network. Each block is propa-
gated to all nodes in the network after validation using a defined broadcast protocol.
Thus, for a block to reach the entire network, it passes through approximately seven
intermediary nodes. The propagation time for each block can be extracted from the
geth console.

In order to compute the performance, we ran the blockchain for one hour for each
setting. The information regarding each block is extracted from the geth console. The screen-
shot of the geth console is shown in Figure 6. The Block− timemeasured, NBL and BPT are
directly extracted from the geth console.
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5.2.1. Transaction Gas Cost of HealthID Smart Contract

In this subsection, we compute the performance of our smart contracts in terms of
their complexity. We compute the TGS for deploying smart contracts and their functions,
as presented in Table 1. However, PoA does not require any cost to be paid. The TGS is
a good metric to check the complexity of the smart contract. The higher the gas cost, the
more time it will take to execute the function on the blockchain. The TGS for deploying
Health SC requires 485561 gas, as shown in Table 1 (a). The deployment cost of the registry
smart contract is almost similar, as seen in Table 1 (b). This cost is required only once
upon deployment of the smart contract. Regarding the smart contract functions, we can
observe that none of the functions has TGS above 50,000 gas. The TGS of set_publickey
and set_hash, register_ regulator and register_attestation functions are above 40,000 gas as
they require mapping of 32 bytes addresses. From Section 4.4, we can observe that for
the identification process, five smart contract functions are required, namely Patient_SC
deployment, set_publickey, get_publickey, register_attestation and set_hash. Therefore, for the
identification process, a total of 485,561 + 44,538 + 22,351 + 66,327 + 46,887 = 623,465 gas is
required. The cost of identification is high due to smart contract deployment. However,
this cost is required only once for initializing the smart contract on the blockchain. After the
smart contract is deployed, the process of identity proofing will only require a TGS of
135,565 gas. On the other hand, the authentication process requires only three functions
verify_attestation, get_hash and verify_regulator. For which a TGS of 24,911 + 22,351 + 23,920
= 71,182 gas is required. This shows that the authentication process requires very little
computational power and can be executed quickly.

Table 1. Gas cost for healthcare identity smart contracts.

(a) Gas Cost for Health Smart Contract

No Contract Transaction TGS

1 Deploy Health_SC 485,561
2 set_publickey 44,538
3 get_publickey 22,351
4 set_hash 46,887
5 get_hash 24,434
6 pause_smartcontract 43,436

(b) Gasgas Cost for Registry Smart Contract

No Contract Transaction TGS

1 Deploy Registry_SC 474,939
2 register_regulator 43,757
3 verify_regulator 23,920
4 register_attestation 66,327
5 verify_attestation 24,911
6 revoke_attestation 14,492

5.2.2. Effect of Block-Time and Gas-Limit on Blockchain Performance

In this subsection, we evaluate the effect of block-time and gas-limit on the perfor-
mance of the blockchain. To determine the effect of these two parameters on blockchain
performance, we compute TPS and NBL. As discussed earlier, TPS represents the number
of transactions processed by the blockchain in a second, whereas NBL represents the num-
ber of blocks lost during block creation. Figure 7a shows TPS with respect to block-time. We
can observe that TPS decreases rapidly when block-time is increased. To achieve a high TPS,
a small value of block-time is required. However, we further observed that lower values of
block-time have a high number of NBL, as shown in Figure 7b. The lost blocks introduce
delay in the network as new blocks are required to replace them. A large decrease in NBL
is observed for block-time between 1 to 5. This is because, at high block-time, sealers have
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additional time to validate the transactions. Therefore, we suggest a block-time between 5
and 10. For a block-time of 7, TPS of around 100 can be achieved with a low number of
lost blocks. We further computed the effect of gas-limit on the TPS. From Figure 7c, we can
observe the effect of gas-limit on the TPS. For a block-time of 7, we varied the gas-limit from
60,000,000 to 200,000,000. Currently, the public Ethereum blockchain [37] uses a gas-limit
of 20,000,000. However, we can use higher gas-limits for a private blockchain as there are
a limited number of nodes present in the network. To achieve higher TPS in a private
blockchain, we can increase the gas-limit. This will allow a high number of transactions
to be accommodated inside the block-time. For a gas-limit of 200,000,000, we observed
that TPS reached above 130. We also experimented with the effect of gas-limit on NBL.
However, we did not found any effect.
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Figure 7. Effect of block-time and Gas-limit on blockchain performance.
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5.2.3. Effect of Sealers on Blockchain Performance

In this subsection, we observe the effect of sealers on blockchain performance. In the
five-node network, we set the number of sealers from one to five and observed their effect
on NBL and BPT. First, we tried to observe the NBL in one hour for sealers in the network,
as shown in Figure 8a. It can be seen that there were no lost blocks until three sealers were
selected. However, when more than three sealers were selected from five nodes, a high
number of NBL were observed. The high number of NBL is caused due to synchronization
between sealers. In order to validate the block as at least 51%, sealers need to verify it.
Therefore if more nodes are made sealers, this may cause NBL to increase. Therefore the
sealers should not be more than half the number of nodes present in the network. We
further observed the BPT in the network concerning the number of sealers, as shown in
Figure 8b. As discussed earlier, BPT is the time required for a block to be distributed to
most nodes in the network. It can be observed from the Figure that the BPT is strongly
dependent on the number of sealers. More synchronization issues were observed when
the number of sealers was added to the network, which was the reason behind the higher
propagation delay. As seen from the Figure, increasing the number of sealers to five,
the BPT is increased by around 381.88. Therefore, to reduce the network minimum possible
number, several sealers should be selected to run the network.
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6. Conclusions and Future Work

Identity management has gained significant attention in recent years. However,
the interoperability, regulation compliance, and security of identity management solutions
are still complex challenges yet to be solved. The end-user can only trust the eHealth service
provider regarding the safety and protection of its data and attributes. This paper presented
a portable and privacy-preserving decentralized identity management solution with an
application for remote healthcare services that shifts the control over identity information
from service provider to end-user. The proposed system allows patients and healthcare
providers to authenticate themselves across different eHealth domains without relying on
a central service provider. The healthID approach harnesses a set of smart contracts to
tokenize the identity of the network’s entities and end-users, such that a unique healthID
identifies each entity. A healthcare regulator digitally signs the identity attributes to create
a JSON Web Token, which the owner stores. The identity attributes are further indexed on
the blockchain using the owner’s smart contract to ensure immutability and traceability.

To evaluate the performance of the proposed system, we implemented the smart
contracts over an Ethereum blockchain managed by a consortium of healthcare regulators
and assessed its efficiency in terms of gas cost and speed. We observed that a throughput
higher than 100 TPS could be achieved over the consortium blockchain, which is around
eight times greater than the throughput of a public blockchain. Moreover, we evaluated
the blocks lost in the presence of a different number of sealers. We found out that the
number of sealers should be less than half the network number to minimize propagation
and synchronization delays for optimized performance. We intend to extend our work to
securely manage and store patient’s health records by using zero-knowledge proofs for
future work. Our proposed IdM solution would be applied to the real health ecosystem
using a cancer patient health record database. We also plan to integrate the blockchain
with a distributed storage system, such as IPFS, and measure its performance.
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Abstract: The study focuses on emerging problems caused by the spread of medical apps. Firstly, it
reviews the current role of cybersecurity and identifies the potential need to widen the boundaries
of cybersecurity in relation to these apps. Secondly, it focuses on the pivotal device behind the
development of mHealth: the smartphone, and highlights its role and current potential for hosting
wearable medical technology. Thirdly, it addresses emerging issues regarding these apps, which
are in a gray zone. This is done through an analysis of the important positions of scholars, and by
means of a survey report on the increased use of various categories of apps during the COVID-19
pandemic, highlighting an accentuation of the problem. The study ends by explaining the reflections
and proposals that emerged after performing the analysis.
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1. Purpose of the Prospective Study

The proposed study is based on problems identified some time ago in relation to
medical apps with regard to correct use by both the citizen and the medical actor, the clear
identification of the intended use, and quality control and certification (when necessary).

As a prospective study, the first objective is to review the current role of cybersecurity
and identify new needs to be covered in these medical apps.

The second objective is to highlight the opportunities of the smartphone device in
mHealth, which has become a medium for wearable medical technology through dedicated
apps and appropriate sensors.

The third objective, without the aim of performing a review, is to highlight the main
problems found on these medical apps by the research world, which are considered to be
in a gray zone.

The fourth objective is to highlight how the COVID-19 pandemic has exacerbated
these problems. This is achieved through the development and submission of a targeted
survey to investigate the increase in the use of these apps during the pandemic.

In line with the highlights of the Special Issue “Cybersecurity and the Digital Health:
An Investigation on the State of the Art and the Position of the Actors” [1], this study ends
with the expression of an opinion on how these issues are to be addressed (in particular with
regard to how cybersecurity should act on these issues) and the role and positions that the
various actors should have in order to act effectively in relation to the problem. It is in fact
basic to understand [1] whether and how it is appropriate to expand and better generalize
the role of cybersecurity in new border areas of the health sector, for example, with regard
to nonmedical apps that can be confused with medical devices and for which noncompliant
use could put patient safety at risk, especially during the COVID-19 pandemic. From a
general point of view, this contribution aims to respond to this.
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2. The Boundaries of the Cybersecurity Today and the Gray Zone of Medical Apps

2.1. The Boundaries of the Cybersecurity

Cybersecurity has applications in four main areas of the cybersystem, and can be
used either in complex medical devices and/or complex interoperable and heterogeneous
systems (involving elaboration systems, informatics, biomechatronics, bioengineering,
electronics, networks, eHealth, and mHealth [1]). These four areas are data preservation,
data access and modification, data exchange, and interoperability and compliance. The
following systems have cybersecurity issues in health care:

2.1.1. Wearable Medical Devices

Wearable medical devices [2–6], particularly implantable ones, are part of a hetero-
geneous system (e.g., pacemakers, artificial pancreases). In these systems, the wireless
connection creates an environment that is potentially susceptible to cyberattacks.

2.1.2. Picture Archiving and Communication Systems

Picture Archiving and Communication Systems (PACSs) [7] represent a form of medi-
cal device software (defined by the FDA as a Class II medical device) that is dedicated to
the management of a diagnosis reached using medical imaging. A PACS embeds several
parts such as elaborators, workstations, digital databases, digital data-stores, and digital
applications that are subject to potential cyberattacks.

2.1.3. Health Networks

As is well known, hospital companies today are strongly reliant on digital technologies.
The cyber-risk is rapidly increasing with [1,7]:

1. The so-called dematerialization of administrative processes; and
2. The increased dependence on computerized biomedical and nonbiomedical technologies.

Hospital Information Systems (HIS) have been attacked and breached in some cases
in terms of both privacy and activities [7].

2.2. The App in Health Care: The Gray Zone

Today, we are witnessing a diffusion in the market of apps that in some way have a
correlation with aspects relating to health, in particular:

• Apps certified as medical devices;
• Apps not certified as medical devices, whose manufacturers have decided by choice not to

follow articulated certification processes, but which in any case have the potential to provide
consistent physiological parameters;

• Apps that do not require certification based on intended use;
• Noncertified apps that have an intended use that would require a certification process and that

do not have the potential to provide consistent physiological parameters.

There is no doubt that in medical use, strict regulations and protocols that have broad
implications ranging from diagnostics to therapy to legal aspects must be respected.

The way these apps are used (for example in telemonitoring or telemedicine) therefore
has important implications that must be seriously considered.

At the moment, these implications do not seem to fall completely within the bound-
aries of cybersecurity, and include aspects of cybersecurity that are oriented towards the
cybersafety of the patient and citizen, with strong correlations with market surveillance. A
Google search with the words “Best Apps Health” returns millions of sites that support
certain apps. However, this can disorient the patient and/or ordinary citizen when they
face with this. It is therefore evident how a strong response is needed.
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3. The Smartphone: New Opportunities as a Wearable Device Today in mHealth

Before the development of the smartphone, the monitoring and sending of physiologi-
cal parameters took place through specially developed wearable devices, and the worlds
of cell phones and telemonitoring remained separate [8].

As we know it today, the smartphone, with its development since 2008, has established
itself first as a mediator between these two worlds and then consequently as a pivotal
tool in mHealth for monitoring parameters, i.e., wearable with both sensor and processing
potential. In general, the smartphone as [9] we know it today differs from the mobile phone
due to the simultaneous presence of the following features:

1. The increased memory, a higher computing capacity, and a much more advanced data
connection capacity due to the presence of dedicated operating systems;

2. A great potential for the production and management of multimedia content, such as
taking high-resolution photos and producing video clips;

3. The ability to easily install free and/or paid features and/or applications (apps);
4. The provision of a high-resolution touch screen;
5. The possibility of using/maneuvering a virtual keyboard to interact with the various

functions of the device (from the address book to the notepad), with the web, with
the various applications installed, and with the so-called social networks;

6. Integration with sensors such as accelerometers, gyroscopes, magnetometers, ther-
mometers, and even, in the most advanced models, photoelectric sensors, depth laser
sensors, hall effect sensors, proximity sensors, and barometers;

7. The possibility of tethering (i.e., providing internet access to other devices such as
access points) over the wireless network, e.g., Wi-Fi or Bluetooth, to devices such as
other smartphones or mobile phones, laptops, or fixed computers;

8. The availability of GPS sensors.

In parallel to the development of the smartphone, dedicated operating systems have
been spreading, some have consolidated (Android and IOS), while others have gone into
obsolescence (Windows for example). Other new operating systems are emerging that also
offer compatibility with consolidated operating systems; an example of this is the Harmony
operating system from Huawei (Shenzhen, China), which seems to offer compatibility
with Android.

Since the development of these devices and related devices, so-called virtual stores
have proliferated, from which one can extract dedicated free and/or paid apps. Today, the
most famous of these are connected to the two dominant OSs: Google Play (for Android)
and App store (for IOS).

Initially, smartphones were not equipped with apps for health purposes.
Today, some smartphones already come with preinstalled apps for this purpose, which

generally allow:

(1) Monitoring of some physiological parameters and activities related to wellness and
fitness;

(2) Compatibility with other third-party apps and/or other sensors (piloted through the
app) and/or smartwatches.

The examination of these case studies goes beyond the scope of this work, which is
certainly not aimed at finding the best solutions in this regard.

Two well-known examples are the Samsung smartphone health app [10] on the An-
droid operating system and the iPhone health app on the IOS operating system [11].

Harmony for Huawei, the new operating system that was previously mentioned, is
also moving in this direction [12].

Recently, as a result of COVID-19, we have also seen a further push to search for
new solutions and to verify the reliability of the physiological parameters provided by
smartphones.

An noteworthy example is one of the most important physiological parameters consid-
ered in the pandemic: pulse oximetry [13]. Pulse oximetry is used to assess the severity of
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COVID-19 infection and to categorize the risk. Browne et al. [14]: (a) highlighted that over
100 million Samsung smartphones that contain dedicated biosensors (Maxim Integrated
Inc, San Jose, CA) and preloaded apps to perform pulse oximetry are in use globally; and
(b) successfully tested the Samsung S9 smartphone to determine if this integrated hardware
meets the full FDA/ISO requirements for clinical pulse oximetry [14].

4. The Gray Zone of Apps That Provide Physiological Parameters and/or Suggest
Therapies and/or Medical Support

In addition to any basic equipment that may concern health aspects, smartphones can
be populated with apps for monitoring physiological parameters, medical support, and
medical therapy.

It is now possible to find all kinds of apps in virtual stores. There are so many that
regulation has become particularly complex, especially in the medical field. As far as we
are concerned and in line with the objectives of the Special Issue “Cybersecurity and the
Digital Health: An Investigation on the State of the Art and the Position of the Actors” in
the journal Healthcare [1], this is the area that is most worrying. For this reason, we must
pay attention to apps confounding the citizen and/or physician with respect to the related
use [15].

App stores are now full of apps that can confuse the citizen.
The world of research has mobilized and has begun to address the problem of the

quality and reliability of these apps with reference to all the players. It is in fact possible,
for practically every medical sector, to find a great many reviews of such apps.

In the following, in line with the objectives of the study, we report some converging
outcomes, regardless of the topic under consideration. Jones et al. focused on plastic
surgery apps [16] and their review found that most applications with a medical purpose
were not certified as a medical device, had not been validated in any peer-reviewed research,
and did not have any documented involvement of medical professionals. They concluded
that the potential consequences of such applications operating incorrectly are stark and
represent a risk to patient safety. Trecca et al. [17] focused on otolaryngology apps and
found that the apps that are currently available need further development and further
dialogue between physicians and patients, and that formal support from professional and
scientific associations should be encouraged. Knitza et al. analyzed German rheumatology
apps [18] for patients and physicians available in German app stores and found a lack of
supporting clinical studies, use of validated questionnaires, and involvement of academic
developers. They concluded that to create high-quality apps, closer cooperation led by
patients and physicians is vital. Tabi et al. [19] reviewed apps for medication management
and identified detailed characteristics of the existing apps with the aim of informing future
app development. They highlighted the need for improved standards for reporting on
app stores and underlined the need for a platform to offer health app users an ongoing
evaluation of apps by health professionals and other users and to provide them with tools
to easily select an appropriate and trustworthy app. Haskins et al. published a systematic
review of smartphone applications for smoking cessation [20]. Adhering to the Preferred
Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines, apps
were reviewed in four phases, in which they: (1) identified apps from the scientific literature;
(2) searched app stores for apps identified in the literature; (3) identified top apps available
in leading app stores; and (4) determined which top apps available in stores had scientific
support. They highlighted that among the top 50 apps suggested by each of the leading
app stores, only two (4%) had any scientific support.

Mandracchia et al. published a review [21] regarding mobile phone apps for food
allergies or intolerances in app stores. They used the mobile app rating scale. They found
that the included apps should be tested in trials and identified some critical points that can
help improve the innovativeness and applicability of future food allergy and intolerance
apps. Xie et al. reviewed cardiovascular disease mobile apps [22] and found that they are
insufficient in providing comprehensive health information, high-quality information, and
interactive functions to facilitate self-management. They concluded that: (a) end users
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should exercise caution when using existing apps; (b) health care professionals and app
developers should collaborate to better understand end users’ preferences and follow
evidence-based guidelines to develop mHealth apps. Nicholas et al. focused on psychiatry
apps and, in particular, mobile apps for Bipolar Disorder (BD) [23]. In their systematic
review they found that, in general, the content of the currently available apps for BD is
not in line with practice guidelines or established self-management principles. Apps also
fail to provide important information to help users assess their quality, with most lacking
source citation and a privacy policy. Therefore, they conclude that: (a) both consumers
and clinicians should exercise caution with app selection; (b) while mHealth offers great
opportunities for the development of quality evidence-based mobile interventions, new
frameworks for mobile mental health research are needed to ensure the timely availability
of evidence-based apps to the public.

Huckvale et al. reviewed apps for asthma self-viewed management [24] and found
that: (a) no apps for people with asthma combined reliable comprehensive information
about the condition with supportive tools for self-management; (b) health care professionals
considering recommending apps to patients as part of asthma self-management should
exercise caution, recognizing that some apps may be unsafe. The COVID-19 pandemic itself
has led to the development of a great many apps in the medical field. This development
only further highlights the need for greater attention to the phenomenon. Ming et al.
reviewed COVID-19 mobile health apps launched in the early days of the pandemic [25].
They highlighted that: (a) it can be difficult for health care professionals to recommend a
suitable app for COVID-19 education and self-monitoring purposes; (b) it is important to
evaluate the contents and features of COVID-19 mobile apps to guide users in choosing a
suitable mobile app based on their requirements.

In light of the above, it is clear to see that we are witnessing the phenomenon of a gray
zone in relation to these apps.

On the one hand, there are the needs of the actors in health processes, from doctors to
citizens and, on the other hand, we have the rightly strict and rigorous rules of certification
bodies such as the FDA.

Looking online, we are witnessing a proliferation of offers of incredible solutions.
The scholars that analyze these offers with scientific rigor conclude that these solutions
often represent a wild west [16]. Furthermore, these offers often do not adhere to the
reality and what is published online is practically never supported by adequate scientific
documentation and/or proof of what is being declared [16–25].

5. Highlighting the Problem during the COVID-19 Pandemic through an Electronic
Survey

Examples that both intrigue and worry, when looking at the laypeople, especially
those left alone in the COVID-19 era, are those represented by apps published online that
promise solutions at your fingertips.

There are a multitude of apps that presumably saw an increase in popularity due to
isolation, for example those that:

(a) Promise weight loss through dietetic programs;
(b) Promise to help you quit smoking;
(c) Promise to aid in the gym and/or with pseudo-rehabilitation motion programs;
(d) Support a fitness regime;
(e) Promise certain types of therapy (for example, psychological).

It is clear that the citizen when confronted with such an offer can become confused,
relying on the app, and not seeking the advice of experienced professionals.

The COVID-19 pandemic has left many citizens isolated and lonely at home, so the
problem has been further accentuated. On the one hand, there was a great opportunity
for eHealth and mHealth to support the citizen; on the other, the offers available were
very broad and often unclear. Many individuals have started to exercise, follow diets, quit
smoking, etc. by relying on these apps in a self-taught way.
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Herein, we have reported a few examples; however, by browsing the virtual stores, it
is clearly evident that the problem is considerable and certainly worthy of attention. We
developed a survey using established methods of electronic survey development, offering
the opportunity to provide a useful measure of the acceptance and/or opinion of the citizen
actor. Moreover, this modality, in the middle of the COVID-19 pandemic, allows for the
maintenance of social distancing.

Recently, using social networks, we submitted an anonymous survey to a sample of
1150 young subjects; among them 1122 agreed to participate. The sample is represented by:

• Men: 580; with an average age of 25.7 years; a maximum age of 30 years; a minimum
age of 19 years; a minimum of secondary school level education;

• Women: 542; with an average age 25.4 years; a maximum age of 30 years; a minimum
age of 18 years; a minimum of secondary school level education.

The submission is still active and datamining will be further expanded. Here, with
the aim of the study, we present the outcome on the first sample.

Figure 1 shows the answers to the Likert A question: “Please indicate the intensity of
use of the following apps during the COVID-19 pandemic.”

Figure 1. The answers to the Likert A question.

For each subquestion of the Likert question, it was possible to assign a score from 1
(for nothing or never used) to 6 (very large use). Therefore, the threshold of average use
(TA) was set at 3.5.
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Figure 2. The answers to the Likert B question.

For each subquestion of the Likert question, it was possible to assign a percentage
according to these indications (0%, 5%, 10%, . . . 100%, more than 100%).

The Likert A question results highlight that:

• All the apps proposed have on average recorded use with an average score greater
than 1;

• The apps for gymnastics and fitness had an average use greater than 3.5 = TA;
• Psychological and dietary therapeutic apps were also used, even if the score was not

higher than TA.

The Likert B question results highlight that, in general, the average increase in use was
always higher than 23%. Gym apps saw an increase in usage of over 90%. It is clear that
before the pandemic, these apps had very little use when gyms were open and exploded
during the pandemic.

A basic question was “In general, do you think that you have such knowledge of these
Apps that allows you to distinguish the difference between medical apps and non-medical
Apps?” This question could be answered with an evaluation ranging from one star (no
knowledge) to six stars (a lot of knowledge). Therefore, the threshold of average use (TA)
was set at 3.5. The average value obtained was 1.4, indicating a very low perception of
knowledge << TA.

6. Conclusions

6.1. Highlights of the Study

Thanks to the astonishing development of mobile technologies, we are witnessing an
enormous boom in mHealth technology.

This development is today conveyed by the smartphone device, which has gradually
allowed the integration of wearable technology that once needed separate solutions [8].

Today, smartphones arrive configured with apps dedicated to health and with sensors
that have the potential to provide measurements of important physiological parameters,
such as oxygen saturation [14,15]. This applies to both of the dominant operating systems
(Android and IOS) [10,11], and to new operating systems under development such as
Harmony OS [12]. At the same time, apps dedicated to medical use are developed with the
possibility of connecting to sensor devices and/or device kits.

This development has been so disruptive that it makes accurate regulation difficult if
not impossible: some have defined it as regulating infinity [26]. The offer of these apps is
impressive. For example, type “best App cardiology en” and you are diverted to a huge
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number of blog sites that promise you a list of the best cardiology apps. This is why the
problem is relevant.

Currently, cybersecurity has well-defined and identified boundaries; these are more
identified by concepts that revolve around the security of IT systems and data through
solutions that prevent malicious attacks or the clumsy actions of operators [1].

Here, as regards apps that somehow fall into the sphere of medical applications, the
concept of safe use must be understood with a different and broader meaning.

First of all, it must be said that an app with a medical destination, as dictated by
the intended use, must be certified according to strict experimental protocols, strict docu-
mentation management [15], and by resorting to certification bodies. In some cases, the
developers choose for their own reasons not to certify their apps; however, they must
be aware that a doctor and/or medical specialist using mHealth/eHealth solutions, for
example in telemedicine, is strongly bound by regulations and obligations in the use of
certified devices and must defer to certification bodies.

The study proposed herein was developed according to various lines of thought.
A first step was to reassess the current boundaries of cybersecurity [1] to take into

account the new needs concerning medical apps that fall in the gray zone.
In a second step, the evolution of the pivotal device of the great development of

mHealth was analyzed: the smartphone, which today: (a) in the factory configuration,
includes applications for health and openings to third-party apps in this area; (b) includes
important sensorial integrations that allow, at least potentially, for the reliable measurement
of physiological parameters important in the COVID-19 era [13,14].

The third step focused on the gray zone of these apps and explored the positions
of various scholars who have published reviews of important categories of these apps,
highlighting relevant problems.

In summary, the following criticalities emerge from these studies [16–24]:

• Most applications with a medical purpose were not certified as a medical device, had
not been validated in any peer-reviewed research, and did not have any documented
involvement of medical professionals; therefore, the potential consequences of such
applications operating incorrectly are stark and represent a risk to patient safety;

• Most apps that are currently available need further development and dialogue be-
tween physicians and patients, and formal support from professional and scientific
associations should be encouraged;

• There is a lack of supporting clinical studies, the use of validated questionnaires, and
involvement of academic developers;

• To create high-quality apps, closer cooperation led by patients and physicians is vital;
• There is a low general level of scientific support;
• Apps are insufficient in providing comprehensive health information, high-quality

information, and interactive functions to facilitate self-management;
• In general, the content of currently available apps is not in line with practice guidelines

or established self-management principles.

Concerning the merits of the fabulous development of apps during the COVID-19
pandemic, the overall opinion is similar. It is clear [25] that it can be difficult for health care
professionals to recommend a suitable app for coronavirus disease (COVID-19) education
and self-monitoring purposes and that it is important to evaluate the contents and features
of COVID-19 mobile apps to guide users in choosing a suitable mobile app based on
their requirements.

After identifying various categories of apps of evident potential use during these
great periods of isolation, the fourth step involved presenting a survey, the results of
which generally highlighted both an increase in the use of these apps compared to the
prepandemic period and a general lack of knowledge of the medical aspects in relation
to their use. It is clear that an increase in the use of these apps combined with a lack of
knowledge of the information aspects only reaffirms a potential increase in the problems
highlighted above.

204



Healthcare 2021, 9, 430

6.2. Final Reflections

It is evident that the problems that have emerged require wide-ranging and articulated
solutions. Surely, the role of cybersecurity could be expanded and rethought to support
solutions to the problems that have emerged. Many tools are available.

Tools to highlight the validity of an app exist, such as the mobile app rating scale [21].
Tools and methodologies that allow a community engaged approach to develop

robust apps with close collaboration between potential users and developers also already
exist [15].

Acceptance techniques through dedicated surveys such as the Technology assessment
model (TAM) have already shown robustness [27]. Accessible databases through which
to check the presence of certified apps exist and there is the possibility of creating online
registers for apps that have followed qualification and validation paths, as was suggested
by various authors [19]. However, it is extremely necessary to understand both: (a) why
today some developers of these applications are not interested in having them validated
by specialized entities in the medical, fitness, or nutrition fields; and (b) why there is an
apparent poor lack or no interest from some of these entities in analyzing and validating
that the applications meet the necessary requirements, e.g., that they do not harm the
physical or mental health of users. All this is important and serves to explain why we
are witnessing a wild west in the field of App production, and why we are seeing a
proliferation of blog sites, that in some cases seem to support this or that App as if they
were a cooking product.

In all probability, the answer must be sought in the pressures of the market: the same
pressures that should guarantee better control, from clearer and more understandable
indications in app stores, to surveillance policies and blanket monitoring of these apps in
order to stimulate entities and developers to better collaborate, to the intensification of the
supply and demand of support and services from development to training. It is evident
that cybersecurity can help us, but it must be reassessed to include a concept of security
that is not merely IT, and is more an expansion of citizen safety. Cybersecurity can certainly
intervene in various ways, for example:

1. Through monitoring policies and regulation initiatives;
2. Through citizen training and information policies, perhaps offered in an e-learning format.

The first initiative should start from the supranational surveillance and regulation of
virtual stores for all operating systems. It should also include the monitoring of public sites
and supporting the advertising of platforms with certified apps and/or those that have
followed a qualification path. It should ensure that the developers are motivated to follow
these paths as well as the entities that offer the services.

The second initiative should also begin in virtual stores with the inclusion of clear
and understandable information, not only to health care professionals but to laypeople.
It should then continue with initiatives that involve school-aged citizens that help them
understand and explore the situation [28].
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Abstract: (1) Background: Blockchain technology has been gaining high popularity in the healthcare
domain. This has brought about a spate of recent studies regarding blockchain technology in
healthcare, creating high demand for quantitative or qualitative reviews on the main research streams
thereof. In order to contribute to satisfying the high demand, this research presents a quantitative
and qualitative review on studies regarding blockchain technology in healthcare. (2) Methods: A
quantitative review was performed by searching the Web of Science database for articles published
until 10 March in 2020, and a qualitative review was conducted by using the content analysis
based on the integrative view of Leavitt’s diamond model. (3) Results: The quantitative review
identified five research streams. The number of articles about blockchain technology in healthcare
has dramatically increased since 2016, with a compound annual growth rate of 254.4%. English is
the most dominant language used in the articles, and the USA and China are the top two countries
of origin of the articles, representing overwhelming portions. The IEEE Access, Journal of Medical
Systems, Journal of Medical Internet Research, Applied Sciences Basel, and Sensors are the top
five journals in terms of publication. The articles showed an L-shaped distribution in terms of
their annual average numbers of citations. The qualitative review revealed two research streams.
Most of the top 10 articles ranked by their annual average numbers of citations concentrated on
developing or proposing new technological solutions using blockchain technology to effectively
revolutionize the current methods of managing data in the healthcare domain. The majority of the
top 10 articles pursued the convergence of blockchain technology with cloud technology or IoT.
(4) Conclusions: This article illuminates the main research streams about blockchain technology in
healthcare through a quantitative and qualitative review, providing implications for future research
on blockchain technology.

Keywords: blockchain; healthcare; review; electronic medical record; cloud; internet of things;
technology convergence

1. Introduction

Blockchain technology, a distributed ledger based on peer to peer networks [1], has
been gaining high popularity in healthcare [2,3]. This high popularity has resulted from the
innovative advantages of blockchain technology in managing medical data when compared
to conventional methods. For example, blockchain technology can enhance not only the
security of patients’ medical data in hospitals [4,5], but also the safety of their medical data
transfer between hospitals [6,7]. It can ensure that patients have unrestricted access to their
own medical data whenever and wherever they require [6].

Furthermore, blockchain technology can provide innovative medical services for both
patients and healthcare organizations through technological convergence with cutting edge
information technology (IT) such as cloud technology [7,8], internet of things (IoT) [9,10],
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big data [11], and smart devices [10]. Therefore, more and more researchers and practition-
ers in healthcare are paying special attention to blockchain technology. This interest has
recently brought about many studies on blockchain technology in healthcare, creating high
demand for quantitative or qualitative reviews on the main research streams thereof. In
order to contribute to satisfying this high demand for the reviews, this research conducts
not only a quantitative review but also a qualitative review on studies about blockchain
technology in healthcare. For the quantitative review, this research analyzes the main
research streams in terms of their distribution by publication year, language, country of
origin, journal, and the annual average numbers of citations. For the qualitative review,
this research examines the contents of the top ten studies ranked by their annual average
numbers of citations through the lens of Leavitt’s diamond model [12]. Leavitt’s diamond
model [12] is a widely used theoretical framework for analyzing the impact of new tech-
nology on an organization by considering its impact on the inter-relationships between
the four major factors of the organization—technology, people, structure, and task—in an
integrative view.

In this article, we present a quantitative and qualitative review on prior studies about
blockchain technology in healthcare and illuminate the main research streams thereof with
a view to providing useful implications for future research.

2. Methods

This study conducts a quantitative and qualitative review to effectively illuminate the
main research streams regarding blockchain technology in healthcare. Our quantitative
review aims at not only revealing the main research streams in terms of the distribution
of relevant studies by their publication year, language, country of origin, journal, and the
annual average numbers of citations, but also identifying the top ten articles ranked by
their annual average numbers of citations. Our qualitative review focuses on analyzing the
main content trends in the top ten articles using the solid theoretical basis of Leavitt’s dia-
mond model [12]. The following two subsections describe the quantitative and qualitative
methods used for this review, and Figure 1 summarizes our review flow.

2.1. Quantitative Method

We searched the Web of Science database for studies published until 10 March in 2020.
Studies on blockchain technology in healthcare were observed to be published not only
in medical journals but also in other journals from various domains, including IT, law,
engineering, economics, and business administration. Therefore, we adopted the Web of
Science database as the source of articles for this review, considering its extensive coverage
of a variety of journals in both the natural and social sciences.

In order to perform a rigorous quantitative review, we used four steps, including
identifying potential studies, filtering out irrelevant studies, confirming relevant studies,
and analyzing selected articles.

In the first step of identifying potential studies, we performed an initial search for
studies containing a keyword such as “blockchain” in their titles, abstracts, or keywords.
This step identified a total number of 2472 potential studies. In another search, we narrowed
down these studies to those containing key phrases, such as “blockchain” combined with
“medic~”, “health~”, “biomedi~”, “clinic~”, or “hospital~” in their titles, abstracts, or
keywords. This yielded a total number of 287 potential studies.

In the second step of filtering out irrelevant studies in terms of the document types,
the 287 potential studies were filtered into a total number of 200 articles which belonged to
the article or early access in the document types classified by the Web of Science database.
According to this database, the early access indicated articles published online ahead of
official publication.
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Figure 1. Review flow chart.

In the third step of confirming the relevancy of the 200 remaining studies by their
document types and contents, we examined their document types, titles, abstracts, and
keywords and filtered out 65 studies that satisfied the criterion of our search with the
key phrases but did not belong to the article or early access in the document types, the
blockchain technology or the healthcare domain. This step confirmed a total number of
135 articles, including the early access, which were used for our review.

In the fourth step of analyzing the 135 articles, we investigated their distribution by
publication year, language, country of origin, journal, and the annual average numbers
of citations. The countries of origin of the articles were examined by identifying the
nationalities of the organizations to which the authors belonged. The country of origin
of an article was evaluated to be two countries if the article had two authors working
for organizations in two different countries. The annual average numbers of citations of
the 135 articles were used to identify the top ten articles. The annual average numbers of
citations can more effectively show the degree of influence of each article on other research
than the total number of citations, by controlling the impact of time after publication. For
example, an article published in 2016 is likely to have been cited more frequently than
articles published in 2019. Therefore, we used the annual average numbers of citations to
determine the ranks of the 135 articles.
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2.2. Qualitative Method

We conducted a content analysis of the top ten articles under the integrative view
of Leavitt’s diamond model [12]. Leavitt’s diamond model [12] is well-known for its
integrative perspective of the influence of new technology on an organization, based on
the inter-relationships between the four factors of an organization such as structure, task,
technology, and people, as illustrated in Figure 2. The diamond model [12] has been widely
used to analyze the impact of new technology on organizations since it was introduced by
Harold J. Leavitt, a psychologist in organizational behavior in the field of management.

Leavitt’s diamond model [12]. Leavitt’s diamond model [12] is well

 

Leavitt’s 

According to Leavitt’s diamond model [12] in Figure 2, in the healthcare domain, the 

ministrative staff in healthcare organizations [12]. Leavitt’s diamond model [12] considers 

Figure 2. Leavitt’s diamond model [12] (note: the source of this figure is page 1145 of [12]).

According to Leavitt’s diamond model [12] in Figure 2, in the healthcare domain, the
structure is the organizational hierarchy or the subsystem of work process and commu-
nication in healthcare organizations. The task refers to the work necessary to produce
healthcare services or goods [12]. The technology indicates the IT programs or resources
to support the processes of healthcare [12]. Finally, the people include the medical or ad-
ministrative staff in healthcare organizations [12]. Leavitt’s diamond model [12] considers
healthcare organizations as complex systems wherein their structure, task, technology,
and people have significant interactions with one another. This interaction can mean
that the application of blockchain technology to healthcare organizations influences not
only their technology but also other factors such as structure, task, and people in these
organizations [12]. According to Leavitt [12], major approaches applied to the change in
healthcare organizations on the adoption of blockchain technology can be classified into
three approaches by using three of the four factors in the diamond model: the people
approach, the structural approach, or the technological approach. Therefore, this study
performs a content analysis of the top ten articles under the integrative perspective of
Leavitt’s diamond model [12] by examining which approach, among the people, structural,
and technological approaches, has been adopted in the articles to reveal the main research
streams therein.

The content analysis was performed by the two authors of this article, who are experts
in IT and medicine, respectively. One author has a Ph.D. in IT management, and the other
is a professor in the School of Medicine. We examined which approach, among the people,
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structural, and technological approaches according to Leavitt [12], was adopted in the
contents of the top ten articles to analyze the main streams therein.

3. Results

The following two subsections report our review results according to the two review
methods used in this study. The first subsection presents the results using the quantitative
method, and the second subsection provides the results using the qualitative method.

3.1. Quantitative Review Results

Our quantitative review revealed five major research streams in the 135 articles about
blockchain technology in healthcare in terms of their distribution by publication year, lan-
guage, country of origin, journal, and the annual average numbers of citations as follows.

First, the number of articles has dramatically increased since 2016. These articles began
being published in 2016. In 2016, only two articles were published. Since then, however,
the number of published articles has grown rapidly, with a high compound annual growth
rate of 254.4%, as shown in Figure 3. In greater detail, 6 and 30 articles were published in
2017 and 2018, respectively. In 2019, 89 articles were published, further showing the rapid
growth in publication volume.

Leavitt’s diamond mo

 

Figure 3. Distribution of the articles by publication year (2016~2019) (note: CAGR: Compound
Annual Growth Rate; As of 10 March in 2020, 8 articles were published in 2020 but they were not
included in this figure).

Second, English is the most dominant language used across the 135 articles. A total of
131 articles were written in English (97%). The other four articles included three in German
(2.2%) and one (0.8%) in Spanish, as summarized in Figure 4.

Third, the USA, China, England, South Korea, and India are the top five countries
of origin. A total of 41 articles could be traced to researchers in the USA (30.4%), 40 from
China (29.6%), 11 from England (8.1%), 11 from South Korea (8.1%), and 10 from India
(7.4%), as shown in Figure 5. Appendix A reports the distribution by country of origin for
all 135 articles.
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Figure 4. Distribution of the articles by language.

 

Figure 5. Top five countries of origin.

Fourth, the IEEE Access, Journal of Medical Systems, Journal of Medical Internet
Research, Applied Sciences Basel, and Sensors are the top five journals in terms of their
share among 61 journals in which the 135 articles were published. A total of 23 articles
were published in the IEEE Access (17.0%), 16 articles in the Journal of Medical Systems
(11.9%), 14 articles in the Journal of Medical Internet Research (10.4%), 5 articles in the
Applied Sciences Basel (3.7%), and 5 articles in the Sensors (3.7%), as summarized in
Figure 6. Appendix B reports the specific distribution of all journals.
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Figure 6. Top five journals in the 135 articles in terms of publication.

Fifth, the 135 articles show an L-shaped distribution as illustrated in Figure 7, arranged
by their ranks in terms of the annual average number of citations. The minimum, median,
and maximum values of the L-shaped distribution were 0, 0.67, and 34.6, respectively.
Table 1 reports the top ten articles regarding the annual average number of citations. Their
values all exceeded 12.

 

Figure 7. Distribution of the articles by the annual average numbers of citations (note: The blue dots indicate each of the
135 articles; X-axis shows the rank of the 135 articles by the annual average numbers of citations; Y-axis indicates their
annual average numbers of citations; The blue dots above the red line are the top ten articles ranked by their annual average
numbers of citations).

215



Healthcare 2021, 9, 247

Table 1. Top ten articles in terms of the annual average numbers of citations.

Rank Article
Annual Average
Numbers of Citations

1 Yue, Wang, Jin, Li, and Jiang [13] 34.6
2 Xia et al. [7] 26.8
3 Esposito, De Santis, Tortora, Chang, and Choo [8] 19.0
4 Guo, Shi, Zhao, & Zheng [5] 16.3
5 Dagher, Mohler, Milojkovic, and Marella [4] 16.0
6 Xia, Sifah, Smahi, Amofa, and Zhang [14] 15.3
7 Dwivedi, Srivastava, Dhar, and Singh [9] 15.0
8 Hussein et al. [15] 13.7
9 Zhang, White, Schmidt, Lenz, and Rosenbloom [16] 12.7
10 Griggs et al. [10] 12.3

3.2. Qualitative Review Results

Our qualitative review identified two major research streams in the contents of the
top ten articles as follows. First, the top ten articles overwhelmingly utilized the technolog-
ical approach among the three approaches according to Leavitt [12], but they paid little
attention to the influence of blockchain technology on the people, structure, and task of
healthcare organizations in the integrative perspective of Leavitt’s diamond model [12].
More specifically, most of the top ten articles focused on developing or suggesting tech-
nological solutions with blockchain technology to effectively innovate ways of managing
medical data in the healthcare domain. For example, Yue, Wang, Jin, Li, and Jiang [13]
developed and suggested a blockchain technology-based app named Healthcare Data Gate-
way to enable patients to effectively manage their medical data through the use of their
smartphones. Xia et al. [7] designed and suggested a medical data sharing system using
the blockchain called MedShare to effectively manage shared medical data. Guo, Shi, Zhao,
and Zheng [5] proposed a safe attribute-based signature (ABS) scheme to securely protect
the privacy of patients’ electronic health records with blockchain technology. In line with
these studies, the majority of the other studies in Table 1 also adopted the technological
approach. However, in the top ten articles, there are few studies that have analyzed the
impacts of applying blockchain technology on the people, structure, and task of healthcare
organizations under the integrative perspective of Leavitt’s diamond model [12].

Second, the convergence of blockchain technology with cloud technology or IoT
is revealed to be salient in the contents of the top ten articles. The majority of the top
ten articles concerned new ways of managing medical data by integrating blockchain
technology with cloud technology or IoT. With regard to the convergence of blockchain
technology with cloud technology, Esposito, De Santis, Tortora, Chang, and Choo [8]
analyzed the potential pros and cons of using blockchain technology for healthcare data
protection in the environment based on cloud technology. Xia, Sifah, Smahi, Amofa,
and Zhang [14] suggested a blockchain-based data sharing (BBDS) system for effectively
managing electronic medical data in the context of cloud technology. The blockchain cloud
composes one of the three layers essential for the Healthcare Data Gateway suggested by
Yue, Wang, Jin, Li, and Jiang [13]. The MeDShare suggested by Xia et al. [7] is a system for
medical data sharing to control shared data in the medical data repositories with cloud
technology. With regard to the convergence of blockchain technology with IoT, Dwivedi,
Srivastava, Dhar, and Singh [9] suggested a new blockchain-based system architecture to
solve issues of safety and privacy in medical data transfer through IoT healthcare devices
for remote patient monitoring. Griggs et al. [10] developed and proposed a healthcare
blockchain system for automated real-time patient monitoring through IoT healthcare
devices. The contents of more than five of the top ten articles are based on the technology
convergence of blockchain technology with cloud technology or IoT.
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4. Discussion

Our review results can provide useful implications for future research regarding
blockchain technology in the healthcare domain as follows.

First, it is desirable for future studies to pay more attention to the use of the people ap-
proach or the structural approach. Our qualitative review results point out that most of the
top ten articles adopted the technological approach by concentrating on blockchain-based
solutions to current issues in managing medical data without analyzing the impacts of
blockchain technology on the people, structure, and task of healthcare organizations in the
integrative perspective of Leavitt’s diamond model [12]. As emphasized by Leavitt [12],
the technology is a major factor that can transform healthcare organizations, but the inter-
relationships between people, technology, structure, and task can ultimately determine the
success of blockchain-based solutions in managing medical data in healthcare organiza-
tions. No matter how effective the solutions that blockchain technology may provide to
healthcare organizations are, the solutions can hardly succeed without considering the har-
mony of the blockchain-based solutions with the people, structure, and task of healthcare
organizations [12]. Therefore, the scope of the major research streams—which mainly focus
on the technological approach—can be widened by illuminating a way to ensure harmony
by adopting the people approach or the structural approach in future studies.

Second, it is worthwhile to pay special attention to the technology convergence of
blockchain technology with cloud technology or IoT in the contents of the top ten articles,
as revealed by this review. The majority of the top ten articles suggested blockchain-based
solutions with the convergence of blockchain technology with cloud technology or IoT.
Blockchain technology has both strengths and limitations [1], facing potential challenges
which must be overcome for successfully managing medical data in the healthcare do-
main [8]. Therefore, the major research streams in blockchain technology in healthcare can
be deepened by illuminating new ways of complementing its limitations with the strengths
of other technologies through technology convergence.

Third, there is a high demand for an interdisciplinary approach of future studies on
blockchain technology in healthcare. It would be effective for future studies to adopt an
interdisciplinary approach, rather than a monodisciplinary approach, to provide innovative
ways of managing medical data for healthcare organizations. Various views from multiple
experts of not only healthcare but also of IT, human psychology, organizational structure,
and task are necessary to more accurately analyze the influences of blockchain technology
on the people, structure, and task of healthcare organizations and more effectively create
blockchain-based solutions for issues of managing medical data.

5. Conclusions

In the current study, we illuminated the main research streams through a quantitative
and qualitative review, providing implications for future research on blockchain technology.

The quantitative review identified five research streams. First, the number of articles
about blockchain technology in healthcare has dramatically increased since 2016, with a
compound annual growth rate of 254.4%. Second, English is the most dominant language
used in the articles. Third, the USA and China are the top two countries of origin of
the articles, representing the overwhelming portions. Fourth, the IEEE Access, Journal
of Medical Systems, Journal of Medical Internet Research, Applied Sciences Basel, and
Sensors are the top five journals in terms of publication. Fifth, the articles showed an
L-shaped distribution in terms of their annual average numbers of citations.

The qualitative review revealed two research streams. First, most of the top 10 articles
ranked by their annual average numbers of citations concentrated on developing or propos-
ing new technological solutions using blockchain technology to effectively revolutionize
the current ways of managing data in the healthcare domain. Second, the majority of the
top 10 studies pursued the convergence of blockchain technology with cloud technology
or IoT.
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This study provides three implications for future research on blockchain technology in
healthcare based on the quantitative and qualitative review. First, it is desirable for future
studies to pay more attention to the use of the people approach or the structural approach.
The scope of the major research streams mainly focusing on the technological approach can
be widened by illuminating a way to ensure harmony by adopting the people approach
or the structural approach in future studies. Second, it is worthwhile for future studies to
pay special attention to the technology convergence of blockchain technology with cloud
technology or IoT. The major research streams in blockchain technology in healthcare can
be deepened by illuminating new ways of complementing its limitations with the strengths
of other technologies through technology convergence. Third, there is a high demand
for future studies to adopt an interdisciplinary approach for blockchain technology in
healthcare. It would be effective for future studies to adopt an interdisciplinary approach,
rather than a monodisciplinary approach, to provide innovative ways of managing medical
data for healthcare organizations.

Our review has limitations that must be overcome in future review papers on blockchain
technology in healthcare. It would be desirable to review studies on applying blockchain
technology to more specific domains of healthcare. It would be valuable to analyze the con-
tents of more than the top ten articles ranked by the annual average numbers of citations.
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Appendix A

Table A1. Distribution of articles by country of origin.

Rank Country Frequency Portion (%)

1 USA 41 30.4
2 China 40 29.6
3 England 11 8.1
3 South Korea 11 8.1
5 India 10 7.4
6 Saudi Arabia 8 5.9
7 Australia 6 4.4
7 Canada 6 4.4
7 Spain 6 4.4
10 Japan 5 3.7
10 Malaysia 5 3.7
10 Taiwan 5 3.7
13 Pakistan 4 3.0
14 Brazil 3 2.2
14 Germany 3 2.2
14 Iraq 3 2.2
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Table A1. Cont.

Rank Country Frequency Portion (%)

14 Italy 3 2.2
14 Norway 3 2.2
19 France 2 1.5
19 Greece 2 1.5
19 Netherlands 2 1.5
19 New Zealand 2 1.5
19 Poland 2 1.5
19 Portugal 2 1.5
19 United Arab Emirates 2 1.5
26 Austria 1 0.7
26 Bangladesh 1 0.7
26 Belgium 1 0.7
26 Bulgaria 1 0.7
26 Colombia 1 0.7
26 Croatia 1 0.7
26 Denmark 1 0.7
26 Ecuador 1 0.7
26 Jordan 1 0.7
26 Libya 1 0.7
26 North Ireland 1 0.7
26 Palestine 1 0.7
26 Philippines 1 0.7
26 Qatar 1 0.7
26 Scotland 1 0.7
26 Thailand 1 0.7
26 Wales 1 0.7

Appendix B

Table 2. Distribution of articles in journal.

Rank Journal Frequency Portion (%)

1 IEEE Access 23 17.0
2 Journal of Medical Systems 16 11.9
3 Journal of Medical Internet Research 14 10.4
4 Applied Sciences Basel 5 3.7
4 Sensors 5 3.7
6 Computational and Structural Biotechnology Journal 3 2.2
6 Electronics 3 2.2
6 Future Generation Computer Systems The International Journal of Escience 3 2.2
6 Wireless Communications Mobile Computing 3 2.2
10 Healthcare Informatics Research 2 1.5
10 Information 2 1.5
10 International Journal of Advanced Computer Science and Applications 2 1.5
10 International Journal of Distributed Sensor Networks 2 1.5
10 Internet Technology Letters 2 1.5
10 Journal of Digital Imaging 2 1.5
10 Journal of The American Medical Informatics Association 2 1.5
10 Pneumologe 2 1.5
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Table 2. Cont.

Rank Journal Frequency Portion (%)

18 3c Tecnologia 1 0.7
18 Academic Medicine 1 0.7
18 Applied Health Economics and Health Policy 1 0.7
18 Australasian Journal of Information Systems 1 0.7
18 Big Data Society 1 0.7
18 Bmc Medicine 1 0.7
18 Bmj Global Health 1 0.7
18 Business Process Management Journal 1 0.7
18 Clinics in Dermatology 1 0.7
18 Cognitive Systems Research 1 0.7
18 Computers 1 0.7
18 Concurrency and Computation Practice Experience 1 0.7
18 Cryptologia 1 0.7
18 Future Internet 1 0.7
18 Health Informatics Journal 1 0.7
18 IBM Journal of Research and Development 1 0.7
18 IEEE Cloud Computing 1 0.7
18 IEEE Consumer Electronics Magazine 1 0.7
18 IEEE Internet of Things Journal 1 0.7
18 IEEE Network 1 0.7
18 IEEE Transactions on Computational Social Systems 1 0.7
18 Industrial Management Data Systems 1 0.7
18 Information Sciences 1 0.7
18 International Journal of Cardiology 1 0.7
18 International Journal of Engineering Business Management 1 0.7
18 International Journal of Environmental Research and Public Health 1 0.7
18 International Journal of Healthcare Information Systems and Informatics 1 0.7
18 International Journal of Healthcare Management 1 0.7
18 International journal of Networked and Distributed Computing 1 0.7
18 JMIR Mhealth and Uhealth 1 0.7
18 JMIR Research Protocols 1 0.7
18 Journal of Biomedical Informatics 1 0.7
18 Journal of Information Assurance and Security 1 0.7
18 Journal of Information Processing Systems 1 0.7
18 Journal of Information Security and Applications 1 0.7
18 Journal of the American College of Radiology 1 0.7
18 Nature Communications 1 0.7
18 Neural Computing Applications 1 0.7
18 Parkinsonism Related Disorders 1 0.7
18 Procesamiento Del Lenguaje Natural 1 0.7
18 Security and Communication Networks 1 0.7
18 Sustainable Cities and Society 1 0.7
18 Technology Innovation Management Review 1 0.7
18 Unfallchirurg 1 0.7
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Abstract: Blockchain technology is the most trusted all-in-one cryptosystem that provides a frame-
work for securing transactions over networks due to its irreversibility and immutability characteristics.
Blockchain network, as a decentralized infrastructure, has drawn the attention of various startups,
administrators, and developers. This system preserves transactions from tampering and provides a
tracking tool for tracing past network operations. A personal health record (PHR) system permits
patients to control and share data concerning their health conditions by particular peoples. In the case
of an emergency, the patient is unable to approve the emergency staff access to the PHR. Furthermore,
a history record management system of the patient’s PHR is required, which exhibits hugely private
personal data (e.g., modification date, name of user, last health condition, etc.). In this paper, we sug-
gest a healthcare management framework that employs blockchain technology to provide a tamper
protection application by considering safe policies. These policies involve identifying extensible
access control, auditing, and tamper resistance in an emergency scenario. Our experiments demon-
strated that the proposed framework affords superior performance compared to the state-of-the-art
healthcare systems concerning accessibility, privacy, emergency access control, and data auditing.

Keywords: personal health record; emergency access; access control; blockchain; hyperledger fabric;
hyperledger composer; auditability; privacy & security

1. Introduction

The Healthcare management system has traditionally been involved with information
exchange between patients, business entities such as different hospital systems, pharmaceu-
tical companies, etc. Nevertheless, there has been recent attention towards patient-driven
personal health record (PHR), in which health information exchange is patient-mediated.
In general, the PHR interoperability involves new requirements and challenges concerning
technology, incentives, security and privacy, and governance which should be solved for
data sharing issues. Technically, the use of blockchain technology in healthcare manage-
ment system can provide five mechanisms including: (i) patient identity, (ii) data aggrega-
tion, (iii) data liquidity, (iv) digital access rules, and (v) data immutability, which might
address such challenges [1–3]. However, several management systems exist for healthcare,
which controls PHR, incredibly delicate data such as PHR entities [1–3]. An ever-increasing
selection of medical data estimates actions such as creation, creating, exchanging, and mod-
ifying information objects, creating difficulties in tracing malicious activities and security
breaches. A PHR is a mechanism for digitally storing a patient’s health data. It needs
to allow appropriate access control for manage, track, and restrict their health data [4].
The PHR contains comprehensive health information related to a particular patient like
visit dates, prescription drug plans, allergy reports, immunization records, lab results,
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and so on [5]. Healthcare data sharing is crucial to perform an adequate cooperative
manner and care options for patients. In an emergency, the staff requires some essential
elementary and relevant health data concerning the patient to enhance the possibility of
saving his/her life in sympathetic situations [6]. Some distinct access control policies
become limited because no specific policy would admit an emergency staff to obtain the
patients’ records. Misuse of the PHR accessing in the emergency is one of the remaining
issues in security and privacy [7,8]. In the traditional PHR emergency circumstances,
the state-of-the-art frameworks did not confirm the entity’s credentials, unless a single
person or group posted a request for the PHR. During the conventional emergency access
of the PHR practice, while the Emergency Team (EMT) do actions on the medical records,
the malicious users can capture the patient’s health information [9,10]. Most importantly,
in the traditional system, it is needed an auditing trail or activity tracking system where
the patient can assign some permissions for accessing the PHR. Because when the patient
is in an emergency, he/she cannot engage in the access permission approval [11,12]. In the
following, we briefly summarized the research objectives of our study.

I. Where a traditional emergency system is used to manage the PHRs, it lacks a
sufficient control policy tool to limit the access permissions of any third-party
person (e.g., doctor/intruder). Therefore, we address this problem by considering
security policies using smart contracts which can limit the access permissions to
PHRs in an emergency condition.

II. Since there is a lack of tracking PHRs in traditional emergency systems, we utilized
the audit trails in blockchain technology to provide a tracking option that patients
can monitor the history of activities to their records.

III. In the traditional emergency system, the PHR access permission should be inquired
from one or a number of trustworthy individuals (e.g., family members/friends),
where an emergency condition occurs, i.e., it takes much time for contacting such
persons. Hence, we solve this issue by defining security policies that a patient
can assign which type of users (e.g., family doctor) can access the PHR without
requiring any inquiry from other persons.

To address such obstacles and ensure the reliability of PHR, we propose a novel
management system based on a blockchain network [13,14] that leverages the shared and
changeless distributed ledger. Blockchain is a technology to achieve a valid, challenging
to tamper ledger over shared servers. Because of the blockchain network-based system’s
capability, when the transaction is endorsed, then the transaction is arduous to alter
validly. It utilizes several consensus algorithms to reach approval on the new event
for the blockchain. In general, blockchain considers the security as mentioned earlier
policies to ensure the reliability of generated records, containing events, termed as blocks.
Besides, it empowers authoritative participant’s entry and access control and needs to
support accountability. Auditing is the significant property of the blockchain. When the
transaction is performed, the current block records the transaction with a timestamp,
and the participant of the system trails the previous event actions. It records a history of all
transactions. This strategy is beneficial for individual persons or medical organizations
that require to obtain tamper-proof account records.

Our system uses the Hyperledger composer [15] based blockchain, which could pro-
vide an efficient tool for solving malicious access to the PHR, i.e., This is an extensible
and scalable data storage in the off-chain and a person-centered mobile and web edge.
In this framework, the blockchain is employed to maintain non-repudiation, accountability,
and tamper-proof attributes [16]. The delegate re-encryption method is applied to recom-
mend an access control tool that can help granular access authority. The proposed system
utilizes the smart contracts [17,18], which allows the owner of the PHR to assign the rules
for an EMT or staff member (certified physician) who can obtain permission to access
the current information from the PHR by considering the time restriction. In the normal
condition, the patient and their family physician can undoubtedly enter the system through
a web browser and mobile interface in an application-based hyperledger composer.
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The rest of the article is arranged as follows. Section 2 briefly describes the blockchain
Network, Hyperledger Fabric, and Composer. Section 3 explains related works. Section 4
introduces the architecture of our proposed framework. In Section 5, we experiment with
the proposed framework by implementing it using the JavaScript Object Notation (JSON)
in the Eclipse platform. In Section 6, we discuss our experiments by considering various
types of attacks and exhibiting the performance analysis. Finally, Section 7 concludes the
remarks of our contributions.

2. Blockchain Network

Blockchain is a decentralized distributed technology (DDT) [16]. In blockchain, a col-
lection of records that close share or transfer of value and digital assets such as transactions,
goods, and services, is designed and managed by a distributed system of computing nodes
in the peer-to-peer network. Blockchain is originated from the bitcoin, a technology that
is a distributed database and with the continuously growing records regarded as a block,
and these records cannot be changed or altered [19]. The main idea of blockchain is to
stabilize the integrity, traceability, and accountability of shared data. Distributed Ledger
constrains methods including preservation and authentication, which are executed in a
network of interacting nodes. These nodes implement and audit software that harmonizes
the shared Ledger images between a peer-to-peer network of shareholders, presenting
all accountable activities via digital fingerprints or hash codes. Ledger is classified as
pervasive and determined in data recording. In the blockchain, each node member has its
shared ledger. It generates a transparent, immutable record [20]. A blockchain logs present
accuracy for communication acceptance over the health IT environment and audit logs for
following inquiries into such permissions and access models’ performance. Based on this
functionality, the framework works as a consistent description of authorization to access the
electronic health information (EHI). Over the last decade, the researchers have introduced
several healthcare management systems based on blockchain for assuring various security
purposes [21,22]. Blockchain guarantees that data was not tampered with by malicious
attacks and verified multiple data provenance aspects [23]. This technology involves cryp-
tographic techniques, and the blockchain network’s distributed environment ensures all
information distribution, which affords the visible, trustworthy digital fingerprint and
auditable paths [24].

There are two primary kinds of blockchain, Permissionless and Permissioned Blockchain.
A public blockchain is also called Permissionless Blockchain. The first invention of the
permissionless blockchain is Bitcoin. A permissionless blockchain is easily accessible and
open for reading and writing actions by all participants on the system [25]. It implies that
everybody can participate in the system with pseudonymous identification. The user could
also read the information or broadcast them and is identified as a part of the consensus
mechanism [26,27]. Ethereum also applies a permissionless Blockchain, and anyone can
evolve and combine smart contracts over the network, with no limitation forced by the
developers. A permissioned blockchain is also called private blockchain. An individual
organization performs a permissioned blockchain [28]. Unlike permissionless blockchain,
the permissioned blockchain is designed where participants in the network are predefined
for read/write actions and forever identify within the system. So, the main difference
between permissionless and permissioned blockchain is how a user can have access to the
network. In the permissioned blockchain network, implement Byzantine Fault Tolerance
(BFT) [29]. The Hyperledger Fabric is sketched for providing the safety of shared ledger
technology and empower permissioned.

2.1. Hyperledger Fabric

The Hyperledger Fabric is a type of permissioned blockchain technology that works
based on an open-source blockchain enterprise entertained by the Linux Foundation [30].
Hyperledger is a constantly prevalent, collective permissioned or private blockchain that
attempts at improving blockchain technology through industry applications. Generally,
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Hyperledger Fabric is a distributed network formulating a peer-to-peer system where every
peer has a replicated, consistent copy of the blockchain data structure, particularly a chained
index of transaction describing invocation and executions of chain codes. Hyperledger
Fabric gives the chance to increase the application range of blockchain technology beyond
cryptocurrency trades which distinct various relational database application domains,
comprising the management of healthcare information [31].

2.2. Hyperledger Composer

The Linux Foundation entertained Hyperledger Fabric projects which the Hyperledger
Composer is one of such examples. The business network archive (BNA) is the functional
production of Hyperledger Composer, which is inherited from the blockchain Hyperledger
Fabric [15].

The business network comprises participants, and they are combined through their
identifications, as well as, assets that generate on the system; transactions define the
exchange of assets. These rules involve executing the transactions called smart contracts,
and eventually, all the transactions are saved in the ledger. Figure 1 illustrates the general
architecture of Hyperledger Composer. The model file contains three main components:
participants, assets, and transactions. The participants are the end-users of the system
and can deal with the assets and communicate with other ones by transactions. Assets
are usually the variables saved in the network. Transactions are the purposes of the
system and are invoked to bring up-to-date the setup. The Script file in the business
network determines multiple transaction functions in the system. It is composed of the
Java Script (JS) and deals with the business logic, containing which standards of users act
and which types of assets are shared. The access control list (ACL) outlines the distinct
ranges of participants’ access own in the network. In the ACL file, the participants’ goal
is fixed, determining their performance in creating, reading, updating, or deleting the
assets. The Query file explains the composition and employment of queries from the
system. These remain fixed to extrapolate transactions of the historian, which all of the
previous transactions’ records in the network. The Historian record is a registry list fed
by the historian record that includes the history of transactions and events performed on
the system. While the transaction is processed, the historian record is updated, saving a
history of all transactions within a business network. The participants with their identities
are involved in submitting the transactions, and historian record assets can be retrieved
utilizing composer queries to require particular records.

Figure 1. A global architecture for hyperledger composer.
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3. Related Works

In this section, we summarize the state-of-the-art healthcare management systems by
considering their merits and limitations. Table 1 also shows the merits and limitations of
the existing methods.

Guy Zyskind et al. [32] presented the Enigma privacy platform based on blockchain
to manage access control and auditing log, privacy, and security objectives, such as a
tampered proof record of transactions. Enigma utilizes a multi-party computational model
and guarantees data privacy by employing a verifiable secret sharing mechanism. In this
platform, researchers claimed that Enigma eliminates the necessity to provide a trusted
third-party platform, enabling personal data control anonymously.

Table 1. Existing blockchain healthcare systems.

Blockchain Systems Health Data Merits Limitations

Xia et al. [33] Electronic Medical
Record

To adequately pursue the execution
of the information and revoke access
to offending nodes on the exposure of
breach of permissions on information.

Participants’ transactions are
intended to support various,

but limited events for user transaction
instances not considered for.

Xiao et al. [34] Healthcare data

Affords anonymization, productive
interaction among HDGs, and data

reinforcement and improvement
utilizing cloud.

It is inadequate to process
information and executes

computations without
exposing information.

Azaria et al. [35] Electronic Medical
Record

Provides reliable access, perpetual
log, and complete services. It also

eludes a single point of failure

Does not recognize contract
encryption, obfuscation, scalability,

and auditability. The scheme
demands to be extended for

complicated situations concerning
healthcare data.

Ichikawa et al. [36] Electronic Medical
Record

Hardy against network faults such as
assigned node down. Vulnerable to attack.

Xia et al. et al. [37] Medical data

Ensures data provenance, security,
and user verification. It provides

remote access and data
access revocation.

Omitted data revealing concerns.

Hussein et al. [38] Electronic Medical
Record

Enhances overall security and access
control, allows fast verification

process, and further accountability.

This would support expand system
devices and enhance security.

Dagher et al. [39] Electronic Health
Record

Concentrates on protecting patient’s
security and privacy utilizing

cryptographic techniques and allows
access control.

Absorbs computational energy due to
a large number of applied

smart contracts.

Chen et al. [40] Personal Medical Data Patients control their personal
medical data.

Interoperability is not examined
across various healthcare companies.

Zhang et al. [41] Personal Health
Information

Protected records of PHI are traced
employing the consortium

blockchain, while the private
blockchain reserves the PHI.

The data location might be modified
so the old URL cannot be altered,

and a novel URL needs to be created.

Xia et al. [33] presented a framework using the blockchain for protecting data privacy.
In this work, the authors suggested a permissioned blockchain system that permits access
to data requests by affording knowledge to the information stored in the cloud repository.
They employed the data grantors, which authorize the aggregation and review of infor-
mation, leading to value derivation. Their experimental analysis demonstrated that the
system is lightweight, dynamic, and scalable.

A decentralized risk-control system based on blockchain called healthcare data gate-
ways (HDG) system, presented by Xiao Yue et al. [34]. In this system, the patient can own,
manage, and distribute his data securely without involving complicated actions, which
presents a different latent approach to develop healthcare systems’ ability while preserving

227



Healthcare 2021, 9, 206

patient data confidentiality. From HDG results, it can be concluded that this system is
trustable and auditable due to utilizing a decentralized network of peers accomplished by
a public ledger.

Azaria et al. [35] developed a medical record sharing prototype called MedRec, the first
and only model proposed utilizing some smart contracts to assign appropriate permissions
for confidential data sharing. They considered various metadata domains in a single record
that distributes individually and may comprise additional limitations such as termination
time for data viewership. MedRec provides record versatility and fine-grained, which
facilitates patient data sharing and motivations for health data reviewers to maintain the
network. In this work, the researchers employed the ledger to maintain an auditable record
of medical interactions for patients, healthcare providers, and researchers.

Ichikawa et al. [36] proposed a tamper-resistant mHealth system based on blockchain
technology, which provides auditable computing and trustable policies. In this system,
they suggested a mHealth network system for cognitive-behavioral medicine in the somno-
lence (“sleepiness”) disease by developing a smartphone app. Furthermore, they collected
the Electronic Medical Records (EMR) from the patients voluntarily via the app saved in
JSON format, which was successfully transferred to a permissioned blockchain network
called Hyperledger Fabric. Next, the authors analyzed the tamper resistance of the EMRs
generated by artificial flaws. Merging blockchain Hyperledger Fabric with mHealth may
present an innovative clarification that empowers approachability and data clarity without
engaging a third-party.

Xia et al. [37] proposed a new blockchain-based scheme for the trust-less medical
data sharing called MeDShare, which protects data records between big-data servers in a
trust-less location. In the MeDShare, they utilize a strategy to perform all the events and
transmit them into a permanent system, ensuring trust-less and regular auditing policies.
Moreover, the authors employed smart contracts and access control policies to efficiently
trace the data sharing behavior and prevent access to violated permissions and rules
on data.

A data-sharing scheme based on blockchain has been introduced by Hussein [38] for
addressing the problems of access control with the blockchain, such as autonomy properties
and immutability. In this study, the authors utilized a Discrete Wavelet Transform (DWT)
and a genetic algorithm for optimizing the queuing optimization technique. Therefore,
it generates a cryptography key for affording access control and immunity, allowing
authenticating users in the speedy action.

Dagher et al. [39] introduced a blockchain-based model for providing dynamic, in-
teroperable, and secure access to medical records while protecting patients’ sensitive
information. In this system, researchers employed the Ethereum blockchain by defin-
ing smart contracts for affording access control and obfuscation of data and applied the
cryptographic methods for extra security.

Chen et al. [40] designed a storage system to maintain blockchain-based personal
medical data and cloud storage. They employ blockchain as a storage supply chain in
which all operations are verified, immutable, and accountable. This system defined the
permissions of three types of transactions and composed the block formation and the
medical blockchain’s primary function. Furthermore, they introduced a service framework
for sharing medical records, which protects medical data management applications without
violating privacy policies.

Zhang et al. [41] proposed a secure and privacy-preserving personal health infor-
mation sharing protocol for diagnosis improvements in the e-Health system based on
Blockchain. Moreover, they described the blockchain consensus mechanism, which is the
proof of conformance and devised to build validated blocks. Moreover, researchers em-
ployed public-key encryption using the keyword search based on the blockchain. A doctor
allows to search and access the expected history of health records to enhance the diagnosis
after receiving trapdoors from the patient. Besides, they claimed that this eHealth system
achieves security, privacy preservation, and a secure search of medical data.
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The above state-of-the-art studies are based on blockchain sharing the health record
and access control policies. Still, they do not access PHR in an emergency condition.
We used a Hyperledger Composer and Fabric for securing the data privacy and auditing
trial in emergency access for PHR.

4. System Architecture

In this section, we present the proposed emergency access control management system,
which utilizes blockchain technology for preserving PHR data privacy. All the data on the
blockchain network are shared between the nodes. We develop a system that generates
a time-stamped log for all the transactions on the network without engaging a PHR
owner or any third party utilizing the Hyperledger Composer-SDK and NodeJS. Moreover,
we demonstrate the proposed architecture in Figure 2, which facilitates access control
scenario of PHR data by using Hyperledger composer blockchain in an emergency. We first
specify the following entities, which involve the process of construction. All the activities
are controlled with permissions and the smart contracts that affect data retrieval from the
Ledger. In this situation, the patient’s permissions can allow the EMT access to the PHR
data. The assumed entities are as follows.

 

 

 

 

 

 

 

 

Figure 2. Proposed framework for personal health record (PHR) access control in Emergency.

• Patient is a participant who is the owner of the PHR data. A patient defines the access
control policies for the PHR data.

• Doctor is a participant, who can log into the system if the patient has granted the per-
mission to him. The PHR owner has to define the policy of access control permission
in a smart contract as a family doctor or primary physician.

• Emergency Doctor is a participant who requests emergency access permission while
the patient is in an emergency. The proposed framework utilizes an API for granting
access according to patients’ rules to the emergency doctor whether he is allowed to
access the PHR data or not.

• Rest API, Composer Rest Server creates an Application Programming Interface (API)
from the blockchain network that can be efficiently employed by Hypertext Transfer
Protocol (HTTP) client for evaluating the permissions.

• Smart Contracts are some transaction protocols that automatically perform, con-
trol, and register relevant actions and events according to an agreement’s rules [42].
These are executed on blockchain and administered by a system of peers. They also
spontaneously run when specific predefined policies are met. In such a case, the data
owner (patient) specifies the access permission in smart contracts.
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• Consensus is a mechanism that provides the following core functions in our framework
for approving the transaction verifying the patient’s policies. When the transaction
is completed, the Consensus accepts the performance and upgrades the main shared
ledger to achieve consistent outcomes.

• Ledger is an outcome, tamper confidential records for all the transactions. Trans-
actions are consequences of the smart contracts or requests transmitted from users.
Each transaction’s completion is a k-v pair bounded to the state as creates, updates,
or delete.

5. System Implementation

In this section, we implement the proposed model using Hyperledger Fabric and
Hyperledger Composer. During our experiments, we suppose that the user (client) in-
formation is retrieved from the JSON, and requested information by utilizing the Rest
Client, i.e., Postman server. Every server was formed in the virtual environment Elastic
Compute Cloud (EC2) instance on Amazon Web Server (AWS), which operates in the same
local personal computer with Ubuntu Linux 18.04.1, single vCPU @ 2.00 GHz, and 32 GB
RAM as the details of configuration summarized in Table 2. We employed the Hyperledger
composer playground to develop the Business Network Definition. We used Hyperledger
Fabric (version 1.2) an open-source project hosted by the Linux foundation. Moreover,
we utilized Docker (version 1.12.1), Oracle Virtual Box (version 5.1.22), and Docker com-
pose (version 1.5.2) to set up Docker execution environment. In our framework, ledger’s
state is the key-value store database that stores the transaction logs.

Table 2. Implementation Development Environment.

Component Description

CPU Single vCPU @ 2.00 GHz
Operating System Ubuntu Linux 18.04.1 LTS

Memory 32 GB
Hyperledger Fabric Version 1.2

Docker Version 1.12.1
Oracle Virtual Box Version 5.1.22
Docker-Compose Version 1.5.2

Our proposed architecture involves three elements: a patient-centric user interface,
a permissioned blockchain, and off-chain storage. Furthermore, we utilized the Hyper-
ledger Composer to build the Business Network Archive (BNA), which defines the net-
work’s properties and abilities. Hyperledger Composer is further used to archive the
business network upon the Hyperledger Fabric instance.

This structure includes three main files: Model, Script, and permission (see Figure 1).
The model contains three main elements; (i) participants are the actors that can partici-
pate in the network (patient, family physician, and emergency doctor), (ii) assets are the
data items of the patient’s PHR and some necessary personal information, i.e., they are
stored in the variables as regular variables, and (iii) the transactions of participants on
the assets through the network. The Script is called “logic.js” which describes several
transactions that happened on the system. It maintains the confirmation and validation
of the participants, assets, and transactions by considering various system access levels.
Moreover, the “permission.acl” contains access control policies in which participants’ rules
are defined, i.e., the participant can use the patient’s data in a particular situation (see
Table 3). The patient explains the rules for accessing the family physician to PHR informa-
tion while the patient is in a normal condition. For the emergency condition, the patient
also describes the procedure of how an emergency doctor can access using the certified
license number. Emergency doctor triggers the smart contracts and receives PHR items
with the “emergency access time constraints” function. When the time limit is completed
for allowing which emergency doctor could not have access to the system, another essential
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aspect of Hyperledger Composer is a query file that expresses the formations and policies.
Queries are established to generalize activities or actions from the historian, where all the
previous records are available through the PHR in the Ledger.

Table 3. The defined access control policies in the “permission.acl” file.

Permission Rules for Limiting Access to the PHRs

1. rule OwnerHasFullAccessToTheirTreatmentDrugAssets
2. {
3. description: “Allow all participants full access to their assets”
4. participant(p): “org.example.basic.Patient”
5. operation: ALL
6. resource(r): “org.example.basic.TreatmentDrugs”
7. condition: (r.owner.getIdentifier() === p.getIdentifier())
8. action: ALLOW
9. }
10. rule emergencydoctorHassAccessToPatientLabTest {
11. description: “Allow all participants full access to their assets”
12. participant(g): “org.example.basic.EmergencyDoctor”
13. operation: READ
14. resource(r): “org.example.basic.LabTest”
15. condition: (r.emergencyAcces===true)
16. action: ALLOW
17. }
18. rule emergencydoctorHassAccessToPatientTreatmentDrugs {
19. description: “Allow all participants full access to their assets”
20. participant(g): “org.example.basic.EmergencyDoctor”
21. operation: READ
22. resource(r): “org.example.basic.TreatmentDrugs”
23. condition: (r.emergencyAcces===true)
24. action: ALLOW
25. }

As depicted in Figure 3, after defining the participant cards in the “My Business Net-
works” section, we executed the BNA on the Hyperledger Composer. In this case, each net-
work card is utilized to join the system, and identify the kind of participant. These cards
regularly have a further organized range of permissions in the network. However, the pa-
tient could also complete high-clearance functions (adding or deleting) for participants such
as family physician and emergency doctor. This kind of cards determines the node that
correlates the identifications to the network and permits to authorize participants.

In our system, new users (family physician and Emergency doctor) with proper
identification information can join as a participant at different times. To accomplish an
appropriate position, admin manages the participants’ permissions using an alignment of
Hyperledger Composer consortium. During the access control management, the character-
istics or duties are performed, which kind of transactions specified in “permissions.acl” file.
In our proposed framework, the assets are the PHR items such as personal data, test results,
and prescribed medicine, etc., which already are stored in the assets registry. In our policies,
it is assumed that the transactions are the enrollment processes for the participants and
procedures for PHR data item like, “getpatientlabtest” and “getpatienttreatmentdrugs”.
Besides, each particular record and its details of the PHR data will be shown on the network.
There are four services in this network, including three registration procedures (for the
patient, family physician, and emergency doctor), and one function for getting patient’s
data from the system. Participants can utilize these functions as a transaction trigger to
access relevant data. Each participant’s role depends on the conditions that are predefined
by the data owner in the “permission.acl” file.
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Figure 3. Defined network cards for participants in the hyperledger composer playground.

• Participants Registration: Script file comprises the blockchain transaction processing
function (TPF) which is triggered and participant (patient) input parameters consist of
the Card_Id, First_name, Last_name, Address, Patient_Id, Emergency_Access_Time_Costraints.
In the case that the participant is a family doctor, the input parameters include:
Doctor_Id, First_name, Last_name, and for the emergency doctor input parameters
consist of the Emerency_doctor_id, and License_number only in an emergency situation
and requests access permission by using API to the network. When the participant
triggers the function from API, then the node server will explore its endpoint matching
scheme in the file “app.js”. After considering all the parameters of the Transaction
Processing Function (TPF) which are already saved in the file “network.js”. All TPFs
can employ the Hyperledger Composer NodeSDK functions for the registration of
patient in the network as a participant. Later, it generates an ID card for the participant
and saves it in the ID registry. Query 2 expresses the process of retrieving the PHR
records from our system in detail.

• Get Patient Data: This file includes the TPF, which is triggered and obtained from
the patient’s PHR data, and the emergency doctor input parameters consisting of
Patient_Id (e.g., current emergency_doctor_Id for an emergency condition). When the par-
ticipant hits the trigger from the client_side function named “network.getpatientdata”,
which is described in the file “app.js.”, later, our proposed system considers the
mandatory fields of the process body for requesting access permission. Then, it will
send certain documents to TPFs “networkgetpatientdata,” which is explained in the
“network.js” file and is exchanged the data according to prescribed rules. The TPF is
again utilized the Hyperledger Composer NodeSDK; first, this verifies whether the
participant has permission to access the patient’s information and thus delivers PHR
data. The smart contracts restrict the access period according to the patient’s time lim-
itation considered for a particular participant. Additionally, this function generates an
occurrence of “EmergencyTimeConstratints” which participant could observe through
the playground utilizing the admin ID card. From the well-defined time limitation,
the current emergency doctor can view PHR items. Emergecy_Access_End_Time is
only two hours more than Emergency_Access_Start_Time. This function also gets the
level and rechecks by triggering the get_patient_data, and the emergency doctor will
catch the message “Access Denied.” Algorithm 1 shows registering a participant (user)
in our system, and Algorithm 2 describes how to get PHR from the system.
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Algorithm 1. Participant Registration

1: Input: Emergency Doctor ID, License Number
2: Output: Emergency Doctor
3: Emergency doctor ID← Emergency doctor
4: License← Authorized Doctor License Number
5: Emergency Doctor ID← Request for the registration to the system
7: if (Authorized Doctor License Number match) then

8: Return Success (Register Emergency Doctor)
9: else

10: Return “Unauthorized Person”
11: end if

• Get Patient Data: This file includes the TPF, which is triggered and obtained from
the patient’s PHR data, and the emergency doctor input parameters consisting of
Patient_Id (e.g., current emergency_doctor_Id for an emergency condition) when the par-
ticipant hits the trigger from the client_side function named “network.getpatientdata”,
which is described in the file “app.js.” Later, our proposed system considers the manda-
tory fields of the process body for requesting access permission. Then, it will send
certain documents to TPFs “networkgetpatientdata,” which is explained in the “net-
work.js” file, and data is exchanged according to the prescribed rules. The TPF is again
utilized the Hyperledger Composer NodeSDK; first, this verifies whether the partici-
pant has permission to access the patient’s information and thus delivers PHR data.
The smart contracts restrict the access period according to the patient’s time limitation
considered for a particular participant. Additionally, this function generates an occur-
rence of “EmergencyTimeConstratints,” which participants could observe through
the playground utilizing the admin ID card. From the well-defined time limitation,
the current emergency doctor can view PHR items. Emergecy_Access_End_Time is
only two hours more than Emergency_Access_Start_Time. This function also gets the
level and rechecks by triggering the get_patient_data, and the emergency doctor will
catch the message “Access Denied.” Algorithm 1 shows registering a participant (user)
in our system, and Algorithm 2 describes how to get PHR from the system.

Algorithm 2. Get PHR

1: Input: Emergency Doctor ID, Patient ID
2: Output: Display the Patient PHR data items
3: Emergency Doctor ID← Authorized Emergency Doctor
4: Patient ID← Discover Registered Patient
5: Get Patient Data← Authorized Emergency Doctor request to get patient data
6: Start time← get the correct time date
7: if (Authorized Emergency Doctor request = true) then

8: Result← check the Emergency Access Time constraint condition according to the start time
9: else

10: Return “Access Denied”
11: end if

Query 1 Patient Data Retrieval

1: { “$class”: “org.hyperledger.composer.system.Add Participant”,
2: “resources”: [ {
3: “$class”: “org.example.basic.EmergencyDoctor”,
4: “emergencyDoctorid”: “ED1”,
5: “licenceNumber”: “A1B2aa444” } ],
6: “targetRegistry”: “resource:org.hyperledger.composer.
system.ParticipantRegistry#org.example.
basic.EmergencyDoctor”,
7: “transactionId”: “f96ff792-b85f-4c9b-b10d-0d02e0b66e91”,
8: “timestamp”: “2019-10-13T21:53:17.399Z” }
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The Historian is a database containing the records that include information about the
transactions which occurred on the system. When a transaction is performed, the historian
record is updated and timestamp, i.e., a history of transactions in a business network.
A Historian record is an asset defined in the Hyperledger Composer network namespace.
The Historian registry is updated for all approved transactions. Besides, various operations
that the Hyperledger Composer runtime can be classified as transactions.

Query 2 Adding Asset into the System

1: {“$class”: “org.hyperledger.composer.system. AddAsset”,
2: “resources”: [{
3: “$class”: “org.example.basic.TreatmentDrugs”,
4: “treatmentDrugs”: “Special Treatment”,
5: “drugName”: “Disprine”,
6: “formulae”: “Asprine”,
7: “describption”: “High Headache”,
8: “result”: “Effective”,
9: “emergencyAcces”: true,
10: “owner”: “resource:org.example.basic.Patient#P1”,
11: “doctor”: “resource:org.example.basic.Doctor#D1”}],
12: “targetRegistry”: “resource:org.hyperledger.composer.
system.AssetRegistry#org.example.basic.TreatmentDrugs”,
“transactionId”: “491c6aa6-8d9c-473f-8cdc-bd2fb2fbda68”,
13: “timestamp”: “2019-10-13T22:09:26.488Z”}

As mentioned earlier, our proposed system utilizes the APIs for querying resources
and relationships for registering the historian records. When we call a ‘getAll’ function,
it will likely return a massive amount of data from the historian records. Thus, query ca-
pacity is essential for obtaining a subset of records based on time limitations. It utilizes
the query capacity to select records where the transaction timestamps a particular position.
We have conducted our proposed framework by generating some queries as depicted in
Query 1 and Query 2. After recovering from the emergency, the patient can check the
system’s profile and track all the history records updated on the profile.

6. Discussion

In this section, we discuss the proposed framework’s performance concerning audit-
ing, security and privacy, response time, and accessibility.

Does the proposed model provide a secure access control system for PHR data in
emergency condition? To answer this question, we applied the Hyperledger Composer
based on Hyperledger Fabric, which affords some permissions for participants that allow
limited access during an emergency condition. The use of blockchain technology can
enhance the security and accessibility of the PHR by different participants in our proposed
model while patients are in the emergency concerning confidentiality, non-repudiation,
authenticity, and accountability.

Are there any alternatives for malicious attackers to access a patient’s PHR? The
answer to this question is, our framework guarantees the patient’s privacy by presenting
expediency for designating well-arranged access control to the PHR. Furthermore, it limits
the user’s access to the PHR by employing smart contracts. Our mechanism’s access rules
essentially concentrate on the purpose, what data object, and which activities they have to
perform. In our framework, patient predefined access permissions rules such as read, write,
update, delete, and period to share their PHR by smart contracts on the blockchain without
the lack of control. Smart contracts can be executed on the blockchain network once all
the conditions are met. We proposed that patient can empower access to his/her PHR
only under predefined conditions of an appropriate type and for a provided time limit.
The smart contract stored directly on the blockchain confirms whether data requestors
match these circumstances to access the particularized data. If the requestor does not have
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access permission, the framework will respond with a message unauthorized user. In the
proposed framework, we perform security policies according to the specified participant’s
IDs. Hence, it prevents the PHR data from being accessed by malicious users.

Does the proposed system provide auditing during the PHR access in the emergency
department? To answer this question, we utilize the historian record, which provides the
auditing facility to trace the registered records and history of the PHR data. The Historian
record is used only via the patient after his cure from the hospital. It can track and trace all
the activities done with his/her PHR in an emergency condition. In other words, various
types of actions through the proposed system can be outlined using the historian records.

Our framework ensures the patient’s privacy by affording feasibility for defining
granular access control across his/her PHR data. Moreover, it considers access con-
trol management by combining smart contracts. In the Hyperledger composer network,
the proposed model performs based on the specified participant’s identities. Therefore,
there are no ways to access the PHR data for malicious users. Channels in the HF are
constructed according to access policies that dictate access to the channel’s stores, such as
smart contracts, transactions, and ledger states. Thus, these channels consist of nodes
in which the privacy protection and confidentiality of PHR are defined. Our proposed
framework protects the PHR data against ransomware and similar security breaches such
as unauthorized access. Because it is the decentralized network topology and does not
have a single point of failure or central repository for intruders to infiltrate, the emergency
doctor has just short, timely access to the system. After the time limit of his/her access
data, the emergency doctor could not access the PHR data. Blockchain technology makes
the process of adopting the system much simpler and less costly. The implementation
facilitates improved security, privacy availability, and auditing by storing access control
lists and logs directly on the blockchain. Each attempt to access a record is verified in the
access control list and subsequently logged before access is granted to the user. The system
introduces a new standard way of managing access control in the emergency condition
and auditing across several participants. The experiments confirm that our framework
provides better efficiency compared with the traditional emergency access system. Besides,
the patients get the historian records for the audit trail and check the access control policies
whether their PHR data have not to breach after recovering from the emergency condition.
This work presents an implementation of a blockchain framework for improving auditing
and privacy measures of PHR systems.

What is the difference in the response time efficiency between the proposed framework
and the traditional emergency system? The answer to this question is, our proposed
system preserves the PHR against data violations while being manipulated by malicious
users. Figure 4 depicts the evaluation and performance of our system based on time
efficiency and memory. Since we used the smart contracts in our proposed framework,
it affords various properties such as time control, verification, and classification that reduce
the response time during the processing of queries. In References [11,12], researchers
introduced a framework based on trusted members in emergency contact for accessing
patient’s information. However, there is no third party or trusted member in the contact list
for an emergency condition in our system because we employed the Hyperledger composer
while the patients define the access rules/policies in smart contracts for the emergency
doctor. Therefore, the emergency doctor can receive requested information in less than a
few seconds from our system. In the traditional system [11,12], the average response time
for processing text messages and calls to the trusted members is “7188” minutes. Moreover,
trusted member affords the reply to the emergency team for allowing the PHR item
access, which is (8 min) for receiving calls and messages response-time. Moreover, average
registration time of our system is “6900 ms” and getpatientdata average time is “6000 ms”.
For responding to the emergency doctor, the average time is “15,000 ms” to “18,000 ms”.
These results demonstrate that our proposed framework provides accessibility to the PHR
data items without approval by trusted members in the contact list for an emergency. In our
experiments, the average response time has been decreased in an emergency condition as
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compared to the aforementioned traditional system for approving the information of PHR.
To provide a comparative analysis, we have evaluated the existing blockchain-based health
systems [34,39–42] considering their strategies for designing security policies. In other
words, we conducted a benchmark study to investigate the capabilities of our framework
and other systems regarding immutability, identity management, smart contracts, and data
auditing. Table 4 depicts the outcome of the benchmark study. We have chosen the
parameters that impact the system performance during our analysis. Since we have
developed our framework using the Hyperledger composer using the aforementioned
policies, it reduces the system’s overall overhead. Note that most of the existing systems
work based on EMR functionality (except References [40,41]). Therefore, our framework
provides the security policies for PHRs that can improve healthcare system usability in
emergency cases.

✓ ✓ ✓ ✓ ✓

✓ ✓

✓ ✓

✓ ✓ ✓

✓ ✓

✓ ✓ ✓ ✓

Figure 4. Performance Evaluation of the proposed framework.

Table 4. A comparative analysis of the proposed framework vs the state-of-the-art systems.

Healthcare System
Name

Patient
Identity

Immutability
Data

Auditing
Smart

Contracts
Access
Control

Our framework ✓ ✓ ✓ ✓ ✓

Xiao et al., 2016 [34] ✓ ✓ × × ×
Hussein et al., 2018 [38] ✓ ✓ × × ×
Dagher et al., 2018 [39] ✓ ✓ × ✓ ×
Chen et al., 2019 [40] ✓ ✓ × × ×

Zhang et al., 2018 [41] ✓ ✓ ✓ ✓ ×

7. Conclusions

In this study, we proposed a new access control framework, which preserves PHR
data privacy where a patient is in an emergency condition. Systematically, it works based
on the permissioned blockchain Hyperledger Fabric and Hyperledger Composer. In this
framework, we utilized the smart contracts in blockchain technology to provide security
policies that patients can manage the access rules of other participants in the healthcare
system using the consortium strategy. Besides, our system affords the historian records
for auditing that stores the history of transactions while patients are in an emergency.
Moreover, they can trace the history of the records held by other participants (doctors) after
recovery. We experienced our framework using the Hyperledger Composer playground to
evaluate its performance of our framework. Our experimental results demonstrated that
this framework assures the secret data sharing of the PHR by considering the immutability,
auditing, and emergency access control policies.

Our proposed framework not only provides security policies for controlling the access
permissions to the PHRs during the emergency condition but also enables the health
management system to eliminate the time of emergency contact. However, there exist
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some limitations which should be addressed in future works. Since our framework is at
the prototype stage, we should test it by engaging different groups of participants and take
their feedback into account during the maintenance stage. Moreover, because the PHRs are
exchanged/shared among different participants (or agencies), a standard like HL7 FHIR is
needed to guarantee the security of data sharing implementation.
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We are writing to you as the corresponding authors of the interesting systematic review
study “Pathway of Trends and Technologies in Fall Detection: A Systematic Review” [1].

We found this work to be particularly stimulating, and feel it provides great added
value in the field.

Specifically, we believe, first of all, that this review has the great merit of simulta-
neously focusing both on important key aspects of the integration of systems for fall
detection/prediction and prevention in the health domain, and on aspects relating to techno-
logical innovation and deployment in the three most important fields, where neuromotor
problems due to pathologies or aging have a strong impact: falls from bed, falls from
sitting, and falls from walking and standing. When the Special Issue “Cybersecurity and
the Digital Health: An Investigation on the State of the Art and the Position of the Ac-
tors” (https://www.mdpi.com/journal/healthcare/special_issues/cybersecurity_digital_
health (accessed on 1 May 2022)) [2] was launched, one of the objectives [3] was to give
scholars the opportunity to broaden the boundaries of studies in this area.

Mainly, studies on cybersecurity turn more toward IT aspects, which is defined as the
activity carried out in defending computers, servers, mobile devices, electronic systems,
networks, and data from malicious attacks or software defaults. Therefore, what is often
addressed is so-called information security and data security.

We very much appreciated your contribution because it has precisely achieved the goal
of expanding and exploring new areas in this sector, enlarging the concept of cyber-systems as
tools for the development of physical security approaches for people.

We found your work particularly interesting, wide-ranging, attractive and full of
stimuli for future research. We agree with the findings of the study, that falling is one
of the most serious health risks throughout the world for elderly people and for people
affected by particular diseases or after recovery from accidents. In the event of a fall,
as you have highlighted, considerable expenses are unfortunately necessary for patient
management in the health domain. The cyber-systems developed in the field of fall risk,
detection/prediction and prevention have the potential to minimize these problems. This
is why we believe that your work, that has reviewed papers systematically (publications,
projects, and patents), is strategic in this perspective.

As we wrote above, your study, being a review, is also very stimulating toward
research initiatives to be undertaken in the future.

We would therefore like to share a reflection on this with you and with the other
scholars involved in this field of research.

In the past, there has been much discussion about biofeedback systems for the pre-
vention of falls through training and/or the use of wearable systems. Several studies have
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been developed based on audio, video, and vibrotactile biofeedback systems [4–19], some
involving some of us as authors [8,13]. Many of these wearable systems were considered
even before the smartphone boom as we know it today [9–19]. Some recent studies are
continuing in this direction [20–23]. The use of inertial sensors, such as accelerometers, for
stability control [24–26] integrated in wearable systems equipped with biofeedback [4–23]
will certainly provide an increasingly important response in the prevention of falls.

In conclusion, we believe that your review has been a great stimulus for the Special
Issue and for the scholars in general regarding future developments. Among these future
developments, we also consider important those connected to wearable systems equipped
with biofeedback for the prevention of falls.
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