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Knowledge modelling is a growing field at the fringe of computer science, psychology
and network science [1,2]. This research area aims to build models of knowledge that can
provide interpretable insights starting from data, its associations, commonalities, recurrent
patterns and correlations. Historically, artificial intelligence (AI) contributed vastly to the
field through models like artificial neural networks, e.g., recurrent neural networks or
deep learning, as methods able to extract knowledge and learn from data, cf. [1]. Recent
advancements from fields like network and data science supported the creation of novel
approaches to knowledge modelling, inspired by theoretical frameworks of cognition
and language processing: cognitive networks are mental representations of knowledge
where nodes represent concepts and links indicate conceptual associations, e.g., concepts
sounding similarly or being related according to a given semantic definition, cf. [3,4].

Despite being both referred to as “networks”, artificial neural networks (ANNs)
and cognitive networks (CNs) remain two frameworks that work well in synergy while
remaining distinct. On the one hand, ANNs encapsulate in their network structure latent
correlations in the data, making it difficult to identify what nodes and their interconnections
represent [5]. On the other hand, CNs form one-to-one mappings of knowledge units, e.g.,
nodes represent specific concepts and links map specific types of conceptual associations [4].
Whereas CNs are evidently more interpretable and can be tuned to map specific aspects
of human associative knowledge (e.g., semantic memory structure and its influence over
cognitive traits [6]), CNs also lack the same generalisability and aptitude to learn from
data that ANNs possess, also thanks to training and fine-tuning [5]. Another important
difference is that ANNs focus on prediction by updating weights between layers while
CNs focus on the representation of the complexity of systems via graphs [3,6].

The synergy of these two approaches can open new ways for modelling knowledge
and learning in interpretable ways, able to account also for unseen data [3,6]. For instance,
the structure of CNs can produce novel features that can then power artificial intelligence
techniques inspired by human knowledge, with relevant advancements for natural lan-
guage processing, automatic assessments of personality traits or other phenomena like
emotional distress, as highlighted in all the papers published within this Special Issue (SI).

The current SI reports on recent developments in applying CNs and ANNs for achiev-
ing intelligent systems and data insights. This SI represents a multidisciplinary collection
of 11 contributions using either CNs, ANNs or novel combinations and mainly organised
along the lines of: (i) text processing and social media analysis, (ii) artificial intelligence for
natural language processing and (iii) brain science and cognitive psychology.

Hassani and colleagues [C1] reviewed text mining techniques for understanding
features of texts in large volumes and with the assistance of quantitative AI techniques.
The authors also reviewed cutting-edge methods for understanding text sentiment (va-
lence for psychologists), i.e., pleasantness/displeasure as expressed in language. The
review critically covered the many advances in the field and underlined the need for
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novel cognitively-inspired methods, building a bridge between words in texts and ideas in
the mind.

Stella and colleagues [C2] introduced network-based methods for identifying not only
sentiment but also emotions in social media data. Focusing on the Italian twittersphere in
the aftermath of the first COVID-19 lockdown, the authors reconstructed online stances of
COVID-19 related hashtags and their emotional profiles. Emotional states as complex as
trust, fear and anger were found to surround the same hashtag in different ways, according
to contextual knowledge that was modelled as a cognitive network.

Pano and Kashef [C3] worked on COVID-19 tweets but under the perspective of
monitoring conversations explicitly related to bitcoin. The authors tested 13 strategies
for correlating textual data with bitcoin prices and identified a list of methodological
working assumptions and limitations affecting predictions, showcasing a link between
social discourse and price fluctuations but only in small time spans.

Prakash and colleagues [C4] used human-centred machine learning to predict the
efficacy of treatment out of CNs built from brain data. The authors showed how recurrent
neural networks were able to learn network features and achieve an accuracy of almost 78%
in correctly classifying individuals according to their self-perceived efficacy of treatment.
These findings open the way to novel ways for measuring psychological constructs from
brain data, contributing to bridging the brain and mind aspects of human cognition.

Sermet and Demir [C5] outlined how cognitive, textual and social data might be
combined in the AI pipeline of smart assistants, i.e., AI extracting insights from input
data, predicting trends and managing conversations in natural language. The authors
underlined how their cognitive computing approach enabled reusability and reliability and
also discussed the relevance of their smart assistant in managing COVID-19 health data.

Sboev and colleagues [C6] introduced a context-dependent framework enforcing contextual
semantic features of concepts in texts in an interpretable way and in synergy with pre-existing
transformer networks. The authors’ approach enables natural language processing where
explicit features of language and context are both accessible to experimenters, improving model
interpretability and also performance. Deploying their architecture in medical reports, the
authors report on the importance of contextual features over accurate predictions.

Fatima and colleagues [C7] used network features and recurrent neural networks to
predict psychological constructs, i.e., depression, anxiety and stress. The authors used
emotional recalls and psychometric data to train an AI in spotting depression, anxiety
and stress levels out of word combinations. Their cognitive embedding assessed word
centrality and semantic distance in a network representation of associative knowledge
between 36k English words. The authors validated the AI on a set of suicide notes through
the circumplex model of affect.

Nilsson and colleagues [C8] used CNs to model the mental lexicon of children with
typical development and adolescents with intellectual disabilities. The authors found that
adolescents with intellectual disabilities produced less modular, more clustered and less
spread apart layouts of conceptual associations, clustering concepts more than children
with typical development. The authors also discussed the interpretation of these differences
and the potential role played by context and education.

Dresp-Langley [C9] used network features—related to connectivity, resilience and
information processing—as explorative dimensions for self-organisation, i.e., the ability for
a system to evolve dynamically towards a working conformation. The author showed how
brain networks evolve towards self-organisation while minimising system complexity and
enhancing its resilience and adaptiveness, with implications also for cognitive computing.

Vitevitch and colleagues [C10] used numerical simulations to bridge together CN
structure and language processing. The authors explored three representations of hu-
man memory based on different phonological similarities between concepts. Simulations
showed how activation spreading across network links could account for many effects
observed in empirical experiments about phonotactic knowledge and affecting spoken
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word recognition. Their work underlines how cognitive networks can effectively model
and test processes relative to language understanding and use.

Siew and colleagues [C11] adopted CNs to investigate the presence of stereotypical
socio-cognitive representations of gender roles within Western movies from 1940 to 2019.
The authors used word co-occurrences in movie synopses to capture syntactic relation-
ships and semantic frames, blending natural language processing and cognitive network
science methods. Their analysis identified the prevalence of stereotypical representations
of female characters, being more entrenched in family and romance jargon than male
counterparts. This approach opens new ways to quantify gender stereotypes as represented
in cultural products.

Overall, our SI demonstrates the strengths and great potential of converging network
science, data science, natural language processing, machine learning, and artificial intelli-
gence to study knowledge representation and phenomena. Human knowledge is a complex
system that traditionally was only examined indirectly. The expedited advancement in
computational and analytical methodologies is rapidly advancing our understanding of its
complexity. Our SI is what we hope is just one step forward in such a direction, a direc-
tion that harnesses state-of-the-art computational tools in the quest to better understand
human knowledge.
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Abstract: Text mining in big data analytics is emerging as a powerful tool for harnessing the power of
unstructured textual data by analyzing it to extract new knowledge and to identify significant patterns
and correlations hidden in the data. This study seeks to determine the state of text mining research
by examining the developments within published literature over past years and provide valuable
insights for practitioners and researchers on the predominant trends, methods, and applications of
text mining research. In accordance with this, more than 200 academic journal articles on the subject
are included and discussed in this review; the state-of-the-art text mining approaches and techniques
used for analyzing transcripts and speeches, meeting transcripts, and academic journal articles, as
well as websites, emails, blogs, and social media platforms, across a broad range of application
areas are also investigated. Additionally, the benefits and challenges related to text mining are also
briefly outlined.

Keywords: text mining; big data; analytics; review

1. Introduction

In recent years, we have witnessed an increase in the quantities of available digital textual data,
generating new insights and thereby opening up opportunities for research along new channels. In this
rapidly evolving field of big data analytic techniques, text mining has gained significant attention
across a broad range of applications. In both academia and industry, there has been a shift towards
research projects and more complex research questions that mandate more than the simple retrieval
of data. Due to the increasing importance of artificial intelligence and its implementation on digital
platforms, the application of parallel processing, deep learning, and pattern recognition to textual
information is crucial. All types of business models, market research, marketing plans, political
campaigns, or strategic decision-making are facing an increasing need for text mining techniques in
order to address the competition.

Large amounts of textual data could be collected as a part of a research, such as scientific literature,
transcripts in the marketing and economic sectors, speeches in the field of political discourse, such
as presidential campaigns and inauguration speeches, and meeting transcripts. Furthermore, online
sources, such as emails, web pages, blogs/micro-blogs, social media posts, and comments, provide
a rich source of textual data for research [1]. Large amounts of data are also being collected in
semi-structured form, such as log files containing information from servers and networks. As such,
text mining analysis is useful for both unstructured and semi-structured textual data [1].

Big Data Cogn. Comput. 2020, 4, 1; doi:10.3390/bdcc4010001 www.mdpi.com/journal/bdcc5
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Data mining and text mining differ on the type of data they handle. While data mining handles
structured data coming from systems, such as databases, spreadsheets, ERP, CRM, and accounting
applications, text mining deals with unstructured data found in documents, emails, social media, and
the web. Thus, the difference between regular data mining and text mining is that in text mining the
patterns are extracted from natural language text rather than from structured databases of facts [2].
Since all the written or spoken information can be represented in textual form, data mining requires all
kinds of text mining tools when it comes to the interpretation and analysis of sentences, words, phrases,
speeches, claims, adverts, and statements. This paper conducts an extensive analysis of text mining
applications in big data analytics as used in various commercial fields and academic studies. While the
vast majority of the literature deals with the optimization of a specific text mining technique, this paper
seeks to summarize the features of all text mining methods, thereby summarizing the state-of-the-art
practices and approaches in all the possible fields of application. It is centered around seven key
applications of text mining in transcripts and speeches, meeting transcripts, and academic journal
articles, as well as websites, emails, blogs, and social media networking sites; for each of these, we,
respectively, provide a description of the field, their functionality, the most commonly used methods,
the associated problems, and the related and relevant references.

The remaining sections of this paper are organized in the following manner. In the Section 2, we
introduce the topic of text mining in transcripts and speeches. We explain the different classification
techniques used in, for instance, the analysis of political speeches that classify opinions or sentiments
in a manner that allows one to infer from a text or speech the ideology that a speaker most probably
espouses. Furthermore, we explain the methods used in classifying transcripts and speeches and
identify the shortcomings of these methods, which are primarily related to the behavioral nature of
human beings, such as ironic or ideological behavior. In the Section 3, we take a closer look at blog
mining, the dominance of news-related content in blogs and micro-blogging, and present the methods
used in this area. Most of the methods applied in blog mining are based on dimensionality reduction,
which is also found in other fields of text mining applications. Additionally, the relationship between
blog mining and cybersecurity—which is an interesting and novel application of blog mining—is also
covered in this section. In the Section 4, we analyze email mining and the techniques commonly used
in relation to it. A very specific feature of email mining is its noisy data, which has been discussed
in this section. Moreover, we explain the challenges to the identification of the content of the email
body and how email mining is used in business intelligence. The web mining techniques that are used
in screening and analyzing websites are studied in the Section 5. The features of a website, such as
links, links between websites, anchor text, and html tags, are also discussed. Moreover, the difficulty
of capturing unexpected and dynamically generated patterns of data is also explored. Additionally,
the importance of pattern recognition and text matching in e-commerce is highlighted. In the Section 6,
we present studies conducted on the use of Twitter and Facebook and explain the role of text mining
in marketing strategies based upon social media, as well as the use of social media platforms for the
prediction of financial markets. In Sections 7 and 8, we round up our extensive analysis of text mining
applications by exploring the text mining techniques used for academic journal articles and meeting
transcripts. Section 9 discusses the important issue of extract hidden knowledge from a set of texts and
building hypotheses. Finally, in the concluding section, we highlight the advantages and challenges
related to text mining and discuss its potential benefits to society and individuals.

2. Text Mining in Transcripts and Speeches

Text mining refers to the extraction of information and patterns that are implicit, previously
unknown, and potentially valuable in an automatic or semi-automatic manner from immense
unstructured textual data, such as natural-language texts [3].

There are two types of text mining algorithms: supervised learning and unsupervised learning
(the two terms originated in machine learning methods). Supervised learning algorithms are employed
when there is a set of predictors to predict a target variable. The algorithm uses the target’s observed
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values to train a prediction model. Support vector machines (SVMs) are a set of supervised learning
methods used for classification and prediction. On the other hand, unsupervised learning methods do
not use a target value to train their models. In other words, the unsupervised learning algorithms use
a set of predictors (features) to reveal hidden structures in the data. Non-negative matrix factorization
is an unsupervised learning method [4].

Transcripts are a written or printed version of material originally presented in another medium,
such as in speeches. Therefore, the analysis of transcripts can be treated in the same manner
as the analysis of speeches, as spoken words need to be pre-processed through, for instance, a
voice-recognition API or manual transcription. Despite its extensive application in transcripts from
other fields, such as marketing and political science, text mining as a technique in economics has
historically been less explored. Bholat et al. [5] presented a comprehensive overview of the various
text mining techniques used for research topics of interest to central banks for analyzing a corpus of
documents, including, amongst others, the verbatim transcripts of meetings. Recently, three years
of speeches, interviews, and statements of the Secretary General of Organization of the Petroleum
Exporting Countries (OPEC) were analyzed using text-minin techniques [6].

The ideology, as a key factor affecting an individual’s system of beliefs and opinions that controls
their acts, is an important feature in text mining when it comes to political (or religious) textual
data. Ideology provides the “knowledge of what-goes-with-what” [7] and shapes each individual’s
perception of any given issue [8]. However, the main issue in taking ideology as a feature for text
and opinion mining is that, in many cases, the ideology of the speaker is not very clear, especially
when it comes to politicians. To overcome the issue, one may use the texts with known ideological
background and build a classification model to classify ideology behind a text, based on the textual
data. Applying the trained classification model to a political text would help understand the ideology
behind the speech or a text and, consequently, the opinion of a person.

Two approaches are extensively used in text mining: opinion classification and sentiment
classification [9].

2.1. Opinion Classification

The main concern in opinion mining is to determine to what extent a text in-hand supports or
opposes a specific subject. Although opinion mining is vastly used to analyze political texts, from
speeches to short text on Twitter [8], it is very useful in other fields, too. For instance, one may use
opinion mining to determine the opinion of the customers on features of a product, an audience’s
opinion on a movie, or to find the people’s favorite asset in a market [10–12]. Most applications, in
the context of political speeches, target the curation of general-purpose political opinion classifiers,
given their potential and significant uses in e-rulemaking and mass media analysis [13–16]. The steps
involved in the implementation of opinion mining are as follows [17]:

1. Determining text polarity to decide whether a given text is factual in nature (i.e., it unbiasedly
describes a particular situation or event and refrains from providing a positive or a negative
opinion on it) or not (i.e., it comments on its subject matter and expresses specific opinions on it),
which amounts to the categorization of binary texts into subjective and objective [18,19].

2. Determining text polarity to decide if a given subjective text posits a positive or negative opinion
on the subject matter [18,20].

3. Determining the extent of text polarity to categorize the positive opinion extended by a text on its
subject matter as weakly positive, mildly positive, or strongly positive [21,22].

The literature related to opinion mining is growing see [23,24]. A highly beneficial source for
opinion classification is Wordnet [25] by Princeton University, a lexical database of the English language
containing nouns, verbs, adjectives, and adverbs grouped into 117,000 sets of cognitive synonyms
(synsets), with each set expressing a distinct concept. A detailed description of Wordnet can be found
in an article by Miller et al. [26].
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2.2. Sentiment Classification

Sentiment classification is closely related to opinion mining and is mainly based on a technique
called sentiment scoring. The basic idea behind the technique is to extract effective content from a
text based on the appraisal, polarity, tone, and valence [27]. In order to build a sentiment score, one
may use a set of predefined lists of terms with allocated quantitative weights for positive and negative
connotations. Then, counting the positive and negative terms will get a score showing how much a
text opposes or approves a given subject [28]:

Sentiment Score =
#positive terms − #negative terms

#all terms
. (1)

Taking the weights into account (if weights already exist):

Sentiment Score =
∑i w+

i − ∑j w−
j

∑i w+
i + ∑j w−

j
, (2)

where w+
i is the sentiment weight for ith positive term, and w−

j is the sentiment weight for jth
negative term.

This measure is subsequently interpreted as a relative gap between positively and negatively
connoted language. In a seemingly convenient manner, it ranges between −1 and + 1, where a score
of 0.5, for example, is interpreted as 50% points overweight for positively connoted language, implying
a fairly positive sentiment guiding the text [27].

However, despite its strengths, such as implementation transparency, relevance, replicability,
intuitiveness, and a high level of human supervisory, sentiment classification also bears some
drawbacks, such as context dependence, which might hold a positive connotation in their original
context (e.g., commercial reviews) but convey a negative tone in political contexts, or vice versa.
Furthermore, estimating the positive and negative weights is not always straightforward.

According to Rauh [27], the more technically advanced literature has recently explored
context-specific machine-learning approaches (e.g., Ceron et al. [29], Hopkins et al. [30], Oliveira
et al. [31], and van Atteveldt et al. [32]). They also addressed its challenges, such as oversimplification,
irony, and negation.

2.3. Functionality

One interesting application of opinion and sentiment classification is to use them for predicting
someone’s opinion or their system of beliefs and ideology based on their speech or written messages
(e.g., text on social media, books, articles, etc.). Klebanov et al. [33] were the first researchers in the
area of text classification to examine whether two people hold differing opinions or the same opinion
but phrase it differently [34]. Moreover, they offered some insight into the conceptual structure that
governs political ideologies, such as how these ideologies succeed in creating coherent belief systems, and
determine (for the benefit of those who follow them) what goes with what. However, the results obtained
in this manner provide a negligible amount of information regarding the structure of ideologies or the
extent to which they are cohesive or convincing. In contrast, the studies conducted by Lakoff [35], Lakoff
and Johnson [36], and Klebanov et al. [33] identify the underlying belief systems based on the cognitive
structure and metaphors of liberal and conservative ideologies by employing an automatic lexical cohesion
detector on Margaret Thatcher’s 1977 speech for the Conservative Party Conference. The identification
of the underlying belief systems requires the pre-processing of the text. Miner et al. [37] proposed a
pre-processing method by removing stopwords (e.g., “the”, “a”, “an”, etc.), prefixes (e.g., “re”, “pre”,
etc.), and suffixes (e.g., “ing”, “ation”, “fy”, “itis”, etc.). Unifying words’ spellings and typesettings (lower
and upper cases) and correcting misspelled words is another step in their pre-processing scheme. The
pre-processing will make the words normalized in the text and reduce the noise in unstructured text data.
Sarkar et al. [38] described a classification algorithm based on a SVM, which allows for 80–89% accuracy.
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Sentiment and opinion classification is used for classification of discussion treads and reviews,
too. Lu et al. [39] used the opinion classification methods to automatically discover the opposed
opinion and build an opposing opinion network for a social thread. In order to build the network,
they analyzed the agree/disagree relations between posts in a social network platform (i.e., a forum).
The sentiment and opinion classification methods are developed based on machine learning methods
(e.g., SVM, neural networks, naive Bayes, maximum entropy, and stochastic gradient descent) to
classify the large number of online reviews [40,41]. Kennedy and Inkpen [40] and Tripathy et al. [41]
applied classification methods to classify the Internet Movie Database (IMDB) movie reviews, though
they did not build a network of opinions on the movies.

A challenge in the classification of political speeches is that political speeches feature far fewer
sentiment words—typically, adjectives or adverbs—that have been identified to be most indicative of
opinions, as in the case of movie reviews. Instead, political speeches tend to express opinions in the
choice of the nouns. Moreover, nouns that hold no political connotations in common usage may come
across as heavily-laden with political intentions when expressed in the context of a specific debate [8].

Acharya et al. [34] used classification algorithms that, by comparing the performance of logistic
regression, SVM, and naive Bayes models (NB), analyzes the speech of a given United States (U.S.)
presidential candidate from 1996–2016 to predict the candidate’s political party affiliation, as well
as the region and year in which the speech was delivered. They found a superior performance of
the logistic regression, followed by SVM and NB methods. These results are supported by the work
conducted by Joachims [42], who found that logistic regression classifies a presidential candidate’s
speech as democratic or republican most accurately. Thus, predicting the candidate’s political party
and the year in which the speech was delivered is relatively easy, while predicting the location in
which the speech was delivered, proves to be significantly more difficult.

2.4. Arguments Extraction

As another application, text mining is used to extract facts and arguments, specifically from
political speeches and documents. An argument, in a certain context, usually consists of two main
parts: a claim and a series of minor and major premises to support the claim. The premises are
known and already proven facts. Argument extraction is closely related to opinion mining and
belief classifications. Extracting the arguments from a large amount of textual data, not only helps
building a knowledge base for a given subject or a task, it also helps to reexamine different arguments,
with different common bases, and produce new ones in large scale. Extracting arguments requires
distinguishing between the claims and the fact, which will result in extracting the arguments, along
with the underlying facts. The big potential of argument extraction in political textual data has
attracted many researchers in text mining. For instance, Sardianos et al. [43] proposed a supervised
technique, based on conditional random fields, to extract arguments and their underlying facts.
They applied the method to web pages containing news and tagged speeches. Florou et al. [44]
applied a variate of argument extraction methods to Greek language social media to estimate the
public support for an unannounced (unpublished or unfinished) policies. They took into account the
structure of the sentences and discourse markers, like connectives, as well as the tense and mood of
the verbal construction, and showed the importance of verbal construction in argument extraction.
Goudas et al. [45] developed a two-stage approach to extract the arguments made by bloggers and
others in social media related to the arguments made by policymakers, as well as new arguments
in social media. The proposed model is applied to a vast number of Greek language social media
contents. Their method has a high accuracy rate in extracting arguments and building relational links
between arguments and policies. Lippi and Torroni [46] used the machine learning methods to extract
arguments from seven party leaders’ debates during the 2015 UK general election. Their results show
the importance of using voice features, along with textual data, when it comes to extracting claims and
facts from a speech.
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2.5. Methods

Generally, the first step in text mining (after cleansing the textual data and reducing the noise)
is to represent the text using a proper model. A common text representation model represents a
document as a vector of features. The feature vector represents text with its frequent words or phrases,
or grammatical structure of the sentences [47]. Most simple vector representations of text consider
a text as a Bag-of-Words (BOW) or combination of BOW with Bag-of-Characters. More advanced
versions look at the text as a Bag-of-Features [48]. Another common text representation method is
to use a graph or a diagram to represent the relation of the words and segments in a document [49].
The diagram representation can be used to demonstrate the relation between terms in a text and use
these terms to classify/categorize the text [48]. The next problem in text mining is to find a similarity
measure and a classification function to properly classify the texts. One approach is to employ semantic
similarity measures [50]. In addition to similarity measures, one may use machine or statistical learning
models to classify textual data. The logistic regression is a binary classification algorithm that applies
the logistic function as the hypothesis. The model subsequently locates the optimal θ that minimizes
the associated cost function Jθ that will then determine a separating sigmoid curve between the two
classes [34]. SVM is a statistical classification method that was suggested by Cortes and Vapnik [51].
SVM, exploiting the structural risk minimization principle of computational learning theory, seeks
a decision surface to categorize the training data points into two classes and forms decisions based
on the SVMs which are identified as the only competent elements in the training set. According to
Vinodhini and Chandrasekaran [52], SVMs separate the classes by building a margin in an effort to
minimize the distance between each class and that margin.

NB models learn probabilities based on prior distribution across classes from the training data,
under the assumption that all the features are independent; this specifically holds true when predicting
a class based on training [34].

Yu et al. [8] tested the party classifiers for congressional speech data. They found that the classifiers
which were trained on the house speeches are more efficient with processing senate speeches than vice
versa and that the best overall classifier is SVM, which has equally weighted features.

In addition to the application of logistic regression, SVM, and NB, other statistical methods
are also available for classification in natural language processing, such as maximum entropy and
maximum likelihood [53], which use Candide, an automatic machine translation system developed
by IBM, to test the performance of both the methods. These methods find a significant efficacy of
maximum entropy techniques for performing context-sensitive modeling.

Other evidence for detectable patterns associated with ideological orientation in the political
speech were found by Diermeier et al. [54], Evans et al. [55], and Laver et al. [56], as these studies
achieve a high classification accuracy. Piryani et al. [57] presented an extensive scientometric analysis
of the research work undertaken on opinion mining and sentiment analysis during 2000–2016.

Wilson et al. [22] created a system called the OpinionFinder, which performs a subjectivity analysis.
Thus, it can automatically identify texts with opinions, sentiments, speculations, and other private
states. OpinionFinder seeks to identify subjective sentences and to highlight the various aspects of
subjectivity in these sentences, including the source (holder) of the subjectivity and words that are
included in phrases expressing positive or negative sentiments. It encompasses four components:

1. An NB classifier that applies several lexical and contextual features to distinguish between
subjective and objective sentences [58,59];

2. A component for identifying speech events (e.g., “stated” and “according to”) and directing
subjective expressions (e.g.„ “appalled” and “is sad”);

3. A source identifier combining a conditional random field sequence tagging model [60] and
extraction pattern learning [61] to determine the sources of the speech events and subjective
expressions [62];
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4. A component that applies two classifiers to identify the words contained in phrases that express
positive or negative sentiments [63].

2.6. Shortcomings

Sentiment analysis, however, faces a predominant challenge with its classification of text under
one particular sentiment polarity, whether positive, negative or neutral [24,64–67]. In order to solve
this problem, Fang [68] proposed a general process for the categorization of sentiment polarity.

Another field of application is the detection of offensive language in the so-called hate speech,
which refers to submitting to stereotypes to express and propagate an ideology of hate [69,70].

A key problem in speech recognition is that transcripts with high word error rate are obtained for
documented speeches in poor audio conditions and spontaneous speech recorded in actual conditions,
as pointed out by the NIST Rich Transcription Meeting program [71]. Recordings from Call centers
and telephone surveys are of poor audio quality due to the use of cell phones and/or surrounding
noise, unconstrained speech, variable utterance length, and various disfluencies, such as pauses,
repetitions, and rectifications. Consequently, speech mining is extremely difficult on this type of
corpora [72]. Camelin et al. [72] proposed a sampling and information extraction strategy as the
solution to these problems. In order to evaluate the accuracy, as well as the representativeness, of the
extracted information, they suggested several solutions based on the Kullback-Leibler divergence.

3. Blog Mining

Blogs allow authors to maintain entries that are continuing and arranged in reverse chronology for
an audience that can interact with the authors through the comments section. Blogs can belong to a
broad variety of genres, ranging from diaries of personal and mundane musings to corporate business
blogs; however, they tend to be associated with more personal and spontaneous forms of writing. Social
researchers have capitalized on blogs as a source of data in several cases, from performing content
analysis related to gender and language use to determining ethnographic participation in blogging
communities [73]. After the creation of the very first blog, Links.net, in 1994 [74], the internet became
home to hundreds of millions of blogs. Due to the large numbers of existing blog posts, the blogosphere
content may seem haphazardly and chaotic [75]. Consequently, effective mining techniques are required
to aid in the analysis and comprehension of blog data. Webb and Wang [76] reviewed the general
methodological options that are frequently used when studying blogs and micro-blogs; the options
investigated included both quantitative and qualitative analyzes, and the study was undertaken in an
effort to offer practical guidance on how a researcher can reasonably sift through them.

Many of the blog mining techniques are similar to those used for text and web documents;
however, the nature of blog content may lead to various linguistic and computational challenges [77,78].
Current research in blog mining reflects the prominence of news or news-related content and
micro-blogging. Blog mining, furthermore, overlaps with features of social media mining [79,80].

Apart from the text content, blogs also provide other information, such as details regarding the
title and author of the blog, its date and time of publication, and tags or category attributes, among
others. Similar to other social media data, blog content also undergoes changes over time. New posts
are uploaded, novel topics are deliberated over, perceptions change, and new communities spring up
and mature. Identifying and understanding the topics that are trending in the blogosphere can provide
credible information regarding product sales, political views, and potentially attention-garnering social
areas [81,82].

Methods in blog mining that have gained popularity over the years include classification and
clustering [83], probabilistic latent sentiment analysis (PLSA) or latent Dirichlet allocation (LDA),
mixture models, time series, and stream methods [80]. Existing text mining methods and general
dimensionality reduction methods have been used by a number of studies [75,77,84–87] on blog mining;
however, the analysis that can be undertaken with these methods is limited to mono- or bi-dimensional
blog data, while the general dimensionality methods may not be effective in preserving information
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retrieved from blogs [88]. Tsai [78] applied the tag-topic model for blog data mining. Dimensionality
reduction was performed with the spectral dimensionality reduction technique Isomap to show the
similarity plot of the blog content and tags. Tsai [88] presented an analysis of the multiple dimensions
of blog data by proposing the unsupervised probabilistic blogger-link-topic (BLT) model to address the
challenges in determining the parties most likely to blog about a specific topic and in identifying the
associated links for a given blog post on a given topic and detect splog. The results indicated that BLT
obtained the highest average precision for blog classification with respect to other techniques that used
the blogger-date-topic (BDT), author-topic (AT), and LDA models. In the study of Tsai [89], the AT
model based on the LDA was extended to the analyzes and visualization of blog authors, associated
links, and time of publication, and a framework based on dimensionality reduction was suggested
to visualize the dimensions of content, tags, authors, links, and time of publication. This study was
the first to analyze the multiple dimensions of blogs by using dimensionality reduction techniques,
namely multidimensional scaling (MDS), Isomap, locally linear embedding (LLE), and LDA, on a set
of business blogs.

Sandeep and Patil [90], after conducting a brief review of the literature on blog mining, proposed
a multidimensional approach to blog mining by defining a method that combines the blog content
and blog tags to discern blog patterns. However, the proposed method can only be applied to
text-based blogs.

Blogs can be categorized, influential blogs can be promoted, and new topics can be identified.
It is also possible to ascertain perspectives or sentiments from the blogosphere through data mining
techniques [81]. Although several solutions are available that can effectively handle information in
small volumes, they are static in nature and usually do not scale up accurately owing to their high
complexity. Moreover, such solutions have been designed to run once or in a fixed dataset, which is not
sufficient for processing huge volumes of streamed data. In response to this issue, Tsirakis et al. [91]
suggested a platform focusing on real-time opinion mining from news sites and blogs. Hussein [92]
presented a survey on the challenges relevant to the approaches and techniques of sentiment analysis.
Furthermore, the research of Chen and Chen [93] applied big data and opinion mining approaches to
the analysis of investors’ sentiments in Taiwan. First, the authors reviewed previous studies related
to sentiment mining and selection of features; subsequently, they analyzed financial blogs and news
articles available online for creating a public mood dynamic prediction model exclusively for Taiwanese
stock markets by taking into account the views of behavioral finance and the features of financial
communities on the internet.

The filtering of spam blogs is another predominant theme in blog mining, and it can considerably
misrepresent any estimation of the number of blog posts made [78] and the evaluation of cybersecurity
threats. Most intelligence analysis studies have focused on analyzing the news or forums for security
incidents, but few have concentrated on blogs. Tsai and Chan [85] analyzed blog posts for identifying
posts made under various categories of cyber security threats related to the detection of cyber attacks,
cybercrime, and terrorism. PLSA was used for detecting keywords from various cyber security blog
entries pertaining to specific topics. Along similar lines, Tsai and Chan [94] proposed blog data
mining techniques for assessing security threats. They used LDA-based probabilistic methods to
detect keywords from security blogs with respect to specific topics. The research concluded that
the probabilistic approach can enhance information retrieval related to blog search and keyword
detection. Recognition of cyber threats from open threat intelligence can prove beneficial for incident
response in very early stages. Lee et al. [95] proposed a free web service for examining emerging
cybersecurity topics based on the mining of open threat intelligence, which is dedicated to locating
various emerging topics in cyber threats (i.e., nearly zero-day attacks) and providing possible solutions
for organizations. The demonstration showed that with information collected from experts on Twitter
and specific targeted RSS blogs, Sec-Buzzer promptly recognizes the emerging information security
threats and, subsequently, publishes related news, technical reports, and solutions in time.
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Applications of blog mining vary and, among others, include opinion mining for agriculture [96],
prospective industrial technologies [97], decision support in fashion buying processes [98], detection of
major events [99], retrieval of information regarding popular tourist locations, and travel routes [100],
the summarization of popular information from massive tourism blog data [101], summarization of
news blogs and detecting the copy and reproduced multi-lingual contents [102–104] and detecting the
fake news [105].

4. Email Mining

Email is a convenient and common means of textual communication. It is also intrinsically
connected to the overall internet experience since an email account is required for signing up for
any form of online activity, including to create accounts for social networking platforms and instant
messaging. The Radicati Group, Inc., executive summary of email statistics report 2012–2019 [106]
predicts that the total number of business and consumer emails sent and received daily will exceed
293 billion in 2019; this statistic is forecasted to increase to over 347 billion by the end of 2023. To
optimize the use of emails and explore its business potential, email mining has been extensively
undertaken and has observed commendable progress in terms of both research and practice.

Email mining is similar to text mining since they both pertain to textual data. However, specific
characteristics of email data separate it from text mining. To begin with, email data can be highly noisy.
More specifically, it may include headers, signatures, quotations, or program codes. It may also carry
extra line breaks or spaces, special character tokens, or spelling and grammar mistakes. Moreover,
spaces and periods may be mistakenly absent from it. Hence, the email data needs to be cleaned in
depth before high quality mining [107]. In addition, an email is a data stream targeted towards a
specific user and the concepts or distributions of the target audiences of the messages may vary over
time with respect to the messages received by that user. It is also problematic to obtain public email
data for experiments due to privacy issues [108].

Emails contain links to a vast social network with data on the person or organization in charge,
thus making email mining more resourceful [109]. During email mining, the links can be exploited for
their content and a better understanding of behavior. On the other hand, the techniques currently in
use are not able to effectively handle the vast amount of data. There is heterogeneity, noise, and variety,
and mining techniques cannot be easily modified to adjust to big data environments [110]. Another
challenge in email mining is data visualization, which makes decision-making considerably harder.
Hidden information cannot be extracted or visualized due to the lack of scalable visualization tools.
If the data is not presented more comprehensibly, visualization and decision-making also become
difficult for the data miners [111].

Initial studies on email mining predominantly focused on the existing tools for personal collection
management since large and diverse collections were not accessible for research use [112]. That
changed, most notably with the Enron Corporation email collection [113]. However, the LingSpam
corpus, compiled by Androutsopoulos et al. [114], was one of the first publicly available datasets.

A number of email mining studies have focused on people-related tasks, including name
recognition and reference resolution, contact information extraction, identity modeling and resolution,
role discovery, and expert identification, as well as the generation of access to large-scale email archives
from multiple viewpoints by using a faceted search [115]. Moreover, some significant applications
of email mining include tasks, such as filtering emails based on priority and identifying spam and
phishing emails, as well as automatic answering, thread summarization, contact analysis, email
visualization, network property analysis, and categorization [116,117].

Tang et al. [116] conducted a brief but exhaustive survey on email mining. The authors introduced
the feature-based and social structure-based representation approaches, which are often performed in
the pre-processing phase. Following this, they identified five email mining tasks—spam detection,
email categorization, contact analysis, email network property analysis, and email visualization. Later,
the commonly used techniques for each task were discussed. These included NB, SVMs, rule-based
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and content-based models, and random forest (RF), as well as K-nearest neighbour (K-NN) classifiers
(pertaining to the classification problem in the email content detection) and the K-means algorithm
(pertaining to the semi-supervised clustering problem). The methods based on principal component
analysis (PCA), LDA, and term frequency-inverse document frequency (TF-IDF) were presented
as well.

The study by Mujtaba et al. [117] comprehensively reviewed 98 articles published between
2006–2016 on email classification from the Web of Science core collection databases and the Scopus
database. In this study, the methodological decision analysis was performed in the following five
aspects: (1) email classification application areas, (2) the datasets used in each application area, (3)
feature space utilized in each application area, (4) email classification techniques, and (5) the use of
performance measures.

Sentiment analysis of online text documents has been a flourishing field of text mining among
researchers and scholars. In contrast to the content of public data, the real sentiment is often expressed
in personal communications. Emails are frequently used for sending emotional messages that reflect
deeply meaningful events in the lives of people [118]. On the other hand, sentiment analysis on large
business emails could reveal valuable patterns useful for business intelligence [119,120]. The study of
Hangal et al. [118] proposed the use of sentiment analysis techniques on the personal email archives of
users to aid the task of personal reflection and analysis. The authors built and publicly released the
Muse email mining system. The system helps users to analyze, mine, and visualize their own long-term
email archives. Moreover, Liu and Lee [120] proposed a framework for email sentiment analysis that
uses a hybrid scheme of algorithms, combined with K-means clustering and SVM classifier, and is to
be applied to the Enron email corpus. The evaluation for the framework is conducted by comparing
three labeling methods, namely, SentiWordNet, K-means, and polarity, and five classifiers, namely,
SVM, NB, logistic regression (LR), decision tree (DT), and OneR. The empirical results indicated that
the combined K-means and SVM algorithm achieved high accuracy compared to other approaches.
In continuation of their previous studies, Liu and Lee [121] conducted sentiment clustering on Enron
email data with a novel sequential viewpoint. This involved the transformation of sentiment features
into a trajectory representation for implementing the trajectory clustering (TRACLUS) algorithm, along
with the combination of sentiment temporal clustering, so as to discover sentiment flow in email
messages in the topical and temporal distribution.

While insider threats in cybersecurity are often associated with malicious activities, insider threat
is one of the most significant threats faced in business espionage [122]. Chi et al. [123], focused on
the detection of insider threats by combining linguistic analysis and K-means algorithm to analyze
communications, such as emails, to ascertain whether an employee meets certain personality criteria
and to deduce the risk level for each employee. Soh et al. [124] focused on an aspect-based sentiment
analysis that can provide more detailed information. Moreover, they presented a novel employee
profiling framework equipped with deep learning models for insider threat detection, which is based
on aspect-based sentiment and social network information. The authors evaluated the new presented
framework, ASEP, on the dataset of the augmented Enron emails, and demonstrated that the employee
profiles retrieved from ASEP can effectively encode the implicit social network information and, more
significantly, their aspect-based sentiments.

The continued growth in the number of email users has led to a massive increase in spam emails.
The global average of the daily spam volume for June 2019 was 459.40 billion, while the corresponding
average of the daily (legitimate) email volume was 79.82 billion [125]. The large volume of spam emails
moving through computer networks has a debilitating effect on the memory space available to email
servers, communication bandwidth, CPU power, and user time. On the other hand, if we consider
the fact that the majority of cyber attacks start with a phishing email [126] into accounts, there can be
no doubt that phishing is a high-risk attack vector for organizations and even government agencies.
Therefore, a predominant challenge in the email mining process is to identify and isolate spam emails.
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Two general approaches are adopted for mail filtering: knowledge engineering (KE) and machine
learning (ML) [127]. Spam filtering techniques based on knowledge engineering use a set of predefined
rules. These rules are implemented to identify the basic characteristics of the email message. The
ML techniques construct a classifier by training it with a set of emails called the training dataset.
Several filtering methods based on ML have been extensively adopted when addressing the problem
of email spam.

Bhowmick and Hazarika [128] presented an exhaustive review of some of the frequently used
content-based email spam filtering methods. They mostly focused on ML algorithms for spam filtering.
The authors studied the significant concepts, efforts initiated, effectiveness, and trends in spam filtering.
They comprehensively discussed the fundamentals of email spam filtering, the changing nature of
spam, and spammers’ tricks to evade the spam filters of email service providers (ESPs). Moreover,
they examined the popular machine learning techniques used in combating the menace of spam.

Dada et al. [129] examined the applications of ML techniques to the email spam filtering process
of leading internet service providers (ISPs), such as Gmail, Yahoo, and Outlook, and focused on
revisiting the machine learning techniques used for filtering email spam over the 2004–2018 period,
such as K-NN, NB, Neural Networks (NN), Rough set, SVM, NBTree classifiers, firefly algorithm
(FA), C4.5/J48 decision tree algorithms, logistic model tree induction (LMT), and convolutional neural
network (CNN). Stochastic optimization techniques, such as evolutionary algorithms (EAs), have
also been explored by Dada et al. [129], as the optimization engines are able to enhance feature
selection strategies within the anti-spam methods, such as the genetic algorithm (GA), particle swarm
optimization (PSO), and ant colony algorithm (ACO).

Most of relevant works on this topic classify emails using the term “occurrence” in the email.
Some works, additionally, focus on the semantic properties of the email text. In the study conducted by
Bahgat et al. [130], the email filtering was based on the introduction of semantic modeling to address
the high dimensionality of features by examining the semantic attributes of words. Various classifiers
were studied to gauge their performance in segregating emails as spam or ham experiments on the
Enron dataset. Correlation-based feature selection (CFS) which was introduced as a technique for
feature selection, improved the accuracy of RF and radial basis function (RBF) network classifiers,
while CFS ensured the accuracy of other classifiers, such as SVM and J48.

A phishing attack that uses sophisticated techniques that direct online customers to a new
web page that has not yet been included in the black-list is called a zero-day attack [131].
Chowdhury et al. [132] in their overview of the work on the filtering of phishing emails and pruning
techniques, proposed a multilayer hybrid strategy (MHS) for the zero-day filtering of phishing emails that
emerge during a separate time span, which uses the training data collected previously during another time
span. MHS was based on a new pruning method, the multilayer hybrid pruning (MHP). The empirical
study demonstrated that MHS is effective and that the performance of MHP is better than that of other
pruning techniques.

In a newer approach aimed at studying the detection of phishing emails, Smadi et al. [133]
discussed the relevant work on protection techniques, as well as their advantages and disadvantages.
Moreover, they proposed a novel framework that combines a dynamic evolving neural network, based
on reinforcement learning (RL), to detect phishing attacks in the online mode for the first time. The
proposed model, phishing email detection system (PEDS), was also the first work in this field that
used reinforcement learning to detect a zero-day phishing attack. NN was used as the core of the
classification model, and a novel algorithm, called the dynamic evolving neural network, which used
reinforcement learning (DENNuRL), was developed to allow the NN to evolve dynamically and build
the best NN capable of solving the problem. It was demonstrated that the proposed technique can
handle zero-day phishing attacks with high levels of performance and accuracy, while comparison
with other similar techniques on the same dataset indicated that the proposed model outperformed
the existing methods.
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5. Web Mining

The World Wide Web (or the web) is at present a popular and interactive medium for
disseminating information. The most commonly accessed type of information on websites is textual
data, such as emails, blogs, social media, and web news articles. Web data differs from the data
retrieved from other sources because of certain characteristics that make it more advantageous. In fact,
website information is readily available to the public at large, is cost-effective in terms of access, and
can be extensive with respect to coverage and the volume of data contained [134]. However, locating
information on the web is a daunting and challenging task because of the immense volume of data
and noise contained [135].

Etzioni [136] referred to web mining as the application of data mining techniques to automatically
discover and extract knowledge in a website, while Cooley et al. [137] further highlighted the
importance of considering the behavior and preferences of the users. Web mining has enabled
the analysis of the increasing volume of data accessible on the web. Furthermore, it has indicated
that conventional and traditional statistical approaches are inefficient in undertaking this task [138].
Besides, clean and consolidated data is closely connected to the quality and utility of the patterns
discerned through these tools since they are directly dependent on the data to be used [139].

Web usage mining (WUM), web structure mining (WSM), and web content mining (WCM) are
the three predominant categories of web mining [136,140,141]. WCM and WSM utilize the primary
web data, while WUM mines the secondary data [136].

WCM adopts the concept and principles of data mining to discover information from the text
and media documents [142]. WCM mainly focuses on web text mining and web multimedia mining.
WSM emphasizes the hyperlink structure of the web to link the different objectives together [143].
A typical web graph is structured with web pages as nodes and hyperlinks as edges, establishing
a connection between two related pages. WSM primarily works on link mining, internal structure
mining and URL mining. In addition, WSM can be used for categorizing web pages and is useful for
gathering information, such as that pertaining to the similarities and relationships between different
websites. The typical applications of WSM are (a) link-based categorization of web pages, (b) ranking
of web pages through a combination of content and structure, and (c) reverse engineering of website
models [144]. Link-based classification pertains to the prediction of a web page category, which is
based on the words on the page, links existing between the pages, anchor text, HTML tags, and other
potential attributes on a web page. WUM is the process of applying data mining techniques to the
discovery of usage patterns from the web data [145]. When a user interacts with a website, web log
data is generated on a web server in the form of web server log files. Different types of usage log files,
such as access log, error log, referrer log, and agent log, are created on a server [146]. Web logs are
the type of data that prove the most resourceful when performing a behavioral analysis on a website
user [137]. Web usage mining consists of three phases: (1) pre-processing, (2) discovery of usage
patterns, and (3) analysis of the pattern. Typical applications are (a) the ones based on user modeling
techniques, such as web personalization, (b) adaptive web sites, and (c) user modeling [144]. However,
this personalization process that contains rebuilding a user’s session has raised important legal and
ethical concerns. Velásquez [139] adopted an integrative approach based on the distinctive attributes
of web mining to identify the harmful techniques.

Analyzing the patterns generated from a typical web user’s complex behavior is a daunting
task since, most of the time, a user is responsible for the spontaneous and dynamic generation of
patterns of data [147,148]. The exploration of the web for outliers, such as noise, deviation, incongruent
observations, peculiarities, and exceptions, has received attention in the mining community. Chandola
et al. [149] provided a general and broad overview of the extensive research conducted on anomaly
detection techniques, spanning multiple research areas and application domains, including web
applications and web attacks. Gupta and Kohli [148,150,151] made experimental attempts to identify
outliers in regression algorithm outputs by using web-based datasets. In fact, various regression
algorithms are extensively adopted by several online portals operating in varying application domains,
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especially e-commerce websites [148]. Specifically, Gupta and Kohli [151] formulated a framework with
the help of ordered weighted operators (OWA) as a multicriteria decision-making (MCDM) problem.
The results proved that the proposed framework can aid in considerably reducing the outliers; however,
its testing was restricted to a static purpose and a small dataset and the data were scattered for over
a year. This work was an extension of an earlier study by Gupta and Kohli [150] in which a small
experiment was conducted on a web dataset through the application of an ordered weighted geometric
averaging operator. A recent study by Gupta and Kohli [148] detected outliers based on the principle
of multicriteria decision-making (MCDM) and utilized ordered weighted operators for the purpose
of aggregation.

On a daily basis, news websites feature an overwhelming number of news articles. While several
text mining techniques can be applied to web news articles, the constantly changing data characteristics
and the real-time online learning environment can prove to be challenging.

Two recent studies, conducted by Iglesias et al. [152] and Za’in et al. [153], proposed a different
approach based on evolving fuzzy systems (EFS). It allows the updating of the structure and parameters
of an evolving classifier, aids in coping with huge volumes of web news, and enables the processing
of data online and in real time, which is essential in real-time web news articles. Iglesias et al. [152]
developed a web news mining based on eClass0 classifier, while Za’in et al. [153] proposed a web
news mining framework built on fuzzy evolving type-2 classifier (eT2Class), which outperforms other
consolidated algorithms.

With the effective use of e-commerce, the internet increases the accessibility of customers from
all over the world without having to deal with any marketplace restrictions. Web mining research is
emerging in many aspects of e-services with the aim of improving online transactions and making
them more transparent and effective [154]. The owners of e-commerce websites depend considerably
on the analysis and summarization of customer behaviors so as to invest efforts towards influencing
user actions and optimizing the success metric. The application of web mining techniques on the web
and e-commerce for the sake of improving profits is not new, and a significant amount of research
has been conducted in this field, especially pertaining to usage data. Recently, Dias and Ferreira [155]
proposed an all-in-one process, improved by the crossing of data secured from diverse sources, for
collecting and structuring data from an e-commerce website’s content, structure, and users. Finally,
they presented an information model for an e-commerce website which contained the recorded and
structured information resulting from the intersection of various sources and tasks for pattern discovery.
Moreover, Zhou et al. [156] proposed three new types of automatic data acquisition strategies, based on
web crawlers and the Aho-Corasick algorithm, to improve the text matching efficiency by considering
the Chinese official websites for agriculture, the wholesale market websites of agricultural products,
and websites for agricultural product e-commerce.

In the current era of vibrant electronic and mobile commerce, the financial transactions conducted
online on a daily basis are massive in number, which creates the potential for fraudulent activity. A
common fraudulent activity is website phishing, which involves creating a replica of a trustworthy
website for deceiving users and illegally obtaining their credentials. A report published by Symantec
Corporation Inc. [157] substantiated that the number of malicious websites detected rose by 60%
in 2018 with respect to 2017.

The phishing phenomena, which mostly focused on web-based phishing detection methods than
email-based detection methods, were discussed in detail by the study of Mohammad et al. [158], which
provided a comprehensive evaluation of the blacklist-based, whitelist-based, and the heuristics-based
detection approaches. The study concluded that, despite only heuristics-based detection approaches
having the ability to recognize these websites, their accuracy may reduce considerably in case of
change in the environmental features. A successful phishing detection model should also be adept
at adapting its knowledge and structure in a continuous, self-structuring, and interactive manner
in response to the changing environment that is characteristic of phishing websites. Yi et al. [159]
proposed a class of deep neural network, namely the deep belief model (DBN), to detect web phishing.

17



Big Data Cogn. Comput. 2020, 4, 1

They evaluated the effectiveness of the detection model on DBN based on the true positive rate (TPR)
with different parameters. The TPR was found to be approximately 90%.

Diverse disciplines have been interested in and have extensively undertaken the analysis of
human behavior. Therefore, a broad theoretical framework is available with remarkable potential for
application in other areas, particularly in the analysis of web user browsing behavior. With respect to
web user browsing behavior, a prominent source of data is web logs that store every website visitor’s
actions [160]. A recent study by Apaolaza and Vigo [161] addressed the challenges of mining web
logs and proposed a set of functionalities into workflows that addresses these challenges. The study
indicated that assisted pattern mining is perceived to be more useful and can produce more actionable
knowledge for discovering interactive behaviors on the web. The requirement for more accurate and
objective data for describing the navigation and preferences of web users led the researchers to study a
combination of different data sources, from web and biometric data to traditional WUM research or
experiments. Slanzi et al. [162] provided an extensive overview of the biometric information fusion
applied to the WUM field.

6. Social Media

With the advent of social media, information related to various issues started going viral. Dealing
with this flow has become an indispensable societal daily routine [163]. Moreover, social media creates
new ways for people from various communities to engage with each other [164]. Social media is a
perfect platform for the public to transfer opinions, thoughts, and views on any topic in a manner
that significantly affects their opinions and decisions. Many companies simultaneously analyze
the information available on social media platforms to collect the opinions of their customers and
implement market research. Additionally, social media has started attracting researchers from several
fields, including sociology, marketing, finance, and computer [24].

6.1. Twitter

Twitter is a social media platform where users can share their opinions, follow others, and
comment on their opinions. In recent years, several researchers have focused on Twitter. With over 140
million tweets being posted in a day, Twitter serves as a valuable pool of data for many researchers [165].
Studies on topics ranging from the prediction of box office results of a movie to the changes in the
stock market are based on Twitter data. Nisar and Yeung [166] collected a sample of 60,000 tweets
made over a six-day period before, during, and after the local elections in the United Kingdom to
investigate the relationship between their content and the changes in the London FTSE100 index [166].
Similarly, many other researchers use the information available on Twitter to make stock market
predictions [167–175]. Öztürk and Ayvaz [163] studied Turkish and English tweets for evaluating their
sentiments towards the Syrian refugee crisis and found that Turkish tweets are remarkably different
from English tweets [163]. A study on the Arabic Twitter feed is proposed by Alkhatib et al. [176] with
the objective of offering a novel framework for events and incidents management in smart [176]. Gupta
et al. [177] presented a research framework to examine the cybersecurity attitudes, behavior, and their
relationship by applying sentiment analysis and text mining techniques on tweets for gauging people’s
cybersecurity actions based on what they say in their texts.

Regarding tourist sentiment analysis, Philander and Zhong [178] expounded on the application of
tourist sentiment series from Twitter data for building low-cost and real-time measures of hospitality
customer attitudes/perceptions.

Twitter data has also been studied by researchers from various fields to analyze (a) the Twitter
usage behaviors of journalists [179] and cancer patients [180], (b) the sentiments of political tweets
during the 2012 U.S. presidential election [181], (c) the effects of Twitter on brand management [182]
and a given smartphone brand’s supply chain management [183], (d) the opinions held by people on
the issue of terrorism [184], (e) the social, economic, environmental, and cultural factors pertaining to
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the sustainable care of both the environment and public health which most concern Twitter users [185],
and (f) the tweet posting comments of academic libraries [186].

6.2. Facebook

Facebook is an American social media platform that is considered to be one of the biggest
technology companies besides Amazon, Apple, and Google. According to Social Times, Facebook has
1.59 billion monthly active users. The Pew Research Center [187] determined that Facebook is the most
extensively used social media platform. Facebook allows its users to express their thoughts, views,
and ideas in the form of comments, wall posts, and blogs [187].

Kim and Hastak [188] analyzed Facebook data during the 2016 Louisiana flood, when parishes
in Louisiana used their Facebook accounts to share information with people affected by the disaster.
They discussed the critical role played by social media in emergency plans with the aim of helping
emergency agencies in creating better mitigation plans for disasters [188].

In the context of business, companies need to monitor customer-generated content, not only on
their personal social media page but also on the page of their competitors, to increase their competitive
advantages. In this regard, He et al. [189] apply text mining to the Facebook and Twitter pages of three
of the largest pizza chains in the U.S. pizza industry in order to help businesses in utilizing social
media knowledge for decision-making [189].

Salloum et al. [190] classified the Facebook posts of Arabic newspapers through different text
mining techniques. They found that the UAE is a country that shares the most number of posts
on Facebook and also that videos are the most attracting part of the Facebook pages of Arabic
newspapers [190].

Text mining on Facebook is also used to help institutions with their marketing strategies.
Al-Daihani and Abrahams [191] implemented a text analysis on the Facebook posts of the academic
libraries of the top 100 English-speaking universities. Their findings can be applied by academic
libraries to develop their marketing, engagement, and visibility strategies.

6.3. Other Social Media Platforms

Text mining on social media is also utilized to improve transport and tourism planning. In this
regard, Serna and Gasparovic [192] conducted a study on transportation modes using TripAdvisor
comments and proposed a dashboard platform with graphical items that analyzes this data. This
dashboard would facilitate the results collected from social media and its effect on tourism would
be discussed [192]. Furthermore, Sezgen et al. [193] investigated the primary drivers of customer
satisfaction and dissatisfaction of both full-service and low-cost carriers and of economy and premium
class cabins using TripAdvisor passenger reviews for fifty (50) airlines. Text mining in social media
platforms has been used to automatically rank different brands and make recommendations. Suresh et
al. [194] applied opinion mining to the real life reviews from Yelp. They used the reviews given by
restaurants’ customers to build a recommendation list. Saha and Santra [195] applied a similar idea to
textual feedback from Zomato.

Existing literature on text mining on social media have predominantly discussed English texts and
semantics [196] since most of the available packages have been developed for English-speaking users.
However, several studies have focused on Chinese social media and semantics. Liu et al. [197] used
discussion forums related to the Chinese stock market, namely the East Money forum, and opinion
classification to predict stock volatilities [197].

Chen et al. [198] focused on Sina Weibo, a Chinese social media platform, to predict stock market
volatilities. Moreover, they used the deep recurrent neural network [198].

A study by Liu et al. [199] sought to assess social media effects in the big data era. They used
Chinese platforms, such as Hexun and Sina Weibo, and considered the stock index from 77 corporate
companies in Shanghai and Shenzhen. The experimental results highlighted the positive relationship
between the trading volumes/financial turnover ratios and the media activities [199].
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The axis of the work of Zhang et al. [200] is Xueqiu, a Chinese platform that is similar to Twitter
but specifically for investors. In their study, they classified the tweets by polarity, implementing the
naive Bayes network, and predicted the stock price movements by using SVM and the perceptron
network [200].

Recently, Pejic-Bach et al. [201] applied text mining on publicly accessible job advertisements on
LinkedIn—one of the most influential social media networks for business—and developed a profile of
Industry 4.0 job advertisements.

7. Published Articles

The enormous number of scientific publications provides an extremely valuable resource for
researchers; however, their exponential growth represents a major challenge. On the other hand, a
literature review is an essential component of almost any research project. Text mining enhanced
the review of academic literature, and more papers are being published over the years using this
technique. Text mining techniques can identify, group, and classify the key themes of a particular
academic domain and highlight recurrence and popularity of topics over a period of time.

In the field of business, management, and information technology contexts, Moro et al. [202]
performed topic detection on 219 articles between 2002 and 2013 through text mining when detecting
terms pertaining to business intelligence in banking literature. They used the Bayesian topic model LDA
and a dictionary of terms to group articles in several relevant topics. A similar study by Amado et al. [203],
based on the study of Moro et al. [202], outlined a research literature analysis based on the text mining
approach over a total of 1560 articles framed in the 2010–2015 period with the objective of identifying
the primary trends on big data in marketing. Furthermore, Moro et al. [204] summarized the literature
collected on ethnic marketing in the period 2005–2015 using LDA.

Cortez et al. [205] focused on analyzing 488 research articles published on a specific journal
within a 17-year timeline on the domain of expert systems. The authors adopted LDA and followed
a methodology similar to that applied by Moro et al. [202] and Moro and Rita [206] for branding
strategies on social media platforms in the hospitality and tourism field. Guerreiro et al. [207] used
the topic model cluster algorithm Correlated Topic Model (CTM), which is based on LDA, to conduct
an analysis of 246 articles published in 40 different journals between 1988 and 2013 on the subject of
cause-related marketing (CRM). The study revealed the most discussed topics on CRM. The study of
Loureiro et al. [208] explored a text-mining approach using LDA to conduct an exhaustive analysis
of 150 articles on virtual reality in 115 marketing-related journals, indexed in Web of Science. Galati
and Bigliardi [209] implemented text mining methodologies for conducting a comprehensive literature
review of Industry 4.0 to identify the main overarching themes discussed in the past and track their
evolution over time.

Literature review articles on text mining have also recently emerged in the field of operations
management, thus providing a framework for identifying the predominant topics and terms in the
field. Guan et al. [210] used latent semantic analysis (LSA) to identify the core areas of production
research based on the abstracts of all articles published in a specific journal since its inception and
revealed how the focus extended on topics has evolved over time. Demeter et al. [211] applied two text
mining tools on 566 papers in 12 special issues of a specific journal between 1994 and 2016 to gather a
comprehensive review of the entire field of inventory research.

Literature reviews within several domains have also benefited from text mining. Grubert [212]
investigated the Life Cycle Assessment (LCA) literature by applying unsupervised topic modeling
to more than 8200 environment-related LCA journal article titles and abstracts published between
1995 and 2014. Yang et al. [213] mined 1000 abstracts from the Google Scholar database for search
results for technology infrastructure of solar forecasting, classified the concepts of solar forecasting on
the full texts of 249 papers from Science Direct, and also undertook the keyword analysis and topic
modeling on six handpicked papers on emerging technologies related to the subject. Moro et al. [214]
performed text mining over the whole textual contents of papers, excluding only the references and
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authors’ affiliations, published in a tourism-related journal from 1996 to 2016. In the field of agriculture,
Contiero et al. [215] analyzed through text mining the abstracts of 130 peer-reviewed papers that were
published between 1970 and 2017 dealing with the pain issue in pig production and its correlation
with the welfare in pigs.

Text mining was further employed as a tool in literature review-based studies in public health
and medical sciences for various key themes, such as the adolescent substance and depression [216],
cognitive rehabilitation and enhancement through neurostimulation [217], the protein factors related
to the different cancer types [218], and diseases and syndromes in neurology [219].

Text mining methods are also employed to extract metadata from published articles. Kayal et al. [220]
developed a method to automatically extract funding information from scientific articles. Yousif et al. [221]
developed a model based on deep learning to extract the purpose of a citation to an article. Coupling this
information with the number of citation and the applications of the articles results gives good measure to
evaluate the efficiency of the funding.

However, text mining comes under the microscope of copyright, contracts, and licenses. Invoking
the fundamental principles of copyright in the context of new technologies, Sag [222] explains that
copying expressive works for non-expressive purposes should not be considered as infringement and
should instead be labeled as fair use. In his article, Sag deals with the U.S.’s current legal framework
and the feasibility of its adjustment to the text data mining processes, especially in the aftermath of
the decisions in the cases of Authors Guild v. HathiTrust and Authors Guild Inc. v. Google. Recently,
the European’s parliament voted in favor of a copyright exception (Directive (EU) 2019/790) on text
and data mining for research purposes, as well as for individuals and institutions with legal access to
protected works [223].

8. Meeting Transcripts

Most of the time, the meeting transcripts are too long, making reading and analyzing the core
content infeasible; therefore, providing a framework that can extract the keywords automatically from
the meeting transcripts is instrumental. Towards this end, Sheeba and Vivekanandan [224] proposed a
model in which the keywords and key phrases are extracted from meeting transcripts. They claimed
that the difficulty of this work is tied to the occurrence of synonyms, homonyms, hyponymy, and
polysemy in the transcripts. Keywords were extracted by using the MaxEnt and SVM classifiers, and
the extraction of bigram and trigram keywords was ensured through the N-gram-based approach.

The way meeting transcripts are written varies in terms of their style and details compared to the
written text style. Liu et al. [225] presented a list with the differences that could negatively impact a
keyword extraction system, such as the low lexical density, the lack of a perfect structure, the poor
structure, and the varied speaking styles and word usage of a multiplicity of participants.

Liu et al. [225] extended the previous work of [226] by proposing a supervised framework for the
extraction of keywords from meeting transcripts based on various features, such as decision-making
sentence features, speech-related features, and summary features, that reflect the meeting transcripts
more efficiently. The authors conducted experiments using the ICSI meeting corpus for both human
transcripts and different automatic speech recognition (ASR) outputs, and they showed that the
method suggested outperforms the TF-IDF weighting and a predominant state-of-the-art phrase
extraction system.

Song et al. [227] published two different articles on the extraction of keywords from meeting
transcripts. The authors proposed a just-in-time keyword extraction method by considering two
factors that make their work different from that of others. These factors are (1) the temporal history
of preceding utterance, which gives more importance to recent utterance, and (2) the topic relevance,
which considers only the preceding utterances that are relevant to the current ones. Their method
was applied on two English and Korean datasets, including the National Assembly transcripts in
Korean and the ICSI meeting corpus. The results indicated that including these factors can enhance
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keyword extraction. Furthermore, in a more recent study [228], they added the participant factor to
their graph-based keyword extraction method.

Xie end Liu [229] applied a framework on the ICSI meeting corpus to summarize meeting
transcripts. In this framework, only the noteworthy sentences are selected to form the summary.
Therefore, to specify whether a sentence should be included in the summary or not, they used
supervised classification. Moreover, various sampling methods were implemented for avoiding the
problem of imbalanced data.

Sharp and Chibelushi [230] presented an algorithm for the text classification of meeting transcripts.
This study focused on the analysis of spoken meeting transcripts of discussions on software
development, with the aim to determine the topics discussed in these meetings and, thereby, extract
the decisions made and issues discussed. The authors suggested an algorithm that is appropriate for
segmenting meeting transcripts that are spoken by combining semantically complex lexical relations
with speech cue phrases to build lexical chains in determining topic boundaries. They argue that the
results can help project managers in avoiding rework actions.

9. Knowledge Extraction

As the number of digital documents has grown exponentially, almost on any topic, automated
knowledge extraction methods have become popular in many sections, from science to marketing
and business. Many text mining techniques deal with extracting knowledge authors represented in
their texts, e.g., extracting arguments [43–46] and extracting opinions [13–16]. Knowledge extraction
is usually concerned with finding and extracting the key elements from textual data (e.g., articles,
short notes, tweets, blogs, etc.) to extract hidden knowledge or build new hypotheses. For instance, a
set of articles by an author, (or group of authors) contains knowledge about writing style, reasoning
methodology, etc. [231–233]. For another example, the set comments on the problem may contain
information about different aspects of an issue and possible (proposed) solutions [234]. Extracting such
knowledge requires the modeling of the relational structure of textual data, i.e., the relation between
words, paragraphs, and other fractions of texts. Networks, as a powerful tool, have been used to
demonstrate relational structure of textual data in many knowledge extraction applications.

The idea of using networks to represent the structure of a given text (or set of texts) has been a
practical one in literary analysis. For instance, Amancio et al. [231] used a complex network to quantify
characteristics of a text (e.g., intermittency, burstiness, and words’ co-occurrence) to authorship
attribution. Although the method successfully classified eight authors from the nineteenth century,
they concluded that the accuracy of the results may depend on the text database, features extracted from
the network, and the attribution algorithm. They suggest that different algorithms and features should
be tested before engaging the real application. Amancio [233] employed the same idea and combined it
with Fuzzy classification and traditional stylometry methods to classify texts based on authors’ writing
style. The results show improvement in authorship attribution and genre identification when a hybrid
algorithm is used to classify texts. Although Amancio et al. [231] shade light on authorship attribution
using networks and made it possible to think about automated author attribution, their study did not
take the structural changes into account. It is very common among authors to change style over time
due to change in socio-economic characteristics, personal changes, etc. Amancio et al. [232] employed
a similar idea of using networks to detect and model the literary movements through time. The used
the books published between 1590 to 1922 to draw the literary movements in five centuries.

Nuzzo et al. [235] developed a set of tools to discover new relations between genes and between
genes and diseases so it can be used to build more likely hypotheses on gene-disease associations. In
order to find new possibilities, they applied an algorithm with the following steps on the abstracts of
published articles from ”PubMed“ databases:

1. Extract concepts on terms describing genes and diseases from abstracts.
2. Derive genes-disease annotation.
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3. Use similarity metrics to demonstrate the relevance between genes, which measures the terms
shared between genes to identifies the possible relations.

4. Summarize the resulting annotation network as a graph.

The method shows its power to identify new possible gene-disease relations and builds possible
hypotheses, as well as extracts the existing knowledge from the abstracts. Although their method is
effective, it cannot be easily used for other applications since it uses an already existing structured
knowledge base (e.g., Unified Medical Language system) to extract concepts. In many applications,
such a knowledge base either does not exist or is very limited.

Wang et al. [234] used a multilayer network structure to systematically characterize a social
network conversations based on their contents. The study targets a large set of Twitter messages
exchanged between people with Eating Disorder (ED) to determine the type of content discussed on
the online community, determine the flow pattern for different types of contents, and show how the
contents are correlated. Their use of multilayer network provides the ability to represent the nature
of discussion and multiplex interactions (presenting each topic in a separated layer), as well as to
incorporate multidimensional information. Furthermore, analyzing the multilayer networks for a
period of time reveals the structural changes in connections, correlation between topics, etc. Their
results show that engagement in pro-recovery and pro-ED discussion is highly correlated, as well as
the number of entries and exits to a communication when there is pro-ED sharing. The flexibility of
the model developed by Wang et al. [234] provides a powerful tool for extracting knowledge hidden
in social network conversations (messages, comments, etc.).

10. Conclusions

New technologies have facilitated access to immense quantities of digital text, recording an ever
increasing share of human interaction, communication, and culture [236]. Text mining provides a
framework to maximize the value of information within large quantities of text; thereby, the use of text
mining technologies has increased steadily in recent years and has become highly diverse.

This study has summarized the academic research efforts on text mining and its applications
by examining the published literature developed over the recent past few years. Figure 1 shows
the methods and applications discussed in this study. More than 200 academic journal articles on
the subject were included and discussed in this review, alongside the state-of-the-art text mining
approaches used for analyzing transcripts and speeches, meeting transcripts, and academic journal
articles, as well as websites, emails, blogs/micro-blogs, and social media networking sites across a
broad range of application areas.

In practice, text mining enables the efficient exploitation of textual data on a broad range of
real-world applications, such as (a) supporting large companies in faster and better decision-making by
providing insights on the performance of marketing/sales strategies, enhancing customer experience,
monitoring and enhancing the product/service, and gaining better customer engagement, (b) analyzing
documents and verbatim transcripts in the economics sector, (c) analyzing political discourse streams
that may provide valuable insights into critical discourse analysis, (d) creating more reliable and
effective filtering methods for emails and websites, and (e) identifying relationships between users
and certain products for social media purpose, as well as examining opinions on particular topics
or sentiments on certain events. At the same time, by mining immense amounts of information in
scientific literature, researchers can discover patterns and links between resources that cannot be
detected through usual human viewing and reading, provide more meaningful answers to complex
research questions, and even support scientific discovery in various domains.
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Figure 1. The methods and application discussed in this study.

There is a push, however, towards applications of text mining technologies on emerging crucial
issues. One of the major serious issues is the relatively recent phenomenon of cybercrime [237–240]
with strong impact on citizens, societies, and economies [241–244]. There are several ways in which
text mining can be utilized for security analytics. Emails can be analyzed for discerning patterns in
words and phrases, which may help identify a phishing attack. Websites can be scraped and analyzed
to locate trends in themes that are related to security, such as the latest botnet threats, malware, and
other Internet hazards [1]. More interestingly, social media offers a repository for intelligence-led
policing operations; thereby, the law enforcement community is increasingly turning to social media
monitoring to prevent and investigate crimes. Techniques, such as text mining, NLP, and sentiment
analysis, provide a varied toolset that may assist in this direction [245]. Without pausing to address
the approaches of previous studies regarding cybersecurity here in this paper, it is relevant to note
that there is no universally agreed upon classification scheme that would contribute towards our
understanding of cybercrime and serve as a useful tool for cybercrime stakeholders [246]. Recently,
Donalds and Osei-Bryson [246] designed a new cybercrime classification scheme. Nevertheless, they
also pointed out, the use of text mining and artificial intelligence technologies on this new ontology
should be explored.

Another emerging, serious issue is the identification and detection of the widespread
misinformation on social media and websites. In fact, the use of mega-platforms, such as Facebook and
Twitter, as vectors for widespread misinformation spreading, e.g., during tragedies, national crises, or
political campaigns, has been the subject of collective anxiety and a growing field of research [247–251].
Moreover, while one of the most beneficial values of text mining in big data analytics for businesses
and governments is derived from the monitoring of human behavior and its predictive potential, the
massive collection, instantaneous transmission, and combination and reuse of personal information
for unforeseen purposes have placed new strains on strictly following the principles of data protection,
which calls for a thorough consideration of their applications [252]. Serious ethical concerns and legal
aspects have been raised when text mining is executed over data of a personal nature [139,253,254].
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As it was noted earlier in this paper, there are pertinent challenges to the text mining process. First,
the problem of ambiguity that the natural language faces is an issue. It can also be argued that what
are conventionally referred to as languages exhibit immense internal variability across geographical
and social space [255]. Moreover, many textual data sources are rife with abbreviations, acronyms, and
specialized language. Second, the world of emails and online social networking sites can be very noisy.
It may contain a large number of non-words, unknown words, and grammatically poor or incoherent
sentences, as well as bots and trolls. Furthermore, text mining also carries limitations with respect to
copyright, contracts, and licenses.

Another challenge in text mining arises when the method is employed in big textual data analysis.
Since the size of big textual data rapidly grows, the text mining methods should be compatible with
scalable data platforms. In other words, the employed text mining methods should have the ability
to reduce the dimension of analyzed data and/or be compatible with the distributed computational
systems and databases [256,257].

In summary, text mining carries immense potential as a tool for retrieving and analyzing
large-scale and complex data and also allows spanning across a range of fields, disciplines, cultures, and
languages. Not only are the cutting-edge of text mining technologies making significant improvements
in terms of performance and accuracy within the framework of artificial intelligence and deep learning,
mining in big data analytics is an evolving field, hence its having immense potential to advance
science, encourage business growth in multiple industries, and ensure job growth. Moreover, text
mining professionals are increasingly becoming high in demand. Furthermore, text mining may have
the power to deliver significant insights to society and individuals, especially with respect to public
health [258,259], healthcare [260,261], and education [262–265], and help evaluate social issues, such as
crime (including cybercrime) [245,266,267], child abuse [268], and poverty [269]. Nevertheless, actions
must be taken in time to efficiently solve the legal, ethical, and privacy concerns contained in the use
of personal data.
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Abstract: The principle of self-organization has acquired a fundamental significance in the newly
emerging field of computational philosophy. Self-organizing systems have been described in various
domains in science and philosophy including physics, neuroscience, biology and medicine, ecology,
and sociology. While system architecture and their general purpose may depend on domain-specific
concepts and definitions, there are (at least) seven key properties of self-organization clearly identified
in brain systems: (1) modular connectivity, (2) unsupervised learning, (3) adaptive ability, (4) functional
resiliency, (5) functional plasticity, (6) from-local-to-global functional organization, and (7) dynamic
system growth. These are defined here in the light of insight from neurobiology, cognitive neuroscience
and Adaptive Resonance Theory (ART), and physics to show that self-organization achieves stability
and functional plasticity while minimizing structural system complexity. A specific example informed
by empirical research is discussed to illustrate how modularity, adaptive learning, and dynamic
network growth enable stable yet plastic somatosensory representation for human grip force control.
Implications for the design of “strong” artificial intelligence in robotics are brought forward.

Keywords: self-organization; computational philosophy; brain; synaptic learning; adaptation;
functional plasticity; activity-dependent resonance states; circular causality; somatosensory
representation; prehensile synergies; robotics

1. Introduction

The principle of self-organization [1] governs both structure and function, which co-evolve in
self-organizing systems. Self-organizing systems [2] differ from any computational system where
the architecture and all its functional aspects are created and controlled by their designer. In line
with previous attempts at a comprehensive definition of the concept [1], the author proposes that
self-organization may be defined in terms of a general principle of functional organization that
ensures a system’s auto-regulation, stability, adaptation to new constraints, and functional autonomy.
A self-organizing system [2], beyond the fact that it regulates and adapts its own behavior [2,3],
is capable of creating its own functional organization [2–4]. The concept of self-organization acquires
a critically important place in the newly emerging field of computational philosophy, where it inspires
and lends conceptual support to new approaches to complex problems, in particular in the field of
Artificial Intelligence (AI) [5].

Mathematical developments evoking self-organization as a general functional principle of learning
and adaptation in biological systems hark back to Hebb’s work on synaptic plasticity [6] and to work by
Minsky and colleagues [7] at the dawn of research on artificial intelligence in the context of Rosenblatt’s
PERCEPTRON model [8]. Self-organization is the foundation of what is sometimes referred to as
“strong AI” [5]. Systems with self-organizing properties [2] have been developed in physics [9],
ecology and sociology [10,11], biology and medicine [12], and in neuroscience [3,13] and perceptual
neuroscience [3,14] in continuity with the earlier PERCEPTRON approaches. Structure and functional
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organization of self-organizing systems vary depending on the field. Their properties relate to function
more than to components. The fields of neuroscience and artificial intelligence in particular share
a history of interaction in the theoretical development of both the concept of self-organization and
self-organizing systems, and many of the current advances in AI were inspired by the study of neural
processes in humans and other living species [3,5,13].

Neuroscience provides a source of inspiration for new algorithms and architectures, independent
of and complementary to mathematical methods. Such inspiration is well-reflected by many of the
concepts and ideas that have largely dominated traditional approaches to AI. Neuroscience may
also convey external validity to AI. If an algorithm turns out to be a good model for a functionally
identified process or mechanism in the brain, then such biological plausibility lends strong support to
the fitness of the algorithm for the design of an intelligent system. Neuroscience may thus help conceive
new algorithms, architectures, functions, and codes of representation for the design of biologically
plausible AI by using a way of thinking about similarities and analogies between natural and artificial
intelligence [15]. Such two-way conceptual processes acquire a particular importance in the newly
emerging field of computational philosophy, which regroups a wide range of approaches relating to all
fields of science.

Computational philosophy [16] is aimed at applying computational techniques, models,
and concepts to advance philosophical and scientific discovery, exploration, and argument.
Computational philosophy is neither the philosophy of computation, an area that asks about the
nature of computation itself, nor the philosophy of artificial intelligence. Computational philosophy
represents a self-sufficient area with a widespread application across the full range of scientific and
philosophical domains. Topics explored in computational philosophy may draw from standard
computer programming, software engineering, artificial intelligence, neural networks, systems science,
complex adaptive systems, and computer modeling. As a relatively young and still growing domain,
its field of application is broad and unrestricted within the traditional discipline of general philosophy.
In the times of Newton, there was no epistemological boundary between philosophy and science.
Across the history of science, there has never been a clear division between either computational and
non-computational philosophy, or computational philosophy and other computational disciplines [16].

The place of computational philosophy in science entirely depends on the viewpoint adopted and
goal pursued by the investigator [17,18]. If the goal pursued is to enrich computational philosophy
based on an understanding of brain processes, then the functional characteristics of brain mechanisms
may fuel the development of computational philosophy. If the goal is to enrich brain science based on
computational philosophy, then empirical brain research will be fueled by computational philosophy
for building brain models reflective of mechanisms identified in the human brain [17,18]. This article is
a conceptual essay written from the viewpoint of computational philosophy. It highlights seven general
functional key properties related to the principle of self-organization, which are then discussed under
the light of a specific example from sensory neuroscience, backed by empirical data. How modularity,
adaptive learning, and dynamic network growth enable stable somato-sensory representation for
human grip force control in a biological neural network (from hand to brain and back) with previously
identified functional plasticity is illustrated.

Since structure and functional organization co-evolve in self-organizing systems [1,2], one cannot
account for such systems without providing an account for the functional properties most closely
linked to its self-organizing capacity. The latter is generally described in terms of spatiotemporal
synergies [1,9]. In the brain, neurons respond at time scales of milliseconds, while perception, which is
experience and memory dependent, takes longer to form. Such timescale separation between long-time
scale parameters and short-time scale functioning [19,20] is akin to that described for physical synergetic
systems [9] and reflects the circular causality that is characteristic of self-organization in general [1].
The following sections start with an overview of seven key properties of systems that “self-organize”.
This is followed by a discussion of examples of such properties in the human somato-sensory
system [21,22] involved in the control of prehensile synergies for grip-force adaptation. The example
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provides a biologically plausible conceptual support for the design of autonomous self-organization
(AI) in soft robotics and illustrates why the seven key properties brought forward here in this concept
paper are conducive to advancing the development of “strong AI” [5], as pin-pointed in the conclusions.

2. Seven Key Properties of Self-Organization

Seven properties linked to the principle of self-organization have been described on the basis
of functional investigation of the human brain: (1) modular connectivity, (2) unsupervised learning,
(3) adaptive ability, (4) functional resiliency, (5) functional plasticity (6) from-local-to-global functional
organization, and (7) dynamic system growth.

2.1. Modular Functional Architecture and Connectivity

Modularity refers to a computational and/or structural design principle for systems that can be
decomposed into interacting subsystems (nodes, modules) that can be understood independently.
Modular systems design is aimed at reducing complexity [23] by a fundamental design principle
identified in biological neuronal systems at the scale of cells (units, neurons), local circuits (nodes),
and interconnected brain areas (subsystems) [24]. The human brain’s neuronal network architecture
is not based on a genetically preformatted design, although some of it may be prewired, but is
progressively shaped during ontogenetic development by physiological and chemical changes that
obey computational rules of activity-dependent self-organization [25]. At the medium level of local
circuits, the brain (cortex) is organized in local clusters of tightly interconnected neurons that share
common input. The neuronal targets that constitute a basic computational module share similar
functional properties. Activity-dependent self-organization influences the system’s modularity on
the one hand, and modular connectivity promotes spontaneous firing activity on the other [25].
Thus, the modular connectivity of a self-organizing system and its capacity for self-organization are
interdependent, and they co-evolve in a mutually reinforcing process to ensure the simultaneous
development of both structural and functional capacity. This entails that the more such a system learns,
the more active connections it will develop on the one hand, and the more it will be able to learn,
on the other. For its structural and functional development, a self-organizing system exclusively uses
unsupervised learning.

2.2. Unsupervised Learning

Unsupervised learning [6,26–28], one may also call it self-reinforced learning, is essential to the
principle of self-organization, as illustrated by functional dynamics of the neural network systems
described in Adaptive Resonance Theory (ART) and Self-Organizing Maps (SOM). Unsupervised
learning is essential to overcome the stability–plasticity dilemma in neural networks, and both ART [27]
and SOM [28,29] are based on unsupervised approaches that are fundamental in machine learning in
general and in Artificial Intelligence (AI) in particular. The Hebbian synapse and synaptic learning
rules [6] are the fundamental conceptual basis of unsupervised learning in biological [30] and artificial
neural networks [31]. A synapse refers to connection between two neurons in a biological or artificial
neural network, where the neuron transmitting information via a synapse or synaptic connection is
referred to as the pre-synaptic neuron, and the neuron receiving the information at the other end of a
synaptic connection as the post-synaptic neuron (Figure 1). The information propagation efficiency of
biological and artificial synapses is strictly self-reinforcing as the more a synapse is stimulated, the more
effectively information flows through the connection, which ultimately results in what Hebb [6] and
subsequently others [3,31] have called Long-Term Potentiation (LTP). Synaptic connections that are not
repeatedly stimulated and as a consequence not self-reinforced will lose their information propagation
efficiency, which ultimately results in Long-Term Depression (LTD).
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Figure 1. Schematic illustration of Hebbian synapses within a small neural network. Self-reinforcing
synaptic learning is by definition unsupervised and involves the progressive increment of the
synaptic weights (w) of efficiently stimulated connections, which are thereby long-term potentiated,
while non-reinforced synapses will lose their efficiency and ultimately become long-term depressed.

The information propagation in unsupervised synaptic learning in neural networks may be
event-driven [32], clock-driven [33], or a combination of both [31]. The Long-Term Potentiation (LTP)
of efficient synaptic connections on the one hand, and the Long-Term Depression (LTD) of inefficient
connections on the other promote the emergence of an increasingly effective functional organization in
the neural network akin to that found in biological organisms, chemical structures, and ecosystems.
In computational thinking and philosophy, self-reinforcing Hebbian learning may, indeed, be seen as a
ground condition for adaptive system function, a highly dynamic, unsupervised learning process where
local connections change state towards potentiation or depression, depending on how efficiently they
propagate information across the system. Synaptic long-term potentiation and long-term depression
are not definitive. A depressed state may reverse to a potentiated one, and vice versa, as a function of a
persistent change in the system’s external environment (stimuli), or of a specific chemical treatment or
drug in the case of biological neural networks. LTP and LTD have acquired a potentially important role
in contemporary neuroscience [34] and may be exploited to treat disorder and disease in the human
brain, knowing that a variety of neurological conditions arise from either lost or excessive synaptic
drive due to sensory deprivation during childhood, brain lesions, or disease [35]. Manipulation of
relative synaptic efficiency using various technologies may provide a means of normalizing synaptic
strength and thereby ameliorating plasticity-related disorders of the brain [34,35]. Thus, it may indeed
be argued that the reversibility of synaptic efficiency as a function of changes during self-reinforcing
learning drives the self-organizing system’s adaptive ability.

2.3. Adaptive Ability

A self-organizing system will adapt its functional organization to significant changes in the
environment by the ability to learn new "tricks" to cope with new problems of increasing complexity.
Biological neural networks in the human central nervous system have the ability to adapt their
functional fine-tuning to sudden changes in the environment [36], making the brain remarkably
efficient at coping with an often unpredictable, ever-changing external world. In any self-organizing
neural network, such adaptation relies heavily on their modular connectivity on the one hand, and on
synaptic (Hebbian) plasticity, on the other [37–39]. Research on so-called neuromodulation [40–42],
a biological mechanism that dynamically controls intrinsic properties of neurons and their response
to external stimuli in a context-dependent manner, has produced simulations of adaptive system
behavior. Adaptive Resonance Theory (ART) uses self-organization to explain how normal and
abnormal brains learn to categorize and recognize objects and events in a changing world, and how
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normal as well as abnormal learned categories may be consolidated in memory for a long time [42].
Thus, brain pathology may be conceived in terms of a self-organizing system’s adaptive ability
gone wrong. This possibility was already to some extent taken into consideration by Darwin [43],
who noted that natural selection can act together with other processes, including random changes
in the frequencies of phenotypic differences that are not under strong selection, and changes in the
environment, which may reflect evolutionary changes in the organisms themselves. At the cellular
level, adaptation refers to changes in a cell’s or neuron’s behavior in response to adverse or varying
environmental changes. Adaptation may be normal, or pathological (abnormal), depending on extent
and type of environmental pressure on the cell, a system of cells, or a whole brain network [44–47].
Under extreme external conditions, some forms of pathological adaptation may be an effective means
towards the general goal of survival. In human behavior, the Stockholm Syndrome is one such example,
where hostages start taking sides with their aggressors to functionally adapt to the terrible fact that
they are at their complete mercy. Adaptive system ability as a concept, in the brain sciences and in
computational philosophy, helps conceive intelligent systems with a capacity to generate order from,
or preserve order within, external chaos. Seemingly random perturbations will help a self-organizing
system develop and perform even better, rather than prevent its evolution. Perturbations will promote
the emergence of an increasingly effective functional organization, as found in biological organisms,
chemical structures, or ecosystems. Self-organizing adaptation is to be seen as a highly dynamic
process [20,46,47], where components are constantly changing state as a function of state changes in
other components. Such complex mutual dependency in self-organization was not known in the times
of Darwin, and is therefore not included in traditional definitions of the concept “adaptation” [43–45].
The adaptive systemic changes we are talking about here in this concept paper are determined by
self-reinforcement of connections that profit the system’s functioning and ensure its dynamic functional
growth on the one hand, and by local suppression of connections that are either redundant, or disserve
the system, on the other. Both processes, reinforcement and inhibition, are critical to sustain a
self-organizing system’s ability to cope with unexpected external changes or pressure, and thereby
also ensure its functional resiliency.

2.4. Functional Resiliency

A self-organizing system’s adaptive ability implies functional resiliency. After lesion or damage,
a human brain will continue to function, often astonishingly well and without any detectable change
in efficiency. The human brain can endure numerous micro-strokes with seemingly no detrimental
impact and is resilient against both targeted and random damage or lesions [48,49]. Self-organizing
systems, like the human brain, are intrinsically robust and can withstand a variety of perturbations,
even partial destruction. The strength of functional interaction between any two system nodes is
not solely determined by the presence or absence of a direct connection, but mostly by the number
of indirect (long-range) connections [50]. These long-range connections, which will be discussed in
greater detail in 5) here below, are indispensable to ensure self-repair or self-correction of partial
systemic damage and make the system capable of returning to its initial functional state after local
damage. By virtue of their modular connectivity discussed here above in 1), and self-reinforcing
learning capacity discussed here above in 2), system components or subsystems (synapses or networks)
that have initially learnt to fulfill a specific function can spontaneously adapt to perform a different
new function that was previously ensured by the damaged component(s). This self-organizing ability
is referred to as functional plasticity.

2.5. Functional Plasticity

The functional resiliency of a self-organizing system implies functional plasticity [21,22,51],
which is a necessary ground condition for system resiliency, but also achieves a purpose well
beyond this. Functional plasticity ensures system functioning under adverse conditions and/or
after partial system damage. Posttraumatic stress disorder (PTSD), for example, is associated with
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plastic functional changes in the human medial prefrontal cortex, hippocampus, and amygdala that
correlate with a smaller hippocampal volume, and both reversed to normal after treatment [52].
Like in the human brain, where a functional subsystem may take over the functions of another
after brain damage [21,22,51], a functional subsystem may appear spontaneously and maintain its
function autonomously by self-organization in a computer generated system. The control needed
to achieve this has to be distributed across system levels, components or cells, and/or sub-systems.
If system control were centralized in a subsystem or module, then the system as a whole would lose its
organization whenever the sub-system is damaged or destroyed. Use-dependent long-term changes of
neuronal response properties must be gated to prevent irrelevant activity from inducing inappropriate
modifications. Local network dynamics contribute to such gating, as synaptic modifications [53]
depend on temporal contiguity between pre-synaptic and post-synaptic activity, there are observable
stimulation-dependent modifications, as shown on the example of orientation selectivity in adult cat
visual cortex [35]. The stability-plasticity dilemma, a constraint for intelligent systems, is potentially
resolved in self-organizing systems, such as those in ART [3,14,47]. Plasticity is necessary for the
integration of new knowledge by self-reinforced learning, but too much of it compromises systemic
stability and may cause catastrophic forgetting of previous knowledge [54]. It is assumed that too
much plasticity will result in previously learnt data being constantly forgotten, whereas too much
stability will hinder self-reinforced learning at the synaptic level, yet, the exact functional relationship
between changes in synaptic efficacy and structural plasticity is not entirely understood. It has been
proposed that a continuum exists between the two, such that changes in synaptic efficacy precede
and instruct structural changes, however, in other cases, structural changes may occur without any
stimulation producing an initial change in local synaptic efficiency [55], which points towards the critical
functional role of long-range connections [56] within the from-local-to-global functional organization
of self-organizing systems.

2.6. From-Local-to-Global Functional Organization

In a self-organizing neural network, changes in the system during self-reinforced synaptic learning
are initially local, as components or neurons initially only interact with their nearest “neighbors”.
Though local connections are initially independent of connections farther away, self-organization
generates “global order” on the basis of many spontaneous, initially local, interactions [56], where the
most efficient synaptic connections self-reinforce, are long-term potentiated as described here above in
2) and, ultimately, acquire propagation capacity beyond local connections. This leads to the formation
of functionally specified long-range connections, or circuits which, by virtue of self-organization,
self-reinforce on the basis of the same Hebbian principles that apply to single synapses; however,
the rules by which long-range circuits of connections learn can no longer be accounted for in terms
of a Hebbian linear model. The human brain is, again, the choice example of a complex biological
structure where local, modular processing potentiates global integrative processing. Current functional
brain anatomy suggests areas that form domain-specific hierarchical connections [57,58] on the
one hand, and multimodal association areas receiving projections from more widely distributed
functional subsystems [59]. Dominance of one connectivity profile over the other can be identified
for many areas [56], revealing the self-organizing principles of long-range cortical-cortical functional
connectivity. Early visual cortical areas such as V1 and V2 already show a functional organization
beyond strictly local hierarchical connections [58,60]. The prefrontal, temporal, and limbic areas
display “functional hubs” [56], projecting long-range connections across larger distances to form
the “neural epicenters” [56] of scale-free, distributed brain networks [61,62]. The “beyond the
classic receptive field” functional organization of the visual brain has been progressively unraveled in
behavioral and functional neuroscience over the last 30 years [60]. The discovery of input effects from
beyond the “classic receptive field”, as previously identified and functionally defined in much earlier,
Nobel prize awarded work [63–66], has shown that neuronal activity recorded from cortical areas V1
and V2 in response to visual stimuli is modulated by stimuli presented outside the corresponding

44



Big Data Cogn. Comput. 2020, 4, 10

receptive fields on the retina [67–69]. This is direct evidence for contextual modulation of neural
activity and indirectly reflects functional properties of long-range neural connections at early processing
levels in the visual brain [68,69]. In higher visual areas such as the temporal lobe, visual receptive
fields increase in size and lose retinotopic organization, encoding increasingly complex features [60].
This from-simple-to-complex, self-organizing functional hierarchy forms the core of the LAMINART
model family [70,71] of Adaptive Resonance Theory [3,14,47]. In the LAMINART neural networks,
self-organizing long-range cooperation and short-range competition, whereby locally stimulated bipolar
neurons complete boundaries across gaps in oriented line or edge, contrast stimuli by receiving strong
excitatory inputs from both sides, or just one side of their receptive fields. The more strongly activated
bipolar cells inhibit surrounding bipolar cells within a spatially short-range competitive network.
The short-range network communicates with long-range resonant feedback networks connecting the
interblob and blob cortical streams within V1, V2, and V4 of the visual cortex. The resonant feedback
networks enable boundaries and surfaces in images to emerge as consistent representations on the
basis of computationally complementary rules. This self-organizing property of resonant feedback
networks in ART is called complementary consistency [72]; the computational mechanisms that
ensure complementary consistency contribute to three-dimensional perceptual organization [72–75].
The long-range resonant properties of the neural network architectures exploited by ART enable the
self-organizing system to grow dynamically.

2.7. Dynamic Functional Growth

A self-organizing system is dynamic and its components (cells, neurons, circuits) are constantly
changing states relative to each other. As explained here above, under 1), structure and function of
the system are mutually dependent, which entails that the changes that occur while such a system
is developing further, i.e., growing, are not arbitrary but activity-dependent [76–79]. While the
system grows by changing states, there will be relative states that will be particularly beneficial to the
system’s effectiveness and, as a consequence, these states self-reinforce along similar principles as
those described here above in 2). When consistently reinforced, newly emerging system states will,
ultimately, become stable states, but with functional plasticity as explained here above in 4) to resolve
the stability-plasticity dilemma [3,54]. Less beneficial or useless new relative states will not self-reinforce
and, as a consequence, be inhibited and ultimately functionally depressed. Each connection within
a self-organizing system has its own, individual characteristics, like a species within an ecosystem.
A particular example of non-linear dynamic functional growth in fixed-size neural networks (Figure 2)
would be activity-dependent formation of dedicated resonant circuitry [3,79].

The amount of different individual characteristics within the functional structure directly
determines the system’s functional complexity. Individual components, or cells, fit in a functionally
specified “niche” within the system. The propagation of fits is self-reinforcing by nature, and the
larger the niche, the quicker the propagation of additional functions in increasingly larger sub-circuits,
exerting increasingly stronger attraction on functionally still independent cells. Such propagation
of fits drives a positive feedback process enabling explosive system growth, and the production
of new functional circuitry in existing network structures. A system’s growth generally stops
when the system resources are exhausted. A self-organizing system, however, never stops growing
dynamically. As illustrated here above on the example of resonant sub-circuitry formation in
structurally fixed/limited neural networks (Figure 2), self-organized functional growth does not require
adding structural component (cells, neurons, subsystems). The system can grow and develop new,
dynamic functionalities without the need for adding further structural complexity. As the external
environment of the system changes, functional components or cells directly interacting with the
environment will adapt their state(s) in a self-reinforcing process to maintain their fitness within the
system. This adaptive fit will propagate further inwards, until the whole functional structure is
fully adapted to the new situation. Thus, a dynamically growing self-organizing system constantly
re-organizes by mutually balancing internal and external pressures for change while trying to maintain
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its general functional organization and to counteract any loss thereof. Functional self-preservation is,
indeed, a self-organizing system’s main purpose, and each component or cell is adaptively tuned to
perform towards this goal. A self-organized system is stable, largely scale-invariant, and robust against
adverse conditions. At the same time, it is highly dynamic. In physics, systems achieve so-called
“criticality” by the fine-tuning of control parameters to a specific value for which system variations
become scale-invariant. In biological systems, criticality occurs without the need for such fine-tuning.
The human brain is an example of such a system. This self-tuning to criticality, accounted for in
physics by graph theory, is called self-organized criticality [80].

 
Figure 2. Schematic illustration of self-organizing formation of dedicated resonant circuitry in a
fixed-size neural network of 10 neurons only. An exponential number of functional states are possible
therein, allowing even a small-size network to develop new, dynamic functionalities without the need
for adding further structural complexity. Resonant neurons (highlighted in red color) are primed
throughout their functional development to preferentially process input which carries statistically
“strong” signals, as explained previously in [79]. When activated, resonant neurons send signals
along all delay paths originating from them, and all those receiving a signal coinciding with the next
input signal remain activated. The formation of resonant circuitry is activity-dependent; long-term
potentiated connections between resonant neurons may become progressively depressed, as in the
model of self-reinforcing (Hebbian) synaptic learning, when their function is no longer activated.

3. Seven Properties of Self-Organization in a Somatosensory Neural Network

The brain structures that subserve cognitive functions require sensory experience for the
formation of neuronal connections by self-organization during learning [81]. Neuronal activity
and the development of functionally specific neural networks in the continuously learning brain
are thus modulated by sensory signals. The somatosensory cortical network [82], or S1 map, in the
primate brain is an example of such self-organization. S1 refers to a neocortical area that responds
primarily to tactile stimulations on the skin or hair. Somatosensory neurons have the smallest
receptive fields and receive the shortest-latency input from the receptor periphery. The S1 cortical
area is conceptualized in current state of the art [82,83] as containing a single map of the receptor
periphery. The somatosensory cortical network has a modular functional architecture and connectivity
(property 1), with highly specific connectivity patterns [82–85], binding functionally distinct neuronal
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subpopulations from other cortical areas into motor circuit modules at several hierarchical levels [84].
The functional modules display a hierarchy of interleaved circuits connecting via inter-neurons in
the spinal cord, in visual sensory areas, and in motor cortex with feed-back loops, and bilateral
communication with supraspinal centers [84,85]. The from-local-to-global functional organization
(property 6) of motor circuits relates to precise connectivity patterns, and these patterns frequently
correlate with specific behavioral functions of motor output. Current state of the art suggest that
developmental specification, where neuronal subpopulations are specified in a process of precisely
timed neurogenesis [85], determines the self-organizing nature of this connectivity for motor control,
in particular limb movement control [84,85]. The functional plasticity (property 5) of the somatosensory
cortical network is revealed by neuroscience research investigating the somatosensory cortical map has
shown that brain representations change adaptively following digit amputation in adult monkeys [21].
In the human primate [86], somatosensory representations of the fingers left intact after amputation of
others on the same hand become expanded in less than 10 days after amputation, when compared
with representations in the intact hand of the same patient, or to representations in either hand of
controls. Such network expansion reflects the functional resiliency (property 4) of the self-organized
somatosensory system.

The human hand has evolved [87] as a function of active constraints [88–100] and is in harmony
with other sensory systems such as the visual and auditory brain [97,99,101]. Grip force profiles
are a direct reflection of complex low-level, cognitive, and behavioral synergies this evolution has
produced [87–101]. The state of the art in experimental studies on grip force control for lifting
and manipulating objects [88,89,91,93,94] provides insight into the contributions of each finger to
overall grip strength and fine grip force control. The middle finger, for example, has evolved to
become the most important contributor to gross total grip force and, therefore, is most important for
getting a good grip of heavy objects to lift or carry, while the ring finger and the small (pinky) finger
have evolved for the fine control of subtle grip force modulations, which is important in precision
tasks [102–106]. Human grip force is governed by self-organizing prehensile synergies [91,92] that
involve from-local-to-global functional interactions (property 6) between sensory (low-level) and central
(high-level) representations in the somatosensory brain. Grip force can be stronger in the dominant
hand compared with the non-dominant hand and may reverse spontaneously depending on the
necessity for adaptive ability (property 3) as a function of specific environmental constraints [95,96,100].
In recent studies, the grip force profiles from thousands of force sensor measurements collected from
specific locations on anatomically relevant finger parts on the dominant and non-dominant hands
revealed spontaneous adaptive grip force changes in response to sensory stimuli [105], and long-term
functional plasticity (property 5) as a function of task expertise [103,104].

Somatosensory cortical neural networks of the S1 map [81] develop their functional
connectivity [83–86] through a self-organizing process of activity-dependent, dynamic functional
growth (property 7). This process is fueled by unsupervised learning (property 2) and, more specifically,
synaptic (cf. Hebbian) learning, which drives spontaneous functional adaptation as well as long-term
functional re-organization and plasticity [22,23,54,56,83]. An example of this process, fueled by recent
empirical data from thousands of sensor data collected from anatomically relevant locations in the
dominant and non-dominant hands of human adults, is illustrated here in Figures 3–5.

The grip force profiles of a novice (beginner) and a skilled expert in the manipulation of the
robotic device directly reflect such differences in somatosensory cortical representation before and
after learning. Individual grip force profiles, corresponding to thousands of individual force sensor
data, were recorded in real time from different sensor locations, including R1 and R2 (Figure 3) on
the middle phalanxes of the small (R1) and the middle fingers (R2) in the hands of a total beginner
and the expert across several robotic task sessions. The grip force profiles are shown in Figure 4 here
below. They display two radically different functional states with respect to gross (middle finger)
and fine (small finger) grip force control, translating motor expertise and functionally reorganized
somatosensory network states driven by self-organization.
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Figure 3. Schematic illustration of self-organizing functional reorganization in a fixed-size neural
network in the somatosensory brain before (left) and after (right) unsupervised learning of a visually
guided manual robotic precision task [103,104]. Mechanoreceptors on the middle phalanxes of the
small (R1) and the middle fingers (R2) are indicated. Two different network representations correspond
to brain-behaviour states before (left) and after acquisition of grip force expertise (right) for performing
the robotic precision task. The different levels of connectivity used here are arbitrarily chosen, and for
illustration only; single nodes in the networks displayed graphically here may correspond to single
neurons, or to a subpopulation of neurons with the same functional role. Red nodes may represent
motor cortex (M) neurons, blue nodes may represent connecting visual neurons (V). Only one-way
propagation is shown here to keep the graphics simple, knowing that the somatosensory brain has
multiple two-way propagation pathways with functional feed-back loops [82–85].

Figure 4. Individual grip force profiles of an expert (left) and a beginner (right) in a robotic task [103,104]
reflecting two radically different functional states with respect to gross (middle finger) and fine (small
finger) grip force control, translating motor expertise and functionally reorganized somatosensory
network states (cf. Figure 3), governed by self-organization.

The self-organized functional reorganization due to plasticity shown here is stable, as reflected
by stable grip force profiles in the expert across task sessions [103]. By comparison, the grip force
profiles of the beginner do not display the same stability, as shown by the statistical analyses
reported elsewhere [103,104]. It may be assumed that stable dynamic functional growth in the neural
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network system generating the somatosensory representations is driven by such long-term plasticity,
which reflects a process of long-term adaptation to specific task constraints. This long-term adaptation
ensures system stability, but does not reflect a permanent system state. However, the somatosensory
system also displays spontaneous functional plasticity and reorganization and rapid adaptation to
new constraints [21,22,81–85].

The grip force profiles of one and the same individual adapt spontaneously to new sensory
input from other modalities, as predicted by the general functional organization of the somatosensory
brain networks [82–86]. Such spontaneous adaptive ability is reflected by dynamic changes that are
short-term potentiated, rather than reflective of long-term plasticity. An example of spontaneous grip
force adaptation to new visual input in one and the same individual is shown here below in Figure 5.
The subject was blindfolded first, then made to see again, during a bimanual grip task where young
male adults had to move two weighted handles up and down [105]. The individual grip force profiles
corresponding to force sensor recordings from the middle phalanxes of the forefinger and the middle
finger in the dominant hand are shown for comparison (Figure 5).

Figure 5. Spontaneous adaptive reorganization of an individual’s grip force profile (dominant hand)
during a bimanual grip task executed first blindfolded, and then with both eyes open. Unpublished data
from a study described in [106] are shown. Gross grip force in the middle finger spontaneously increases
with sudden visual input (left), while simultaneous grip force in the forefinger decreases (right).

The example here above illustrates seven key properties of self-organization in the somatosensory
brain and points towards the implications of self-organized brain learning for the design of robust control
schemes in large complex systems with unknown dynamics, which are difficult to model [107,108].
Beyond the functional stability and resilience of self-organizing systems, self-reinforced unsupervised
learning based on differential plasticity, with feedback control through internal system dynamics,
may enable robots [107] to learn to relate objects on the basis of specific sensorimotor representations
(Figure 6), for example.
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Figure 6. Conceptual diagram illustrating a “closed-loop” link between systems neuroscience and
robotics/AI.

4. Conclusions

Self-organization is a major functional principle that allows us to understand how the neural
networks of the human brain continuously generate new knowledge at all hierarchical levels,
from sensory to cognitive representation. From the philosophical standpoint, the principle of
self-organization establishes a clear functional link between the “mental” and the “physical” [109,110].
As a fundamental conceptual support for the design of intelligent systems, it provides conceptual
as well as mathematical [1–3] tools to help achieve system stability and reliability, while minimizing
system complexity. It enables specific fields such as robotics to conceive new, adaptive solutions
based on self-reinforced systemic learning, where the activity of connections directly determines their
performance and, beyond robotics, allows for the conceptual design of a whole variety of adaptive
systems that are able to learn and grow independently without the need for adding non-necessary
structural complexity. There is a right balance between structural and functional complexity, and this
balance conveys functional system plasticity; adaptive learning allows the system to stabilize but,
at the same time, remain functionally dynamic and able to learn new data. Activity-dependent
functional systemic growth in minimalistic sized network structures is probably the strongest advantage
of self-organization; it reduces structural complexity to a minimum and promotes dimensionality
reduction [111,112], which is a fundamental quality in the design of “strong” Artificial Intelligence [5].
Bigger neural networks akin to those currently used for deep learning [113] do not necessarily
learn better or perform better [114]. Self-organization is the key to designing networks that will
learn increasingly larger amounts of data increasingly faster as they learn, consolidate what has
been learnt, and generate output that is predictive [47,68] instead of being just accurate. In this
respect, the principle of self-organization will help design Artificial Intelligence that is not only
reliable, but also meets the principle of scientific parsimony, where complexity is minimized and
functionality optimized. For example, a single session of robot controlled proprioceptive training
induces connectivity changes in the somatosensory networks associated with residual motor and
sensory function [115], translating into improved motor function in stroke patients. This example
perfectly illustrates the closed-loop epistemological link (Figure 6) between systems neuroscience
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and robotics/AI. Robotic sensory learning models inspired by self-organizing somatosensory network
dynamics (in short: AI) are currently developed [115–117], within and well beyond the context of
motor rehabilitation programs. Further studies on the effects of repeated training sessions on neural
network learning and somatosensory functional plasticity will 1) enable the possible generalization of
motor relearning and treatment effects in the clinical domain and 2) the development of reliable robot
motor learning and control on the basis of “strong” neuro-inspired AI.
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Abstract: The COVID-19 pandemic forced countries all over the world to take unprecedented
measures, like nationwide lockdowns. To adequately understand the emotional and social repercussions,
a large-scale reconstruction of how people perceived these unexpected events is necessary but
currently missing. We address this gap through social media by introducing MERCURIAL
(Multi-layer Co-occurrence Networks for Emotional Profiling), a framework which exploits linguistic
networks of words and hashtags to reconstruct social discourse describing real-world events. We use
MERCURIAL to analyse 101,767 tweets from Italy, the first country to react to the COVID-19 threat with
a nationwide lockdown. The data were collected between the 11th and 17th March, immediately after
the announcement of the Italian lockdown and the WHO declaring COVID-19 a pandemic. Our analysis
provides unique insights into the psychological burden of this crisis, focussing on—(i) the Italian official
campaign for self-quarantine (#iorestoacasa), (ii) national lockdown (#italylockdown), and (iii) social
denounce (#sciacalli ). Our exploration unveils the emergence of complex emotional profiles, where anger
and fear (towards political debates and socio-economic repercussions) coexisted with trust, solidarity,
and hope (related to the institutions and local communities). We discuss our findings in relation to
mental well-being issues and coping mechanisms, like instigation to violence, grieving, and solidarity.
We argue that our framework represents an innovative thermometer of emotional status, a powerful
tool for policy makers to quickly gauge feelings in massive audiences and devise appropriate responses
based on cognitive data.

Keywords: COVID-19; social media; hashtag networks; emotional profiling; cognitive science;
network science; sentiment analysis; computational social science

1. Introduction

The stunningly quick spread of the COVID-19 pandemic catalysed the attention of worldwide
audiences, overwhelming individuals with a deluge of often contrasting content about the severity of
the disease, the uncertainty of its transmission mechanisms, and the asperity of the measures taken
by most countries to fight it [1–4]. Although these policies have been seen as necessary, they had
a tremendous impact on the mental well-being of large populations [5] for a number of reasons. Due to
lockdowns, many are facing financial uncertainty, having lost or being on the verge of losing their
source of income. Moreover, there is much concern about the disease itself, and most people fear for
their own health and that of their loved ones [6], further fueled by infodemics [1–3]. Finally, additional
distress is caused by the inability of maintaining a normal life [7]. The extent of the impact of these
factors is such that, in countries greatly struck by COVID-19 such as China, the population started to
develop symptoms of post-traumatic stress disorder [8].
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During this time more than ever, people have shared their emotions on social media.
These platforms provide an excellent emotional thermometer of the population, and have been widely
explored in previous studies investigating how online social dynamics promote or hamper content
diffusion [1,2,9–11] and the adoption of specific positive/negative attitudes and behaviours [9,12,13].

1.1. Research Aim

Building on the above evidence, our goal is to draw a comprehensive quantitative picture of
people’s emotional profiles, emerging during the COVID-19 crisis, through a cognitive analysis of
online social discourse. We achieve this by introducing MERCURIAL (Multi-layer Co-occurrence
Networks for Emotional Profiling), a framework that combines cognitive network science [14–16] with
computational social sciences [2,9,12,17,18]. Before outlining the methods and main contributions of
our approach, we briefly review existing research on understanding emotions in social media.

1.2. Past Approaches Bridging Cognitive, Computer and Network Science

Much of the research on emotions in social media has been consolidated into two themes. On the one
hand, there is the data science approach, which mostly focused over large-scale positive/negative sentiment
detection [9]. A prominent example is the Hedonometer [19], a multi-language tool measuring over time
the positive sentiment of Twitter discourse based on word frequency. Recent approaches identified
the relevance of tracing more complex affect patterns for understanding social dynamics [16,20–22].
On the other hand, cognitive science research makes use of small-scale analysis tools, but explores
the observed phenomena in much more detail in the light of its theoretical foundations [23–25].
Specifically, in cognitive science the massive spread of semantic and emotional information through
verbal communication represent long-studied phenomena, known as cognitive contagion [25] and emotional
contagion [24–26], respectively. This research suggests that ideas are composed of a cognitive component
and an emotional content, much alike viruses containing the genomic information necessary for their
replication [1]. Both these types of contagion happen when an individual is affected in their behaviour by
an idea. Emotions elicited by ideas can influence users’ behaviour without their awareness, resulting in
the emergence of specific behavioural patterns such as implicit biases [24]. Unlike pathogen transmission,
no direct contact is necessary for cognitive and emotional contagion to take place, since both are driven
by information processing and diffusion, like it happens through social media [27,28]. In particular,
during large-scale events, ripples of emotions can rapidly spread across information systems [28] and have
dramatic effects, as it has recently been demonstrated in elections and social movements [12,26,29].

At the intersection of data- and cognitive science is emotional profiling, a set of techniques which
enables the reconstruction of how concepts are emotionally perceived and assembled in user-generated
content [9,15,17–20,30]. Emotional profiling conveys information about basic affective dimensions
such how positive/negative or how arousing a message is, and also includes the analysis of more
fine-grained emotions such as fear or trust that might be associated with the lockdown and people’s
hopes for the future [9,23,31].

Recently, an emerging important line of research has shown that reconstructing the knowledge
embedded in messages through social and information network models [14,32,33] successfully highlight
important phenomena in a number of contexts, ranging from the diffusion of hate speech during massive
voting events [12] to reconstructing personality traits from social media [17]. Importantly, to reconstruct
knowledge embedded in tweets, recent work has successfully merged data science and cognitive science,
introducing linguistic networks of co-occurrence relationships between words in sentences [16,22,34]
and between hashtags in tweets [12]. However, an important shortfall of these works is that these two
types of networked knowledge representations were not merged together, thus missing on the important
information revealed by studying their interdependence.

58



Big Data Cogn. Comput. 2020, 4, 14

1.3. Main Contributions

We identify three important contributions that distinguish our paper from previous literature,
and make a further step towards consolidating cognitive network science [14] as a paradigm suitable to
analyse people’s emotions.

First, we introduce a new framework exploiting the interdependence between hashtags and words,
addressing the gap previously discussed. This framework, multi-layer co-occurrence networks
for emotional profiling (MERCURIAL), combines both the semantic structure encoded through
the co-occurrence of hashtags and the textual message to construct a multi-layer lexical network [35].
The multilayer network represented by MERCURIAL is a network of networks, where there is one
hashtag co-occurrence network and many word co-occurrence networks. Each hashtag co-occurrence
link identifies a word co-occurrence network, indicating language structure in tweets with certain
hashtag combinations. This multi-layer network structure allows us to contextualise hashtags and,
therefore, improve the analysis of their meaning. Importantly, these networks can be used to identify
which concepts or words contribute to different emotions and how central they are.

Second, in contrast to previous work, which largely revolved around English tweets [4,21],
the current study focusses on Italian Twitter messages. There are several reasons why the emotional
response of Italians is particularly interesting. Specifically, (i) Italy was the first Western country to
experience a vast number of COVID-19 clusters; (ii) the Italian government was the first to declare
a national lockdown (cf. https://en.wikipedia.org/wiki/COVID-19_pandemic_lockdown_in_Italy,
Last Access: 10 June 2020); (iii), the Italian lockdown was announced on 10th March, one day before
the World Health Organization (WHO) declared the pandemic status of COVID-19. This enables us to
address the urgent need of measuring the emotional perceptions and reactions to social distancing,
lockdown, and, more generally, the COVID-19 pandemic.

Third, thanks to MERCURIAL, we obtain richer and more complex emotional profiles that we
analyse through the lens of established psychological theories of emotion. This is a fundamental
step in going beyond positive/neutral/negative sentiment and to provide accurate insights on
the mental well-being of a population. To this end, we take into account three of the most trending
hashtags, #iorestoacasa (English: “I stay at home”), #sciacalli (English: “jackals”), and #italylockdown,
as representative of positive, negative, and neutral social discourse, respectively. We use these hashtags
as a starting point to build multi-layer networks of word and hashtag co-occurrence, from which we
derive our profiles. Our results depict a complex map of emotions, suggesting that there is co-existence
and polarisation of conflicting emotional states, importantly fear and trust towards the lockdown
and social distancing. The combination of these emotions, further explored through semantic network
analysis, indicates mournful submission and acceptance towards the lockdown, perceived as a measure
for preventing contagion but with negative implications over economy. As further evidence of
the complexity of the emotional response to the crisis, we also find strong signals of hope and social
bonding, mainly in relation to social flash mobs, and interpreted here as psychological responses to
deal with the distress caused by the threat of the pandemic.

1.4. Manuscript Outline

The paper is organised as follows. In the Methods section we describe the data we used to perform
our analysis, and describe MERCURIAL in detail. In Section 3 we present the emotional profiles
obtained from our data, which are then discussed in more detail in the section Section 4. Finally, the last
section highlights the psychological implications of our exploratory investigation and its potential for
follow-up monitoring of COVID-19 perceptions in synergy with other datasets/approaches.

We argue that our findings represent an important first step towards monitoring both mental
well-being and emotional responses in real time, offering policy-makers a framework to make timely
data-informed decisions.
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2. Methods

In this section we describe the methodology employed to collect our data and perform the emotional
profiling analysis. First, we describe the dataset and how it was retrieved. Then, we introduce
co-occurrence networks, and specifically our novel method that combines hasthag co-occurrence with
word co-occurrence on multi-layer networks. Finally, we describe the cognitive science framework we
used to perform the emotional profiling analysis on the so-obtained networks.

2.1. Data

We gathered 101,767 tweets in Italian to monitor how online users perceived the COVID-19
pandemic and its repercussions in Italy. These tweets were gathered by crawling messages containing
three trending hashtags of relevance for the COVID-19 outbreak in Italy and expressing three different
sentiment polarities:

• #iorestoacasa (English: “I stay at home”), a positive-sentiment hashtag introduced by the Italian
Government in order to promote a responsible attitude during the lockdown;

• #sciacalli, (English: “jackals”), a negative sentiment hashtag used by online users in order to
address unfair behaviour rising during the health emergency;

• #italylockdown, a neutral sentiment hashtag indicating the application of lockdown measures all
over Italy.

We refer to #iorestoacasa, #sciacalli and #italylockdown as focal hashtags to distinguish them
from other hashtags. We collected the tweets through Complex Science Consulting (@ComplexConsult),
which was authorised by Twitter, and used the ServiceConnect crawler implemented in Mathematica
11.3. The collection of tweets comprises 39,943 tweets for #iorestoacasa, 26,999 for #sciacalli and 34,825
for #italylockdown. Retweets of the same text message were not considered. For each tweet,
the language was detected. Pictures, links, and non-Italian content was discarded and stop-words
(i.e., words without intrinsic meaning such as “di” (English: “of”) and ”ma” (English: “but”) removed.
Other interesting datasets with tweets about COVID-19 are available in References [21,36].

2.2. Multi-Layer Co-Occurrence Networks

Word co-occurrence networks have been successfully used to characterise a wide variety of
phenomena related to language acquisition and processing [16,37,38]. Recently, researchers have also
used hashtags to investigate various aspects of social discourse. For instance, Stella et al. [12] showed that
hashtag co-occurrence networks were able to characterise important differences in the social discourses
promoted by opposing social groups during the Catalan referendum. In this work we introduce
MERCURIAL (Multi-layer Co-occurrence Networks for Emotional Profiling), a framework combining:

• Hashtag co-occurrence networks (or hashtag networks) [12]. Nodes represent hashtags and links
indicate the co-occurrence of any two nodes in the same tweet.

• Word co-occurrence networks (or word networks) [16]. Nodes represent words and links
represent the co-occurrence of any two words one after the other in a tweet without stop-words
(i.e., words without an intrinsic meaning).

We combine these two types of networks in a multi-layer network to exploit the interdependence
between hashtags and words. This new, resulting network enables us to contextualise hashtags,
and capture their real meaning through context, thereby enhancing the accuracy of the emerging
emotional profile. To build the multi-layer network, we first build the single hashtag and word layers.

For sake of simplicity, word networks are unweighted and undirected. Robustness checks
were performed for various cut-offs in co-occurrence frequency, for example, pruning co-occurrence
networks according to co-occurrence weights did not change the most central hashtags or global
emotional profiles. Note that the hashtag network was kept at a distinct level from word networks,
for example, common words were not explicitly linked with hashtags. As reported in Figure 1,
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each co-occurrence link between any two hashtags A and B (#coronavirus and #restiamoacasa in
the figure) is relative to a word network, including all words co-occurring in all tweets featuring
hashtags A and B.

Figure 1. Top: Example of co-occurrence networks for different hashtags: #distantimauniti
(English: distant but united) in #iorestoacasa on the left, #incapaci (English: inept) in #sciacalli in
the middle, and #futuro (English: future) in #italylockdown on the right. Clusters of co-occurring
hashtags were obtained through spectral clustering [39]. These clusters highlight the co-occurrence
of European-focused content, featuring hashtags like #BCE (i.e., European Central Bank), #Lagarde
and #spread (i.e., spread between Italian and German bonds) together with social distance practices
related to #iorestoacasa. Bottom: In MERCURIAL, any link in a co-occurrence network of hashtags
(left) corresponds to a collection of tweets whose words co-occur according to a word network (right).
Larger words have a higher closeness centrality.

The hashtag and word networks capture the co-occurrence of lexical entities within the structured
online social discourse. Words possess meaning in language [32] and their network assembly is evidently
a linguistic network. Similar to words in natural language, hashtags possess linguistic features that
express a specific meaning and convey rich affect patterns [12]. The resulting networks capture
the meaning of a collection of tweets by identifying which words/hashtags co-occurred together.

This knowledge embedded in hashtag networks was used in order to identify the most relevant
or central terms associated within a given collection of thematic tweets. Rather than using frequency to
indicate centrality, which makes it difficult to compare hashtags that do not co-occur in the same message,
the current work relies on distance-based measures to detect how central a hashtag is in the network.

The first measure that implements this notion is closeness centrality. Closeness c(i) identifies how
many links connect i to all its N neighbours and is formalised as follows:
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c(i) =
N

∑N
j=1 dij

, (1)

where dij is the network distance between i and j, that is, the smallest amount of links connecting
nodes i and j. In co-occurrence networks, nodes (i.e., hashtags and words) with a higher closeness
tend to co-occur more often with each other or with other relevant nodes at short network distance.
We expect that rankings of closeness centrality will reveal the most central hashtags in the networks for
#iorestoacasa, #sciacalli and #italylockdown, in line with previous work in which closeness centrality
was used to measure language acquisition and processing [14,33,40].

Importantly, closeness is a more comprehensive approach compared to the simpler frequency
analysis. Imagine a collection of hashtags A, B, C, D, . . .. Computing the frequency of hashtag A
co-occurring with hashtag B is informative about the frequency of the so-called 2-grams “AB” or
“BA” but it does not consider how those hashtags co-occur with C, D, and so forth. In other words,
a 2-gram captures the co-occurrence of two specific hashtags within tweets but does not provide
the simultaneous structure of co-occurrences of all hashtags across tweets, for which a network of
pairwise co-occurrences is required. On such a network, closeness can then highlight hashtags at short
distance from all others, that is, co-occurring in a number of contexts in the featured discourse.

In addition to closeness, we also use graph distance entropy to measure centrality. This centrality
measure captures which hashtags are uniformly closer to all other hashtags in a connected network.
Combining closeness with graph distance entropy led to successfully identifying words of relevance in
conceptual networks with a few hundreds of nodes [33].

The main idea behind graph distance entropy is that it provides info about the spread of
the distribution of network distances between nodes (i.e., shortest path), a statistical quantity that
cannot be extracted from closeness (which is, conversely, a mean inverse distance). Considering the set
d(i) ≡ (di1, . . . , dij, . . . , diN) of distances between i and any other node j connected to it (1 ≤ j ≤ N)
and Mi = Max(d(i)), then graph distance entropy is defined as:

h(i) = − 1
log(Mi − 1)

Mi−1

∑
k=1

p(i)k logp(i)k , (2)

where pk is the probability of finding a distance equal to k. Therefore, h(i) is a Shannon entropy
of distances and it ranges between 0 and 1. In general, the lower the entropy, the more a node
resembles a star centre [35] and is at equal distances from all other nodes. Thus, nodes with a lower h(i)
and a higher closeness are more uniformly close to all other connected nodes in a network. Words with
simultaneously low graph distance entropy and high closeness were found to be prominent words for
early word learning [35] and mindset characterisation [33].

2.3. Attributing Meaning and Emotions to Focal Hashtags by Using Word Networks

In addition to hashtag networks, we also build word networks obtained from a collection of
tweets containing any combination of the focal hashtags #iorestocasa or #sciacalli and #coronavirus.
For all tweets containing a given set of hashtags, we performed the following:

1. Subdivide the tweet in sentences and delete all stop-words from each sentence, preserving
the original ordering of words;

2. Stem all the remaining words, that is, identify the root or stem composing a given word.
In a language such as Italian, in which there is a number of ways of adding suffixes to words,
word stemming is essential in order to recognise the same word even when it is inflected for
different gender, number or as a verb tense. For instance, abbandoneremo (we will abandon)
and abbandono (abandon, abandonment) both represent the same stem abband;

3. Draw links between a stemmed word and its subsequent one. Store the resulting edge list of
word co-occurrences.
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4. Sentences containing a negation (i.e., “not”) underwent an additional step parsing their syntactic
structure. This was done in order to identify the target of negation (e.g., in “this is not peace”,
the negation refers to “peace”). Syntactic dependencies were not used for network construction
but intervened in emotional profiling, instead (see below).

The resulting word network also captures syntactic dependencies between words [16] related by
online users to a specific hashtag or combination of hashtag. We used closeness centrality to detect
the relevance of words for a given hashtag. Text pre-processing such as word stemming was performed
with the R package Snowball C while syntactic dependencies was performed using Mathematica 11.3,
which was also used to extract networks and compute network metrics.

The presence of hashtags in word networks provided a way of linking words, which express
common language, with hashtags, which express content but also summarise the topic of a tweet.
Consequently, by using this new approach, the meaning attributed by users to hashtags can be inferred
not only from hashtag co-occurrence but also from word networks. An example of MERCURIAL,
featuring hashtag-hashtag and word-word co-occurrences, is reported in Figure 1 (bottom). In this
example, hashtags #coronavirus and #restiamoacasa co-occurred together (left) in tweets featuring many
co-occurring words (right). The resulting word network shows relevant concepts such as “incoraggiamenti”
(English: encouragement) and ”problemi” (English: problems), highlighting a positive attitude towards
facing problems related to the pandemic. More in general, the attribution and reconstruction of such
meaning was explored by considering conceptual relevance and emotional profiling in one or several
word networks related to a given region of a hashtag co-occurrence network.

2.4. Emotional Profiling

As a first data source for emotional profiling, this work also used valence and arousal data
from Warriner and colleagues [41], whose combination can reconstruct emotional states according
to the well-studied circumplex model of affect [31,42]. In psycholinguistics, word valence expresses
how positively/negatively a concept is perceived (equivalently to sentiment in computer science).
The second dimension, arousal, indicates the alertness or lethargy inspired by a concept. Having a high
arousal and valence indicates excitement and joy, whereas a negative valence combined with a high
arousal can result in anxiety and alarm [31]. Finally, some studies also include dominance or potency
as a measure of the degree of control experienced [41]. However, for reasons of conciseness, we focus
on the two primary dimensions of affect: valence and arousal.

Going beyond the standard positive/negative/neutral sentiment intensity is of utmost importance
for characterising the overall online perception of massive events [9]. Beyond the primary affective
dimension of sentiment, the affect associated with current events [12] can also be described in terms
of arousal [43] and of basic emotions such as fear, disgust, anger, trust, joy, surprise, sadness,
and anticipation. These emotions represent basic building blocks of many complex emotional
states [24], and they are all self-explanatory except for anticipation, which indicates a projection into
future events [18]. Whereas fear, disgust, and anger (trust and joy) elicit negative (positive) feedback,
surprise, sadness and anticipation have been recently evaluated as neutral emotions, including both
positive and negative feedback reactions to events in the external world [44].

To attribute emotions to individual words, we use the National Research Council of Canada (NRC)
lexicon [18] and the circumplex model [31]. These two approaches allow us to quantify the emotional
profile of a set of words related to hashtags or combinations of hashtags. The NRC lexicon enlists
words eliciting a given emotion. The circumplex model attributes valence and arousal scores to
words, which in turn determine their closest emotional states. Because datasets of similar size were
not available for Italian, the data from the NRC lexicon and the Warriner norms were translated
from English to Italian using a forward consensus translation of Google Translate, Microsoft Bing
and DeepL translator, which was successfully used in previous investigations with Italian [45].
Although the valence of some concepts might change across languages [41], word stemming related
several scores to the same stem, for example, scores for “studio” (English: “study”) and ”studiare”
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(English: “to study”) were averaged together and the average attributed to the stem root “stud”. In this
way, even if non-systematic cross-language valence shifting introduced inaccuracy in the score for one
word (e.g., “studiare”), averaging over other words relative to the same stem reduced the influence of
such inaccuracy. No statistically significant difference (α = 0.05) was found between the emotional
profiles of 200 Italian tweets, including 896 different stems, and their automatic translations in English,
holding for each dimension separately (z-scores < 1.96).

Then, we build emotional profiles by considering the distribution of words eliciting a given
emotion/valence/arousal and associated to specific hashtags in tweets. Assertive tweets with no negation
were evaluated directly through a bag of words model, that is, by directly considering the words
composing them. Tweets including negations underwent an additional intermediate step where words
syntactically linked to the negation were substituted with their antonyms [46] and then evaluated.
Source-target syntactic dependencies were computed in Mathematica 11.3 and all words targeted by
a negation word (i.e., no, non and nessuno in Italian) underwent the substitution with their antonyms.

To determine whether the observed emotional intensity r(i) of a given emotion in a set S of words
was compatible with random expectation, we perform a statistical test (Z-test) using the NRC dataset.
Remember that emotional intensity here was measured in terms of richness or count of words eliciting
a given emotion in a given network. As a null model, we use random samples as follows: let us
denote by m the number of words stemmed from S that are also in the NRC dataset. Then, m words
from the NRC lexicon are sampled uniformly at random and their emotional profile is compared
against that of the empirical sample. We repeated this random sampling 1000 times for each single
empirical observed emotional profile {r(i)}i. To ensure the resulting profiles are indeed compatible
with a Gaussian distribution, we performed a Kolmogorov-Smirnov test (α = 0.05). All the tests we
performed gave random distributions of emotional intensities compatible with a Gaussian distribution,
characterised by a mean random intensity for emotion i, r∗(i) and a standard deviation σ∗(i). For each
emotion, a z-score was computed:

zi =
r(i)− r∗(i)

σ∗(i) . (3)

In the remainder of the manuscript, every emotional profile incompatible with random expectation
was highlighted in black or marked with a check. Since we used a two-tailed Z-test (with a significance
level of 0.05), this means that an emotional richness can either be higher or lower than random
expectation. Notice that emotional richness and random expectations are different across different
emotions, since in the NRC lexicon there are more words eliciting fear and trust and fewer words
eliciting other emotions like joy or surprise. For this reason, it is important to consider z-scores for
each individual emotion.

3. Results

The investigated corpus of tweets represents a complex multilevel system, where conceptual
knowledge and emotional perceptions are entwined on a number of levels. Tweets are made of text
and include words, which convey meaning [32]. From the analysis of word networks, we can obtain
information on the organisation of knowledge proper of social media users, which is embedded in their
generated content [16]. However, tweets also convey meaning through the use of hashtags, which can
either refer to specific words or point to the overall topic of the whole tweet. Both words and hashtags
can evoke emotions in different contexts, thus giving rise to complex patterns [17]. Similar to words in
natural language, the same hashtags can be perceived and used in language differently by different
users, according to the context.

The simultaneous presence of word- and hashtag-occurrences in tweets is representative
of the knowledge shared by social media users when conveying specific content and ideas.
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This interconnected representation of knowledge can be exploited by simultaneously considering both
hashtag-level and word-level information, since words specify the meaning attributed to hashtags.

In this section we use MERCURIAL to analyse the data collected. We do so by characterising
the hashtag networks, both in terms of meaning and emotional profiles. Precedence is given to hashtags
as they not only convey meaning as individual linguistic units but also represent more general-level
topics characterising the online discourse. Then, we inter-relate hashtag networks with word networks.
Finally, we perform the emotional profiling of hashtags in specific contexts. The combination of word-
and hashtag-networks specifies the perceptions embedded by online users around the same entities,
for example, coronavirus, in social discourses coming from different contexts.

3.1. Conceptual Relevance in Hashtag Networks

The largest connected components of the three hashtag networks included: 1000 hashtags and 8923
links for #italylockdown; 720 hashtags and 5915 links for #sciacalli ; 6665 hashtags and 53395 links
for #italylockdown. All three networks are found to be highly clustered (mean local clustering
coefficient [39] of 0.82) and with an average distance between any two hashtags of 2.1. Only 126 hashtags
were present in all the three networks.

Table 1 reports the most central hashtags included in each corpus of tweets thematically revolving
around #iorestoacasa, #sciacalli and #italylockdown. Two rankings are considered: (i) hashtag
frequency in tweets revolving around a key hashtag, and (ii) closeness centrality, which in here
quantifies the tendency for hashtags to co-occur with other hashtags expressing analogous concepts
and, therefore, are at short network distance from each other (see Section 2). Hashtags with a higher
closeness centrality represent the prominent concepts in the social discourse. This result is similar
to those showing that closeness centrality captures concepts which are relevant for early word
acquisition [40] and production [47] in language. Additional evidence that closeness can capture
semantically central concepts is represented by the closeness ranking, which assigns top-ranked
positions to #coronavirus and #COVID-19 in all three Twitter corpora. This is a consequence of
the corpora being about the COVID-19 outbreak (and of the network metric being able to capture
semantic relevance). Frequency and closeness rankings are only partially correlated, indicating
that the two metrics highlight different hashtags of relevance in social discourse (Kendall τs: 0.213,
p < 10−6, for #iorestoacasa, 0.234, p < 10−6, for #sciacalli and 0.225, p < 10−6, for #italylockdown).

In the hashtag network built around #italylockdown, the most central hashtags are relative to
the coronavirus, including a mix of negative hashtags such as #pandemia (English: “pandemic”)
and positive ones such as #italystaystrong. Frequency misses this combination and highlights only
positive hashtags. Similarly, the hashtag network built around #sciacalli highlighted both positive
(#facciamorete (English: “let’s network”) and negative (#irresponsabili—English: “irresponsible”)
hashtags. However, the social discourse around #sciacalli also featured prominent hashtags from
politics, including references to specific Italian politicians, to the Italian Government, and hashtags
expressing protest and shame towards the acts of a prominent Italian politician. Last but not least,
closeness highlighted as prominent #mascherine or face masks, whereas frequency missed that
hashtag. The social discourse around #iorestoacasa included many positive hashtags, eliciting hope for
a better future and the need to act responsibly (e.g., #andratuttobene - English: “everything will
be fine”, or #restiamoacasa - English: “let’s stay at home”). The most prominent hashtags in
each network (cf. Table 1) indicate the prevalence of a positive social discourse around #iostoacasa
and the percolation of strong political debate in relation to the negative topics conveyed by #sciacalli.
However, we want to extend these punctual observations of negative/positive valences of single
hashtags to the overall global networks. To achieve this, we use emotional profiling.

3.2. Emotional Profiling of Hashtag Networks

Hashtags can be composed of individual or multiple words. By extracting individual words
from the hashtags of a given network, it is possible to reconstruct the emotional profile of the social

65



Big Data Cogn. Comput. 2020, 4, 14

discourse around the focal hashtags #sciacalli, #italylockdown and #iorestoacasa. We tackle this by
using the emotion-based [18] and the dimension based [31] emotional profiles (see Section 2).

Table 1. Top-ranked hashtags in co-occurrence networks based on closeness centrality (bottom)
and word frequency (top). In all three rankings, the most central hashtag was the one defining
the topic (e.g., #italylockdown) and was omitted from the ranking.

Frequency Rank #italylockdown #sciacalli #iorestoacasa

1 iorestoacasa Meloni italylockdown
2 coronavirus SanitaPubblica coronavirus
3 COVID19 Sciacalli italystaystrong
4 Covid19 Salvini COVID19
5 IoRestoACasa coronavirus iostoacasa
6 andratuttobene emergenzaCoronavirus ItaliaZonaRossa
7 restiamoacasa ItaliaViva restiamoacasa
8 grazieanomeditutti Sciacalle CoronaVirusitaly
9 Coronavirus governo Coronavirus
10 coronavirusitalia COVID19 Conte
11 andràtuttobene Coronavirus restaacasa
12 flashmob terroristi coranavirusit
13 covid19italia irresponsabili Covid19
14 litaliachiamò Lega celafaremo
15 Iorestoacasa Berlusconi Italy
16 coronarvirusitalia facciamorete COVID19italia
17 iostoacasa FreeJulianAssange italiazonaprotetta
18 coranavirusitalia Conte pandemia
19 covid19 CoronaVirus coranavirusitalia
20 IORESTOACASA coronavi COVID2019

Closeness Rank #italylockdown #sciacalli #iorestoacasa

1 coronavirus coronavirus iostoacasa
2 COVID19 COVID19 coronavirus
3 ItaliaZonaRossa Salvini COVID19
4 iorestoacasa Lega andratuttobene
5 Covid19 iorestoacasa Covid19
6 Italia Conte restiamoacasa
7 italystaystrong facciamorete quarantena
8 Italy Governo COVID2019
9 pandemia COVID2019 COVID19italia
10 COVID2019 Meloni iorestoincasa
11 coronavirusitalia Covid19 coronarvirusitalia
12 italiazonaprotetta 6marzo italia
13 restiamoacasa coronvirusitalia andràtuttobene
14 lockdown mascherine covid19italia
15 iostoacasa zonarossa pandemia
16 coronarvirusitalia Salvinivergognati coranavirusitalia
17 coranavirusitalia Coronavirus CoronaVirusitaly
18 CoronaVirusitaly coranavirusitalia covid19
19 Conte irresponsabili Italia
20 COVID19italia restiamoacasa coronavirusitalIa

The emotional profiles of hashtags featured in co-occurrence networks are reported in Figure 2
(top). The top section of the figure represents perceived valence and arousal represented as a circumplex
model of affect [31]. This 2D space or disk is called emotional circumplex and its coordinates represent
emotional states that are well-supported by empirical behavioural data and brain research [31].
As explained also in the figure caption, each word is endowed with an (x, y) coordinate expressing
its perceived valence (x) and arousal (y). Different points indicate different emotional combinations.
For instance, (1,0) is the point of maximum/positive valence and zero arousal, that is, calmness; (0,−1)
is the point of zero valence and minimum arousal, that is, lethargy; (−0.6,+0.6) represents a point of
strong negative valence and positive arousal, that is, alarm.

Figure 2 reports the emotional profiles of all hashtags featured in co-occurrence networks for
#italylockdown (left), #sciacalli (middle) and #iorestoacasa (right). To represent the interquartile
range of all words for which valence/arousal rating are available, we use a neutrality range.
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Histograms falling outside of the neutrality range indicate specific emotional states expressed by
words included within hashtags (e.g., #pandemia contains the word “pandemia” with negative
valence and high arousal).

3.2.1. Emotional Profiling of Hashtag Networks through the Circumplex Model

In Figure 2 (left, top), the peak of the emotional distribution for hashtags associated with
#italylockdown falls within the neutrality range. This finding indicates that hashtags co-occurring
with #italylockdown, a neutral hashtag by itself, were also mostly emotionally neutral conceptual
entities. Despite this main trend, the distribution also features deviations from the peak mostly in
the areas of calmness and tranquillity (positive valence, lower arousal) and excitement (positive valence,
higher arousal). Weaker deviations (closer to the neutrality range) were present also in the area of anxiety.

Figure 2. Emotional profiles of all hashtags featured in co-occurrence networks for #italylockdown
(left), #sciacalli (middle) and #iorestoacasa (right). Top: Circumplex emotional profiling. All hashtags
representing one or more words were considered. For each word, valence (x-coordinate) and arousal
(y- coordinate) scores were attributed (Section 2) resulting in a 2D density histogram (yellow overlay)
relative to the probability of finding an hashtag in a given location in the circumplex, the higher
the probability the stronger the colour. Regions with the same probabilities are enclosed in grey
lines. A neutrality range indicates where 50% of the words in the underlying valence/arousal
dataset would fall and it thus serves as a reference value for detecting abnormal emotional
profiles. Distributions falling outside of this range indicate deviations from the median behaviour
(i.e., interquartile range, see Section 2). Middle and Bottom: NRC -based emotional profiling, detecting
how many hashtags inspired a given emotion in a hashtag network. Emotions are colour-coded: red
indicates negative emotions while blue and grey indicate positive and neutral emotions, respectively.
Results are normalised over the total number of hashtags in a network. Emotions incompatible with
random expectation (|z − score| > 1.96) were marked with a tick. Z-scores based on random samplings
are reported at the bottom, together with the rejection region (grey overlay).

67



Big Data Cogn. Comput. 2020, 4, 14

This reconstructed emotional profile indicates that the Italian social discourse featuring
#italylockdown was mostly calm and quiet, perceiving the lockdown as a positive measure for
countering responsibly the COVID-19 outbreak.

Not surprisingly, the social discourse around #sciacalli shows a less prominent positive emotional
profile, with a higher probability of featuring hashtags eliciting anxiety, negative valence and increased
states of arousal, as it can be seen in Figure 2 (center, top). This polarised emotional profile represents
quantitative evidence for the coexistence of mildly positive and strongly negative content within
the online discourse labelled by #sciacalli. This is further evidence that the negative hashtag #sciacalli
was indeed used by Italian users to denounce or raise alarm over the negative implications of
the lockdown, especially in relation to politics and politicians’ actions. However, the polarisation
of political content and debate over social media platforms has been encountered in many other
studies [12,13,22] and cannot be attributed to the COVID-19 outbreak only.

Finally, Figure 2 (top right) shows that positive perception was more prominently reflected in
the emotional profile of #iorestoacasa, which was the hashtag massively promoted by the Italian
Government for supporting the introduction of the nationwide lockdown in Italy. The emotional
profile of the 6000 hashtags co-occurring with #iorestoacasa indicate a considerably positive and calm
perception of domestic confinement, seen as a positive tool to stay safe and healthy. The prominence of
hopeful hashtags in association with #iorestoacasa, as reported in the previous subsection, indicate that
many Italian Twitter users were serene and hopeful about staying at home at the start of lockdown.

3.2.2. Emotional Profiling of Hashtag Networks through Basic Emotions

Hashtag networks were emotionally profiled not only by using the circumplex model (see above)
but also by using basic emotional associations taken from the NRC Emotion lexicon (Figure 2, bottom).
Across all hashtag networks, we find a statistically significant peak in trust (z-scores > 1.96 ), analogous
of the peaks close to emotions of calmness and serenity an observed in the circumplex models.
However, hashtag networks included also negative emotions like fear, which is a natural human
response to unknown threats and were observed also with the circumplex representations. All networks
featured less disgust eliciting words than random expectation. The intensity of fearful, alarming
and angry emotions is stronger in the #sciacalli hashtag network, which was used by social users to
denounce, complain and express alertness about the consequences of the lockdown.

In addition to the politically-focused jargon highlighted by closeness centrality alone,
by combining closeness with graph distance entropy (see Section 2 and Reference [33]) we identify
other topics which are uniformly at short distance from others in the social discourse around
#sciacalli, such as: #mascherine (English: “protective masks”, which was also ranked high by using
closeness only), #amuchina (the most popular brand, and synonym of, hand sanitiser), #supermercati
(English: “supermarkets”). This result suggests an interesting interpretation of the negative emotions
around #sciacalli. Beside the inflaming political debate and the fear of the health emergency, in fact,
a third element emerges: Italian twitter users feared and were angry about the raiding and stockpiling
of first aid items, symptoms of panic-buying in the wake of the lockdown.

3.3. Assessing Conceptual Relevance and Emotional Profiles of Hashtags via Word Networks

The above comparisons indicate consistency between dimension-based (i.e., the circumplex)
and emotion-specific emotional profiling. Since the latter offers also a more precise categorisation
of words in emotions, we will focus on emotion-specific profiling. Importantly, to fully understand
the emotional profiles outlined above, it is necessary to identify the language expressed in tweets using
a given combination of hashtags (see also Figure 1, bottom). As the next step of the MERCURIAL
analysis, we gather all tweets featuring the focal hashtags #italylockdown, #sciacalli, or #iorestoacasa
and any of their co-occurring hashtags and build the corresponding word networks, as explained in
the Methods. Closeness centrality over these networks provided the relevance of each single word in
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the social discourse around the topic identified by a hashtag. Only words with closeness higher than
the median were reported.

Figure 3 shows the cloud of words appearing in all tweets that include #sciacalli,
displayed according to their NRC emotional profile. Similar to the emotional profile extracted
from hashtags co-occurring with #sciacalli, the words used in tweets with this hashtag also display
a polarised emotional profile with high levels of fear and trust. Thanks to the multi-layer analysis,
this dichotomy can now be better understood in terms of the individual concepts eliciting it.

Figure 3. Emotional profile and word cloud of the language used in tweets with #sciacalli. Words are
organised according to the emotion they evoke. Font size is larger for words of higher closeness
centrality in the word co-occurrence network relative to the hashtag (see Section 2). Every emotion
level incompatible with random expectation is highlighted with a check mark. Emotions are
colour-coded: red indicates negative emotions, while blue and grey indicate positive and neutral
emotions, respectively.

By using closeness on word networks, we identified concepts such as “competente”
(English: “competent”), “continua” (English: “continue”, “keep going”), and ”comitato”
(English: “committee”) to be relevant for the trust-sphere. These words convey trust in the expert
committees appointed by the Italian Government to face the pandemic and protect the citizens.
We find that other prominent words contributing to make the discourse around #sciacalli trustful
are “aiutare” (English: “to help”), “serena” (English: “serene”), “rispetto” (English: “respect”)
and ”verità” (English: “truth”), which further validate a trustful, open-minded and fair perception
of the political and emergency debate outlined above. This perception was mixed with negative
elements, mainly eliciting fear but also sadness and anger. The jargon of a political debate emerges
in the word cloud of fear: “difficoltà‘ (English: “difficulty”), “criminale” (English: “criminal”),
“dannati” (English: “scoundrel”), “crollare” (English: “to break down”), “banda” (English: “gang”),
“panico” (English: “panic”) and ”caos” (English: “chaos”). These words indicate that Twitter users
felt fear directed to specific targets. A speculative explanation for exorcising fear can be finding
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a scapegoat and then target it with anger. The word cloud of such emotion supports the occurrence
of such phenomenon by featuring words like “denuncia” (English: “denouncement”), “colpevoli”
(English: “guilty”), “vergogna” (English: “shame”), “combattere” (English: “to fight”) and ”colpa”
(English: “blame”). The above words are reflected also in other emotions like sadness, which features
also words like “cadere” (English: “to fall”) and ”miseria” (English: “misery”, “out of grace”).

These prominent words in the polarised emotional profile of #sciacalli, suggest that Twitter users
feared criminal behaviour, possibly related to unwise political debates or improper stockpiling of
supplies (as showed by the hashtag analysis). Our findings also suggest that the reaction to such fearful
state, which also projects sadness about negative economic repercussions, was split into a strong,
angry denounce of criminal behaviour and messages of trust for the order promoted by competent
organisations and committees. It is interesting to note that, according to Ekman’s theory of basic
emotions [24], a combination of sadness and fear can be symptomatic of desperation, which is a critical
emotional state for people in the midst of a pandemic-induced lockdown.

The same analysis is reported in Figure 4 for the social discourse of #italylockdown (top)
and #iorestoacasa (bottom). In agreement with the circumplex profiling, for both #italylockdown
and #iorestoacasa the intensity of fear is considerably lower than trust.

However, when investigated in conjunction with words, the overall emotional profile of
#italylockdown appears to be more positive, displaying higher trust and joy and lower sadness,
than the emotional profile of #iorestoacasa. Although the difference is small, this suggests that
hashtags alone are not enough to fully characterise the perception of a conceptual unit, and should
always be analysed together with the natural language associated to them.

The trust around #italylockdown comes from concepts like “consigli” (English: “tips”,
“advice”), “compagna” (English: “companion”, “partner”), “chiara” (English: “clear”), “abbracci”
(English:”hugs”) and ”canta” (English: “sing”). These words and the positive emotions they
elicit suggest that Italian users reacted to the early stages of the lockdown with a pervasive sense
of commonality and companionship, reacting to the pandemic with externalisations of positive
outlooks for the future, for example, by playing music on the balconies. This phenomenon
was also mimicked in other countries later, and extensively reported by traditional media,
see https://tinyurl.com/balconicovid, Last Access: 20 April 2020).

Interestingly, this positive perception co-existed with a more complex and nuanced one.
Despite the overall positive reaction, in fact, the discourse on #italylockdown also shows fear for
the difficult times facing the contagion (”contagi”) and the lockdown restrictions (”restrizioni”),
and also anger, identifying the current situation as a fierce battle (”battaglia”) against the virus.

The analysis of anticipation, the emotional state projecting desires and beliefs into the future,
shows the emergence of concepts such as “speranza” (English: “hope”), “possibile” (English: “possible”)
and ”domani” (English: “tomorrow”), suggesting a hopeful attitude towards a better future.

The social discourse around #iorestoacasa brought to light a similar emotional profile,
with a slightly higher fear towards being quarantined at home (quarantena (English: “quarantine”),
comando (English: “command”, “order”, emergenza (English: “emergency”). Both surprise and sadness
were elicited by the the word “confinamento” (English: “confinement”), which was prominently
featured in the network structure arising from the tweets we analysed.

In summary, the above emotional profiles of hashtags and words from the 101,767 tweets suggest
that Italians reacted to the lockdown measure with:

1. a fearful denunciation of criminal acts with political nuances and sadness/desperation about
negative economic repercussions (from #sciacalli );

2. positive and trustful externalisations of fraternity and affect, combined with hopeful attitudes
towards a better future (from #italylockdown and #iorestoacasa);

3. a mournful concern about the psychological weight of being confined at home, inspiring sadness
and disgust towards the health emergency (from #iorestoacasa).
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Figure 4. Emotional profile and word cloud of the language used in tweets with #italylockdown (top)
and #iorestoacasa (bottom). Words are organised according to the emotion they evoke. Font size is
larger for words of higher closeness centrality in the word co-occurrence network relative to the hashtag
(Section 2). Every emotional richness incompatible with random expectation is highlighted with a check
mark. Emotions are colour-coded: red indicates negative emotions, while blue and grey indicate
positive and neutral emotions, respectively.
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3.4. Hashtag Co-Occurrence Contextually Influences Hashtag Emotional Profiles

In the previous section we showed our findings on how Italians perceived the early days of
lockdown on social media. But what about their perception of the ultimate cause of such lockdown,
COVID-19? To better reconstruct the perception of #coronavirus, it is necessary to consider the different
contexts where this hashtag occurs. Figure 5 displays the reconstruction of the emotional profile of
words used in tweets with #coronavirus and either #italylockdown, #sciacalli, or #iorestoacasa.

Figure 5. Left: Emotional profiles with the NRC lexicon of the words occurring in tweets with
the hashtag #coronavirus when it co-occurs with #italylockdown (outer circle), #sciacalli (middle circle)
and #iorestoacasa (inner circle). Right: The same emotional profiles detected through the valence/arousal
emotional circumplex. Every emotional richness incompatible with random expectation is highlighted
with a check mark.

Our results suggest that the emotional profiles of language used in these three categories of tweets
are different. For example, when considering tweets including #sciacalli, which the previous analysis
revealed being influenced by political and social denounces of criminal acts, #coronavirus is perceived
with a more polarised fear/trust dichotomy.

Although #coronavirus was perceived as trustful as random expectations when co-occurring with
#sciacalli (z-score: 1.69 < 1.96), it was perceived with significantly higher trust when appearing in
tweets with #iorestoacasa (z-score: 3.05 > 1.96) and #italylockdown (z-score: 3.51 > 1.96). To reinforce
this picture, the intensity of fear towards #coronavirus was statistically significantly lower than
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random expectation in the discourse of #iorestoacasa (z-score: −2.35 < −1.96) and #italylockdown
(z-score: −3.01 < −1.96).

This difference is prominently reflected in both the circumplex model (Figure 5, right) and the
NRC emotional profile (Figure 5, left), although in the latter both emotional intensities are compatible
with random expectation. These quantitative comparisons provide data-driven evidence that Twitter
users perceived the same conceptual entity, that is, COVID-19, with a higher trust when associating it
to concrete means for hampering pathogen diffusion like lockdown and house confinement, and with
a higher fear when denouncing the politics and economics behind the pandemic.

However, social distancing, lockdown and house confinement clearly do not have only positive
sides. Rather, as suggested by our analysis, they bear complex emotional profiles, where sadness,
anger and fear towards the current situation and future developments have been prominently
expressed by Italians on social media.

4. Discussion

This study delved into the massive information flow of Italian social media users in reaction to
the declaration of the pandemic status of COVID-19 by WHO, and the announcement of the nationwide
lockdown by the Italian Government in the first half of March 2020. We explored the emotional profiles
of Italians during this period by analysing the social discourse around the official lockdown hashtag
promoted by the Italian Government (#iorestoacasa), together with a most trending hashtag of social
protest (#sciacalli ), and a general hashtag about the lockdown (#italylockdown).

The fundamental premise of this work is that social media opens a window on the minds of
millions of people [17]. Monitoring social discourse on online platforms provides unprecedented
opportunities for understanding how different categories of people react to real world events [9,12,15].

4.1. Impact of Cognitive Network Science for Social Media Analysis

Here we introduced a new framework, Multi-layer Co-occurrence Networks for Emotional
Profiling (MERCURIAL), which is based on cognitive network science and that allowed us to:

(i) quantitatively structure social discourse as a multi-layer network of hashtag-hashtag
and word-word co-occurrences in tweets;

(ii) identify prominent discourse topics through network metrics backed up by cognitive
interpretation [14];

(iii) reconstruct and cross-validate the emotional profile attributed to each hashtag or topic of
conversation through the emotion lexicon and the circumplex model of affect from social psychology
and cognitive neuroscience [31].

Our interdisciplinary framework provides a first step in combining network and cognitive science
principles to quantify sentiment for specific topics. Our analysis also included extensive robustness
checks (e.g., selecting words based on different centrality measures, statistical testing for emotions),
further highlighting the potential of the framework.

The analysis of concept network centrality identified hashtags of political denounce and protest
against irrational panic buying (e.g., face masks and hand sanitiser) around #sciacalli but not in
the hashtag networks for #italylockdown and #iorestoacasa. Our results also suggest that the social
discourse around #sciacalli was further characterised by fear, anger, and trust, whose emotional
intensity was significantly stronger than random expectation. We also found that the most prominent
concepts eliciting these emotions revolve around social denounce (anger), concern for the collective
well-being (fear), and the measures implemented by expert committees and authorities (hope).
This interpretation is supported also by Plutchik’s wheel of emotions [23], according to which
combinations of anger, disgust and anticipation can be symptoms of aggressiveness and contempt.
However, within Plutchik’s wheel, trust and fear are not in direct opposition.
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4.2. Evidence for Emotional Polarisation around COVID-19

The polarisation of positive/negative emotions observed around #sciacalli might be a direct
consequence of a polarisation of different social users with heterogeneous beliefs, which is
a phenomenon present in many social systems [22] but is also strongly present in social media
through the creation of echo chambers enforcing specific narratives and discouraging the discussion of
opposing views [2,10,11,13,48].

Emotional polarisation might therefore be a symptom of a severe lack of social consensus across
Italian users in the early stages of the lockdown induced by COVID-19. In social psychology, social
consensus is a self-built perception that the beliefs, feelings, and actions of others are analogous
to one’s own [49]. Destabilising this perception can have detrimental effects such as reducing
social commitment towards public good or even lead to a distorted perception of society, favouring
self-distrust and even conditions such as social anxiety [49]. Instead, acts such as singing from
the balconies together can reduce fear and enhance self-trust [43], as well as promote commitment
and social bonding [50], which is also an evolutionary response to help coping with a threat, in this
case a pandemic, through social consensus. When interpreted under the lens of social psychology,
the flash mobs documented by traditional media and identified here as relevant by semantic network
analysis for #italylockdown and #iorestoacasa become important means of facing the distress induced
by confinement [43,49,50].

4.3. Implications of the Detected Anger and Fear over Self-Awareness and Violence

Anger and fear permeated not only #sciacalli but were found, to a lesser extent, also in association
with other hashtags such as #iorestoacasa or #italylockdown. Recent studies (cf. Reference [51]) found
that anger and fear can drastically reduce individuals’ sense of agency, a subjective experience of being
in control of our own actions, linking this behavioural/emotional pattern also to alteration in brain
states. In turn, a reduced sense of agency can lead to losing control, potentially committing violent,
irrational acts [51]. Consequently, the strong signals of anger and fear detected here represent red flags
about a building tension manifested by social users which might contribute to the outbreak of violent
acts or end up in serious psychological distress due to lowered self-control.

One of the most direct implications of the detected strong signals of fear, anger and sadness
is represented by increased violent behaviour. In cognitive psychology, the General Aggression
Model (GAM) [52] is a well-studied model for predicting and understanding violent behaviour as
the outcome of a variety of factors, including personality, situational context and the personal internal
state of emotion and knowledge. According to GAM, feeling emotions of anger in a situation of
confinement can strongly promote violent behaviour. In Italy, the emotions of anger and anxiety we
detected through social media are well reflected in the dramatic rise in reported cases of domestic
violence. For instance, the anti-violence centers of D.i.Re (Donne in Rete Contro la Violenza) reported
an anomalous increase of +74.5% in the number of women looking for help for domestic violence
in March 2020 in Italy (see the official report in Italian https://tinyurl.com/direcontrolaviolenza,
Last Access: 20 April 2020). Hence, monitoring social media can be insightful about potential tensions
mediated and discussed by large populations, a topic in need for further research and with practical
prominent repercussions for fighting COVID-19.

4.4. Contextual Shifts in Emotions around the Novel Coronavirus

As discussed, we found the hashtag #coronavirus to be central across all considered hashtag
networks. However, our analysis outlined different emotional nuances of #coronavirus across
different networks. In psycholinguistics, contextual valence shifting [53] is a well-known phenomenon
whereby the very same conceptual unit can be perceived wildly differently by people according to
its context. This phenomenon suggests the importance of considering words in a contextual manner,
by comparison to each other, as it was performed in this study, rather than alone. Indeed, contexts can
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change the meaning and emotional perception of many words in language. We showed here that
the same connotation shifting phenomenon [53] can happen also for hashtags. Online users perceived
#coronavirus with stronger intensities of trust and lower fear (than random expectation) when using
that hashtag in the context of #iorestoacasa and #italylockdown, but not when associated to #sciacalli.
This shifting underlines the importance of considering contextual information surrounding a hashtag
in order to better interpret its nuanced perception. To this aim, cognitive networks represent a powerful
tool, providing quantitative metrics (such as graph distance entropy) that would be otherwise not
applicable with mainstream frequency approaches in psycholinguistics.

4.5. Limitations and Future Research

MERCURIAL facilitates a quantitative characterisation of the emotions attributed to hashtags
and discourses. Thanks to a better contextualisation of words by using hashtag-word multi-layer
networks, MERCURIAL can also be used for all those tasks that are normally undertaken in NLP
and revolve around gauging emotions from textual data. Some applications of MERCURIAL could
include (but are not limited to) characterising emotional reactions to specific events, anticipate potential
unrest or violence, or monitor the political discourse before an election.

Nonetheless, it is important to bear in mind that the analysis we conducted relies on some
assumptions and limitations. For instance, following previous work [12], we built unweighted
and undirected networks, neglecting information on how many times hashtags co-occurred. Including
these weights would be important for detecting communities of hashtags, beyond network centrality.
Notice that including weights would come at the cost of not being able to use graph distance entropy,
which is defined over unweighted networks and was successfully used here for exposing the denounce
of panic buying in #sciacalli. Another limitation is relative to the emotional profiling performed
with the NRC lexicon, in which the same word can elicit multiple emotions. Since we measured
emotional intensity by counting words eliciting a given emotion (plus the negations, see Section 2),
a consequence was the repetition of the same words across the sectors of the above word clouds.
Building or exploiting additional data about the predominance of a word in a given emotion would
enable us to identify words which are peripheral to a given emotion, reduce repetitions and offer even
more detailed emotional profiles. Recently, forma mentis networks [30,33] have been introduced as
a method to detect the organisation of positive/negative words in the mindsets of different individuals.
A similar approach might be followed for emotions in future research. Acting upon specific emotions
rather than using the circumplex model would also solve another problem, in that the attribution of
arousal to individual words is prone to more noise, even in mega-studies, compared to detecting word
valence [54]. Notice also that the current analysis used uniform random sampling in the NRC lexicon
for obtaining z-scores. This reference model keeps into account that some emotions might be elicited
by fewer/more words than others but it also neglects potential idiosyncratic biases in the Italian twitter
discourse. These biases should be detected and cross-validated through massive amounts of Italian
twitter messages, beyond the dataset gathered here. The public release of massive multi-language
datasets including Italian and reporting the COVID-19 Twitter discourse would enable more refined
null models controlling also for idiosyncratic word under- or super-representation.

Another limitation is that emotional profiles might fluctuate over time. The insightful results
outlined and discussed here were aggregated over a short time window, thus reducing the impact of
aggregation itself. Future analyses on longer time windows should adopt time-series for investigating
emotional patterns, addressing key issues like non-stationary tweeting patterns over time and statistical
scarcity due to tweet crawling (see also Reference [12]). The current analysis has focused on aggregated
tweets, but previous studies have shown both stable individual and intercultural differences in
affect [55], especially for dimensions such as arousal. Similarly, some emotions are harder to measure
than others, which might affect reliability and thus underestimate their contribution. The current
approach estimates emotional profiles on the basis of a large set of words, which will reduce some
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language-specific differences. The collection of currently missing large-scale Italian normative datasets
for lexical sentiment could further improve the accuracy of the findings.

This study approaches the relation between emotions and mental distress mostly from
the perspective that attitudes and emotions of the author are conveyed in the linguistic content.
However, the emotion profile might also have implications for readers as well, as recent
research suggests that even just reading words of strong valence/arousal can have deep somatic
and visceral effects, for example, raising heart beat or promoting involuntary muscle tension [56].
Furthermore, authors and readers participate in an information network, and quantifying which
tweets are liked or retweeted depending on the structure of social network can provide further insight
on their potential impact [4,10,12,22,57], which calls for future approaches merging social networks,
cognitive networks and emotional profiling.

Finally, understanding the impact of nuanced emotional appraisals would also benefit from
investigating how these are related to behavioural and societal outcomes including the numbers of
the contagion (e.g., hospitalisations, death rate, etc.) and compliance with physical distancing [58].

5. Conclusions

Given the massive attention devoted to the COVID-19 pandemic by social media, monitoring
online discourse can offer an insightful thermometer of how individuals discussed and perceived
the pandemic and the subsequent lockdown. Our MERCURIAL framework offered quantitative
readings of the emotional profiles among Italian twitter users during early COVID-19 diffusion.
The detected emotional signals of political and social denounce, the trust in local authorities,
the fear and anger towards the health and economic repercussions, and the positive initiatives of
fraternity, all outline a rich picture of emotional reactions from Italians. Importantly, the psychological
interpretation of MERCURIAL’s results identified early signals of mental health distress and antisocial
behaviour, both linked to violence and relevant for explaining increments in domestic abuse. Future
research will further explore and consolidate the behavioural implications of online cognitive
and emotional profiles, relying on the promising significance of our current results. Our cognitive
network science approach offers decision-makers the prospect of being able to successfully detect
global issues and design timely, data-informed policies. Especially under a crisis, when time constraints
and pressure prevent even the richest and most organised governments from fully understanding
the implications of their choices, an ethical and accurate monitoring of online discourses and emotional
profiles constitutes an incredibly powerful support for facing global threats.

6. Data Availability

The IDs of the tweets analysed in this study are available on the Open Science Foundation
repository: https://osf.io/jy5kz/.
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Abstract: During the COVID-19 pandemic, many research studies have been conducted to examine the
impact of the outbreak on the financial sector, especially on cryptocurrencies. Social media, such as
Twitter, plays a significant role as a meaningful indicator in forecasting the Bitcoin (BTC) prices. However,
there is a research gap in determining the optimal preprocessing strategy in BTC tweets to develop
an accurate machine learning prediction model for bitcoin prices. This paper develops different text
preprocessing strategies for correlating the sentiment scores of Twitter text with Bitcoin prices during
the COVID-19 pandemic. We explore the effect of different preprocessing functions, features, and time
lengths of data on the correlation results. Out of 13 strategies, we discover that splitting sentences,
removing Twitter-specific tags, or their combination generally improve the correlation of sentiment
scores and volume polarity scores with Bitcoin prices. The prices only correlate well with sentiment
scores over shorter timespans. Selecting the optimum preprocessing strategy would prompt machine
learning prediction models to achieve better accuracy as compared to the actual prices.

Keywords: sentiment analysis; Twitter; COVID-19; VADER scoring; correlation

1. Introduction

Recent research studies have emerged that involve the impact of COVID-19 on the financial market,
including cryptocurrencies [1–8]. It was illustrated that Bitcoin is not a safe haven [1,2]. A correlation
between Bitcoin and the stock market is observed in [3,4]. In [5], authors performed a dynamic
correlation analysis that illustrated that Bitcoin could not hedge the US stocks’ extraordinary tail
risk. The co-movement between Bitcoin and daily data of COVID-19 world deaths is examined in [6].
The herding behavior in the cryptocurrency market has been explored in [7]. The association between
the stock market volatility and policy responses to the COVID-19 outbreak is studied in [8]. Previous
work before the pandemic has used various machine learning algorithms to predict the bitcoin price.
In [9], Arti Jain et al. attempted to predict the prices of Bitcoin and Litecoin two hours in advance based
on the sentiments expressed in current tweets. They investigated if social factors could predict the
prices of cryptocurrencies. They used a Multiple Linear Regression (MLR) model to predict a bihourly
average price from the number of positive, neutral, and negative tweets accumulated every two
hours. Symeonidis et al. compared the significance of different preprocessing techniques for sentiment
analysis of tweets [10]. They used four different machine learning algorithms, Linear Regression,
Bernoulli Naïve Bayes, Linear Support Vector Machine, and a Convolutional Neural Network to
classify tweets as positive, negative, or neutral sentiment. They tested 16 different preprocessing
techniques in isolation. They recommended using lemmatization, replacing repeated punctuation,
replacing contractions, or removing numbers. They identified the five most impactful techniques for
use in a second. Based on their results, they suggested replacing URLs and user mentions, replacing
contractions, replacing repeated punctuation, and lemmatization for a neural network classification
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model. Ibrahim et al. [11] provided a predictive model to the BTC prices using Bayesian autoregression
models. In Tan and Kashef [12], a comparative study between various BTC prediction models is
performed, showing the Multi-Layer Perceptron (MLP) efficiency in forecasting the Bitcoin price.
None of the above research studies have examined the impact of the emotions expressed about bitcoin
on social media platforms, such as Twitter, during the COVID-19 outbreak. The preprocessing of
tweets is a significant challenge in providing and building an acute prediction model. Feeding text
data that do not correlate well with Bitcoin to a prediction model will not allow the right forecasting of
Bitcoin’s behavior. The purpose of this paper is to perform a complete Valence Aware Dictionary and
sEntiment Reasoner (VADER)-based sentiment analysis of BTC tweets during the era of COVID-19
to identify the role of different preprocessing strategies in predicting Bitcoin prices. The sentiment
analysis includes converting tweet text into a sentiment score that is representative of its emotion.
Such a task is suited to VADER, a lexicon and rule-based sentiment analysis tool that can deal with the
syntax usually adopted on social media. We developed 13 different preprocessing strategies for BTC
tweets. To rank the preprocessing strategy’s effectiveness, an overall correlation value, the Average
Feature Correlation Magnitude (AFCM), is constructed. For each strategy, the correlation values of
all optimum features are averaged by their absolute value. The optimum preprocessing strategies
are quantified using VADER scoring systems. The VADER score is used to match the actual BTC
price trend. Among all strategies, it was found that splitting sentences, removing Twitter-specific
tags, or their combination generally improve the correlation of sentiment scores and volume polarity
scores with Bitcoin prices. The rest of this paper is organized as follows: In Section 2, a discussion on
sentiment analysis is presented; Section 3 presents related work on tweets sentiments. In Section 4,
a Complete Sentiment Analysis using VADER scoring of BTC Tweets during the era of COVID-19 is
discussed; Section 5 concludes the paper and provides future research directions.

2. Sentiment Analysis

In this section, some of the well-known sentiment analysis methods are discussed,
including VADER [13], Word2vec [14], TFIDF [15], and N-grams [16].

2.1. Valence Aware Dictionary and sEntiment Reasoner (VADER)

VADER is a lexicon- and rule-based sentiment analysis tool that can handle words, abbreviations,
slang, emoticons, and emojis commonly found in social media [13]. It is typically much faster than
machine learning algorithms, as it requires no training [13,17]. Each body of text produces a vector
of sentiment scores with negative, neutral, positive, and compound polarities [13]. The negative,
neutral, and positive polarities are normalized to be between 0 and 1. The compound polarity can be
thought of as an aggregate measure of all the other sentiments, normalized to be between −1 (negative)
and 1 (positive).

2.2. Word to Vector (Word2vec)

In the Word2vec method, embedding words are designed as vectors made of real-valued
numbers [14]. These vectors preserve both the syntactic regularity by making similar words have
similar vectors and the semantic regularity between word pairs through vector algebra. For example,
the word vector for “man” subtracted from the word vector for “king” and added to the word vector
for “woman” produces something very similar to the word vector for “queen”. Such vectors provide
a way of translating words to numbers for train machine learning algorithms while preserving the
relationships between words. Word2vec was initially developed by Tomas Mikolov et al. [14] to produce
high-quality word vectors more efficiently than conventional means. A shallow feed-forward neural
network trains weights with only input, projection, and output layers as word vectors. Two different
network architectures, CBOW and Skip-gram, were used to generate the word vectors. CBOW is
optimized to guess a target word from adjacent words in the text, while Skip-gram is optimized to
guess adjacent words surrounding a target word.
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2.3. Term Frequency-Inverse Document Frequency (TF-IDF)

The TFIDF approach finds keywords for each document in a collection of documents [15,16,18].
It assigns a number to each word in a document based on how frequently it appears in that document
and how many documents use it. The “term-frequency” of a word is the number of times that word
appears in a document, while the “document frequency” is the number of documents that contain that
word [18]. The “inverse document frequency” of a word is the natural logarithm of the total number of
documents divided by the word’s “document frequency”. Each word is assigned a TFIDF score by
multiplying the word’s “term frequency” by its “inverse document frequency”.

2.4. N-Gram

N-gram is a model describing the identification of all groups of n adjacent words in a body of
text [16]. For example, all adjacent triplets’ words in the sentence “Mary had a little lamb” are “Mary
had a”, “had a little”, and “a little lamb”. These groupings are known as trigrams. However, groupings
can be defined for any integer size. Unigrams, or single word groups, would include “Mary”, “had”,
“a”, “little,”, and “lamb”. Bigrams, or pairs of words, would include “Mary had”, “had a”, “a little”,
and “little lamb”. Using bigger n-grams in a sentiment dictionary may help improve the accuracy of
sentiment analysis when handling negations.

3. Related Work and Background

In [19], a correlation between sentiment analysis using current Bitcoin tweets and future Bitcoin price
fluctuations was investigated. Based solely on sentiment changes, the naive prediction model achieves
83% accuracy with very few predictions. Authors in [20] show that Twitter sentiment and message
volume could predict the price fluctuations of multiple cryptocurrencies, while Twitter bot accounts
could potentially spread cryptocurrency misinformation. A modified VADER algorithm classified the
tweet sentiments of nine cryptocurrencies’ as buying, holding, or selling. Their experimental outcome
showed that the daily intervals of Twitter sentiments and message volumes are stronger predictors than
the buying to selling ratio. T. R. Li et al. [21] have attempted to demonstrate that Twitter’s sentiments help
in predicting cryptocurrency price changes. They have trained an Extreme Gradient Boosting Regression
tree model (XGBoost) with Twitter sentiments to predict price changes. Six hourly variables for positive,
negative, neutral, unweighted, retweet weighted sentiments, and trading volume were produced
from the collected datasets. In [22], The VADER sentiment analysis algorithm was used to assign
each tweet a compound sentiment score based on how positive, negative, or neutral their words were.
The final sentiment score factored in the number of Twitter followers, likes, and retweets associated
with each tweet. The current closing price of Bitcoin, final sentiment score, and the moving average of
the last 100 data points were used as input variables for the model. C. Kaplan et al. [23] researched if
rumors and speculation in social media can influence cryptocurrencies and price changes. Precisely,
they gauged the dependence between the unstable cryptocurrency prices on Twitter sentiments. The six
cryptocurrencies chosen were Agrello, Bread, Bytecoin, Digibyte, Doge coin, and Icos. Regression
analysis was performed to test the dependence of daily cryptocurrency prices on daily Twitter sentiment.
Significance F and R2 values were calculated for each cryptocurrency. Bread and Bytecoin showed the
lowest R2 scores, while other coins had scores above 0.22. Agrello, Bytecoin, and Icos all had prominent
F scores below 0.05. They concluded that some unstable cryptocurrencies might show dependence
on Twitter sentiments. Sailunaz and Alhajj [24] created user recommendations for Twitter Users or
topics. They showed that analyzing the full text from tweets proved to be better than exploring full text
from tweets with only nouns, adjectives, verbs, and adverbs (NAVA). Their work involved providing
sentiment scores, a reply network, and a follower network from the tweets to estimate machine learning
recommendations. A Naïve Bayes classifier proved to work better than a Support Vector Machine
(SVM) or a Random Forest (RF) under k-fold cross-validation [25]. The sentiment scores of the full text
were a minimum of 5% better than NAVA text under 3-, 5-, and 10-fold cross-validation. The best score
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was 66.86%, obtained from the 10-fold cross-validation of a Naïve Bayes classifier on full text. Hanjia
Lyu et al. [26] characterized Twitter users who use controversial terms when mentioning COVID-19 on
Twitter and trained various machine learning algorithms for classifying users.

4. A Complete Sentiment Analysis of BTC Tweets During the Era of COVID-19

This paper aims to identify modifications on the tweet text during preprocessing so that the
resulting sentiment scores best correlated with Bitcoin’s closing prices. We created different ways of
preprocessing text for VADER scoring and tested them on truncated and full-length tweets.

4.1. Data Collection

We gathered tweets for sentiment analysis by developing a custom tweet scraper using Twitter
API. We chose to collect data for three main reasons manually. All existing online free datasets did not
include the COVID-19 pandemic period. All web scrapers were avoided because they might bypass
the restrictions of the Twitter API. These restrictions were meant to protect Twitter users. We followed
twitters rules [27,28], and we coded our tweet scraper in Python using the Tweepy library to access the
Twitter API [29]. In our experiments, the collection method obtained a representative set of BTC tweets
during the COVID-19 period. The tweet selection involved filtering tweets by a manually chosen set of
keywords. Tweets that contained any keywords related to bitcoin (“bitcoin”, “bitcoins”, “Bitcoin”,
“Bitcoins”, “BTC”, “XBT”, and “satoshi”) or any hashtags of Bitcoin’s ticker symbols (“#XBT”, “$XBT”,
“#BTC”, and “$BTC”) were collected. Raw tweet text and their timestamps were stored. Timestamps
were provided at a temporal resolution to the nearest second. As Twitter truncates tweets over 140
characters, the full-length version of those tweets was also collected [30–32]. A total of 4,169,709 tweets
were collected from 8:47 AM, 22 May to 11:59 PM, 10 July. The volume of tweets collected for each date
was observed to vary based on how old the requested data are, as shown in Figure 1. Bitcoin prices are
obtained for free from the CryptoCompare API [32]. They provide open historical data of opening,
high, low, and closing prices and volume (OHLCV) information at a temporal resolution of every
minute [33]. Minutely, Bitcoin data were obtained over hourly data to provide enough data points to
analyze. About 71,472 min of data points was collected from 22 May to 10 July, while collecting hourly
prices would have provided nearly 1191 data points. Timestamps of Bitcoin prices and OHLCV data
were then stored. The recorded OHLCV data from (Cryptocompare.com) seemed to fluctuate when
prices were still recent. Data were provided up to 33 h into the past (based on our tests). A bi-daily
collection routine was used to replace any recent prices (near the start of the collection period) that
matched timestamps with any older prices from the next collection period.

 
Figure 1. The volume of tweets created on 6 June, collected each day from Twitter’s API.
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4.2. Data Preprocessing

Preprocessing was performed on the text from each tweet converted into an average polarity score
and tweet polarity volume per minute. This involves combining three main text cleaning functions
labeled “cleaned,” “split,”, and “no sw”. Respectively, they managed the removal of tweet-specific
syntax, splitting text into sentences, and removing stopwords. The “cleaned” and “split” functions
were tested in different orders, with and without the presence of the “no sw” function at the end.
All three preprocessing functions affected the VADER sentiment analysis of text in different ways.
Each had the potential to significantly help VADER capture a different aspect of sentiment from
the text. The “cleaned” function removed unwanted characters and words used specifically on
Twitter’s platform, such as hyperlinks, numbers, and tweet specific syntax, using regular expressions.
The removal was applied to preserve emojis and possible emoticon characters for use in the VADER
sentiment analyzer. Before removing any alphanumeric chars, the ellipsis mark “ . . . ” was removed
from the end of tweet text truncated to fit within 140 characters. Additionally, HTML entities such
as “&amp;” were converted to UTF-8 equivalent characters, such as “&”. Then hyperlinks starting
with the characters “http” or “www.” were removed. Numbers, along with any symbols, punctuation,
or units next to them, were removed. Finally, the tweet-specific syntax was removed. This syntax
included mentions of usernames of the form “@username,” hashtags of the form “#hashtag” and the
start of retweets of the form “RT @username.” Once the cleaning phase was completed as shown
in Figure 2, each tweet was represented by words, whitespace, emojis, and other non-alphanumeric
characters. Due to the difficulty of creating a regular expression to recognize all emoticons in VADER’s
lexicon [34], these characters were left unchanged. Therefore, the “cleaned” text attempted to leave
everything that VADER could use in sentiment analysis unchanged.

Figure 2. The preprocessing of the “cleaned” function over sample tweet text.
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The “no sw” function in Figure 3 tokenizes text into words and removes any stopwords that
VADER’s dictionary does not use. Removing stop words from text requires a tokenized text into a list
of words. The tokenization of text into words involves separating continuous blocks of alphabetical
characters from the rest of the text. Blocks of continuous whitespace mark our word boundaries, split
by Python’s split () function [35]. Removing all non-alphabetical characters would solve this; however,
this would remove some punctuation, all emojis, and all emoticons that VADER could recognize for
sentiment analysis [36]. VADER allows exclamation marks ”!” and question marks ”?”, which affect
the sentiment score [36]. Our tokenization algorithm, as shown in Figure 4, groups characters from
every tokenized word into “alphabetical”, “punctuation”, or “emoticon” blocks of characters. Ideally,
these three blocks of characters would allow VADER to join each of them to preserve most of the
text VADER can recognize. To distinguish punctuation from emoticons, any characters in the set
$=@&_*#>:‘\</{})]|%;~-,([+ˆ” are only part of an emoticon if they occur next to another character in the
same set.

Figure 3. The preprocessing of the “no sw” function over sample text.

 

Figure 4. Tokenization of a word and character sorting.

To determine whether certain preprocessing functions contribute to predicting Bitcoin prices,
the output of those functions in various combinations was scored by VADER. All text cleaning functions
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of the preprocessing stage were combined in 5 different pathways. Scores of the text at intermediate
steps of each path were recorded to determine if a function offers any improvement to the results.
The “cleaned”, “NLTK split”, “regex split”, and “no sw” functions shown in Figure 5 were combined to
provide five different pathways. The “no sw” function was treated as the last step in any path, as no other
function required word tokenization. Since VADER can be applied to a text of any length, the “cleaned”,
“NLTK split”, and “regex split” functions produced a text of varying length. The “cleaned” and “split”
functions were interchanged in different pathways. Both “split”, “cleaned”, and a “no sw” functions were
applied afterward. The “cleaned” function can have either a “split” function used before the “no sw”
stage. Our preprocessing combinations measured the scores of 13 intermediate steps (from 5 different
pathways), as shown in Figure 6. The text tweets and the preprocessed dataset are available for access
and download in [37].

 

Figure 5. A comparison of sentence splitting by the regular expression and the NLTK sentence tokenizer.

 

Figure 6. Five different preprocessing pathways with 13 collective intermediate steps (boxes).
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4.3. VADER Sentiment and BTC Prices

This section uses the Pearson correlation between the VADER scores of each of the 13 intermediate
preprocessing steps over time with BTC’s closing prices per minute. As tweets are created much more
frequently than once a minute, we aggregated all tweets’ scores into a per-minute feature in two ways.
First, we averaged the negative, neutral, positive, and compound scores of all tweets within each
minute. This strategy allows us to preserve VADER’s scoring property of the sentiment polarity scores
summing to about 1. The second approach involves counting the number (or volume) of tweets that fit
an overall sentiment polarity class. Each tweet can be classified as having an overall negative, neutral,
or positive sentiment polarity based on its compound sentiment score. We consider any text with a
compound VADER sentiment score below −0.05 as having an overall negative polarity, above 0.05,
as having an overall positive polarity. Other scores have an overall neutral polarity. This produces
4 VADER sentiment score features and four sentiment volume features [13].

Since there were eight different features obtained for each of the 13 intermediate preprocessing
steps over the whole dataset, the Bitcoin prices per minute were correlated against 104 unique time
series of numbers. The resulting Pearson correlation score for each time series is displayed in a 13 × 8
heatmap matrix, as shown in Figure 7. This correlation matrix represents the Pearson correlation
values of all types of time-series with Bitcoin prices. Each time-series was constructed from the full
length of tweet text posted between 22 May, 8:47 AM, and 23 May, 8:47 AM. To rank the effectiveness
of different preprocessing strategies, an overall correlation value, the Average Feature Correlation
Magnitude (AFCM), was constructed for each matrix row. For each strategy, the correlation values
of all eight features are averaged by their absolute value to produce a single value in the rightmost
column. While a few patterns can be seen from the matrix, they can change if a shorter time length
of data or a different time series start date is used. We improve the correlation matrix by graphing
correlation over different dataset lengths in the next section.

Figure 7. Correlation of sentiment timeseries and Bitcoin prices on 22 May.
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4.4. Feature Types and Correlation

To account for differences in correlation due to the time length of the data used, we used subsets of
data. The number of consecutive days of data varied and correlated with the respective Bitcoin prices
occurring with the same timestamp. We will refer to this value as the correlation value of the subset.
There are multiple unique subsets of data that span the same number of days. For example, a subset of
3 days of data can start on 22 May, 23 May, 24 May . . . 5 July, 6 July, and 7 July. Therefore, we averaged
the correlation values from all unique subsets of data with the same length and differing start dates.
The resultant value is independent of its start date (as much as it can be with a finite time length of
collected data). Averaging the correlation values of all same-length subsets with different start dates
should show us any correlation polarity (positive or negative) that a majority of subsets show. This is
known as the Average Subset Correlation Polarity (ASCP, dashed line in figures). The correlation
value could be positive, negative, or averaging; thus, we might hide how large the correlation values
were and make the ASCP approach zero. To mitigate this effect, we can also average the absolute
correlation values of all same-length subsets with different start dates to show the magnitude or
strength of the correlation values. This is known as the Average Subset Correlation Magnitude (ASCM,
solid line in all figures). The ASCP and ASCM are plotted as line graphs against the length of data in
all subsets. The following eight figures show the ASCP and ASCM for common features produced
from all 13 preprocessing strategies. A performance ranking scheme graph is included in those figures
to rank each strategy from best to worst using the ASCM, for all subset data lengths. The 1st rank
corresponds to the best performance and largest ASCM, while the 13th rank corresponds to the worst
performance and smallest ASCM. The Pearson correlation average might not be a good representation
of correlation magnitude if both positive and negative correlation values are averaged. Therefore,
another experimental analysis using the absolute correlation value showing the average correlation
magnitude per timespan length was conducted. For a total of 49.6 days of data, we measured all
possible subset outcomes, and then we spanned contiguous days of data. Any subsets with the same
timespan length and differing start dates had their outcomes averaged. This produced a time-series of
correlation values for each of the cells in our correlation matrix.

We graphed the correlation time-series for all preprocessing strategies that share the same
aggregation score type in the same figure to display this data. Figure 8 shows the trends for the
correlation of average negative VADER sentiment with Bitcoin prices for different data timespans.
Most preprocessing strategies performed better than raw text when using less than 20 days of data
and show a negative ASCP. The top-performing strategies involve cleaning and splitting sentences
using the NLTK library in any order before removing their stopwords. A general pattern of combining
text cleaning and sentence splitting in any order had a higher correlation than removing stopwords
from those combinations. Splitting sentences without being combined with other functions performed
worse than the latter two combinations. However, this trend was reversed when using more than
20 days of data, as a positive ASCP developed. Splitting sentences on their own performed better than
removing stopwords from any order of cleaned sentence splitting, which served better than any order
of cleaned sentence splitting. Few preprocessing strategies performed consistently better than raw text,
such as splitting sentences using a regex when using 35 to 45 days of data. Thus, the correlation of
average negative VADER sentiments per minute showed opposite trends for datasets of different time
lengths. The effectiveness of using any preprocessing strategy over raw text decreased as more days of
data were used. Cleaning and splitting text in any order on 20 days of data or less seemed to work best,
while splitting raw text into sentences using regexes worked best on more extended datasets. The most
significant dip in the ASCP of −0.105 occurred when correlating 8 to 15 days of data. The largest peak
in the ASCP of 0.123 occurred when correlating about 40 to 49.6 days of data. Figure 9 shows the
correlation of average neutral VADER sentiment with Bitcoin prices over different data timespans.
The only preprocessing strategies that consistently performed better than using raw text were cleaning
text, splitting text into sentences with the NLTK library, and splitting sentences using NLTK after
cleaning text. In general, combining NLTK split sentences with cleaning in any order reduced its ASCM,
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and removing stopwords from them reduced it further. Similarly, eliminating stopwords from cleaned
text reduced its ASCM. The best performing preprocessing strategies for the average VADER neutral
score per minute do not involve regex splitting or removing stopwords. The highest peak in both ASCP
and ASCM for all strategies occurred when using about 6 to 13 days of data, excluding the rise for one
day of data. This range showed a positive correlation of about 0.135. Figure 10 shows the correlation
between average positive VADER sentiment with Bitcoin prices. Cleaning text outperformed when
using 1 or 2 days of data. Splitting sentences by using a regex performed better when using more
than 20 days of data. A general pattern of combining text splitting functions with cleaning reduced
their ASCM, and removing stop words reduced them further. This indicates that the best performing
preprocessing strategies for the average positive VADER sentiment per minute is raw text, followed by
single functions (cleaning or sentence splitting on their own). The largest negative peaks in ASCP, of
−0.12 and −0.10, occurred when using about 5 to 8 and 31 to 38 days of data, respectively.

 

Figure 8. The correlation score time-series for the average negative VADER sentiment per minute.

. 

Figure 9. The correlation score time-series for the average neutral VADER sentiment per minute.
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Figure 10. The correlation score time-series for the average positive VADER sentiment per minute.

Figure 11 shows correlation graphs of the average compound VADER sentiment at different
timespans for the Bitcoin prices. No preprocessing strategies have a consistently higher ASCM than raw
text. However, a few preprocessing strategies perform well for a few data subset lengths. Cleaned text,
splitting sentences using the NLTK library, and splitting sentences using a regex performed better than
using raw text when 1, 19, or more, and 34 or more data days were correlated. In Figure 11, in general,
the best preprocessing strategies used the least amount of combined functions. Combinations of
functions that split sentences using the NLTK library performed better than those using a regex.
Therefore, the preprocessing strategies for the average compound VADER score per minute using raw
text for less than 19 days of data and splitting sentences using the NLTK library for greater data lengths
performed the best among other strategies. The largest negative peaks in ASCP were −0.06, −0.08,
and −0.10 when correlating 1, 5 to 7, and 34 to 44 days of data, respectively.

 

Figure 11. The correlation score time-series for the average compound VADER sentiment per minute.
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Figure 12 shows the correlation graphs of negative tweets per minute with Bitcoin prices.
The cleaned text and cleaned text with stopwords removed closely match the raw text correlation.
Cleaned text performed better than raw text when using between 35 days and 47 days of data,
coinciding with the largest peak in the ASCP. A general pattern of sentence splitting combined with
text cleaning, with stopwords removed, performed better than any sole sentence splitting method,
which performed better than any order of combining sentence splitting and cleaned text. There was a
large gap in performance between the three top strategies: raw text, cleaned text, cleaned text without
stopwords, and the other preprocessing strategies. Therefore, the ASCM of the volume of negative
tweets per minute was the highest when using those three strategies. The highest peak in ASCP was
0.07, at 40 days of data. Another peak of about 0.055 occurred when using 4 to 6 days of data.

 

Figure 12. The correlation score time-series for the volume of negative tweets per minute.

Figure 13 shows the correlation graphs of neutral tweets per minute for Bitcoin prices at different
timespans. The top preprocessing strategies are splitting sentences using the NLTK library or a regex.
In general, strategies that do not use a regex to split sentences tend to follow raw text correlation
closely. Preprocessing strategies that use less combined functions achieve a higher ASCM than
otherwise. Therefore, the preprocessing strategy that allows the volume of neutral tweets per minute,
which correlates the best with Bitcoin prices, is the NLTK library to split sentences. The highest peak in
ASCP was 0.095 when using 6 to 13 days of data. Figure 14 shows the correlation of positive tweets per
minute with Bitcoin prices. The preprocessing strategies that consistently performed better than using
raw text were the sentence splitting functions combined with one or more functions, such as cleaning
text and/or removing stopwords. The top two strategies that performed the best involve cleaning text
before using a regex for sentence splitting. In general, preprocessing strategies that involve combining
more functions perform better. Therefore, the best preprocessing strategy for correlating Bitcoin prices
with the volume of positive tweets per minute involves cleaning text before sentence splitting by a
regex function. The highest peak in ASCP was about 0.085 when using 12 to 20 days of data. Figure 15
shows the total correlation per minute of tweets for Bitcoin prices. No preprocessing strategy can affect
the total amount of tweets received from Twitter per minute; hence every single preprocessing function
would have ASCM and ASCP graphs, as in Figure 15. The highest peak in the ASCP was 0.09 and
occurred when correlating 6 to 20 days of data.
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Figure 13. The correlation score time-series for the volume of neutral tweets per minute.

 

Figure 14. The correlation score time-series for the volume of positive tweets per minute.

 

Figure 15. The correlation score time-series for the total amount of tweets posted per minute.
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It is worth noting that the correlation graphs of the total volume of tweets have a similar trend
as the correlation graphs of the neutral and positive volumes of tweets. This may indicate that the
correlation of the total volume of tweets shares more in common with the volumes of the neutral and
positive tweets than negative tweets when using long-term datasets on a scale of days. The general
trend of the above graphs shows the strongest correlation magnitude for shorter datasets of full-text
tweet data and Bitcoin prices. When using one day of data for correlation, all ASCMs are significantly
higher than when using all other timespans of data (except the average negative VADER scores per
minute graphs). This could be a sign of sentiments expressed on Twitter, either responding to or
anticipating a Bitcoin price change. However, the ASCPs, when using one day of data, are significantly
lower than the respective ASCMs. This might show that any correlation observed with sentiments
varies a lot depending on the date. We speculate that the substantial spike in correlation magnitude for
a day of data on every graph indicates that correlation may become even stronger when observed on a
shorter timescale, such as minutes instead of days. While there is no single preprocessing strategy
that performs better than the rest for all feature types, we can see that cleaning text (and/or) splitting
sentences is presented in most of the best strategies of each features. Any sentence splitting by
itself seemed to work best for average VADER positive/neutral sentiment and neutral tweet volume,
while NLTK splitting combined with cleaning worked best for average VADER neutral sentiment.
Any sentence splitting also worked best for neutral tweet volume, while cleaning text worked best for
negative tweet volume, and regex sentence splitting after cleaning text worked best for positive tweet
volume. The feature types with the highest ASCMs around their highest peak were the positive/total
tweet volume when a day of data was processed. No clear “best” features could be seen when all
lengths of data subsets were considered. The highest ASCMs were all average VADER sentiments when
less than 20 days of data were in each subset. ASCPs tended to show a second peak when processing
35 or more days of data to calculate the average VADER negative/positive/compound sentiments and
negative tweet volume. These peaks may indicate longer-term data trends that continue outside of
our 49.6 days of data, but they are typically low. However, they may be useful in machine learning
algorithms that account for the past state, as recurrent neural networks.

5. Discussion

In this paper, we contributed to BTC price forecasting literature by referring to the role of social
media, namely Twitter messages, in the forecasting process [38]. It is most important to collect the tweets
concerning people’s thoughts, emotions, and opinions about BTC during the period. The resulting
sentiment scores from various preprocessing strategies are used to calculate the correlation coefficient
with actual Bitcoin prices during the era of COVID−19. Our results indicate that the strongest
correlation comes from processing a day’s worth of data, which has an unpredictable correlation
polarity. However, some longer-term trends in correlation were observed when using ten days or
35+ data days, which might help machine learning algorithms that use temporal memory, such as
recurrent neural networks. The patterns observed in processing full-length tweet text match closely
with the patterns in processing truncated tweet text. This indicates that truncated tweet text is a suitable
replacement for processing full-length tweet text at a reduced preprocessing cost, which helps process
large datasets or real-time prediction systems such as KryptoOracle [22]. Although, in this paper,
we used a short-term period for correlating tweets to BTC prices, the experimental period can be used
as a sample for a long-term prediction for the entire period. We believe that we can apply the same
preprocessing strategies to identify which one represents the BTC trend using the same set of strategies
for the whole pandemic period. We expect that if the number of COVID-19 cases rises in specific
regions and the tweets change, the proposed preprocessed strategies can work efficiently to provide
well-fit representative data as long as we have the actual BTC price to compare with. Additionally, the
collection period can be extended if the second wave of COVID-19 happens, such that a new corpus
can be selected and matched to the actual BTC during the second wave. Recommendations for the
optimum preprocessing strategies will be provided in the same trend provided in the experimental
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work. Although computing correlations in short time windows provide a well-fit preprocessed model
for better BTC forecasting, a significant challenge remains in the unpredictable correlation polarity
in longer-term trends. Our preprocessing methods using correlations can successfully be used as a
groundwork for knowledge modeling through cognitive networks such as neural networks and deep
learning to work directly on the most representative preprocessed Twitter data to the actual BTC price
for forecasting. Furthermore, the most-fit preprocessing model can be used to predict the BTC price
trends effectively. This paper demonstrated the adoption of natal language processing to assess users
and decision-makers in perceiving and monitoring Bitcoin [39].

6. Conclusions and Further Research

In this paper, we identified the optimal preprocessing strategy of Bitcoin tweets introduced in the
VADER-based Sentiment Analysis during the era of COVID-19. This paper used the VADER score
from text preprocessing strategies to relate to the Bitcoin prices trend in this era. In general, we observe
that features from cleaning text of tweet syntax and splitting text into sentences, in combination or
separately, somewhat correlate with Bitcoin prices. However, the best preprocessing strategy to use
depends on the feature you wish to extract from the text. More complex strategies are not guaranteed to
correlate better. It can be concluded that the VADER score from text preprocessing shows a significant
short-term correlation with Bitcoin prices. Future research involves investigating how datasets with
timespans at each minute, instead of each day, relate to this work. We would also like to investigate if
the correlation of our features with Bitcoin prices, from any of our preprocessing strategies, indicates
how well a machine learning algorithm performs for predicting the BTC price from those features.
Further future directions would involve selecting and correlating the optimal preprocessing strategy
after COVID-19, at which we expect that the emotions and opinions on Twitter would change.
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Abstract: The semantic network structure is a core aspect of the mental lexicon and is, therefore,
a key to understanding language development processes. This study investigated the structure
of the semantic network of adolescents with intellectual disability (ID) and children with typical
development (TD) using network analysis. The semantic networks of the participants (nID = 66;
nTD = 49) were estimated from the semantic verbal fluency task with the pathfinder method. The
groups were matched on the number of produced words. The average shortest path length (ASPL),
the clustering coefficient (CC), and the network’s modularity (Q) of the two groups were compared.
A significantly smaller ASPL and Q and a significantly higher CC were found for the adolescents with
ID in comparison with the children with TD. Reasons for this might be differences in the language
environment and differences in cognitive skills. The quality and quantity of the language input
might differ for adolescents with ID due to differences in school curricula and because persons with
ID tend to engage in different out-of-school activities compared to TD peers. Future studies should
investigate the influence of different language environments on the language development of persons
with ID.

Keywords: semantic network analysis; intellectual disability; adolescents

1. Introduction

The semantic network structure is a core aspect of the mental lexicon [1] and is,
therefore, a key to understanding language development processes. Different methods
have been applied to study the semantic network structure in various populations in recent
years [2–5]. However, little is known about the semantic network structure in persons with
intellectual disability (ID), although language limitations [6], including semantic verbal
fluency deficits [7,8], are part of the ID symptomatology. A better understanding of the
specific characteristics of the semantic networks in persons with ID can be an essential tool
for the development of language interventions for the group. It may also give important
clues about semantic network development in general by shedding light on the role of
general intellectual functioning. The current study aimed to investigate if the semantic
network structure in a sample of adolescents with ID and a control group of younger
typically developing (TD) children, differs. Studying the structure of the semantic network
may lead to important insight into the verbal profile of persons with ID. Differences in
the structure could help to explain specific challenges seen in language ability [9] and
memory [10] in the population with ID. Such knowledge could, in the long-term, lay the
foundation for the development of more effective interventions aimed at strengthening
different verbal abilities based on specific network features of the ID population.
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Semantic network analysis builds on graph theory and offers new ways for analyzing
how information such as words generated in verbal fluency tasks are stored in memory
and later retrieved [11]. The basic elements of the semantic network are nodes (words) and
edges (the relationships between the words). The edges represent the associative strength
between words [12]. Words that are named in temporal proximity to each other are likely to
be stored nearby in the mental space [13]. Data for the network analysis are often attained
through a semantic fluency task, typically involving participants naming as many words
as possible within a given category and time [14].

Different characteristics of semantic networks have been studied, including distances
between nodes and the tendency and nature of the cluster formation. The shortest path
length is defined as the minimum number of edges (steps) between two nodes. The average
shortest path length (ASPL) is the average number of edges in the shortest path between
all possible pairs of nodes [12]. A high ASPL indicates that the nodes are, on average,
remotely connected in the semantic network. The clustering coefficient (CC) measures the
extent to which the nodes and their neighboring nodes are interconnected [12,13]. A high
CC indicates that the semantic network is densely clustered. Another common quantifier
of a semantic network is the network’s modularity (Q). Modularity is a measure of the
tendency to form subgroups (communities) within the network [12,15]. A high Q indicates
well-defined subgroups with many edges connecting nodes within the subgroups and
few edges between nodes belonging to different subgroups [15]. Taken together, these
three measures—ASPL, CC, and Q—describe the mental representation of the semantic
network in an individual’s long-term memory. See Figure 1 for visual representation of the
three measures.

Figure 1. Visualization of the network measures used in the current study. The cluster coefficient measures the extent to
which the nodes are interconnected. The shortest path length is the minimum number of edges between two nodes. The
average shortest path length (ASPL) was calculated and used as a measure. Modularity measures the tendency to form
subgroups within the network.

It has been argued that the structure of the semantic network might be the result
of statistical learning, a process where taxonomic categories are formed based on co-
occurrence regularities [16]. Evidence suggests that statistical learning is apparent in
children as young as 4–5 years of age [16]. A prerequisite for statistical learning is that
the similarities between contexts are detected and understood by the child, i.e., an ability
to implicitly match patterns. Research studying statistical learning in persons with ID is
sparse (see Saffran [17]), but it has been suggested that the capacity of implicit learning is
functionally equivalent in young adults with and without ID [18] as well as in children and
adolescents with and without ID matched on mental or chronological age [19]. However,
Kover [20] argues that persons with ID may exhibit difficulties in implementing learning
from distributional cues (i.e., patterns in input) and that weaker cognitive and linguistic
skills may hinder efficient learning from cues. In addition, Thiessen et al. [21] suggest that
the outcome of statistical learning changes during development as a function of experience
and the maturity of the learner. Thus, it would be reasonable to assume that the ID
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population differs from the TD population in terms of the outcome of statistical learning. If
this is the case, and if statistical learning influences the structure of semantic networks, it
follows that the semantic networks of persons with ID differ from those of TD peers. For
example, semantic categories may be structured according to different principles in the ID
and the TD groups. A specific word, such as “dog”, could activate the category “house
animals” in the TD group while activating random animals, words from other categories,
or no other words at all in the ID group.

Statistical learning is likely not the only factor influencing the semantic network.
In a conceptual framework for understanding the aging mental lexicon presented by
Wulff et al. [1], learning processes are placed alongside aspects of the environment as
factors that may affect the network structure. When it comes to environmental factors,
Wulff et al. [1] suggest both qualitative (content) and quantitative (total amount of exposure)
aspects that may be of importance. It might be the case that the environment differs between
students with and without ID since the former group follows a different curriculum in
Sweden [22] and tends to attend different out-of-school activities [23]. One aspect of
learning highlighted by Wulff et al. [1] is that the encoding of new information is moderated
by prior knowledge.

No previous study has applied network analysis to compare the semantic network
structure of adolescents with ID to a TD sample based on data from a semantic fluency
task. The current study will begin to fill this research gap. The number of words included
in the network might influence the structure [24]. Therefore, controlling for size is essential.
In the current study, this bias was reduced through the matching of groups based on the
number of produced words on the semantic fluency task. The study aimed to answer the
following research question: Does the structure of the semantic networks differ between
adolescents with ID and children with TD, and if so, how?

Since prior research within the field of network structure in ID is scarce, there is no
clear basis for formulating specific hypotheses, which motivates the explorative design of
the present study. However, prior research and theories on statistical learning and semantic
network development indicate the following interpretations of possible outcomes:

1. The chronological age of the ID group is higher compared with the TD group. There-
fore, they should have been exposed to more language input, and their semantic
network should be more developed than the semantic network of the comparison
group, even if their total number of produced words are the same.

2. However, the limitations in cognitive functions might lead to the ID group not being
able to make the same use of the language input as a TD group. Therefore, their
semantic network might have a similar or less developed structure than the one of
the comparison group.

2. Materials and Methods

The current study was an empirical study investigating differences in the semantic net-
work between adolescents with ID and children with TD. Data from two different projects
were used, and a network analysis using the pathfinder method was implemented. In the
following sections, the sample, procedure, materials, and network analysis are described.

2.1. Participants and Recruitment

The verbal fluency data used in this paper are based on existing data from two different
projects [25,26]. The data includes 49 participants with TD and 66 participants with ID. The
participants with TD attended preschool class (i.e., Swedish school preparation class for
children ~age 6). According to the teacher report, none of the children in the TD group had
a developmental disability. The participants with ID were all adolescents, had an ID with
unknown etiology, and attended compulsory school for students with ID. Participants in
the ID group with additional disabilities, as indicated by a parental report, were excluded
from the study.
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Caregivers of all participants, and adolescents with ID over the age of 15, signed an
informed consent form. Caregivers and participants were told they could drop out of the
study without giving a reason. The data collection for the children with TD (Ref: 2015/308-
31) and adolescents with ID (Ref: 2017/139-31) was approved by the local Research Ethics
Review Committee in Linköping. The results from the semantic verbal fluency test of the
TD group have been reported in another study about pragmatic language ability [27]. The
result from the semantic verbal fluency data of the ID group is used in two pre-registered
studies investigating reading ability in adolescents with ID [26].

2.2. Matching Procedure

The number of words included in the network might influence the structure [24].
Therefore, controlling for size is essential. This bias was reduced through the matching of
groups based on the number of produced words on the semantic fluency task. Since the ID
group was larger than the TD group, a subset of the ID group was selected for matching.
One child from the TD group was excluded as the testing was disturbed several times. In
addition, one outlier with a much higher score than the others from the TD group was
excluded. Several, but not all, participants in the ID group could be individually matched
to a child in the TD group. To minimize the effect of selection bias, ten different (but
overlapping) samples were selected from 1,000,000 randomly generated possible selections
from the ID group. These ten samples were chosen since they deviated the least from the
mean (12.00) and standard deviation (4.08) of the number of produced animals in the TD
group. All ten ID samples were matched on mean and SD to the TD group on the number
of produced animals (p > 0.65; all means = 12.00, SD = 4.08 (range 4.07–4.09)). Both the TD
group and the 10 different ID groups contained 47 participants each (64 different ID partici-
pants belonged to at least one selected ID group). The samples were comparable in terms
of gender (21 females in the TD group; 22.5 females across the ID groups (range 20–25)).
The TD group (M = 6:6 years, SD = 3.9 months) had a lower chronological age than the ID
group (M = 15:11 years, SD = 27.6 months). All analyses were performed on all ten datasets.
The results were pooled across datasets, and the pooled results are presented.

2.3. Semantic Verbal Fluency Test

The semantic network was assessed using the animal category subtest from the
Delis-Kaplan Executive Function System (D-KEFS; [14]). The participants were asked
to verbalize as many animals as possible in one minute. The total number of correctly
generated words was used to match the groups. Fictional animals or duplicates were
marked as invalid responses.

2.4. Procedure

The testing was conducted one-to-one in a quiet room at school (both groups) or at
home (for some of the children in the TD group). The test administrator was a speech
and language pathologist (both groups), an experienced test leader with a background in
education (ID group), or a researcher with a background in cognitive science (TD group).
All test sessions were recorded, and the recordings were used to transcribe the answers for
the semantic verbal fluency task. The testing was part of two larger research projects. The
children with TD as well as the adolescents with ID were tested on more tasks than are
reported here.

2.5. Network Analysis

Only responses produced by at least two participants were included in the network
analysis. We estimated the networks using the pathfinder method (see [13] for the recom-
mendation, see [28,29] for method). The pathfinder method has been recommended for the
estimation of group networks that are connected using every response, and networks are
based on edge similarity [13]. The topological properties of the networks were validated
using a bootstrapped random network analysis [24]. To compare the network of the ID
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group and the TD group, a case-drop bootstrap analysis with 2000 runs was performed.
This analysis was performed with all 10 datasets. ASPL, CC, and Q were thereafter pooled.
Because the visualization of the networks cannot be pooled, the comparison was done for
all 10 datasets with ID that gave the same results. To improve the readability of the results
section, only one ID network is presented (for the dataset closest to the median values on a
combination of ASPL, CC, and Q).

All analyses were performed in R [30] using the R packages tidyverse [31], readxl [32],
tictoc [33], beepr [34], stringr [35], flextable [36], SemNetCleaner, SemNetDictionaries, and
SemNeT [37]. An alpha level of 0.05 was used.

3. Results

3.1. Number of Unique Words

The adolescents with ID produced 129 (pooled result: 128.9) unique animals. Of these
animals, 43.6 (39.8%) were only produced by one child. The children with TD produced
106 unique animals. Of these animals, 43 (40.6%) were produced by only one child.

3.2. Network Validation

ASPL, CC, and Q of all networks differed significantly from random (p < 0.001). The
results of the random comparison are reported in Appendix A.

3.3. Network Comparison

The results from the pooled bootstrap analyses are reported in Table 1. A significantly
smaller ASPL and Q were found for the adolescents with ID in comparison with the
children with TD. In addition, a significantly higher CC was found for the adolescents with
ID in comparison with the children with TD.

Table 1. The result from the pooled bootstrap analyses for ASPL, CC, and Q.

ID Mean TD Mean F(1,1997) p Partial η2 Direction

ASPL 2.73 2.84 178 <0.001 0.08 ID < TD
CC 0.48 0.43 800 <0.001 0.27 ID > TD
Q 0.35 0.37 308 <0.001 0.12 ID < TD

As can be seen in Figures 2 and 3, the network of the adolescents with ID includes
more close nodes and exhibits a shorter ASPL. In addition, the network is less spread
out. Neither the network of the children with TD nor the network of the adolescents with
ID appear to have clear subgroups. Rather, many words are not clearly separated. For
the network of the children with TD, there is a tendency towards the development of
subgroups, which is not the case as much for the network of the adolescents with ID. This
is also mirrored in the Q, which is significantly larger for the TD group compared with
the ID group. Further, the adolescents with ID exhibit a higher CC compared with the
children with TD. This is visible in the figures, as the largest subgroup of the ID group is
more densely clustered (see bottom left in Figure 2) compared with the largest subgroup
of the TD group (see top right in Figure 3). For the TD group, the developing subgroups
are mostly related to the expected taxonomic structure of the animal category, while this is
true to a lesser extent for the ID group. Note that the network layout was created using
the Fruchterman–Reingold algorithm [37], which is very sensitive to small differences
in network properties such as path length. The position of the large subgroups on the
opposite ends for the ID group compared with the TD group is therefore merely an artifact
of how the network plot was created.
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Figure 2. Graphical representation of the semantic network of the adolescents with ID.

Figure 3. Graphical representation of the semantic network of the children with TD.

4. Discussion

The current study compared the semantic network structure in a group of adolescents
with ID and a group of younger children with TD, matched on the produced number of
words on a semantic fluency task. This is, to our knowledge, the first attempt to quantify
the semantic network in the ID population. The results showed that the structure of the
semantic networks differs between the groups. The semantic network of the adolescents
with ID has a significantly smaller ASPL and Q and a significantly larger CC compared
to with the semantic network of the children with TD. Adolescents with ID in this study
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have a more condensed semantic network structure compared with children with TD,
which indicates that the semantic network for the adolescents with ID is less developed.
Similar results have been found for children with cochlear implants (CI; [24]) and second-
language speakers [3]. Kenett et al. [24] compared a group of children with CI with a group
of age-matched, typical-hearing peers. The CI group had a significantly smaller ASPL
compared with the typical-hearing group. Kenett et al. [24] interpreted this result as the
CI group having a less developed semantic network structure. Borodkin et al. [3] showed
that second language speakers had a lexical network with a larger CC and a smaller Q in
comparison with its first language equivalent. This result was interpreted as the second
language speakers’ network being less well-organized, as the words in the network were
less likely to be grouped into identifiable subcategories [3]. Similar to the findings by
Borodkin et al. [3], the current study found a lower Q value in the ID group compared with
the TD group, indicating a less developed taxonomic structure of the semantic network in
adolescents with ID.

Wulff et al. [1] proposed a framework for understanding the mechanisms behind
age differences in the mental lexicon. We suggest that the components of this framework
can be used in explaining the less developed semantic network of adolescents with ID.
Wulff et al. [1] argue that the environment plays an important role in the structure of the
semantic lexicon. It could be that the quality and/or quantity of the language input differs
between adolescents with ID and children with TD.

The adolescents in the current study were all enrolled in special schools, meaning
that they were exposed to a different learning environment compared to the children with
TD. The special schools in Sweden follow a different curriculum [22]. This curriculum
also provides more opportunities for individual adaptations of teaching [22], meaning
that the learning environment might vary between students enrolled at the same special
school. The language input for the adolescents with ID can therefore be assumed to be
heterogeneous, which in turn means that a greater variation in verbal fluency performance
can be expected. This could be a contributing factor as to why the estimated semantic
network is less structured. Similar reasoning was used by Borodkin et al. [3], who argued
that a possible explanation for the less well-organized semantic network in second language
speakers could be the heterogeneous language proficiency in that group.

There has been some evidence that adolescents with ID engage in different out-of-
school activities compared to their typically developing peers [23]. The difference in
educational and out-of-school environments may affect the quality and/or the quantity
of the linguistic input. In addition, it has been shown that parents of children with a
delayed language development tend to adjust their language level on several quality
measures [38], and in line with the reasoning of Beckage et al. [39], this could create a
linguistic environment with different structural properties compared to the TD group.

Wulff et al. [1] proposed learning as another component that is vital for the men-
tal lexicon. As laid out in the Introduction, statistical learning is of importance for the
development of the semantic network (see: [16]). A less developed semantic lexicon for
adolescents with ID could be explained by reduced statistical learning ability. In addition,
an important aspect of learning is prior knowledge, meaning that the encoding of new
information is moderated by pre-existing knowledge [1]. Studies have shown that the level
of acquired language predicts further learning from distributional cues in infants [40,41],
and suggestions have been made that the delayed language development may constrain
the usage of cues [21]. Kover [20] argues that even if persons with ID may have more
experience as measured by chronological time, the knowledge might be less accumulated
due to poorer learning efficiency.

Currently, little is known about the effects that the structure of the semantic network
has on the higher-order language ability of adolescents with ID. A less structured semantic
network likely makes language understanding and production more demanding, as words
might not be activated automatically (or the wrong ones might be activated). This is in
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accordance with studies showing that a shorter ASPL and a higher CC might make it
harder to identify words and might lead to confusing words in memory [42,43].

To conclude, adolescents with ID have a less structured semantic network than chil-
dren with TD even when the network size is controlled for. These differences might be due
to differences in the language environment as well as to differences in cognitive skills. If
the language environment is an important factor for the structure of the semantic network
of persons with ID, interventions should aim to increase the quality and quantity of the
language input that children and adolescents with ID receive. The less structured seman-
tic network might be an important underlying factor for language problems in persons
with ID.

4.1. Future Studies

This is a novel field of research, and more studies are needed to disentangle the effects
of different factors on the semantic network structure in persons with ID. One way of
differentiating the effect of cognitive ability and the effect of the language input could be
cognitive modeling. A simulation study using a semantic network model could help to
investigate which type of behavior a network would display with less qualitative language
input and which behavior it would display with reduced statistical learning ability. This
kind of study could also help to investigate how the structure of the semantic network is
influencing language ability in persons with ID. The magnitude of the differences in the
current study was small (cf. [24]), and it is currently not known if these small differences in
the structure influence real-life language abilities. In addition, more studies are needed to
investigate the effects of different learning environments and their relation to the quality
and quantity of language input.

4.2. Limitations

This study was conducted using data from two different research projects. A coordi-
nated data collection would have allowed the research team to collect more data on related
linguistic and cognitive abilities. The sample size in this study should be considered large
concerning the tradition within disability research. However, when estimating networks, a
larger sample size would be desirable to make sure the estimated networks are stable.
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Appendix A

Table A1. Random Network comparison for the network of the children with TD, p < 0.001 for
all comparisons.

TD M SD

ASPL 3.47 2.25 0.03

CC 0.38 0.28 0.02

Q 0.35 0.23 0.01

Table A2. Random Network comparison for the network of the adolescents with ID (dataset 1),
p < 0.001 for all comparisons.

ID M SD

ASPL 2.73 2.03 0.02

CC 0.45 0.37 0.02

Q 0.31 0.17 0.01

Table A3. Random Network comparison for the network of the adolescents with ID (dataset 2),
p < 0.001 for all comparisons.

ID M SD

ASPL 2.82 2.08 0.02

CC 0.45 0.34 0.02

Q 0.33 0.19 0.01

Table A4. Random Network comparison for the network of the adolescents with ID (dataset 3),
p < 0.001 for all comparisons.

ID M SD

ASPL 3.23 2.09 0.02

CC 0.47 0.38 0.02

Q 0.33 0.19 0.01

Table A5. Random Network comparison for the network of the adolescents with ID (dataset 4),
p < 0.001 for all comparisons.

ID M SD

ASPL 2.62 2.01 0.01

CC 0.47 0.31 0.01

Q 0.36 0.18 0.01

Table A6. Random Network comparison for the network of the adolescents with ID (dataset 5),
p < 0.001 for all comparisons.

ID M SD

ASPL 2.70 1.97 0.01

CC 0.50 0.45 0.02

Q 0.28 0.15 0.01

107



Big Data Cogn. Comput. 2021, 5, 25

Table A7. Random Network comparison for the network of the adolescents with ID (dataset 6),
p < 0.001 for all comparisons.

ID M SD

ASPL 2.79 1.98 0.01

CC 0.50 0.45 0.02

Q 0.23 0.14 0.01

Table A8. Random Network comparison for the network of the adolescents with ID (dataset 7),
p < 0.001 for all comparisons.

ID M SD

ASPL 3.12 2.1305 0.0177

CC 0.44 0.31 0.02

Q 0.33 0.20 0.01

Table A9. Random Network comparison for the network of the adolescents with ID (dataset 8),
p < 0.001 for all comparisons.

ID M SD

ASPL 2.98 2.05 0.02

CC 0.46 0.34 0.02

Q 0.32 0.18 0.01

Table A10. Random Network comparison for the network of the adolescents with ID (dataset 9),
p < 0.001 for all comparisons.

ID M SD

ASPL 3.12 2.04 0.02

CC 0.46 0.38 0.02

Q 0.30 0.17 0.01

Table A11. Random Network comparison for the network of the adolescents with ID (dataset 10),
p < 0.001 for all comparisons.

ID M SD

ASPL 2.57 2.08 0.02

CC 0.41 0.32 0.02

Q 0.30 0.19 0.01
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Abstract: Brain connectivity is studied as a functionally connected network using statistical methods
such as measuring correlation or covariance. The non-invasive neuroimaging techniques such as
Electroencephalography (EEG) signals are converted to networks by transforming the signals into
a Correlation Matrix and analyzing the resulting networks. Here, four learning models, namely,
Logistic Regression, Random Forest, Support Vector Machine, and Recurrent Neural Networks
(RNN), are implemented on two different types of correlation matrices: Correlation Matrix (static
connectivity) and Time-resolved Correlation Matrix (dynamic connectivity), to classify them either
on their psychometric assessment or the effect of therapy. These correlation matrices are different
from traditional learning techniques in the sense that they incorporate theory-based graph features
into the learning models, thus providing novelty to this study. The EEG data used in this study
is trail-based/event-related from five different experimental paradigms, of which can be broadly
classified as working memory tasks and assessment of emotional states (depression, anxiety, and
stress). The classifications based on RNN provided higher accuracy (74–88%) than the other three
models (50–78%). Instead of using individual graph features, a Correlation Matrix provides an initial
test of the data. When compared with the Time-resolved Correlation Matrix, it offered a 4–5% higher
accuracy. The Time-resolved Correlation Matrix is better suited for dynamic studies here; it provides
lower accuracy when compared to the Correlation Matrix, a static feature.

Keywords: EEG; emotional states; working memory; depression; anxiety; graph theory; classification;
machine learning; neural networks

1. Introduction

Electroencephalography (EEG) is a commonly used neuroimaging tool. Its application
ranges from clinical capacity such as sleep disorder studies, to seizure detection, to com-
mercial circumstances such as EEG-controlled games [1]. The EEG data is represented as a
two-dimensional matrix, which consists of electric potentials on one axis and the electrode
number on the other axis. This form of EEG data makes it easy to use in machine learning
models [2]. With its high temporal resolution, EEG data can provide information regarding
the functional connectivity within the brain, thereby providing a topological understanding
of the functioning of the human brain [3]. This is usually carried out by transforming the
electrical potentials into a Correlation Matrix [4].

Functional connectivity is time dependent and to understand the functional aspects of
the brain under conditions of executive functions and emotional states viz. depressive or
anxious, it is vital to study them in terms of networks and the best way to do it, with the help
of EEG signals, which have the highest temporal resolution in the field of neuroimaging
techniques. At present learning, models use either the properties of the EEG signal such as
amplitude, frequency, and event-related potentials as features or graph properties such as
centrality measures which are nodal metrics or edge metrics such as shortest path length.

Network analysis and learning models on neuroimaging data have enabled researchers
to study the human brain’s functional and structural connectivity [5]. Here, graph metrics
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are used as features for a deep learning model, apart from the standard spectral and
temporal characteristics that are traditionally used [6]. Different static and dynamic features
are studied to understand which features are best suited for visual working memory
tasks [7]. Both Convolutional Neural Network (CNN) and Recurrent Neural Network
(RNN) are tested and validated for their performance on the datasets.

Previous work on emotional states such as depression and anxiety in the space of EEG
and machine learning was carried out using signal features such as power or frequency
bands [8]. Learning models such as probabilistic, nearest neighbor, neural network, and
tree-based have been implemented on DASS scores, here the Random Forest model pro-
vided accuracy in classification of three states, i.e., depressive anxious or stressed at 84%,
85%, and 84% [9,10].

A study on clinically depressed patients and normal controls with the implementation
of learning models on EEG signals using features such as frequency bands and non-
linear features such as detrended fluctuation analysis (DFA), Higuchi fractal, correlation
dimension, and Lyapunov exponent provided an 83.3% accuracy while using Logistic
Regression [11]. Similarly, visual and verbal working memory studies using EEG have
been carried out using event-related potentials (ERPs) and the subsequent construction of
functional connectivity of these ERPs [5]. Studies using EEG and deep learning models
involve EEG signals broken into smaller windows for training and testing [12]. The high
temporal resolution being the nature of EEG signals adds an additional step in curating
these smaller datasets for analysis. This step can induce a bias based on cognitive noise
between participants. An SVM implementation to classify Schizophrenic patients and
healthy controls based on a working memory task yields an accuracy of >74% [13].

Learning models on EEG data recorded during visual short-term memory task in-
cluded SVM and Random Forest, which used raw EEG signals and the psychometric as-
sessment scores and reaction times which provided an accuracy of approximately 90% [14].
Other implementations of SVM using frequency bands as features on similar psychological
tests yield a 98% accuracy [15]. While using ERPs in the time domain, power spectra and
eye-tracking as features provided accuracy in the range of 40% to 60% [7].

The intermediate step between EEG signal analysis and functional connectivity anal-
ysis is the use of a Correlation Matrix. This has been used for understanding the brain
connectivity in the narrow band signals [16]. The drawback to using the matrix is that it
does not address the volume conduction problem or explain the association in different
frequency bands. Variations of this method have proved to be helpful to understanding
the brain connectivity previously [17,18]. In this study, we explore the utility of the same
along with a Time-resolved Correlation Matrix for a comparative learning model study.
We compare the two correlation matrices and above all the four learning models: Logistic
Regression, Random Forest, Support Vector Machine, and Recurrent Neural Networks,
which can shed some light on the nature of EEG activity in these emotional and cogni-
tive states. Using the Correlation Matrix provides a non-directed graph. These kinds of
graphs aim to understand the interaction between signals. This enables one to understand
the dominant influence at a specific time in the brain signals [19]. Here the EEG data
for working memory and emotional states are used from a total of 359 (25(DASS21), 122
(Selection Task), 29 (WM-Lab), 27 (Visual-WM+drug), and 156 (Verbal-WM)) participants.
Both EEG data and associated psychometric assessment scores are used for the learning
model study. Two high-accuracy models, i.e., recurrent neural network and Random Forest,
belong to the neural networks method and ensemble methods. Furthermore, two high
interpretable models, a kernel-based method- Support Vector Machine and the Logistic
Regression model, are examined and compared.

2. Materials and Methods

2.1. Datasets

In this study, five EEG datasets are used, of which two were recorded in house,
and three are from a public database. Among the two recorded in-house, 25 partici-
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pants are from Sternberg Visual Working Memory Task, and 29 participants are from the
DASS 21 questionnaire (Figure 1) (approved by the Institute Research Ethics Committee
(IHEC-40/16-1)) using a 32 Channel(bipolar montage) EGI geodesic system (Appendix A
Figure A1). From the OpenNeuro dataset, 122 participants from Probabilistic Selection
Task (OpenNeuro Dataset Accession Number: ds003474) is recorded using a 64 channel
Synamps system, 156 participants from verbal working memory Task (OpenNeuro Dataset
Accession Number: ds003565) is recorded using a 19 channel 10-20 system Mitsar-EEG-202
amplifier, and 27 participants from visual working memory task (OpenNeuro Dataset
Accession Number: ds003519) are used. A total of 359 participants’ EEG data is used here
(Table 1).

Figure 1. DASS 21 questionnaire example.

DASS 21 questionnaire is a 21 item self-administered test; this test contains seven
sets of questions to assess the three emotional states; depressive, anxious, and stressed.
A participant responds with a score ranging from 0 to 3, with 0 meaning never and three
meaning almost always. Scores for each category are cumulative; a rating between normal
to severe is provided at the end of the test. These scores are then used in classifying
participants for the training dataset (Figure 1). Preprocessing of the EEG files are carried
out on EEGLab toolbox [20] on MATLAB. Here the data is filtered using the Basic filter
option; this option uses the “pop_eegfiltnew()” function from MATLAB. The function
filters the data using Hamming windowed sinc FIR filter. The filter order/transition band
width is estimated with the following heuristic in default mode: transition bandwidth is
25% of the lower passband edge, but not lower than 2 Hz, where possible (for bandpass,
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highpass, and bandstop) and distance from passband edge to critical frequency (DC,
Nyquist) otherwise. Window type is hardcoded to Hamming. Furthermore, decomposition
of data using Independent Component Analysis (ICA) [21], the filtering and ICA is carried
out on the MARA toolbox [22], where the option of automatic removal of components is
selected. Following which the data is exported as .set files.

Table 1. Overview of EEG datasets.

Sl.
No.

Name of the
Dataset

EEG
Recording System

Acquisition
Parameters

1
Visual
Working Memory
(n = 25)

32 Channel
EGI geodesic

impedance < 50 kΩ,
1000 Hz sampling rate,
band-pass filter 0.1–70 Hz,
50 Hz notch filter

2
Visual
Working Memory
(n = 27)

64-channel
Brain Vision system

500 Hz sampling rate,
Band-pass filter 0.1–100 Hz

3
DASS 21
Questionnaire
(n = 29)

32 Channel
EGI geodesic

impedance < 50 kΩ,
250 Hz sampling rate,
band-pass filter 0.1–70 Hz,
50 Hz notch filter

4
Probabilistic Selection
and Depression
(n = 122)

64 Ag/AgCl electrodes
Synamps2 system

impedance < 10 kΩ,
500 Hz sampling rate,
band-pass filter 0.5–100 Hz

5
Verbal Working
Memory
(n = 156)

19 electrodes
10–20 system
Mitsar-EEG-202
amplifier

500 Hz sampling rate,
band-pass filter 1–150 Hz
50 Hz notch filter

The task, Probabilistic Selection and Depression (public database), has two tests, the
Becks Depression Inventory and the State-Trait Anxiety Inventory [23]. The scores of
these tests again range from normal to severe. For the Probabilistic Selection Task [24]
the participants were administered the Beck Depression Inventory (BDI) and State-Trait
Anxiety Inventory (STAI). Here, BDI scores that are less than or equal to 19 are considered
zero and greater than or equal to 20 as one; likewise, for STAI scores, equal to and lesser
than 55 are considered as zero and greater than or equal to 56 as one. Bad channels and
bad epochs were identified using a conjunction of the FASTER algorithm [25] and the
pop_rejchan from EEGLab [20] toolbox and were subsequently interpolated and rejected,
respectively. The FASTER algorithm has epoch sensitivity of 97.54%, removes 3.1% of the
epochs, and has eye blinks sensitivity of 99.07%. Eye blinks were removed following ICA.
Data were re-referenced to averaged mastoids.

Visual working memory (in-house recording) is a modified Sternberg working memory
task (Designs, 2021), which involves a visual chart that needs to be memorized/committed
to memory, followed by tasks to complete based on the recollection of the chart from
memory. Preprocessing of the EEG files are carried out on EEGLab toolbox [20] on MATLAB.
Here the data is filtered using the Basic filter option. Decomposition of data using ICA [21]
is performed, following which the data is exported as .set files. The recollection of the
participant is tested by presenting seven questions on the basis of the visual chart: a score
of 50% or less is considered as zero and above as one.

Visual Working Memory and Cabergoline (1.25 mg) Challenge [26], here a drug
that can improve memory functions and placebo, is administered to a small group of
participants. The placebo and drug groups are used for classification. For the Visual
Working Memory and Cabergoline [27] challenge data [28], two sessions are carried out
for each participant, one with a placebo and the other with the drug. Here the placebo is
treated as zero and drug administered session as one. Data was visually inspected for bad
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channels to be interpolated and bad epochs to be rejected. Time-frequency measures were
computed by multiplying fast Fourier transformed (FFT) power spectrum of single trial
EEG data with the FFT power spectrum of complex Morlet wavelets. The end result of this
process is the same as time-domain signal convolution.

Finally, verbal working memory (public database) [29] consists of the EEG recorded
in a modified Sternberg working memory paradigm with two types of tasks, with mental
manipulations (alphabetization), simple retention (TASK), and three levels of load and 5, 6,
or 7 letters to memorize (LOAD). When the participant is able to answer greater than 50%
of the time in the trial it is considered one and below 50% is considered zero. First, ocular
activity artifacts were addressed using ICA using AMICA algorithm [30]. Second, epochs
containing artifacts were visually identified and discarded [31]. EEGLab [20] was used for
data preprocessing.

Apart from exploring the utility of the Correlation Matrix, a comparison between the
data recorded in-house and the public database is carried out using the accuracy of the
models. EEG artifacts suppression and removal was conducted in the following two steps.

2.2. Computation of Correlation Matrix and Time Resolved Correlation Matrix Using
Brainstorm Toolbox

The .set files are then imported onto the Brainstorm toolbox [32]. Here, using the
Editor pipeline, the connectivity option is used for computing the Correlation Matrix and
Time-resolved Correlation Matrix.

In this connectivity analysis, the following points are considered:

• The EEG sensors data is used from each of the datasets.
• Trail based data is drawn on.
• Full networks are calculated.
• In terms of temporal resolution, both static and dynamic are studied.
• The output data has a 4-D structure: Channels X Channels X Frequency Bands X Time.

2.2.1. Correlation Matrix Computation

The editor pipeline for computing the Correlation Matrix, the connectivity option
for Correlation Matrix, provides three option windows as follows: Input options, Process
options, and finally Output options. These options are presented in a nutshell below:

1. The Input option has three input fields, namely:

(a) Time window.
(b) Sensors types or names.
(c) Checkbox to include bad channels.

2. The process option has a checkbox to allow for computing the scalar product instead
of correlation.

3. Finally, output options, which has two checkboxes: (1) for saving individuals’ results
(one file per input file) and (2) for saving the average connectivity matrix (one file).

2.2.2. Time Resolved Matrix Computation

In case of Time resolved matrix, the editor has two main options: Input options and
Process Options which are described briefly below.

1. Input option has three input fields:

(a) Time window.
(b) Sensor types or names and a checkbox to include bad channels.

2. Process option has:

• Estimation window length (350 ms).
• Sliding window overlap (50%).
• Estimator options: computing the scalar product instead of correlation.
• Output configuration (enables addition of comment tag).
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2.3. Methods
2.3.1. Data Processing

Given the sensitivity of the EEG signals, it is imperative to preprocess them before
any other analysis of the data is carried out. Therefore, the EEG data is filtered to remove
line noise (50 Hz), band-pass filters, removal of bad channels, and artifact removal (please
refer to Section 4.1 datasets for details), and this data is converted into a Correlation Matrix
(NxN), each matrix corresponds to each EEG session file and time resolved Correlation
Matrix (NxN), with a 50% sliding window overlap and 350 ms window length. The matrix
is square and symmetrical, where each cell entry is the correlation between any two EEG
electrodes; these operations are carried out on the Brainstorm package [33] on MATLAB.

Principal Component Analysis (PCA) is carried out with the help of scikit-learn [34]
before using the data as input. This helped in two ways: it reduced the dimension of data
while preserving the features and is a standard method for removing multicollinearity.

2.4. Learning Models

After preprocessing and feature extraction of the original EEG data, the Correlation
Matrix (feature) is used as input to different classifiers, including traditional machine
learning algorithms and neural networks tuned in line with our data. The models used
are Logistic Regression, Random Forest, Support Vector Machine, and Recurrent Neural
Networks (RNN) to classify the EEG data. The performance evaluation of the different
classifiers is examined using a confusion matrix, whose components are T.P., TN, F.P., and
F.N. Further, the accuracies are calculated using these measures, using the formula:

Accuracy = (TP + TN)/(TP + FP + TN + FN) ∗ 100 (1)

T.P.: True Positives T.N.: True Negatives F.P.: False Positives F.N.: False Negatives.
Overfitting/underfitting: In this study the problem of overfitting did not pose an

obstacle in these datasets. Hence, the results were not unusually accurate. Regularisation
factors are applied to reduce overfitting. Finally for underfitting, varying the hyperparam-
eters over a large range is carried out and the best fitting set of values is appropriated.

2.4.1. The Logistic Regression Model (LR)

A Logistic Regression model with Gaussian Kernel and Laplacian Prior is used for
classification. The Gaussian kernel optimizes the separation between data points in the
transformed space obtained in preprocessing, while the Laplacian Prior enhances the
sparseness of learned L.R. regressors to avoid overfitting [8]. A multinomial L.R. model
where the probability that an input feature xi belongs to class k is given by:

p(yi = k|xi, w) =
exp(w(k)h(xi))

∑K
k=1 exp(w(k)h(wi)

, (2)

xi: feature vector
k: class
h(xi): linear transformation function of xi
w: logistic regressors.

2.4.2. Support Vector Machine (SVM)

Apart from the application of SVM on EEG data, implementation of SVM on MRI data
to classify between major depressive disorder and bipolar disorder provided accuracy up
to 45% to 90% [35]. The main reason behind using SVM is to leverage its relatively less
computational power to produce a significant accuracy and to reduce possible redundant
information (which is very common in EEG datasets) residing in the data. The input data
is mapped to a higher dimensional vector space using a linear kernel function to find a
hyperplane for classification (Figure 2).
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w ∗ z − b = 0 (3)

w: normal vector
b: bias of separation of hyperplane.

Figure 2. Support Vector Machine algorithm with the construction of different hyperplanes that
separates the different classes. The most optimal hyperplane is the one that maximizes this separation.

2.4.3. Random Forest (RF)

A Random Forest classifier (Figure 3) that uses an ensemble learning approach towards
prediction is used. R.F. classifier works in a similar way as the decision tree classifier, only
with an ensemble learning approach added to it. The first step is the creation of many
random decision trees, each predicting a particular class according to the features given to
it. Once each tree predicts a class, voting is carried out to take into consideration the final
class according to a majority. The output is then the class that has the majority voting.

Figure 3. Ensemble method implemented by the Random Forest Algorithm. The ensemble consists
of different trees fitted on the data with a range of hyperparameters. The tree which fits the data
most optimally is then chosen by the algorithm by majority voting method.

2.4.4. Recurrent Neural Network (RNN)

Previous work on the implementation of neural networks on EEG signals has been
fruitful, which provided accuracy in the range of 81% to 94% [36]. RNN was a good
model for studying both working memory [37,38] and emotional state [39] EEG data when
compared to other models such as SVM or deep belief networks [40]; on that note the
following RNN model is implemented. The RNN is implemented through a Long Short
Term Memory (LSTM) model [6,41], producing exemplary results on sequential data, such
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as EEG data. A sequential model is used to build the LSTM, which is a linear stack of layers.
The first layer is an LSTM layer with 256 memory units, and it defines the input shape.
This is done to ensure that the next LSTM layer receives sequences and not just randomly
scattered data. The next layer is a Dense layer with a “sigmoid” activation function. A
dropout layer is applied after each LSTM layer to avoid overfitting of the model. The model
is then trained and monitored for validation accuracy using loss as “binary cross-entropy”,
optimizer as “adam”, and metrics as “accuracy” (Figure 4).

H(q) = −1/N ∑ yi ∗ log(p(yi)) + (1 − yi) ∗ log(1 − p(yi)) (4)

H(q): binary cross entropy
p(yi): probability of belonging to class yi.

Figure 4. Recurrent Neural Network (RNN), representing the skeleton on which every RNN is built.
The output of each layer acts as the input to the next and modifies the hyperparameters of the layer
in each epoch, thus implementing the learning part of the algorithm.

3. Results

The performance of RNN classifiers shows up to 94.50% and 88.64% accuracies for each
of the working memory tasks, which outperforms most of the previous works reviewed.
The performance of R.F. and L.R. classifiers are relatively sub-par compared to RNNs but
still comparable to previously obtained results. The poor performance of SVMs highlights
the shortcomings of the method adopted in this study in algorithms that are sensitive to
the dimensions of the data. The impressive performance of RNNs can be attributed to their
innate ability to extract correlated features, which are not visible in traditional statistical
methods, within the data with the help of their stacked networks and activation functions.
The standard performance of R.F. and L.R. algorithms highlights the validity of the method
adopted in this study and the enormous scope it provides for further improvement.

Further, the data from the public database provides higher accuracy (Tables 2 and A2)
in all four models when compared to the in-house data (Tables 3 and A3). On average there
seems to be a difference of 40–60% accuracy between the two groups.

Table 2. Accuracy of Classifying Emotional States from the Probabilistic Selection Task Data.

Emotional State/
Learning Model Accuracy

Logistic
Regression

Random
Forest

SVM RNN

Depression 71.33% 73.46% 61.78% 88.64%

Anxiety 64.56% 78.66% 65.27% 80.75%
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Table 3. Classifying Emotional States from the DASS 21 Data.

Emotional State/
(% Accuracy of Model)

Logistic
Regression

Random
Forest

SVM RNN

Depression 35.06% 28.60% 27.60% 34.75%

Anxiety 28.40% 34.45% 30.85% 38.85%

Stress 31.10% 33.20% 31.70% 36.40%

4. Discussion

The current adaptation of learning models for studying brain connectivity with EEG
dataset involves feature extraction from the signal itself, such as the power spectral density
or event-related potentials (ERP). Or, when the EEG data is transformed into a graph, graph
features such as nodal/edge metrics need to be calculated first before the machine learning
process (which is done for some of the datasets that were obtained from OpenNeuro [26,42]).
These steps require a dossier containing the experimental paradigms, the brain regions
involved in the testing condition, specifics of band frequencies, Transition Frequency, and
ERPs. This entails added/newer steps to various stages of the data processing. This
translates to increased time and not to mention the myriad of statistical analyses that need
to be carried out.

Methods such as phase coherence, phase locking value, or pairwise phase consistency
which transform the EEG data to a matrix form for network construction, require adding
steps to the analysis which translates to more time spent [19]. These methods and the con-
venience or inconvenience a method can add to the analysis pipeline takes the analysts on
a puzzling path to addressing them with more tools to appreciate or tackle the unexpected
observations or results.

Functional Connectivity using EEG data can be done on the basis of frequency, time
domain, or phase characteristics of the signal. This can further be categorized as static
or dynamic. The various methods under each of these categories have their own advan-
tages and disadvantages, followed by tools/methods that can strengthen or weaken the
said methods of functional connectivity analysis. Some of the common challenges with
EEG-functional connectivity studies include (1) The common Reference Problem: the use
of unipolar reference scheme tends to provide false coherence whereas (2) the bipolar
reference scheme or (3) unipolar with separate reference address the problem inherent with
unipolar reference schemes [19] (note: The EEG datasets used in this study used bipolar
reference schemes).

To address the obstacle of the signal to noise (SNR) ratio, the impedance during the
recordings is maintained and monitored as stringently as possible. Although, the best
practice to address the SNR problem would be to use stratification methods or a suitable
post-hoc method. The sample bias problem is addressed by using each of the trials as an
input to the learning models. To circle back, in this study the main aim is to evaluate the
performance of the four learning models.

To circle back, in this study the main aim is to evaluate the performance of the four
learning models.

Implementation of learning models on imaging data to study emotional states pro-
vided reliable results in the past [43]. With the use of both high accuracy (RNN and R.F.)
and high interpretability (SVM and L.R. model), we can look for non-linear relationships,
non-smooth relationships, and well-defined relationships.

Comparison of learning models on similar paradigm EEG data helps with functional
connectivity study. Here, it is demonstrated that a Correlation Matrix can be used in
learning models and provides exemplary accuracy. Furthermore, it yielded higher accuracy
rates with well-structured data obtained in a controlled environment, as with the working
memory tasks, indicating superior discriminatory performances when assessing mental
tasks. In addition, the present study is discriminatory towards poorly collected and
insufficient data.
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From running the classification models on both types of datasets: correlation and
Time-resolved Correlation Matrices, we find that the two classification models: Random
Forest Classifier and RNN classifier, perform relatively better when the correlation is not
time-resolved. The performance dips across both the Verbal Memory and Working Memory
datasets for time-resolved correlation. This provides scope for further research as to why
dynamic methods may not be a better fit for Neural Networks and Decision Tree based
classification models.

This study sheds some light on brain networks when studying emotion or executive
functions such as working memory. By using the Correlation Matrix as such, this enables us
to study the brain activity as a complete network and not sub-networks or brain regions [44].
Another underlying quality of the participants is their linguistic abilities. The data collected
in-house had participants who were at least bilingual, of the 59 participants only 5 were
bilinguals and the rest either had adequate knowledge of a third language or fourth.
Similarly, the datasets of the probabilistic selection task [45] and the verbal working memory
task [42] consist of participants who know English as well as Japanese (selection task) and
Russian (working memory). The results from this study and the need to understand the
bilingual/multilingual neurocognition [46] of individuals necessitate a deeper study into
the role of language on emotional states and working memory. A comprehensive study
into the static/dynamic metrics under the three categories of time, frequency, and phase
would help in understanding which methods and which parameters can work best for a
particular experimental paradigm.

The engagement of participants in the five experimental paradigms is by nature dy-
namic states of EEG activity. With this in mind, the use of a Time-resolved Correlation
Matrix is explored alongside the Correlation Matrix, both features of the time domain of
the signal. Since the results indicate the use of the dynamic feature is most suitable for
such cognitive states, it sets the stage to explore the other static and dynamic features of
trial-related EEG data. At this stage, this investigation provides a step for exploring the pos-
sibility of using these features as markers for the cognitive footprints of psychopathologies
such as memory and emotional state deficits.

The results indicate that using graph metric for dynamic (Correlation Matrix) features
is optimum. Computerized administration of the test rules out pressure to perform or
dishonesty.

4.1. Limitations

Given that both the positive and negative lag indicates an influence in the network,
the bi-directional interactions that could be occurring are beyond the scope of the current
study [19]. In this regard, it is to be noted that in EEGLab, filtering for connectivity analysis
can be carried out using the “Basic Filter (legacy)”. This applies the filter forward and
then again backward to ensure that phase delays introduced by the filter are nullified.
The “causal filter” (part of the “Basic Filter (legacy)”) is only applied forward, so phase
delays might be introduced and not compensated for. However, causal relationships are
preserved. This introduces the problem of phase distortion. In this study, the common
input problem is not dealt with as it would increase the number of steps involved in the
preprocessing of the EEG data and also increase the run time of the pipeline. The current
study does not have the resolution to examine the salience, executive, and task-related
networks or provide a distinction between the three [44].

Although RNN and Random Forest models provide high accuracy, both these methods
have longer run times when compared to the other two. In the current study, the lack
of defined healthy control groups across the datasets can be addressed, which can help
improve the accuracy of the models. This imbalance can be addressed using larger data
and a robust learning model [47].

Single trials in the case of the in-house dataset and using DASS 21 for the first time as a
computerized test and EEG could explain the lower accuracy across the models associated
with this data. This also applies to the visual working memory data recorded in the lab.
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The EEG data is collected from four different EEG acquisition systems with five different
acquisition parameters. Furthermore, the experimental paradigms are dissimilar along
with the distribution of participants among the two main study areas, i.e., emotional states
(n = 176) and working memory (n = 183) which is uneven.

Using graph features on the EEG data is time consuming because graph features can
range from nodal metrics to local/global network characteristics that need to be considered
features. Simultaneously cherry-picking graph metric(s) can introduce a bias that has to be
considered in the study and addressed at a later point with defined statistical analysis.

5. Conclusions

The time-series nature of the EEG data, which is an effective form of neuroimaging
data for studying the functional connectivity of the brain, is studied for its utility in a
machine learning environment. Although this is not a first of its kind, the use of the
Correlation Matrix/Time-resolved Correlation Matrix makes it one. The previous work
on implementing learning models on EEG data consists of using features from the sig-
nal processing field. These studies provide insight into the possible electrical activity
of each lobe(s) associated with the behavior. However, they fall short while explaining
the possible functional connectivity between the regions of the brain or the whole brain.
Using such EEG datasets recorded on the working memory and emotional state assess-
ment paradigms, a preliminary comparison of the different EEG acquisition systems and
acquisition parameters is attempted.

The application of the Correlation Matrix can be implemented as a first step into
choosing the appropriate learning model for studying the emotional or working memory
EEG data. This study reveals that using a Correlation Matrix instead of a Time-resolved
Correlation Matrix even under trail-based EEG data is a better-suited input for learning
models when compared to a dynamic feature such as the Time-resolved Correlation Matrix.
This brings us to the experiments themselves.

The memory tasks and psychometric assessment tests—BDI, STAI, and DASS 21—
involve different brain regions, given that they have to be functionally connected to respond
to the questions in these tests. This study provides a basis for studying the cognitive
footprints for memory deficits, depression, anxiety, and stress. Further, it is observed that
RNN performs the best compared with the other three models implemented in this study.
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DOI:10.18112/openneuro.ds003474.v1.1.0,

• VerbalWorkingMemory Dataset
https://openneuro.org/datasets/ds003655/versions/1.0.0
DOI:10.18112/openneuro.ds003655.v1.0.0.
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• DASS 21 Questionnaire EEG recordings-https://tinyurl.com/cvd729p8 and
• Working Memory EEG recordings-https://tinyurl.com/2z6ms7p6
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Appendix A

Reproduction of the Research Shown

1. in-house EEG datasets please follow the steps provided below

• import the files to EEGLab on MATLAB
• filter the files using the MARA Toolbox using band-pass filter 0.1–70 Hz and 50 Hz

notch filter
• please select automatic ICA rejection
• export the files as .set format
• import the files (create a study for each dataset) on to brainstorm toolbox on MAT-

LAB.
• use the connectivity editor for computing Correlation Matrix

2. For the OpenNEURO datasets

• import the files(create a suitable study protocol for each dataset) on to brainstorm
• use the connectivity editor for computing Correlation Matrix
• In case the files on OpenNEURO are RAW files, follow the steps provided on the

readme file for preprocessing of the EEG recordings.

Please follow the link-https://github.com/bhargavPrak/eeg_classification, accessed
on GitHub (accessed on 26 August 2021) for brief description of the skeleton of the machine
learning models implemented in this study.

Note: Please refer to the articles for each of the OpenNEURO datasets, since each of
them have implemented specific and distinct preprocessing techniques which were best
suited for the experimental paradigm. Any deviation from the methods used would impact
the overall accuracy obtained from the machine learning models.
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Figure A1. EEG Sensor Placement, the signals of each sensor helps in studying the activity of the
particular region of the brain. This further helps in functional connectivity studies of the brain.

Table A1. Accuracy of Classifying Placebo vs. Drug induced Memory Task conditions.

Condition
Logistic

Regression
(% Accuracy)

Random Forest
(% Accuracy)

SVM
(% Accuracy)

RNN
(% Accuracy)

Placebo 73.60 80.40 73.50 90.20

Drug 71.80 81.60 76.80 92.80

Table A2. Accuracy of Classifying Verbal Memory Task Conditions 5, 6 or 7 letters.

5 6 7

M
an

ip
ul

at
io

n Logistic
regression–66.66%
Random
forest–65.50%
SVM–60.15%
RNN–75.86%

Logistic
regression–59.40%
Random
forest–69.40%
SVM–59.80%
RNN–70.40%

Logistic
regression–61.10%
Random
forest–76.70%
SVM–54.70.10%
RNN–71.50%

R
et

en
ti

on

Logistic
regression–68.70%
Random
forest–70.60%
SVM–55.60%
RNN–74.80%

Logistic
regression–66.40%
Random
forest–65.80%
SVM–50.20%
RNN–70.60%

Logistic
regression–63.40%
Random
forest–68.30%
SVM–53.30%
RNN–79.60%
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Table A3. Participants of Modified Sternberg Working Memory Task.

Logistic Regression
(% Accuracy)

Random Forest
(% Accuracy)

SVM
(% Accuracy)

RNN
(% Accuracy)

Participant 01 12.5 37.5 28.60 12.5
Participant 02 25 28.30 28.60 28.60
Participant 03 14.30 37.5 14.30 14.30
Participant 04 50 12.5 25 25
Participant 05 25 25 25 28.60
Participant 06 25 12.5 12.5 14.30
Participant 07 14.30 42.90 12.5 50
Participant 08 12.5 25 12.5 12.5
Participant 09 50 28.60 22.22 25
Participant 10 75 50 14.60 14.60
Participant 11 12.5 12.5 28.60 22.22
Participant 12 37.5 50 11.11 12.5
Participant 13 28.60 14.30 25 28.60
Participant 14 12.5 12.5 37.5 14.30
Participant 15 25 25 37.5 25
Participant 16 25 12.5 12.5 12.5
Participant 17 28.60 25 50 33.33
Participant 18 12.5 37.5 25 14.60
Participant 19 50 12.5 37.5 25
Participant 20 14.30 14.30 14.30 12.5
Participant 21 25 37.5 14.30 12.5
Participant 22 12.5 25 22.22 14.30
Participant 23 14.30 25 28.60 25
Participant 24 25 12.5 12.5 28.60
Participant 25 50 28.60 12.5 12.5
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Abstract: In Linguistics and Psycholinguistics, phonotactics refers to the constraints on individual
sounds in a given language that restrict how those sounds can be ordered to form words in that
language. Previous empirical work in Psycholinguistics demonstrated that phonotactic knowledge
influenced how quickly and accurately listeners retrieved words from that part of memory known
as the mental lexicon. In the present study, we used three computer simulations to explore how
three different cognitive network architectures could account for the previously observed effects of
phonotactics on processing. The results of Simulation 1 showed that some—but not all—effects of
phonotactics could be accounted for in a network where nodes represent words and edges connect
words that are phonologically related to each other. In Simulation 2, a different network architecture
was used to again account for some—but not all—effects of phonotactics and phonological neighbor-
hood density. A bipartite network was used in Simulation 3 to account for many of the previously
observed effects of phonotactic knowledge on spoken word recognition. The value of using computer
simulations to explore different network architectures is discussed.

Keywords: phonotactic probability; neighborhood density; sub-lexical representations; lexical
representations; phonemes; biphones; network science; cognitive network

1. Introduction

In Linguistics and Psycholinguistics, phonotactics refers to the individual sounds
(known as phonemes) that are used in a given language, as well as the constraints on how
those sounds can be ordered to form words in that language [1–3]. For example, Arabic
uses a glottal stop /P/, but English does not. (Characters or sequences of characters placed
between angled lines (i.e., //) are symbols from the International Phonetic Alphabet (IPA),
which are used to represent the sounds found in the languages of the world.) Similarly, the
sequence /br/ is permissible at the ends of words in Arabic, but is not permissible at the
beginning of words. The opposite is true for the sequence /br/ in English.

Speakers of a given language are not only aware of which phonemes and sequences
of phonemes are used in the language(s) they speak, but they are also implicitly aware that
certain phonemes and sequences are more common than other phonemes and sequences
in the language. The variability in the frequency with which phonemes and sequences
occur in a language is referred to as phonotactic probability. For example, in English
words the phoneme /p/ and the sequence /pæv/ (“pav”) occurs often in words, and
would be said to have high phonotactic probability. In contrast, the phoneme /Z/ and the
sequence /ðeZ/ (“thayzh”) occurs less often in English words and would be said to have
low phonotactic probability.

Research in Linguistics and Psycholinguistics has shown that by 9-months of age chil-
dren prefer to listen to nonwords containing high—rather than low—probability phonemes
and sequences of phonemes, demonstrating that sensitivity to the sounds of one’s native
language occurs early in life [4]. Additional research has found that listeners rely on
phonotactic probability to segment individual words from the stream of fluent speech [5],

Big Data Cogn. Comput. 2021, 5, 47. https://doi.org/10.3390/bdcc5040047 https://www.mdpi.com/journal/bdcc
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to recognize words in speech [1,2], and to learn new words [6]. For a review of research
on how phonotactic probability influences spoken word recognition and other language
processes see [7].

Seminal work was conducted by [1,2] on how phonotactic probability influences spo-
ken word recognition. They found that when participants were asked to repeat the words
and nonwords that they heard (in a psycholinguistic task known as an auditory naming
task), participants responded differentially as a function of the phonotactic probability of
the words that naturally varied in phonotactic probability and the nonwords that were
specially created to vary in phonotactic probability (such as the examples /pæv/ and
/ðeZ/ described above). As shown in Figure 1, participants responded more quickly and
accurately to words with low phonotactic probability than to words with high phono-
tactic probability. For the nonwords, however, participants responded more quickly and
accurately to nonwords with high phonotactic probability than to nonwords with low
phonotactic probability.

Figure 1. The response times in milliseconds of participants responding to words and nonwords
in an auditory naming task. “Probability-density” refers to the terms phonotactic probability and
neighborhood density that are used in the text. Used with permission from [1].

These results were interpreted by [1,2] as indicative that listeners represented in
the mental lexicon (i.e., that part of memory that stores linguistic knowledge) not only
information about the words they knew, but also information about the phonemes and
sequences of phonemes that occur in the language. When the representations of phonemes
and sequences of phonemes (so called, “sub-lexical representations”) were used to process
the spoken input, one could expect to see stimuli with high phonotactic probability being
responded to more quickly and accurately than stimuli with low phonotactic probability.
Enhanced performance to stimuli that are common in the environment are common in many
domains of perceptual and cognitive processing [8], and may give rise to the processing
advantage observed for stimuli with high phonotactic probability.

However, when representations of words (so called, “lexical representations”) were
used to process the spoken input, one could expect to see stimuli with low phonotactic
probability being responded to more quickly and accurately than stimuli with high phono-
tactic probability. This is because words with high phonotactic probability, like cat, are
confusable with many words in the language (e.g., rat, fat, mat, sat, hat, cut, kit, cap, can,
calf, etc.), and words with low phonotactic probability, like dog, are confusable with fewer
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words in the language (e.g., log, hog, dig, doll). A word that is confusable with many words
(e.g., cat) is said to have high neighborhood density, whereas a word that is confusable
with fewer words (e.g., dog) is said to have low neighborhood density. Numerous studies
have demonstrated that when there are many confusable words to discriminate among,
spoken word recognition occurs slowly and less accurately (for reviews see [9–11]).

Participants can be induced to use lexical representations by presenting them with real
words in a psycholinguistic task, or by asking them to engage in a task, such as a lexical
decision task, that requires them to discriminate whether a stimulus is a real word or a
nonword. In tasks that induce the listener to use lexical representations, one would expect
to find that words with high neighborhood density (e.g., cat) are responded to slower and
less accurately than words with low neighborhood density (e.g., dog).

Participants can be induced to use sub-lexical representations by presenting them with
nonwords and by asking them to engage in a task, such as the auditory naming task, that
does not require them to discriminate among words (i.e., they simply need to repeat what
they hear, whether it is a word or not). Participants can also be induced to use sub-lexical
representations to process real words when a small number of real words are embedded
with many nonwords in a task that does not require them to discriminate among words,
such as a same-different decision of two sequentially presented stimuli [12]. In tasks that
induce the listener to use sub-lexical representations, words may be treated as if they are
nonwords, so we would expect to find that nonwords and words with high phonotactic
probability are responded to more quickly and accurately than nonwords and words with
low phonotactic probability.

To account for these effects, [2] appealed to a type of artificial neural network called
adaptive resonance theory (ART; [13]), because it included sub-lexical representations that
were sensitive to how common they occurred in the environment (i.e., producing enhanced
performance for more common items), and lexical representations that were sensitive to
how many other similar sounding words they could be confused with (i.e., a word that
is confusable with few other words is responded to quickly and accurately). Subsequent
computer simulations by [14] formally confirmed that an ART network could account for
the results observed by [1,2]. Note that the ART network and other types of artificial neural
networks (e.g., Kohonen neural networks, recurrent neural networks, etc.) differ from the
cognitive networks used in the present simulations. In the present simulations, we explored
if a different type of network—namely, cognitive networks—could represent phonotactic
information in some way to also account for the results observed by [1,2]. The term
“cognitive network” has emerged recently [15] to describe applications of the mathematical
tools of network science to questions commonly studied by cognitive psychologists and
cognitive scientists [15,16]). Broadly speaking, artificial neural networks such as ART
attempt to model cognitive processing, whereas cognitive networks attempt to capture how
representations are organized in memory. It is important in the cognitive network approach
to understand how representations are organized in memory because that structure can
make cognitive processes more or less efficient.

An example of a cognitive network is illustrated in Figure 2, where nodes represent
words in the mental lexicon, and edges connect words that are phonologically related [17].
Cognitive networks can also be constructed of words that are semantically related [18], and,
as in the simulations reported below, of sub-lexical representations instead of whole words.

In what follows we report the results of several computer simulations that explored
how three different cognitive network architectures might account for the effects of phono-
tactic probability and neighborhood density on words and nonwords that were observed
by [1,2]. The advantages and disadvantages of each cognitive network architecture are
also discussed.
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Figure 2. An example of a cognitive network in which nodes represent words in the mental lexicon,
and edges connect words that are phonologically similar to each other (based on the addition,
deletion, or substitution of a phoneme in one word to form another word). Phonological similarity
can be defined in other ways as well.

2. Simulation 1: Lexical Network

In the first simulation, we used the phonological network first examined by [17]. In
that network, nodes represent 19,340 words in the mental lexicon, and edges connect
words if the addition, deletion, or substitution of a phoneme in one word formed the
other word (as in Figure 2). For example, deleting the /s/ in the word speech produces the
phonologically related word peach.

Note that there are no sublexical representations—neither individual phonemes nor
biphones—explicitly represented in this network. We were motivated to examine the
extent to which a cognitive network containing only words could account for the effects of
phonotactic probability and neighborhood density by two interesting findings.

First, [19] showed that phonotactic knowledge could emerge from lexical representa-
tions in their TRACE model of spoken word recognition. In this artificial neural network, it
was found that phonotactic knowledge emerged as a result of a conspiracy effect among
lexical representations. That is, the TRACE model would “know” that /tl-/ was not a
legal sequence of word-initial phonemes in English, but that /tr-/ was a legal sequence of
word-initial phonemes in English simply because there were several lexical representations
that started with /tr–/, but none that started with /tl–/. The model did not explicitly
represent information related to the legality or probability of sequences of phonemes, but
such knowledge could emerge from the lexical representations.

Second, [20] used the Louvain method with a resolution of 0.2 to examine the commu-
nity structure of the cognitive network of words examined by [17]. A modularity value, Q,
of 0.655 was found, indicating a reasonably robust community structure. Further analysis
of the communities, or sub-groups of words that were more likely to be connected to
each other than to other words in the network, revealed that the words in a community
tended to share common phonemes and sequences of phonemes. For example, one of the
communities of words observed by [20] contained the biphones / k/, /I / and /rI/, which
were found in the words rink, bring, drink and wrinkle that populated that community. It
was suggested that if cognitive processing focused on the individual word node, one would
observe the neighborhood density effects typically observed in other studies (e.g., [9]).
However, if cognitive processing was distributed across multiple word nodes, perhaps
considering the overall activation of a community, one might observe the sub-lexical effects
reported in [1,2]. In the present simulation we used an R package called spreadr [21] to
diffuse activation across the lexical network of [17] for several time-steps. Although there
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are other R packages that implement diffusion mechanisms in networks (e.g., [22]), spreadr
implements the diffusion of activation in a way that is consistent with how it is commonly
discussed and used in the cognitive sciences. In this context, activation is viewed as a
limited cognitive resource that can spread to and activate the information in connected
nodes (e.g., [23]).

The real words varying in neighborhood density and phonotactic probability that
were used as stimuli in [2] were presented to the network model. To examine cognitive
processing of the individual word, we examined the activation level of those stimulus
words at the end of five time-steps during which activation had diffused across the network.
To examine cognitive processing that was distributed across multiple word nodes, we
considered the sum of the activation levels of all of the other words in the network that had
been partially activated at the end of five time-steps. Note that the sum of the activation
of all the words that had been activated after five time-steps results in processing that
is more distributed than simply considering the activation levels of the other words in a
given community. We elected to use all of the partially activated words rather than just the
words in the community to which the stimulus word belonged in order to strike a balance
between the idea from [20] of distributed processing, and the idea from [19] of conspiracy
effects emerging from all of the words in the lexicon.

If [20] is correct, then when we examine the activation of the individual stimulus
words, we should find that words that are low in neighborhood density/phonotactic
probability will have higher activation levels (corresponding to faster and more accurate
performance in humans) than words that are high in neighborhood density/phonotactic
probability. Recall that words with high phonotactic probability tend to have high neigh-
borhood density (and words with low phonotactic probability tend to have low neigh-
borhood density). Henceforth, we will use the terms neighborhood density/phonotactic
probability to emphasize effects driven by lexical representations, and phonotactic proba-
bility/neighborhood density to emphasize effects driven by sub-lexical representations.
This result would replicate the effects observed by [1,2] for words that had been processed
with lexical representations.

Further, when we examine the sum of the activation levels of all of the other words
in the network that had been partially activated at the end of five time-steps, we should
now find that words that are high in phonotactic probability/neighborhood density will
have higher activation levels (corresponding to faster and more accurate performance in
humans) than words that are low in phonotactic probability/neighborhood density. This
result would replicate the effects observed by [12] for words that had been processed using
sub-lexical representations.

2.1. Materials and Methods of Simulation 1

The network used in the present simulation consisted of the 19,340 words in the
phonological network examined in [17]. Edges were placed between word nodes if the
addition, deletion, or substitution of a single phoneme in one word resulted in the other
word. The 140 real words from [2] were presented to spreadr ([21]; version 0.2.0) with the
following settings for the various parameters in the model. An initial activation value of
20 units was used for each stimulus word in the present simulation. Our decision to use an
initial activation value of 20 is arbitrary, and qualitatively similar results would be obtained
using other initial activation values (e.g., [24]).

Decay (d) refers to the proportion of activation lost at each time step. This parameter
ranges from 0 to 1, and was set to 0 in the simulations reported here to be consistent with
the parameter settings used in previous simulations (e.g., [24,25]).

Retention (r) refers to the proportion of activation retained in a given node when it
diffused activation evenly to the other nodes connected to it. This value ranges from 0 to 1,
and was set to 0.5 in the simulations reported here. In [24] values ranged from 0.1 to 0.9 in
increments of 0.1. Because the various retention values in [24] produced comparable results
across retention values, we selected in the present simulation a single, mid-range value

131



Big Data Cogn. Comput. 2021, 5, 47

(0.5) for the retention parameter in order to reduce the computational burden, thereby
accelerating data collection.

The suppress (s) parameter in spreadr forces nodes with activation values lower than a
selected value to activation = 0. It was suggested in [21] that when this parameter is used a
very small value (e.g., <0.001) should be used. In the present simulations suppress = 0 in or-
der to be consistent with the parameter settings used in previous simulations (e.g., [24,25]).

Time (t) refers to the number of time steps that activation diffuses or spreads across
the network. In the present simulations t = 5. This value was selected because as shown
in Figure 3 of [21], activation values reach asymptote in approximately five time-steps.
Furthermore, as shown in the hop-plot depicted in Figure 2 of [26] approximately 50%
of the network has been reached by traversing on average five connections (i.e., hops)
in every direction from a given node, suggesting that the network has been sufficiently
saturated. This value for the time parameter (t = 5) enabled us to reduce the computational
burden, thereby accelerating data collection. At the end of five timesteps we documented
the activation level of each of the stimulus words, and summed the activation of all the
other words that had been partially activated.

Figure 3. A simplified example of how activation diffuses for 5 time-steps across the network using
the same parameters as used in the simulations reported here. t = 0 refers to the initial activation of
the stimulus node with 20 units of activation. Nodes with no values have activation = 0. Note that
activation values may have changed at decimal positions not shown in the figure.

Details about the words and nonwords used in the present simulations can be found
in [1,2], but we provide here a few key characteristics of the stimuli. The 140 real words and
240 nonwords were monosyllabic, both had a consonant–vowel–consonant syllable struc-
ture. Phonotactic probability was calculated as in [27,28] taking in to account the frequency
of occurrence of the segments and the biphones in the words and the nonwords. A median
split was used to categorize the words and nonwords into the high and low phonotactic
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probability categories used in [1,2] and in the present simulations. A similar procedure
(i.e., median split) was used to categorize the words and nonwords in to high and low
neighborhood density categories. The words in the high categories were matched to words
in the low categories on a number of factors including the initial phonemes of the words,
stimulus duration, and frequency of occurrence in English. The nonwords in the high
categories were matched to the nonwords in the low categories in a comparable manner.

2.2. Results of Simulation 1

In [1,2] words with low neighborhood density/phonotactic probability like dog were
responded to more quickly and accurately than words with high neighborhood den-
sity/phonotactic probability like cat. In the cognitive network model implemented on
spreadr, we found when looking at the activation values of the stimulus words that
words with low neighborhood density/phonotactic probability had higher activation
levels (mean = 1.23 units; sd = 0.31) indicating that they were responded to more quickly
and accurately than words with high neighborhood density/phonotactic probability
(mean = 1.14 units; sd = 0.14). Similar to the analyses used in [1,2], an independent samples
t-test, a statistic that is robust to various assumption violations [29], was used [30] and
indicated that this difference was statistically significant (t (138) = −2.29, p < 0.05). This
result qualitatively replicates the results of [1,2].

As described above participants in [12] were induced to respond to words using sub-
lexical representations, resulting in words with high phonotactic probability/neighborhood
density being responded to more quickly and accurately than words with low phonotac-
tic probability/neighborhood density. In the cognitive network model implemented on
spreadr, we found when looking at the sum of the activation values of all of the other
words in the network that had been partially activated at the end of five time-steps that
words in the high phonotactic probability/neighborhood density condition had higher
activation levels (mean = 18.86 units; sd = 0.14) indicating they were responded to more
quickly and accurately than words with low phonotactic probability/neighborhood density
(mean = 18.77 units; sd = 0.31). An independent samples t-test indicated that this difference
was statistically significant (t (138) = 2.29, p < 0.05). This result qualitatively replicates the
results of [12].

2.3. Discussion of Simulation 1

Based on the ideas of [19,20], see also [31], that phonotactic knowledge can emerge
from lexical representations, we examined if a cognitive network that contained only words
might be able to exhibit knowledge of phonotactic information. Previous attempts to
account for the representation of phonotactic information have typically appealed to the
explicit representation of words (i.e., lexical representations) and phonemes and biphones
(i.e., sub-lexical representations). To examine if phonotactic knowledge could emerge from
a cognitive network of only words we simulated the retrieval of the words from [1,2] in the
phonological network of [17].

We predicted that when we examined the activation of the individual stimulus words,
we should find that words that are low in neighborhood density/phonotactic probability
will have higher activation levels (corresponding to faster and more accurate performance
in humans) than words that are high in neighborhood density/phonotactic probability
as observed in [1,2]. We further predicted that when we examined the sum of the acti-
vation levels of all of the other words in the network that had been partially activated
at the end of five time-steps, we should find that words in the high phonotactic proba-
bility/neighborhood density condition will have higher activation levels (corresponding
to faster and more accurate performance in humans) than words in the low phonotactic
probability/neighborhood density condition, as observed by [12] for words that had been
processed using sub-lexical representations. The results of Simulation 1 confirmed those
predictions and provide some credence to the idea that phonotactic knowledge can emerge
from lexical representations.

133



Big Data Cogn. Comput. 2021, 5, 47

The results of Simulation 1 also demonstrate that some forms of phonotactic knowl-
edge can be represented using the cognitive network science approach. This is an important
demonstration because in order for the cognitive network approach to be a useful approach
it should be able to account for a wide range of linguistic phenomena. The results of
Simulation 1, therefore, represent an important step in that direction.

It is also important to acknowledge the limitations of the present simulation. Although
lexical representations are typically used during spoken word recognition [1,2], there are
other language processes that rely on sub-lexical representations, such as segmenting
individual words from the stream of fluent speech [5], and learning new words [6]. Given
that there are only words in the cognitive network used in the present simulation, there is
no way to examine how these other linguistic phenomena might be accounted for by the
cognitive network approach with the present network architecture. Indeed, there is also
no way to examine the processing of the nonwords used by [1,2], because, by definition,
nonwords are not represented in the lexicon. Therefore, in the simulations that follow, we
explored different cognitive network architectures that included biphones (Simulation 2)
and phonemes (Simulation 3).

3. Simulation 2: Network of Words Connected via Shared Biphones

Recall that the network used in Simulation 1 contained words that were connected
based on the addition, deletion, or substitution of a single phoneme [17]. For example,
the words cat (/kæt/) and cut (/k2t/) were connected because substitution of the medial
phoneme resulted in the other word. Even though the network did not have explicit
knowledge of phonemes and biphones, the results of Simulation 1 showed that phonotactic
knowledge could emerge from the lexicon. In the present simulation, we used a different
network architecture to explicitly include knowledge of biphones in the cognitive network.

In the network used in the present simulation, nodes again represented the 19,340 words
from the network used in Simulation 1. In this case, however, edges connected words if
they contained one or more shared biphones (see [32] for networks constructed using a
similar approach). As shown in Figure 4, for example, the word clean (/klin/) contains
the biphones /kl/, /li/, and /in/. Edges in the present network would connect clean to
all the other words that contain at least one of those biphones, such as flea (/fli/), teens
(/tinz/), forklift (/fOklIft/) and ballerina (/bal@ôin@/). The word clean (/klin/) would not be
connected to words that merely contain some of the same phonemes, such as link (/lInk/)
or alcohol (/ælk@hAl/), both of which contain /k/ and /l/, but not the specific biphone
/kl/. Although the words cat (/kæt/) and cut (/k2t/) were connected in the network used
in Simulation 1 [17], these words share no biphones, and are therefore not connected in the
present network.

Figure 4. An example of several words in the network used in Simulation 2 in which nodes represent
words in the mental lexicon, and edges connect words that are phonologically similar to each other
(based on sharing a biphone).
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As in Simulation 1, the R package spreadr [21] was again used to diffuse activation
across the network (using the same parameters as in Simulation 1). This allowed us to
examine how a cognitive network with a different architecture might account for the effects
of phonotactic probability and neighborhood density on the words originally tested in
psycholinguistic experiments by [1,2].

3.1. Materials and Methods for Simulation 2

The network used in the present simulation contained the same 19,340 words used in
Simulation 1 [17]. In Simulation 1, words were connected based on the addition, deletion
or substitution of a single phoneme. In the present case, words were connected if they had
one or more biphones in common. The networks used in the present simulation and in
Simulation 3 were generated in R version 4.1.0 [33] using the following libraries: igraph
version 1.2.6 [34], and tidyverse [35].

Although the present simulation used a new method by which to connect words, the
degree (which corresponds to neighborhood density) of the words in the present network
is qualitatively similar to the degree of the words in the network used in Simulation 1.
For the network in Simulation 1, the words with high neighborhood density/phonotactic
probability had a mean degree of 26.9 words (sd = 5.9), and the words with low neighbor-
hood density/phonotactic probability had a mean degree of 20.0 words (sd = 7.0). For the
network in Simulation 2 the words with high neighborhood density/phonotactic probabil-
ity had a mean degree of 565.8 words (sd = 329.7), and the words with low neighborhood
density/phonotactic probability had a mean degree of 258.6 words (sd = 182.9). A Pearson’s
correlation shows that the measure of degree from the network used in Simulation 1 is
correlated with the measure of degree from the network used in Simulation 2 (r (138) = 0.47,
p < 0.001), suggesting that the two ways of placing edges between words in the two net-
works are similar. The R package spreadr [21] was again used to diffuse activation across the
network. The same parameters used in Simulation 1 (decay = 0, retention = 0.5, suppress = 0,
t = 5) were also used in the present simulation.

As in Simulation 1, the 140 real words varying in neighborhood density/phonotactic
probability from [2] were again presented to the network. We again examined the activation
value of each word at the end of five time-steps.

3.2. Results of Simulation 2

In [1,2] words with low neighborhood density/phonotactic probability were re-
sponded to more quickly and accurately than words with high neighborhood density/
phonotactic probability. In the cognitive network model implemented on spreadr with
words connected because they shared biphones, we found when looking at the activation
values of the stimulus words that words with low neighborhood density/phonotactic
probability had higher activation levels (mean = 0.638 units; sd = 0.009) indicating that
they were responded to more quickly and accurately than words with high neighborhood
density/phonotactic probability (mean = 0.632 units; sd = 0.003). An independent samples
t-test indicated that this difference was statistically significant (t (138) = −5.32, p < 0.001).
This result qualitatively replicates the results of [1,2] and of Simulation 1 using a different
way to represent phonotactic knowledge in the cognitive network architecture.

As in Simulation 1, we sought in the present simulation to examine the ideas of [19,20,31]
that phonotactic knowledge can emerge from lexical representations. We again examined
if the sum of the other activated words in the network would capture how words are
processed if sublexical representations were used.

We found when looking at the sum of the activation values of all of the other words
in the network that had been partially activated at the end of five time-steps that words
in the high phonotactic probability/neighborhood density condition had higher activa-
tion levels (mean = 19.368 units; sd = 0.003) indicating they were responded to more
quickly and accurately than words with low phonotactic probability/neighborhood den-
sity (mean = 19.362 units; sd = 0.009). An independent samples t-test indicated that this
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difference was statistically significant (t (138) = 5.32, p < 0.001), which qualitatively repli-
cates the results of [12]. The different architecture for the cognitive network used in the
present simulation also allows us to assess how the number of phonological neighbors
affects processing using a different definition of phonological similarity. Recall that the
number of phonologically related words is often determined by counting the number of
words that are similar to a given word based on the addition, deletion, or substitution of a
phoneme in one word to form another word [9,17]. However, phonological similarity has
been defined in other ways as well [9,10].

In the present simulation, we can assess how the number of phonological neighbors
influences processing using a different measure of phonological neighbor, namely the
degree of each word, which in the present network indicates that two words share one
or more biphones. A Pearson’s correlation shows a significant relationship between the
number of neighbors a word has (i.e., degree based on sharing at least one biphone) and the
activation value of the word after five time-steps (r (138) = −0.566, p < 0.001). That is, words
with few neighbors had higher activation values indicating they were responded to more
quickly and accurately than words with many neighbors. This result replicates previous
findings about the influence of the number of neighbors on spoken word recognition that
used different ways to define phonological similarity [9,10].

3.3. Discussion of Simulation 2

In the present simulation we used a different architecture to represent phonotactic
information in the cognitive network. Specifically, word nodes were connected if they
shared one or more biphones, thereby explicitly encoding phonotactic knowledge in the
cognitive network in the edges between word nodes. This representational scheme differs
from the architecture used in Simulation 1, where a word node was connected to another
word node if the addition, deletion, or substitution of a single phoneme produced the
other word. Despite using a different network architecture in the present simulation, we
were still able to qualitatively replicate the results of [1,2]. That is, real English words with
low neighborhood density/phonotactic probability were responded to more quickly and
accurately than words with high neighborhood density/phonotactic probability. Further,
when, as in Simulation 1, we summed the activation of the other partially activated words to
assess the emergence of phonotactic effects from lexical representations we found that real
English words with high phonotactic probability/neighborhood density were responded to
more quickly and accurately than words with low phonotactic probability/neighborhood
density, qualitatively replicating the results of [12].This new representational scheme also
provided a different way to define phonological similarity among words, one that differs
from the one-phoneme metric often used to define the phonological neighborhood [9].
Despite phonological similarity now being defined by the sharing of biphones, we also
replicated the influence of phonological neighborhood density in spoken word recognition.
Specifically, words with few phonological neighbors (i.e., low neighborhood density, or
low degree in the network) are responded to more quickly and accurately than words
with many phonological neighbors (i.e., high neighborhood density, or high degree in
the network).

Although phonotactic knowledge was now explicitly encoded in the cognitive network
via the edges between words, we, like in Simulation 1, were still not able to test how the
cognitive network performs on the nonword stimuli used in [1,2]. The influence of sub-
lexical representations such as phonemes and biphones appears limited in spoken word
recognition [1,2]. However, there are other language processes that do rely on sub-lexical
representations, such as segmenting individual words from the stream of fluent speech [5],
and learning new words [6]. Further, [1,2] observed differences in performance in response
to the nonwords that they constructed to vary in phonotactic probability. To more fully
examine if the cognitive network approach can account for the influence of phonotactic
knowledge on spoken word recognition and perhaps other language processes, we used
yet another network architecture in Simulation 3. This new architecture will allow us to
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attempt to replicate via computer simulation the results observed by [1,2] for the real word
as well as the nonword stimuli.

4. Simulation 3: Network Containing Phonemes and Words

In Simulations 1 and 2 the cognitive network contained only lexical nodes (i.e., they
were one mode networks). In Simulation 1, phonologically similar word nodes were
connected based on a one-phoneme metric. Thus, phonotactic knowledge was not explicitly
encoded in the network, but, as suggested by [19,20], phonotactic knowledge can emerge
from subsets of words in the lexicon. In Simulation 2, phonologically similar word nodes
were connected if they shared one or more biphones. In that representational scheme,
which was a one mode projection of a bipartite network containing biphones and word
nodes, some phonotactic knowledge was explicitly encoded in the edges between nodes in
the network.

In the present simulation we wished to encode phonotactic knowledge by including
both phoneme nodes and word nodes in the network. However, in contrast to the one-
mode projection used in Simulation 2, in the present simulation we retained the bipartite
structure. Thus, word nodes were not directly connected to each other, and phoneme nodes
were not directly connected to each other. Rather phoneme nodes connected to word nodes
if the word contained that phoneme.

Consider the word nodes for cat (/kæt/) and cut (/k2t/) as shown in Figure 5. In the
network architecture used in Simulation 1, those word nodes would be connected by an
edge, because of a single phoneme substitution of the medial segment. In the network
architecture used in Simulation 2, those word nodes would not be connected by an edge,
because those two words do not share a common biphone. In the bipartite network used
in the present simulation cat and cut would again not be directly connected by an edge.
Instead, nodes for the phonemes /k/ and /t/ would connect to the cat and cut nodes. Only
the node for the phoneme /æ/ would connect to the node for cat, and only the node for
the phoneme /2/ would connect to the node for cut.

Figure 5. An example of two words and four phonemes in the bipartite network used in Simulation
3. Nodes represented words and phonemes, and edges connected phonemes to words that contained
those phonemes. Words were not directly connected to each other as they were in the networks used
in Simulations 1 and 2.

This bipartite network architecture allowed us to examine processing when lexical
representations were used to respond to real words (as in Simulations 1 and 2) by consider-
ing the final activation levels of the word nodes. This network architecture also allowed us
to examine processing when sublexical representations were used to respond to both real

137



Big Data Cogn. Comput. 2021, 5, 47

words [12] and nonwords [1,2] by considering the sum of the final activation levels of the
phoneme nodes.

4.1. Materials and Methods of Simulation 3

The word nodes in the network used in the present simulation were the same
19,340 words used in Simulations 1 and 2 [17]. The phoneme nodes in the present bi-
partite network were the 45 phonemes used to transcribe the words. Word nodes were
not directly connected to each other, and phoneme nodes were not directly connected to
each other. Rather, edges appeared between phoneme nodes and word nodes if the word
contained those phonemes, thereby forming a bipartite network.

The R package spreadr [21] was again used to diffuse activation across the network.
The same parameters used in Simulations 1 and 2 were also used in the present simulation,
except that activation was allowed to spread over twice as many time-steps given the in-
creased distance between lexical representations resulting from the bipartite architecture of
the network (decay = 0, retention = 0.5, suppress = 0, t = 10). To examine cognitive processing
that uses lexical representations, activation started at the word node corresponding to the
target word, and diffused across the network. After 10 time-steps, activation values in the
nodes corresponding to the target words were then recorded and analyzed. To examine
cognitive processing that uses sublexical representations, activation started at the phoneme
nodes that were constituents of the target word or target nonword, and diffused across the
network. After 10 time-steps, activation values in the constituent phoneme nodes were
then recorded and the sum of those values were analyzed.

As in Simulations 1 and 2, the 140 real words varying in phonotactic probability and
neighborhood density from [2] were presented to the network. This time, however, we also
used the 240 nonwords (120 were designated high phonotactic probability/neighborhood
density, and 120 were designated low phonotactic probability/neighborhood density)
from [1,2].

4.2. Results of Simulation 3

In [1,2], when lexical representations were used to process the real English words,
words with low neighborhood density/phonotactic probability were responded to more
quickly and accurately than words with high neighborhood density/phonotactic prob-
ability. In the bipartite network model containing nodes for phonemes and words, we
examined the activation values after 10 time-steps at the word nodes to simulate the use of
lexical representations to process the words.

We found when looking at the activation values of the stimulus words that words
with low neighborhood density/phonotactic probability had higher activation levels
(mean = 0.021 units; sd = 0.0005086) indicating they were responded to more quickly
and accurately than words with high neighborhood density/phonotactic probability
(mean = 0.020 units; sd = 0.0002767). An independent samples t-test indicated that this
difference was statistically significant (t (138) = −5.43, p < 0.001). This result qualita-
tively replicates the results of [1,2] and of Simulations 1 and 2 using a different way of
representing phonotactic knowledge in the cognitive network.

In [12], when sublexical representations were used to process the real English words,
words with high phonotactic probability/neighborhood density were now responded to
more quickly and accurately than words with low phonotactic probability/neighborhood
density, similar to the pattern typically seen for nonwords. In the bipartite network model
containing nodes for phonemes and words, we examined the sum of the activation values
after 10 time-steps at the phoneme nodes to simulate the use of sublexical representations
to process the words.

We found when looking at the sum of the activation values of the phoneme nodes corre-
sponding to the stimulus word that words with high phonotactic probability/neighborhood
density had higher activation levels (mean = 4.190 units; sd = 0.682) indicating they were
responded to more quickly and accurately than words with low phonotactic probabil-
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ity/neighborhood density (mean = 3.516 units; sd = 0.727). An independent samples t-test
indicated that this difference was statistically significant (t (138) = 5.66, p < 0.001). This
result qualitatively replicates the results of [12].

We now consider the results for the nonwords. In [1,2], when sublexical represen-
tations were used to process the nonwords, nonwords with high phonotactic probabil-
ity/neighborhood density were responded to more quickly and accurately than words
with low phonotactic probability/neighborhood density. In the bipartite network model
containing nodes for phonemes and words, we examined the sum of the activation values
after 10 time-steps at the phoneme nodes to simulate the use of sublexical representations
to process the nonwords.

We found when looking at the sum of the activation values of the phoneme nodes that
were found in the nonword that nonwords with high phonotactic probability/neighborhood
density had higher activation levels (mean = 3.708 units; sd = 0.607) indicating they were
responded to more quickly and accurately than nonwords with low phonotactic probabil-
ity/neighborhood density (mean = 2.150 units; sd = 0.372). An independent samples t-test
indicated that this difference was statistically significant (t (238) = 23.97, p < 0.001). This
result qualitatively replicates the results of [1,2].

4.3. Discussion of Simulation 3

In the present simulation we used a bipartite network containing nodes for phonemes
and words. Phoneme nodes were not connected to each other, and word nodes were not
connected to each other (in contrast to the word nodes in the networks used in Simulations
1 and 2). Rather, phoneme nodes connected to word nodes if that phoneme was a con-
stituent of that word. This network architecture enabled us to simulate the use of lexical
representations to process real words by considering the activation values at the word
nodes after 10 time-steps.

Rather than looking at the emergence of phonotactic effects from a conspiracy of lexical
representations as we did in Simulations 1 and 2, we were able in the present simulation
using a different network architecture to examine the use of sublexical representations
to process the real words and nonwords by considering the sum of the activation values
at the phoneme nodes after 10 time-steps. The results of the present simulation using
this bipartite representational scheme replicated the results for the words and nonwords
observed in [1,2], and for the real words observed in [12].

5. Conclusions

We reported the results of computer simulations using three different network ar-
chitectures to explore how the cognitive network approach might be used to represent
phonotactic knowledge. Previous attempts to account for the processing of phonotactic
information relied on artificial neural networks with lexical and sub-lexical representa-
tions [14]. However, more recent accounts have suggested that phonotactic knowledge
could emerge just from lexical representations [20]. Therefore, in Simulation 1 we tested
whether phonotactic information could emerge from a cognitive network of phonologically
related words that did not have phonotactic information explicitly encoded in it, and did
not have a separate layer of sub-lexical representations.

The simulation of lexical retrieval from the network of phonologically related words
qualitatively replicated the results for real words observed by [1,2]. That is, when specific
lexical representations were used to process the input, words with low neighborhood
density/phonotactic probability had higher activation levels (indicating faster and more
accurate responses) than words with high neighborhood density/phonotactic probability.

To examine the emergence of phonotactic information from collections of partially
activated words in the lexicon we analyzed the sum of the activation levels of all of the
other words in the network that had been partially activated at the end of five time-steps.
In that analysis we found that words in the high phonotactic probability/neighborhood
density condition had higher activation levels (corresponding to faster and more accurate
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performance in humans) than words in the low phonotactic probability/neighborhood
density condition, as observed by [12] for words that had been processed using sub-lexical
representations. The results of this simulation lend credence to the idea that phonotactic
knowledge can emerge solely from lexical representations. However, this network architec-
ture which lacked sub-lexical representations (and of course did not, by definition, include
nodes for nonwords in the lexicon) did not allow us to examine the effects observed by [1,2]
for nonwords varying in phonotactic probability, prompting us to explore different network
architectures in Simulations 2 and 3.

In Simulation 2 we explicitly modeled phonotactic knowledge in the network by con-
necting word nodes if they shared one or more biphones. Using this network architecture,
we again found that words with low neighborhood density/phonotactic probability had
higher activation levels (indicating faster and more accurate responses) than words with
high neighborhood density/phonotactic probability, as observed by [1,2].

This network architecture also provided us with an alternative way to define phono-
logical similarity that differed from the one-phoneme metric used to define phonological
similarity among words in the network that was used in Simulation 1. Using this alterative
definition of phonological similarity, we found that words with few phonological neighbors
(i.e., low neighborhood density, or low degree in the network) were responded to more
quickly and accurately than words with many phonological neighbors (i.e., high neigh-
borhood density, or high degree in the network), replicating the often-observed effects of
neighborhood density in spoken word recognition [9,10].

Finally, in Simulation 3 we used a bipartite network containing nodes for words
and nodes for phonemes in order to explicitly represent phonotactic information with
sub-lexical representations. This network architecture also allowed us to test whether
the cognitive network approach could also account for the results observed by [1,2] for
specially constructed nonwords in their psycholinguistic experiments. The results of the
simulation using the bipartite representational scheme replicated the results for the words
and nonwords observed in [1,2], and for the real words observed in [12], demonstrating
that with the right network architecture the cognitive network approach can be used to
account for the previously observed effects of phonotactic probability and neighborhood
density on spoken word recognition. Future simulations could explore how these network
architectures might account for the influence of phonotactic probability and neighborhood
density in other language processes. The present set of simulations illustrates the value
of using computer simulations to explore how different cognitive network architectures
might or might not account for previously studied phenomena. For example, Simulations
1 and 2 contained lexical representations, but not sublexical representations. The network
architectures in Simulations 1 and 2 allowed us to explore lexical effects (i.e., neighborhood
density), and the idea that phonotactic information may emerge from a conspiracy of
lexical representations. However, without sublexical representations in the networks used
in Simulations 1 and 2, we were not able to directly examine some of the phonotactic
probability effects that had been previously observed, especially those effects obtained
with nonword stimuli (which by definition are not represented in the lexicon). The present
work therefore highlights how important the network architecture is for accounting for a
wide range of psycholinguistic phenomena.

For other demonstrations of cognitive networks accounting for other phenomena
related to language and memory see [21]. We believe it is important for new approaches,
such as cognitive networks, to be able to account for previous findings in new ways, as
well as generate new ideas for future research.

The present exploration of alternative network architectures suggests that future
work using cognitive networks may need to consider network architectures that are more
complex in order to examine other types of linguistic phenomena. Those more complex
network architectures may incorporate multiple layers of representation, like the bipartite
network used in Simulation 3, or may take the form of multiplex networks. In multiplex
networks there may be a network of phonologically related words connected to another
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network layer in which the words are connected by edges if they are semantically related.
Such networks have been used to examine a number of language phenomena, including
the word-finding difficulties of people with aphasia (e.g., [36]).

Another approach may be to employ feature-rich networks [37], which are networks that
include additional information (e.g., temporal or probabilistic information) to complement
the topological information inherent in the network itself. One type of feature-rich network
is a node-attributed network, which adds categorical or numerical information to the nodes.
In the case of cognitive networks representing the mental lexicon, one might include
information regarding the part of speech, length of the word, frequency of occurrence,
or age of acquisition of the word nodes. Work on community detection algorithms in
node-attribute networks has been able to successfully detect important modules that could
not be detected by topological or homophilic clustering criteria alone [38], highlighting the
insight that network science approaches might provide to language researchers. In addition
to feature-rich networks, it might be worth exploring networks that grow over time. Such
networks have been used to explore word learning and changes in the lexicon with age
(e.g., [39]). Much research has examined how phonotactic information influences word
learning (e.g., [6,40]). Exploring how phonotactic knowledge is represented in various types
of cognitive networks that grow over time might be a productive way to further examine
typical language development as well as atypical language development (e.g., [41]). We
believe the cognitive network approach offers Psychology (and other related disciplines) a
simple yet powerful way to model how knowledge is represented in memory, and how the
structure of that knowledge might influence cognitive processing.
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Abstract: The COVID-19 pandemic elucidated that knowledge systems will be instrumental in cases
where accurate information needs to be communicated to a substantial group of people with different
backgrounds and technological resources. However, several challenges and obstacles hold back the
wide adoption of virtual assistants by public health departments and organizations. This paper
presents the Instant Expert, an open-source semantic web framework to build and integrate voice-
enabled smart assistants (i.e., chatbots) for any web platform regardless of the underlying domain
and technology. The component allows non-technical domain experts to effortlessly incorporate
an operational assistant with voice recognition capability into their websites. Instant Expert is
capable of automatically parsing, processing, and modeling Frequently Asked Questions pages as an
information resource as well as communicating with an external knowledge engine for ontology-
powered inference and dynamic data use. The presented framework uses advanced web technologies
to ensure reusability and reliability, and an inference engine for natural-language understanding
powered by deep learning and heuristic algorithms. A use case for creating an informatory assistant
for COVID-19 based on the Centers for Disease Control and Prevention (CDC) data is presented to
demonstrate the framework’s usage and benefits.

Keywords: smart assistants; knowledge generation; intelligent systems; web components; deep
learning; web-based interaction

1. Introduction

Rapid advancements in monitoring and computational techniques have led to the abun-
dance of semantically connected and annotated data in a plethora of fields [1,2], thus pre-
senting the need for effective tools for its management [3], analysis, and communication [4].
Web-based information systems (IS) serve as one-stop platforms to access, analyze, and explore
information effectively for decision-making purposes [5,6]. Although current systems are
proved to be successful to communicate and analyze data efficiently, they still suffer from the
complexity and the higher learning curves due to the limitations of conventional interaction
methods [7]. Users of information systems (e.g., public, workers, managers, decision-makers,
organizational leaders) often look for a certain piece of knowledge for which they may have
to master the functionalities and resources provided by the IS [8]. This is especially tedious
and discouraging for users who are not continuous visitors to the system. Thus, modern
approaches are needed to free the users from the nuances and complexities of information
systems and provide a feasible tool to access knowledge [9]. Automated knowledge commu-
nication will be critical for participatory decision-making process in disaster mitigation as
well [10,11].

With the advancements in artificial intelligence, there is a significant surge in research
of chatbots, which can be defined as intelligent agents (i.e., assistants) that can compre-
hend natural-language queries and produce a direct and factual response using data and
service providers [12]. More recently, the increased prevalence of deep learning tools and
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generalized algorithms resulted in the growth of chatbots fueled from deep learning’s
ability to make robust and scalable inferences out of high-dimensional and likely noisy
data [13]. Technology companies have been taking the lead on operational virtual assis-
tants integrated into their ecosystem which triggered a brand new and massive market
that was valued at US$ 2.2 billion in 2018 and is expected to reach US$ 11.3 billion by
2024 [14]. However, the usage of chatbots for effective and reliable information commu-
nication is not widespread among public, government, and scientific communities [15].
As of 2018, only 16% of Internet users have ever used a chatbot [16] even though there
is a substantial demand [17]. Several publications emphasize the potential chatbots hold
to serve as the next generation information communication tool and make the case for
an urgent need for chatbot development and adoption in their respective fields [18]. The
United States Army Corps of Engineers (USACE) Institute for Water Resources reports that
virtual assistants hold great promise for the USACE to better serve the public, enhance
workflow, and improve decision-making while saving time and financial resources [19].
Voice-enabled knowledge systems can support novel virtual reality systems [20] for emer-
gency response training and disaster risk communication [21]. More recently, the rise of
the COVID-19 pandemic made it clear that chatbots will be instrumental in cases where
accurate information needs to be communicated to a substantial group of people with
different backgrounds and technological resources as reported in a Nature article [22].
Sohrabi et al. [23] describe how artificial intelligence-powered chatbots can be widely
used to provide up-to-date information regarding the COVID-19 outbreak in the context of
prevention and management.

Relevant Work

Conversational intelligent agents have been extensively researched and applied in
many fields, including health care [24], finance [25], environmental sciences [26], psy-
chology [27], and administration [28]. They have required the development of taxonomy,
natural-language processing approaches, interaction methods and interfaces, and intent
mapping (e.g., scoring), and are often developed for specific use cases by an experienced
developer team. More recently, commercial chatbot development (e.g., Microsoft Bot
Framework, Google DialogFlow, IBM Watson, Facebook Wit.ai, Amazon Lex) services
have been made available to streamline the chatbot development workflow by separating
the functionality from the use cases and providing on-demand modular services for the
building blocks of a smart assistant (e.g., intent classification, voice recognition, speech
synthesis, cloud computing for query execution) [29]. However, these services are often
costly and black-box, and may be limited to their own ecosystem, which may result in
being bound to cloud services of the respective software ecosystem [30]. Furthermore, such
paid platforms often come with a variety of advanced features that may not be needed
by all use cases (e.g., integration to messaging applications). An exception is RASA, a
commercial and partially open-source conversational AI platform to develop chatbots.
Although its open-source natural-language understanding module and integration con-
nectors allow developers to build and host chatbots, voice recognition, synthesis, and
web tools for encapsulated UI/UX are not provided within the framework [31]. Similar
to RASA, another recent chatbot development framework that is commercial and open-
source is Xatkit. Although its features and limitations are partially similar to RASA, its
major distinctions include e-commerce support and increasing the abstraction of chatbot
development process [30]. Developing full-scale conversational agents are difficult to
develop and maintain even by using commercial products, due to the sheer complexity of
achieving human-like interaction (e.g., detecting meaning, maintaining a context, handling
unforeseen situations meaningfully) [32]. The budget and the talent it requires to have
such agents make it unfeasible for many educational institutes, research organizations, and
micro-enterprises to benefit from natural-language interactions.

The futuristic vision of widespread employment of virtual assistants is held back by
several challenges [33]. One of the major obstacles of virtual assistant development and
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use is that the available services usually require a centralized data flow (e.g., server-side
processing of voice, sentence, or data) involving a third-party service provider which
presents concerns in terms of data privacy, security, and compatibility [30]. Currently
available frameworks for chatbot development often employ vertical integration in which
the developers find themselves stuck with the ecosystem of the service provider [34].
A 2019 report on the virtual personal assistant market concludes that the high-growth
inflection point of the market and wide adoption of smart assistants in many fields will
occur as open-source and free assistant development tools [34]. A second major challenge is
that the workforce and/or financial resources required to initialize and maintain a chatbot
discourages establishments, governments, research groups, and non-profits, while for
larger companies and organizations these costs justify themselves for the long term [35].
Furthermore, active internet connection is often needed for chatbot to operate at its simplest
level, which presents a significant setback as many use cases do not have a reliable and
consistent internet connection [19].

Thus, while the literature review reveals the need and a plethora of areas of research for
virtual assistants, the research questions (RQ) that this study aims to tackle are formulated
as follows.

1. Can natural-language question answering be democratized for under-resourced orga-
nizations and teams?

2. Can a voice-enabled smart assistant be realized and function with client-side compu-
tational resources?

3. Is it possible to ensure data privacy while using voice assistants?
4. Can a caching mechanism be employed for offline chatbot usage?

This paper presents Instant Expert, an open-source semantic web component to build
and integrate voice-enabled smart assistants (i.e., chatbots) for any web platform regardless
of the underlying domain and technology. The component allows non-technical domain
experts to incorporate an operational assistant with voice recognition capability into their
websites by simply adding as little as a single line of HTML code while customizations
are enabled for more advanced use cases. The component entails an encapsulated user
interface that accepts natural-language questions via text and speech inputs as well as
selection from a predefined list of questions. A knowledge generation module processes
questions to map them to the configured data resource and returns the answers using its
inference engine and natural-language mapping methods powered by deep learning and
heuristic algorithms. Instant Expert is capable of automatically parsing, processing, and
modeling internal (same-origin) or external (cross-origin) Frequently Asked Questions
(FAQ) webpages as an information resource as well as communicating with an external
knowledge engine for more advanced use cases. The presented framework is powered
by advanced web technologies to ensure reusability and reliability and deep learning to
perform accurate natural-language mappings. A use case for creating an informatory
assistant for COVID-19 based on the Centers for Disease Control and Prevention (CDC)
data is presented to demonstrate the framework’s usage and benefits.

The main contributions of this research can be summarized as follows. The pre-
sented component makes it possible for any web system on any domain to have its own
voice-enabled smart assistant to instantly provide factual responses to natural-language
queries. It can grow the system’s visibility and increase user retention and satisfaction
due to providing the user with the information they desire without a hassle. The com-
ponent can especially be valuable for individual developers, academic research groups,
small companies, non-profits, and public offices that may not have the resources for the
development and maintenance of commercial smart assistants for their organization. The
framework liberates developers from the limitations and boundaries of any given ecosys-
tem and maximizes customization based on available resources and needs while providing
a generalized framework to offer standardized, robust, and efficient smart assistants. The
framework is completely built on web technologies (e.g., HTML5, JavaScript, CSS) working
on the client-side which eliminates the dependence to server-side technologies and assures

147



Big Data Cogn. Comput. 2021, 5, 57

data privacy. Finally, the Instant Expert’s modular architecture, which is not bounded by
any ecosystem, paves the way for its expansion into virtual reality (e.g., A-Frame), and
augmented reality (i.e., HoloLens and Magic Leap) applications through web [36].

The remainder of this article is organized as follows. Section 2 presents the methodol-
ogy of the development and implementation of the intelligent web framework. Section 3
describes a case study on public health and provides benchmark results and performance
analysis. Section 4 concludes the articles with a summary of contributions and future work.

2. Methods

The Instant Expert web component entails several components all of which are im-
plemented using Hypertext Markup Language 5 (HTML5), JavaScript (JS), and Cascading
Style Sheets (CSS). The component runs completely on the client-side (i.e., using only the
client’s hardware) by which significantly minimizes the workload, and consequently, the
maintenance cost to employ a smart assistant. The framework can be abstracted into two
main semantic units: (1) user interaction and interface and (2) knowledge generation. Vari-
ous features of ECMAScript 6 (ES6) have been used in the software including JS Modules to
avoid global namespace pollution and provide a degree of encapsulation against potential
conflicts between the smart assistant and hosting web platform. The framework can be
imported into any web application as a script as demonstrated below.

<script src="instant-expert-dist.js"></script>

Additional benefits of using ES6 include default parameter values, string inter-
polation, OOP-style (Object-Oriented Programming) classes, which lead to a robust,
clean, and extendable product. The usage of web frameworks (e.g., Polymer, Sten-
cil) is considered when designing the web component, though consciously avoided to
minimize the learning curve and eliminate the dependency on any framework’s ab-
straction. The code of Instant Expert is fully open-source and accessible via GitHub
(https://github.com/uihilab/instant-expert, accessed on 11 October 2021) with detailed
documentation guiding developers on how to employ and configure the framework.
Figure 1 summarizes the overall architecture of the presented framework.

2.1. User Interaction and Interface

The Instant Expert is built upon the features provided by the Web Components.
Web Components are a collection of web technologies combined with the purpose of
creating reusable, customizable, and encapsulated HTML elements [37]. It is mainly
powered by three web technologies. Custom Elements enables the creation of new HTML
elements. HTML templates offer the mechanism to define HTML content that can be
instantiated during runtime instead of being rendered when the page is loaded. Shadow
DOM provides encapsulation of an element’s features with a shadow tree associated with
the web component [38]. The major consideration when designing the component is to
prevent it to affect the visual and functional integrity of the hosting web site, as well as to
prevent it from being affected by the hosting web site. Shadow DOM prevents potential
integration complications by creating a shadow root under the custom HTML element
and rendering it separately from the main document DOM. These new technologies are
not yet widely adopted in the industry and especially in academia despite the remarkable
benefits they offer. Another aim of this paper is to serve as an example to advantages of
Web Components by reducing the technicality.

CSS Containment

Containment is a CSS feature that aims to isolate a contained element’s contents from
the rest of the document, as much as possible. The main purpose of the containment is
to provide optimization and offer stability in rendering and painting of web pages by
providing a standardized way. Browsers are always looking to make optimizations when
rendering a page. Containment provides a standardized way to tell the browser where and
how it can optimize without breaking the intended functionality. When using third-party
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DOM, such as the Instant Expert, containment can prove to be useful to sandbox the
component to protect and increase the performance of the page. It should be noted that
containment is not a security feature and is not aimed to provide a full encapsulation.

Figure 1. System architecture of the Instant Expert.

There are 4 main types of containment that can either be used individually or in
groups. The details of each containment type can be found in the specification document
published by the World Wide Web Consortium (W3C) [39]. For the purposes of Instant
Expert, Content Containment has been used which combines Layout, Paint, and Style
Containments. A web component already brings the containing functionality; however,
Content Containment introduces significant performance benefits and decreases rendering
runtime. This is especially valuable to protect the performance of the website that integrates
the Instant Expert. As of June 2020, CSS Containment is supported by default by the latest
versions of major browsers (i.e., Google Chrome, Opera, Mozilla Firefox Nightly, and
Microsoft Edge). Another advantage of using Content Containment is that it will not affect
the functionality of Instant Expert even if the client browser does not support it.

User Input

There are three ways for a user to interact with the system; (a) manually typing the
question to a text box, (b) invoking voice recognition to ask the question using a micro-
phone, and (c) selecting from a predefined list of questions (Figure 2). Text input is the
most common type of interaction due to the search engine culture. Having a predefined
list of questions allows the user to explore the system and better understand its capabilities.
Voice-enabled communication is supported using Web Speech API, which is an experimen-
tal technology that defines a JavaScript API to integrate speech recognition and speech
synthesis functionality into web pages. As of June 2020, speech recognition is supported
by the latest versions of Google Chrome, Opera, and Microsoft Edge browsers. Speech
synthesis is supported in all major browsers (e.g., Google Chrome, Mozilla Firefox, Opera,
Microsoft Edge, and Safari). The component checks the client browser at initialization to
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test if Web Speech API is supported and disables speech features if not supported. The
component allows the incorporation of third-party speech recognition and synthesis APIs;
however, it requires modification of the component’s source code. Upon the construction
of the natural-language question in text format, all input types eventually follow through
the same flow to be passed to the knowledge generation module.

Figure 2. Flowchart summarizing the Q&A Mode’s execution logic.

2.2. Knowledge Generation Module

The knowledge generation module is tasked with the complete workflow of producing
a direct response to the given natural-language question. There are two main approaches
for powering the Instant Expert with a knowledge base; knowledge-engine mode and
question-and-answer (Q&A) mode. The knowledge-engine mode relies on the integration
of an external server-side knowledge engine that can access and analyzing vast amounts of
data in response to a natural-language question. The Q&A mode requires a list of question-
and-answer pairs supplied manually or by providing the URL of a webpage containing
such pairs (e.g., Frequently Asked Questions). The Q&A mode uses deep learning models
to create a tensor representation for each question in the knowledge base to calculate
semantic similarity with the user question.

2.2.1. Q&A Mode

A major motivation of Instant Expert is to augment existing web platforms with a
plug-and-play importable web component with minimal effort. In most use cases, static
and textual responses can suffice to help users find useful information that they were
looking for. Such pieces of information are often presented in a web platform in the form of
Frequently Asked Questions (FAQ). However, searching for information via FAQs is often
discouraging, hard to navigate, time-consuming, and results in failure of communicating
critical information in a timely manner [40]. As a solution, the Q&A Mode of the Knowledge
Generation Module is equipped with functionalities to parse and process FAQ pages and
to efficiently and effectively map any user question into one of the question-and-answer
pairs in the generated knowledge base. Thus, the Instant Expert effortlessly enhances user
experience by allowing the users to verbally communicate with the system and receive a
direct response without the hassle of going through potentially hundreds of frequently
asked questions. Figure 2 visualizes the workflow for the Q&A Mode.

Q&A Parsing and Collection

There are two approaches to collect Q&A pairs: manual entry and automatic FAQ
parsing. For web platforms that do not have already established FAQ pages, the web
component allows the developers to enter questions and their respective answers through
HTML <slot> elements within the scope of Instant Expert in a hierarchical and organized
manner. Since the Q&A pairs are directly provided, no further processing has been done
before the encoding stage.

Automatic FAQ parsing requires the developer to supply the direct URL of the web-
page containing the FAQ into the web component as an attribute. Both same-origin and
cross-origin addresses are accepted given that the FAQ pages, which are not hosted in
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the same domain as the application, are navigated via a proxy server. The strength of the
FAQ parsing and Q&A extraction comes from its unique design where no preprocessing is
required regarding the webpage structure. Heuristic algorithms can perform just as well
or better than machine learning approaches for similar scraping tasks as reported in the
literature [41]. Our novel heuristic algorithm is built based on two assumptions concerning
the structure of the FAQ webpage: (1) most question mark characters belong to the FAQ
on a given page, and (2) both the questions and answers follow a certain HTML structure
(i.e., not arbitrarily placed). The first assumption is clearly the case for the majority, if
not all, of the FAQ pages since most FAQ questions end with a question mark and it is
extremely unlikely to have more question marks in the remaining of the page. As for
the second assumption, all questions in a given FAQ webpage is highly likely to follow a
certain convention for the purpose of clarity, symmetry, maintainability, and effectiveness.
More concretely, the HTML elements containing the FAQ question will likely share certain
characteristics such as element tag, class, styling, immediate parents, and DOM depth.
Thus, a pattern can be inferred by analyzing these correlations in an efficient way. The
same condition is applicable for the FAQ answers.

The parsing process begins with finding innermost HTML elements containing a
question mark to retrieve unique texts. Per our assumption, most of these question marks
should belong to FAQ questions. To deduce a pattern, we traverse each retrieved element
to keep record of their and their closest three parents, if exist, tag names along with their
depth within the DOM tree. Per our symmetry assumption, the elements containing FAQ
questions should produce the same values for tag names and depth. Using a hash table,
the frequency of each combination is measured to identify the correct pattern. Thus, all
FAQ questions are successfully retrieved based on the inferred pattern. Before initiating the
process for parsing the FAQ answers, a challenge arises regarding the scope. For example,
the innermost element containing the question might have parent elements for visual and
interactive purposes (e.g., buttons, container boxes) before continuing to the following
question or answer. It is known that the answer to a question lies somewhere between the
text of that question and the text of next question. However, it cannot be known whether
the answer is grouped with its question:

<div id="questionGroup1">
<div id="question1Container">...</div>
<div id="answer1Container">...</div>

</div>

or simply have been coded sequentially in the same scope with other questions and
answers:

<div id="question1Container">...</div>
<div id="answer1Container">...</div>

Even if processing would have been performed to find the uppermost parent contain-
ing only the question text, scope issues still would not fully resolve since it is a common
practice in FAQ pages to group questions by topic, which breaks the sibling relationship
between the last question in a group and the first question in the next group. As a solu-
tion, a heuristic approach is taken to deduce a pattern to work in all possible webpage
configurations. First, the uppermost parent of each question that does not contain its
following question is retrieved, and its distance to the child is recorded. Per the symmetry
assumption, most retrievals will share the same distance value. Thus, the system can
extract all answers regardless of their scope and structuring. Thus, all Q&A pairs are
extracted from an FAQ webpage in a heuristic manner requiring no data other than the
URL of the Q&A page.

Q&A Encoding

The extracted Q&A pairs are processed to create an encoded and numeric representa-
tion of the questions so that the user question can effectively be mapped. Due to the high
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variety of expression styles for questions sharing the same intent and desiring the same
output, the structure and the words in the sentence should be analyzed while preserving
the semantic integrity [42]. Furthermore, this representation will only be used to calculate
similarity between different question sentences, and thus, natural-language parsing and
data extraction is not a necessity. An additional design choice is to be able to efficiently per-
form the encoding process on the client-side. Given these requirements, the Instant Expert
uses the Universal Sentence Encoder (USE) [43], a model that is designed to embed text to
produce a vector representation entailing the semantic information within the sentence.
More specifically, the Transformer architecture [44] constitutes the underlying encoding
model for context-aware representations of words resulting in a 512-dimensional vector.
Within the presented framework, a lightweight version of the USE with an 8000-word
vocabulary is imported and executed with TensorFlow.js, an open-source JavaScript library
that can train and deploy machine learning models on the client-side via the browser.

All questions (n questions) in the collected Q&A pairs are provided as input to the USE
model via TensorFlow.js which produces a 512-dimensional tensor per question and results
in a [n, 512]-sized matrix. This process takes place asynchronously in the background
while allowing the users of the website to continue their interaction as usual. Once the
processing is complete, the tensor matrix as well as the list of Q&A pairs are saved within
the duration of the session. If the developer enabled downloadModel attribute of the Instant
Expert web component, then the framework will generate a JSON file consisting of the
tensor matrix and the Q&A pairs. This JSON file can be hosted on a server and the URL to
access the file can be provided to Instant Expert. This mechanism allows the developers
to prevent the client’s hardware resources to unnecessarily be used by the embedding
process, and make the Instant Expert instance to be initialized instantly to respond to
any questions without needing to wait for the asynchronous operations to be completed.
Thus, the framework allows three different usage styles for the Q&A Mode: same-origin or
cross-origin FAQ webpage, manual Q&A definition, and JSON file containing Q&A pairs
and question embeddings.

Response Generation

Each time a user asks a question through Instant Expert, the USE model is used in the
same fashion to generate the embeddings in the form of a tensor. Thus, every predefined
question with known answers as well as the input question are represented as points on a
512-dimensional coordinate system. Distance between these points is used as the criterion
to assess semantic similarity. As the distance measurement technique, this framework uses
the Cosine Similarity (Equation (1)) which is defined as;

cos θ =
X · Y

||X|| ||Y|| (1)

where X and Y are the tensor representations of the user’s question and a predefined
question in the parsed Q&A pairs, respectively. For robust calculation of dot products and
norms, an open-source JavaScript library (Math.js) is used. This similarity is calculated for
n questions that result in a similarity array where the values closer to 1 indicate higher
correlation. Before completing the mapping to the question with the highest similarity, a
threshold value is established to filter unrelated questions where a satisfactory answer is
not present in the knowledge base. This is especially important to eliminate the potential to
misguide users with unrelated or unappropriated information. This threshold value can be
adjusted according to the nature of the use case to determine the trade-off between precision
and recall. The framework performs the response generation phase asynchronously so that
the hosting website is not throttled or disturbed. The generated response is returned to
be displayed via the web component’s interface along with the source of information to
ensure the recipient of the information is aware of the source.
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2.2.2. Knowledge-Engine Mode

The presented component can be connected to an external knowledge engine for more
sophisticated use cases of intelligent assistants. A server-side engine may use semantic
webs to aid in the inference process and dynamic and distributed data resources to respond
to complex queries. The main advantage of such engine is the use of custom natural-
language processing approaches capable of extracting useful information from the question
such as time and date, location, intent, output type (e.g., graph, image, numeric value),
ontological entities, and mathematical and statistical operations [45]. Thus, the knowledge
generation process pertaining to an external engine has a computational essence in com-
parison to merely providing textual information. Furthermore, this mode provides the
option for users to use existing open-source conversational AI development frameworks
(e.g., RASA, Xatkit) for insightful interactions.

The web component retrieves the answer for the input question by making an HTTP
POST request to an external knowledge engine using the webhook link provided with
the ‘engine’ attribute of the element. The only parameter passed to the engine is the
question text using the parameter key ‘question’, which can be modified per developer’s
configuration. The component expects a response from the engine in JSON format with a
key-value pair where value represents the response. The module requires the response to
return within 2 s to portray a realistic and natural interaction with the user. If the engine
and the web page that integrates the Instant Expert are not hosted on the same origin, then
the engine should be able to handle requests from origins outside of its own by setting up
Cross-Origin Resource Sharing (CORS), or use other solutions such as to use a proxy server
or script.

3. Results

3.1. Q&A Mode–Public Health Case Study

The generalized nature of the presented framework makes it suitable for usage in any
domain. For the purpose of demonstrating its workflow and benefits, an example use case
needs to be selected where the necessity and impact of chatbots are evident. The degree of
misinformation and sparseness of sources results in a data mess for topics ranging from
politics to health. Social media and online news outlets often receive the same information
from the same source, but report it as duplication through a story with a narrative, which in
turn, results in information pollution. One of the advantages of the Instant Expert is that it
allows the sharing of information through numerous challenges by referencing the original
source instead of duplication which opens the way for distrust. A recent example of such
scenario is the ongoing pandemic of Coronavirus Disease 2019 (COVID-19). It has been
widely reported how chatbots can prove to be useful during the pandemic on different
levels envisioned and developed by various organizations and companies. Examples to
these chatbot use cases regarding COVID-19 include, but not limited to, assessing eligibility
for plasma donation [46], symptom checkers and health screening [47–49], and information
dissemination, which is especially crucial as chatbots provide a direct and single response
to a given question instead of the alternative of being succumbed to social media posts
and the spread of misleading or incomplete information [22,50]. It has been advised that
local authorities and healthcare businesses should use chatbots to ensure 7/24 accurate
information flow powered by the extensive amounts of Frequently Asked Questions
available by authoritative sources such as CDC and WHO [51]. Yet, the realization of
this vision is hindered by the lack of technological capabilities, resources, and funding
available to such local and healthcare organizations. Thus, an information dissemination
chatbot for COVID-19 has been selected as the use case in this paper to demonstrate
the presented framework’s usage and benefits due to the urgent demand as COVID-19
pandemic is progressing.

According to web analytics service [52], the CDC website has received the highest
number of visits (i.e., traffic) among websites that are served in English and that offer
information and statistics on the spread of the COVID-19 infection. Thus, we have selected

153



Big Data Cogn. Comput. 2021, 5, 57

the CDC’s official Frequently Asked Questions webpage [53] as a source for the following
use cases. On that page, there is a total of 119 questions spanning various topics ranging
from COVID-19 basics to cleaning and disinfection as of 20 June 2020. Figure 3 shows
screenshots from the Instant Expert instance with CDC-powered Q&A set.

(a) (b)
Figure 3. Screenshots from the Instant Expert for COVID-19 Chatbot. (a) The main screen of conversation with but-
tons to activate voice input and display example questions, (b) example questions that can be asked to the chatbot as
recommendations to the user.

The case study has been performed on an average personal computer that is powered
by Intel(R) Core(TM) i7-7700HQ CPU @ 2.80 GHz, 32 GB 2400 MHz RAM, and an NVIDIA
GeForce GTX 1050.

3.1.1. FAQ from a Web Page

The Instant Expert has been initialized in the FAQ mode and provided the CDC’s FAQ
URL as the information source. Due to the cross-origin limitations, a proxy server (CORS
Anywhere) has been used to retrieve the webpage contents. Exactly all 119 Q&A items on
the CDC page have successfully been extracted with a 100% precision and recall, followed
by the embedding of all questions for natural-language mapping. The average time spent
on parsing the Q&A pairs and for embedding the questions using the Universal Sentence
Encoder has been reported in Figure 4. To visualize the processing complexity, this bench-
mark has been performed for subsets of the CDC questions so that the correlation between
the number of questions and the processing time is clear. The runtime measurement does
not include the time spent for the retrieval of the FAQ page via GET request and loading
the USE model as both of their performance is out of the presented framework’s scope
and affected by external parameters such as the internet speed. Furthermore, these actions
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are only performed once, and thus, is neither related to the number of questions nor the
structure of the FAQ page.

Figure 4. Benchmarks for powering the Instant Expert from an FAQ webpage: parsing time and
embedding time.

One of the main purposes of the FAQ mode is to allow users to ask questions in various
natural-language expressions. A test set is generated to quantify how flexible the Instant
Expert is in terms of accurately mapping question variations that share the same intent.
The test set contains the original FAQ question, answer, and one natural-language question
that expects the same answer with different phrasing. For objectivity, a third-party software
(i.e., QuillBot), which is a machine learning-powered paraphraser and sentence restructurer,
is used to produce high-variance natural-language questions with a similar meaning to
the original. Minor manual modifications have been made to questions to challenge the
inference component of the system by referencing the actual questions asked by people on
the Internet. Table 1 provides examples of the generated questions in comparison to the
original question. Additionally, the test set also contains three questions that the CDC’s
FAQ cannot and should not answer. These three questions are taken from the US Federal
Drug Administration’s (FDA) FAQ webpage. The reason for this addition is to make sure
that the chatbot does not disseminate inaccurate and unrelated information. Thus, the test
contains a total of 122 questions. For measurements, a benchmark analysis has been carried
out to experiment with a broad range of confidence threshold values with respect to the
precision and recall values. For reference, precision represents the percentage of questions
that have been mapped to the correct answer out of all the questions that are mapped to
some answer. Recall, on the other hand, represents the percentage of questions that have
been accurately mapped. Both the benchmark code and a complete test set can be found
on the GitHub repository for reproducibility and reanalysis.

To quantify the model’s effectiveness, precision (Equation (2)), recall (Equation (3)), and
f1-score (Equation (4)) metrics have been selected for this imbalanced classification problem
with multiple classes as formulated below [54]. n value in the equations below represents
the number of different questions in the FAQ (i.e., classes).

precision (multiclass) = ∑n
0 TruePositive

∑n
0 TruePositive + ∑n

0 FalsePositive
(2)

recall (multiclass) = ∑n
0 TruePositive

∑n
0 TruePositive + ∑n

0 FalseNegative
(3)

f 1 − score (multiclass) =
2 × precision × recall

precision + recall
(4)
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Table 1. Example Questions from the Test Set.

Original Question Generated Test Question

“Should I make my own hand sanitizer if I can-
not find it in the stores?”

There are no hand sanitizer left in stores.
Should I make one myself?

“What should I do if there is an outbreak in my
community?”

What are you suggesting me to do if my com-
munity suffers from an outbreak?

“Should I go to work if there is an outbreak in
my community?”

Am I supposed to continue working if we have
an outbreak in my street?

“Can CDC tell me or my employer when it is
safe for me to go back to work/school after
recovering from or being exposed to COVID-
19?”

If I am exposed to COVID-19, when can I safely
go back to work?

“My family member died from COVID-19 while
overseas. What are the requirements for return-
ing the body to the United States?”

What is the policy on bringing my relative back
to US who passed away due to COVID-19?

“What is routine cleaning? How frequently
should facilities be cleaned to reduce the po-
tential spread of COVID-19?”

How often should I clean my place to prevent
COVID-19?

“What should I do if there are pets at my long-
term care facility or assisted living facility?”

What steps I should take if my nursing home
has pets?

N/A (CDC’s FAQ does not have this question) Am I at risk of serious complications from
COVID-19 if I smoke cigarettes?

N/A (CDC’s FAQ does not have this question) Are there any vaccines to prevent COVID-19?

N/A (CDC’s FAQ does not have this question) Are antibiotics effective in preventing or treat-
ing COVID-19?

Figure 5 shows how precision and recall values are affected based on the selected
confidence threshold. To achieve an accurate and complete system, the goal is to maximize
the precision and recall values; however, a trade-off evaluation is required [55]. Based on
the use case, it may be important to maximize the precision for making sure to always
provide the accurate answer for questions that are mapped or to maximize recall for
mapping as much question as possible while potentially sacrificing the accuracy of a few.
For this use case, the recall starts to drastically decrease around confidence level of 0.8
while the precision stabilizes as seen in Figure 5. Looking at a confidence level of 0.75, the
precision is maximized with a value of 100% while recall value is 97.541%. Coincidently,
the ideal confidence value for the highest possible recall is also observed to be 0.75, though
for other cases this value might differ resulting in a trade-off to prioritize either maximum
precision or recall. This ideal confidence level can also be observed with the harmonic mean
of precision and recall values (i.e., f1-score) where f1-score is the highest at 0.75 confidence.

For applications when the prediction results in critical information regarding human
health, such as the use case for COVID-19, precision is more critical than recall, because
providing the wrong information can have detrimental results. Thus, based on the ex-
periment, the confidence threshold is set to 0.75 by default to ensure perfect precision of
100%, which results in 3 out of 119 questions are left unmapped. These three questions
are examined to identify why they have not reached to satisfactory confidences. Table 2
summarizes the original FAQ text, the test question, and commentary on why the map-
ping was not successful. Based on the investigation, we conclude the questions that are
not context-independent and not well-structured are more difficult to be mapped from
to-the-point questions that an average user of the system might ask.
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Figure 5. Precision, recall, and f1-score values for different confidence thresholds based on generated
test data.

Table 2. Summary of unmapped questions.

Original Question Test Question Commentary

“Limit time with older
adults, including rela-
tives, and people with
chronic medical condi-
tions.”

“Should I avoid
spending time
with the elderly,
especially those
with health condi-
tions?”

The structure of the original question
is not in the form of a question, and
rather a recommendation. Especially
since there are similar questions ex-
ist in the FAQ on dealing with people
with underlying conditions, the map-
ping process could not complete with
a satisfactory confidence.

“Will businesses and
schools close or stay
closed in my commu-
nity and for how long?
Will there be a “stay
at home” or “shelter
in place” order in my
community?”

“For how much
longer the business
will stay closed?”

This FAQ item is too broad, and in
fact entails three different questions
for business or schools. The test ques-
tion only asks a portion of the FAQ
item concerning the businesses, which
results in unsatisfactory confidence.

“What about imported
animals or animal prod-
ucts?”

“Do animal prod-
ucts pose risk?”

This FAQ question is incomplete as its
meaning depend on a previous ques-
tion in the FAQ list.

The Instant Expert can be instantiated based on a FAQ webpage by simply providing
the URL. This use case is especially suitable for cases where the information in the FAQ
changes frequently. As an example, it has been widely reported that the constantly and
rapidly changing nature of COVID-19-related data and guidelines cause misinformation or
confusion of the public [56]. Thus, this mode can justify the required client-side workload
when the source is an ever-expanding and ever-changing list of question and answers.
Example usage is shown below.

<instant-expert
mode="faq-web"
faq-url="YourProxyURL/ https://www.cdc.gov/coronavirus/2019-ncov/faq.html">

</instant-expert>

Parsing FAQs from Other Sources
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As a tangent to the COVID-19 Case Study that is powered by CDC data, we have
experimented with FAQ webpages from other websites and domains to showcase the
Instant Expert’s generalized structure and domain independence. Table 3 summarizes five
FAQ sources that were used in the same manner as described in the implementation above
by providing the respective URL. The output of the parsing component has been recorded
and analyzed to measure the success rate. In this context, precision represents the number
of the accurate text groups that were labeled as a question or an answer, whereas the recall
represents out of all the question and answers on the given webpage the framework was
able to accurately parse. The analyzed FAQ webpages are structured in various ways and
in different languages (e.g., English, German, Spanish, French), thus, demonstrating the
parsing process’ generalized workflow. All FAQ pages below analyzed as of 26 June 2020.

Table 3. Analysis of FAQs to demonstrate the framework’s domain independence and generalized nature.

FAQ Source No of Q&A No of Parsed Q&A Precision Recall

FDA COVID-19 FAQ (fda.gov) 78 78

100% 100%

World Health Organization (WHO)—Q&A
on coronaviruses (who.int)

24 24

United Nations COVID-19 FAQ (un.org)
(in English) 40 40
(in French) 37 37

(in Spanish) 38 38

Stanford COVID-19 FAQ (stanfordhealth-
care.org)

16 16

Robert Koch Institut COVID-19 FAQ (rki.de)
(in German) 43 43

3.1.2. FAQ from a Custom List

Some use cases may require manual definition of question and answers instead of
having or relying on an existing FAQ webpage. To enable such initialization, the Instant
Expert presents a mode, called FAQ-custom, in which HTML Slot elements are used to
allow the developer to specify questions and their corresponding answers as shown below.

<instant-expert mode="faq-custom">
<div slot="questions">

<p>Question 1</p>
<p>Question 2</p>

</div>
<div slot="answers">

<p>Answer 1</p>
<p>Answer 2</p>

</div>
</instant-expert>

3.1.3. FAQ from a Model

Most of the parsing and embedding process takes place on the background (i.e., async)
to allow users to continue normal operation; however, it still consumes client resources
and requires varying time depending on client hardware. Both previous FAQ processing
approaches (i.e., web, custom) come with the capability of extracting a JSON file containing
the parsed Q&A pairs along with their USE embeddings (e.g., a 512-dimensional tensor).
This downloaded model file can be provided to the Instant Expert directly to eliminate the
time and resources required for FAQ processing. This use case is suggested as the default
method to ensure the users can use the chatbot immediately after the page is loaded. Since
no new processing is done, the precision and recall values are the same as reported above.
Example usage is presented below.
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<instant-expert
mode="faq-model"
faq-url="instantexpert_faq_cdc.json">

</instant-expert>

3.2. Knowledge-Engine Mode-Web Search Use Case

An example use case of the presented framework in Knowledge-Engine Mode is the
development of a generic question-answering assistant using the Project Answer Search
by Microsoft Cognitive Labs. Project Answer Search is an experimental technology to
instantly answer natural-language user queries with factual responses [57]. This use
case is specifically developed to be a complete solution that (a) will serve as an adoption
guide to the users, (b) can be easily accessed to try the presented software, (c) and can
be conveniently reproduced for production use or ensure the component’s correctness.
There are two parts constituting this use case; developing a question-answering engine
as the backend and developing a website that implements the Instant Expert component
integrated with the engine. The backend is implemented as a Node.js application and
served on a cloud platform (i.e., Heroku). The source codes for both the backend and
the website are available on Instant Expert GitHub repository in the example directory
along with the directions necessary for reproduction. The validation of use cases of the
Knowledge-Engine Mode belongs to the external natural-language question-answering
service where the accuracy can be measured for response generation. For this use case, an
already validated system (i.e., Project Answer Search) is used to focus on the framework’s
communication mechanism. Figure 6 shows this use case in action.

(a) (b)
Figure 6. Screenshots from the Instant Expert powered by an external knowledge engine. (a) The main screen of conversation
with buttons to activate voice input and display example questions, (b) example questions that can be asked to the chatbot
as recommendations to the user.
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4. Discussions

To the best of our knowledge, the presented framework is the first FAQ-powered
chatbot that is fully open-source and free-to-use as well as the first that can fully oper-
ate on the client-side, which is favorable to minimize maintenance and operation costs
and to protect user data. Additionally, the framework minimizes the complexity and
the effort needed to implement and maintain chatbots and allow individual developers,
academic research groups, small companies, non-profits, and public offices to enrich their
web platforms with natural-language communication. Furthermore, information delivery
enhanced with natural-language voice interactions instead of browsing through broad and
entangled websites simplify the learning process for people with cognitive and mobility im-
pairments. Another potential advantage is that the simplified design of the Instant Expert’s
visual elements eliminates distractions in the learning process for people with attention-
deficit/hyperactivity disorder (ADHD). Finally, Q&A mode’s ability to cache the model on
the client-side after initial retrieval allows its usage without requiring internet connection.
Hence, the research questions that are posed in this study are successfully addressed.

Instant Expert is developed as a complementary solution that focus on the gaps in
existing solutions as opposed to being yet another bot development framework. In addition
to stand-alone usage in Q&A mode, Knowledge-Engine mode encourages the integration
with existing conversational intelligent assistant frameworks in a complementary manner.
Despite its strengths, there are several limitations associated with Instant Expert. Q&A
mode requires the existence of question-and-answer pairs either on a website’s FAQ
page or by explicit definition. However, information that users look for on a website
are often provided as textual content and attachments (e.g., PDF) which requires further
developments for automatic ontology building by processing the web documents with
unstructured text. Another limitation of the framework is that the voice recognition via
WebSpeechAPI is not supported by all browsers, and requires internet connection. To
fully accomplish RQ3, open-source and client-side web libraries (e.g., PocketSphinx.js,
TensorFlow.js) with voice recognition capabilities need to be reviewed and integrated
within the framework as alternative services that may function offline.

5. Conclusions

This research introduces the Instant Expert, an open-source semantic web framework
to effortlessly create and integrate fully functional voice-enabled smart assistants (i.e.,
chatbots) into any web platform with as little as a single line of HTML code. It provides a
complete solution with its user interface and functionalities, communication protocols, and
knowledge generation components powered by heuristic algorithms and deep learning
models. It uses a variety of advanced web technologies including Web Components with
Shadow DOM and CSS Containment to provide an isolated, robust, and efficient solution,
and frees the developers from the complications of integrating third-party components
into existing web platforms.

For future work, there are many paths to advance the proposed vision. The parsing
component of the FAQ mode can be improved to (1) recursively parse question pages
with links and (2) to group questions by their focus to recommend solutions to the user in
cases where their question cannot directly be answered. Another potential improvement to
the FAQ mode would be to allow multiple custom question variations to better model an
intent so that the recall can be maximized while the knowledge base scales. The algorithm
for the heuristic FAQ parsing can be further improved with using custom HTML tags or
classes for question items as well as to use a machine learning model trained to recognize
FAQ patterns on web pages. For the Knowledge-Engine Mode, integration modules can
be developed to effortlessly connect third-party services for natural-language processing
and inference. The Instant Expert’s scope and capabilities can be expanded into virtual
reality (e.g., A-Frame), and augmented reality (i.e., HoloLens and Magic Leap) applications.
The framework can be used to scrape multiple FAQs from a variety of sources to create
a smart assistant for a selected subject in any domain. Finally, web technologies, such
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as WebRTC, can be used to create virtual chat rooms on the browser to allow remote
participant to interact with each other while being able to invoke the chatbot for real-time
information retrieval.
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Abstract: Most current affect scales and sentiment analysis on written text focus on quantifying va-
lence/sentiment, the primary dimension of emotion. Distinguishing broader, more complex negative
emotions of similar valence is key to evaluating mental health. We propose a semi-supervised ma-
chine learning model, DASentimental, to extract depression, anxiety, and stress from written text. We
trained DASentimental to identify how N = 200 sequences of recalled emotional words correlate with
recallers’ depression, anxiety, and stress from the Depression Anxiety Stress Scale (DASS-21). Using
cognitive network science, we modeled every recall list as a bag-of-words (BOW) vector and as a walk
over a network representation of semantic memory—in this case, free associations. This weights BOW
entries according to their centrality (degree) in semantic memory and informs recalls using semantic
network distances, thus embedding recalls in a cognitive representation. This embedding translated
into state-of-the-art, cross-validated predictions for depression (R = 0.7), anxiety (R = 0.44), and stress
(R = 0.52), equivalent to previous results employing additional human data. Powered by a multilayer
perceptron neural network, DASentimental opens the door to probing the semantic organizations of
emotional distress. We found that semantic distances between recalls (i.e., walk coverage), was key
for estimating depression levels but redundant for anxiety and stress levels. Semantic distances from
“fear” boosted anxiety predictions but were redundant when the “sad–happy” dyad was considered.
We applied DASentimental to a clinical dataset of 142 suicide notes and found that the predicted
depression and anxiety levels (high/low) corresponded to differences in valence and arousal as
expected from a circumplex model of affect. We discuss key directions for future research enabled by
artificial intelligence detecting stress, anxiety, and depression in texts.

Keywords: cognitive network science; text analysis; natural language processing; artificial intelli-
gence; emotional recall; cognitive data; AI

1. Introduction

Depression, anxiety, and stress are the three negative emotions most likely to be
associated with psychopathological consequences [1–3]. According to the Depression
Anxiety Stress Scale (DASS-21) [4], depression is associated with profound dissatisfaction,
hopelessness, abnormal evaluation of life, self-deprecation, lack of interest, and inertia.
Similarly, anxiety is associated with hyperventilation, palpitation, nausea, and physical
trembling. Stress is associated with difficulty relaxing, agitation, and impatience (cf. [1,5,6]).

While these emotions are discrete and highly complex [3,6], they vary along a primary
and culturally universal dimension of valence: perceived pleasantness [2,7,8]. Due to its
universality, valence is frequently used in self-report affect scales [9]. Valence, which can
be easily quantified along a continuous scale, explains the largest variance when compared
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to other proposed emotional dimensions such as arousal [7]. Unfortunately, valence is
often the only output of affect scales. This is potentially problematic for measuring de-
pression, anxiety, and stress, which are more complex [10]: These three distinct types of
psychological distress are similar in valence but differ widely along other dimensions, such
as arousal [11]. In fact, depression, anxiety, and stress are difficult to distinguish using
valence alone [3,12,13]. This underlines the need for richer mappings between emotional
dimensions and depression, anxiety, and stress (DAS) levels.

In the present study, we examine a new approach for detecting DAS levels by exploring
how they are related to the emotions people recall when asked to report how they felt
recently [8]. Specifically, we developed a machine learning approach (DASentimental) to
extract more comprehensive information about reported emotions from a recall-based affect
scale, the Emotional Recall Task (ERT) [8]. By using DASentimental to extract information
from recently experienced emotions, we show how DASentimental can be used to make
inferences about DAS levels that extend beyond valence and, subsequently, allow users to
investigate natural language more generally.

Literature Review: Cognitive Data Science, Mental Well-Being and Issues of Affect Scales

Mental well-being is a psychological state in which individuals are able to cope
with negative stimuli and emotional states [3,6,14,15]. Assessing the connection between
emotions and mental well-being is a key yet relatively unexplored dimension in cognitive
data science, the branch of cognitive science investigating human psychology and mental
processes under the lens of quantitative data models [6,8,16–23].

Depression, anxiety, and stress can impair mental well-being, and consequences
can be as extreme as suicide [5,24]. Early quantitative recognition of distress signals
that might affect mental health is crucial to providing support and boosting wellness.
Recognition starts with diving deep into an individual’s mindset and understanding their
emotions. Psychological research [8,15,22,25,26] has found that people’s mental states relate
to how they communicate; written and spoken language can thus reveal psychological
states. A person’s emotional state can be anticipated through their communication [22,27]—
identifying a quantitative coexistence and correlation among emotional words used by an
individual can unveil crucial insights into their emotional state [28,29]. However, using
only valence (also called “sentiment” in computer science [30]) to assess DAS levels is
likely to be insufficient. Capturing how people reveal various forms of emotional distress
in their natural language is therefore an important and open research area.

Outputs of affect scales typically include scores that quantify emotional valence.
For example, the Positive Affect and Negative Affect Scale (PANAS; [13]), arguably the
most popular self-report affect scale, asks people to evaluate their emotional experience
against a predetermined emotion checklist that contains 10 positive words and 10 negative
words (e.g., “to what extent did you feel irritated over the past month?”). By summing
up the responses, the PANAS provides two scores: one for positive affect and one for
negative affect. The PANAS essentially splits the emotions into two groups based on
valence, and consequently ignores the within-group difference in valence. That means,
for example, that emotions in the negative affect list such as “guilty” and “scared” are
treated as though they had the same emotional impact.

Understanding mental well-being could be enhanced by both investigating richer sets
of emotions—including everything a person might remember about their recent emotional
experience—and examining the sequence of those emotional states. A precedent for this
approach was recently set with the publication of the ERT [8], which asks participants
to produce 10 emotions that describe their feelings. The sequences of words produced
in the ERT represents a potential wealth of information for adapting machine learning
to sentiment analysis. The idiosyncratic features of these individual words may contain
information beyond valence. Indeed, arousal is often included as a primary predictor in
addition to valence, for example, in the two-dimensional circumplex model of emotions [11].
Yet the ERT is likely to contain other dimensions as well. For example, anger and fear
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are both highly negative and highly arousing, but they refer to different experiences and
prepare people for different sets of behaviors—anger may trigger aggression whereas fear
may trigger freezing or fleeing. The order in which words are recalled in the ERT may also
offer useful information by indicating the availability of different emotions and therefore
potentially signalling information about emotional importance [31,32]. For example, earlier-
recalled words are likely to provide more information on well-being than are later-recalled
words. Finally, the ERT may contain information on emotional granularity, a psychological
construct referring to an individual’s ability to discriminate between different emotions [14].
For example, a person with high emotional granularity would tend to use more distinct
words (e.g., “anxious” instead of “bad”). People with higher emotional granularity reported
better well-being and were less prone to mental illness, probably because a sophisticated
understanding of one’s negative emotions fosters better coping strategies [14]. Crucially,
people with low emotional granularity were found to be more likely to focus on valence and
use “happy” and “sad” to cover the entire spectrum of positive and negative emotions [2].
All these patterns and strategies represent the building blocks of DASentimental.

2. Research Aims

This work focuses on sequences of emotional words, whose ordering and seman-
tic meaning contain features that are assumed to be predictive of depression, anxiety,
and stress. Having defined these psychological constructs along the psychometric scale
represented by the DASS-21, the current work aims to reconstruct the model between
emotional word sequences and DAS levels through machine learning. We adopted a semi-
supervised learning approach mainly composed of two stages. First, we trained a machine
learning regression model using cognitive data from the ERT [8]. Through cross-validation
and feature selection, we enriched word sequences with a cognitive network representa-
tion [15,33] of semantic memory. We show that semantic prominence in the recall task as
captured by network degree can boost the performance of the regression task. Second, hav-
ing selected the best-performing model, we applied it to identifying emotional sequences
in text, providing estimations for the DAS levels of narrative/emotional corpora—in this
case, suicide notes [24,28].

3. Methods

This section outlines the datasets and methodological approaches adopted in
this manuscript.

3.1. Datasets: Emotional Recall Data, Free Associations, Suicide Notes, and Valence–Arousal Norms

Four datasets were used to train and test DASentimental: the ERT dataset [8], the Small
World of Words free association dataset in English [33], the corpus of genuine suicide notes
curated by Schoene and Dethlefs [28], and valence–arousal norms in the Valence-Arousal-
Dominance (VAD) Lexicon [10].

The ERT dataset is a collection of emotional recalls provided by 200 individuals and
matched against psychometric scales such as the DASS-21 [4]. During the recall task,
each participant was asked to produce a list of 10 words expressing the emotions they
had felt in the last month. Participants were also asked to assess items on psychometric
scales, thus providing data in the form of word lists/recalls (e.g., (anger, hope, sadness,
disgust, boredom, elation, relief, stress, anxiety, happiness) and psychometric scores (e.g.,
depression/anxiety/stress levels between 0 and 20). The completely anonymous dataset
makes it possible to map the sequences of emotional words recalled by individuals against
their mental well-being, achieved here through a machine learning approach.

The Small World of Words [33] project is an international research project aimed at
mapping human semantic memory [19] through free associations: conceptual associations
where one word elicits the recall of others [33]. Cognitive networks made of free associa-
tions between concepts have been successfully used to predict a wide variety of cognitive
phenomena, including language processing tasks [33], creativity levels [18,20], early word
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learning [34,35], picture naming in clinical populations [36], and semantic relatedness
tasks [37,38]. Furthermore, because they have no specific syntactic or semantic constraints,
free associations capture a wide variety of associations encoded in the human mind [39]. We
therefore used free associations to model the structure of semantic memory from which the
ERT recalls were selected. This modeling approach posits that all individuals, independent
of their well-being, possess a common structure of conceptual associations. Although pre-
liminary evidence shows that semantic memory might be influenced by external factors
such as distress [40] or personality traits [41], we had to adopt this point as a necessary
modeling simplification in absence of free association norms across clinical populations.
Our approach also posits that the connectivity of emotional words is not uniform; rather,
there are more (and less) well connected concepts. This postulation, combined with the
adoption of a network structure, operationalized the task of identifying how semantically
related emotional words are in terms of network distance (the length of the shortest path
connecting any two node [35]). The finding that network distance in free associations
outmatched semantic latent analysis when modeling semantic relatedness norms [37,38]
supports our approach.

The corpus of suicide notes is a collection of 142 suicide notes by people who ended
their lives [28]. The dataset was curated and analyzed for the first time by Schoene and
Dethlefs [28], who used it to devise a supervised learning approach to automatic detection
of suicide ideation. The notes were collected from various sources, including newspaper
articles and other existing corpora. All notes were anonymized by removing any links to
a person or place or any other identifying information. Already investigated in previous
studies under the lens of sentiment analysis [28], cognitive network science [24], and recur-
rent neural networks [29], this dataset was a clinical case study to which DASentimental
was applied after having been trained on word sequences from the ERT data.

The valence–arousal norms used here indicate how pleasant/unpleasant (valence)
and how exciting/inhibiting (arousal) words are when identified in isolation within a
psychology mega-study [10]. This dataset included valence and arousal norms for over
20,000 English words. We used it to validate, through the circumplex model of affect [11],
results based on DASentimental and text analysis.

3.2. Machine Learning Regression Analysis

Our DASentimental approach aims at extracting depression, anxiety, and stress lev-
els from a given text through semi-supervised learning. DASentimental is a regression
model, trained on features extracted from emotional recalls (ERT data) and obtained from
a network representation of semantic memory (free association data). The model was
validated against psychometric scores from the DAS scale [8]. Using cross-validation and
feature importance analysis [42], we selected a best-performing model to detect depression,
anxiety, and stress levels in previously unseen texts.

All in all, the pipeline implemented in this work can be divided into four main
subtasks, performed sequentially:

1. Data cleaning and vectorial representation of regressor (features) and response (DAS
levels) variables;

2. Training, cross-validation, and selection of the best-performing regression model for
estimating DAS levels from ERT data;

3. Estimating the DAS levels of suicide notes by parsing the sequences of emotional
words in each letter;

4. Validating the labelling predicted by DASentimental through independent affective
norms [10].

3.3. Data Cleaning and Vectorial Representation of Regressor Variables

Our regression task builds a mapping between depression (anxiety, stress) scores
{Y}i and features extracted from sequences of emotional words, {X}{i,j}. Each sequence
contains exactly 10 words produced by a participant in the ERT (e.g., Xi = {anger, hope,
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sadness, disgust, boredom, elation, relief, stress, anxiety, happiness} and thus Xij = anger). The
ERT dataset features 200 recalls Xi, each produced by an individual and reported relative
to their estimated levels of depression, anxiety, and stress as measured on the DASS-21
(cf. [8]). One training instance was performed for each of the three independent variables
(depression, anxiety, and stress levels). All instances used 200 recalls in a fourfold cross-
validation. Independent variables ranged from 0 (e.g., absence of stress) to 20 (e.g., high
levels of stress). The ERT dataset contained on average one in three individuals suffering
from abnormal levels (for reference see: https://www.psytoolkit.org/survey-library/
depression-anxiety-stress-dass.html accessed on 8 November 2021) of depression, anxiety,
or stress, indicating that the dataset contains both normal and abnormal levels of distressing
emotional states and can be used for further analysis.

Like other approaches in natural language processing [20,23,42], we adopted a vecto-
rial representation, transforming the 10-dimensional vectors Xi into N-dimensional vectors
Bi, where the first K < N entries Bik (for 1 ≤ k ≤ K) count the occurrence (1, 2, 3, . . . ) or
absence (0) of a word in the original recall list Xi. In this way, K counts the first entries in
the vectorial representation of recalls featuring the absence or presence of specific words.
Consequently, K is also the number of unique words present across all 200 recalls in the
ERT data. The remaining entries Bik (for K + 1 ≤ k ≤ N) are relative to additional features
extracted from recall lists, i.e., network distances obtained from the cognitive network of
free associations. Hence, N is the sum of K and the number of distance-based features
extracted from recalls. The representation of word lists as binary vectors of word occur-
rences, known as Bag-of-Words (BOW) [43], is one of the simplest and most commonly
used numerical representations of texts in natural language processing. The representation
of word lists as features extracted from a network structure, known as network embedding,
has been used in cognitive network science for predicting creativity levels from animal
category tasks [20].

BOW representations can be noisy due to different word forms indicating the same
lexical item and thus the same semantic/emotional content of a list (e.g., “depressed”
and “depression”). Noise in textual data can be reduced by regularizing the text—that is,
recasting different words to the same lemma or form. We cast different forms to their noun
counterparts through the WordNet lemmatization function implemented in the Natural
Language Toolkit and available in Python. This data cleaning reduced the overall set of
unique words from 526 to K = 355 nouns, thus reducing the dimensionality and sparsity of
our vector representations.

3.4. Embedding Recall Data in Cognitive Networks of Free Associations

A crucial limitation of the BOW representation is that emotional words have the same
weight for the regression analysis regardless of whether they were recalled first or last.
This is in contrast with a rich literature on recall from semantic memory [19,21], which
indicates that in producing a list of items from a given category, the elements recalled
first are generally more semantically relevant to the category itself. Therefore a better
refinement would be to weight word entries in BOW according to their position in recalls.
For instance, the occurrence of “sad” in the first position in recall i (i.e., Xi1 = sad) would
receive a higher weight w1 than if it occurred later. The different weights {w}j could be
tailored so that initial words in a recall are more important in estimating DAS levels.

Rather than using arbitrary weightings, we adopted a cognitive network science
approach [17]. Emotional words do not come from an unstructured system; they are the
outcome of a search in human memory [21]. We modeled this memory as a network of free
associations in order to embed words in a network structure and measure their relevance in
memory through network metrics (cf. [19,21,44]). This approach allowed us to compute the
network centrality of all words in a given position j and estimate weight wj as the average
of such scores.

Our first step was to transform continuous free association data from [33] into a
network where nodes represented words and links represented memory recall patterns
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(e.g., word A reminding at least two individuals of word B). Analogously to other network
approaches [34,35,37,38] and due to the asymmetry in gathering cues and targets [39], we
considered links as being undirected. This procedure led to a representation of semantic
memory as a fully connected network N containing 34,298 concepts and 328,936 links.
On this representation we then computed semantic relevance through one local metric
(degree) and one global metric (closeness) that had been adopted in previous cognitive
inquiries [18,34,36]. Degree captures the numbers of free associations providing access to a
given concept, whereas closeness centrality identifies how far on average a node is from
its connected neighbors (cf. [17]). We checked that all K = 355 unique words from the ERT
data were present in N , then computed degrees and closeness centralities of all words
occurring in a given position j ∈ {1, 2, . . . , 10}. We report the results in Figure 1.

Figure 1. Box plots of degree (left) and closeness centrality (right) of words in the ERT dataset for
each position of recall, j ∈ {1, 2, . . . , 10}.

Although there are several outliers, Figure 1 confirms previous findings [8] about the
ERT data following memory recall patterns, with words in the first positions being more
semantically prominent than subsequent ones. Since degree and closeness centrality did
not seem to display qualitatively different behaviors, we used the median values mj for
degree (see Figure 1, left) as weights wj = mj, normalized so that ∑ wj = 1. These weights
were used to multiply/weight the respective entries of the BOW representation, Bik (for
1 ≤ k ≤ K), so as to obtain a weighted BOW representation of recalls depending on both
the ERT data and the network representation N of semantic memory.

This procedure constitutes a first semantic embedding of ERT data in a cognitive
network. We also performed a second semantic embedding of ERT recalls by considering
them as walks over the structure of semantic memory. Like the approach in [20], we
considered a list of recalled words as a network path [17], Xi1, Xi2, . . . , Xi10, visiting nodes
over the network structure and moving along shortest network paths [38]. This second
embedding made it possible to attribute a novel set of distance-based features to each recall.

In particular, we focused on the following distance-based features:

1. The coverage Ci performed over the whole walk Xi [36]—that is, the total number of
free associations traversed when navigating N across a shortest path from node Xi1
to Xi2, then from Xi2 to Xi3, and so on. This coverage equals the sum or the total of all
the network distances between adjacent words in a given recall;

2. The graph distance entropy [45] Ei of the whole walk Xi, computed as the Shannon
entropy for the occurrences of paths of any length within Xi;

3. The total network distance Di between all nodes in a walk/recall Xi and the target
word “depression”. Similarly, we also considered Si (Ai) as the sum of distances
between recalled words and “stress” (“anxiety”);

4. The total network distance Hi between all nodes in a walk/recall Xi and the target
emotional state “happy”. Similarly, we also considered SSi (Fi) as the sum of distances
between recalled words and the target emotion “sad” (“fear”).

We considered these metrics following previous investigations of semantic memory,
affect, and personality traits. Coverage on cognitive networks has been found to be an
important metric for predicting creativity levels with recall tasks [16,20]. Higher coverage
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and graph distance entropy can indicate that sets of responses are more scattered across
the structure of semantic memory or that they oscillate between positive and negative
emotional states, with potential repercussions over reduced emotion regulation and in-
creased DAS levels [8]. Since shortest network distance on free association networks was
found to predict semantic similarity [37,38], we selected semantic distances between recalls
and target clinical states to capture the relatedness of responses to DAS levels. The se-
lection of “happy” and “sad” followed previous results from the circumplex model of
affect [11], a model mapping emotional states according to the dimensions of pleasantness
and arousal. In the circumplex model, “happy” and “sad” are opposite emotional states
and their relatedness to recalls can provide additional information for detecting the pres-
ence or absence of states such as DAS. We also included “fear”, as it is a common symptom
of DAS disorders [8].

The validation of these distances as useful features for discriminating between DAS
levels is presented in the Results section.

3.5. Machine Learning Approaches

After having built weighted and unweighted BOW representations of ERT data,
enriched with distance-based measured, we tested them within three commonly adopted
machine learning regressors.

We tested the following algorithms [42,46]: (i) decision tree, (ii) multilayer perceptron
(MLP), and (iii) recurrent neural network (Long–Short Term Memory [LSTM]). Decision
trees can predict target values by learning decision rules on how to partition a dataset
according to its features in order to reduce the total error between predictions and estimates
(cf. [23]). The MLP is inspired by biological neural networks [47] and consists of multiple
computing units organized in input, hidden, and output layers. Each unit takes a linear
combination of features and produces an output according to an activation function.
Combinations are fixed according to weights that are updated over time so as to minimize
the error between the final and target inputs. This procedure, known as backpropagation,
travels backwards on the neural network [46]. LSTM networks feature feed-forward and
back-forward loops that affect hidden layers recurrently over training, a procedure known
as deep learning. Additionally, LSTMs feature specific nodes that remember outputs over
arbitrary time intervals; this can enhance training by reducing the occurrence of vanishing
gradients and getting stuck in local minima.

3.6. Model Training

We trained decision trees with scikit-learn in Python [42]. We used a maximum tree
depth of 8 to reduce overfitting and applied a squared error optimization metric for
identifying tree nodes. For MLPs we selected an architecture using two hidden layers
with 25 neurons each. A dropout rate of 20% between weight updates in the second
hidden layer was fixed to reduce overfitting. The number of layers and neurons were
fixed after fine-tuning over multiple iterations using the whole dataset of 200 data points
and a fourfold cross-validation. A rectified linear activation function was selected to keep
the output positive at each layer, as is the case with DAS scores. Training was performed
via backpropagation [46]. For the LSTM architecture, we used two hidden layers, each
featuring four cells and a dropout rate of 20% to reduce overfitting. A batch gradient
descent algorithm was used to train the LSTM network [46].

Training was performed by splitting the dataset of 200 ERT recalls into training (75%)
and test sets (25%), according to a fourfold cross-validation. In the regression task of
estimating DAS levels from the test set after training, we measured performance in terms of
mean squared error (MSE) loss and Pearson’s correlation R. Vectors of features underwent
an L2 regularization to further reduce the impact of large dimensionality and sparseness
during regression. Performance with different sets of features was recorded so we could
apply the best-performing model to text analysis.
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3.7. Application of DASentimental to Text

Texts are sequences of words, albeit in more articulated forms than sequential recalls
from semantic memory. Nonetheless, word co-occurrences in texts are not independent
from semantic memory structure itself—in fact, a growing body of literature in distribution
semantics adopts co-occurrences for predicting free association norms [48]. We adopted an
analogous approach and used the best-performing model from the ERT data to estimate
DAS levels in texts based on their sequences of emotional words. DASentimental can thus
be considered a semi-supervised learning approach, trained on psychologically validated
recalls and applied to previously unseen sequences of emotional words in texts.

To enhance overlap between the emotional jargon of text and the lexicon of K = 355
unique emotional words in the ERT dataset, we implemented a text parser in spaCy,
identifying tokens in texts and mapping them to semantically related items in the ERT
lexicon. This semantic similarity was obtained as a cosine similarity between pre-trained
word2vec embeddings; it was therefore independent from free association distances.

As seen in Algorithm 1, for every non-stopword [49] of every sentence in a text,
the parser identifies nouns, verbs, and adjectives and maps them onto the most similar con-
cept (if any) present in the ERT/DASentimental lexicon. This procedure can skip stopwords
and enhance the attribution of different word forms and tenses to their corresponding
base form from the ERT dataset, which possesses less linguistic variability than does text
due to its recall-from-memory structure. This mapping helped ensure that DASentimental
does not miss different forms of words or synonyms from texts, and therefore ultimately
enhances the quality of the regression analysis. Checking for item similarity in network
neighborhoods drastically reduced computation times, thereby making DASentimental
more scalable for volumes of texts larger than the 142 notes used in this first study.

Algorithm 1: Semantic parser identifying emotional words from text that can be
mapped onto the emotional lexicon of DASentimental.

Input: Text from Suicide Note
Output: Vector Representation of emotional content, selected words

1 for each sentence in suicide note do
2 for each word in sentence do
3 if word is negative:
4 isNeg = True
5 if word not in stopwords and word.pos in [‘NOUN’,‘ADJ’,‘ADV’,‘VERB’]
6 if isNeg True:
7 find similar words to the current word antonym in ERT words
8 if max similarity ≥= 0.5:
9 Add most similar word to selected words and update vector

10 isNeg=False
11 else:
12 find similar words to the current word in ERT words
13 if max similarity ≥= 0.5:
14 Add most similar word to selected words and update vector
15 end for
16 end for

3.8. Handling Negations in Texts

Using spaCy also meant we could track negation in a sentence and, for any emotional
words in the same sentence, substitute in their antonym to be checked (instead of the non-
negated word). A similar approach was adopted in studies with cognitive networks [50].
For instance, in the sentence “I am not happy”, the word “happy” was not directly checked
for similarity against the ERT lexicon. Instead, the antonym of “happy” (“sad”) was found
using spaCy and its similarity was checked instead. Handling negations is a key aspect of
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processing texts. Since more elaborate forms of meaning negations are present in language,
this can be considered a first, simple approach to accounting for semantic negations.

3.9. Psycholinguistic Validation of DASentimental for Text Analysis

In this first study we used suicide letters as a clinical corpus investigated in previous
works [28,50] and featuring narratives produced by individuals affected by pathological
levels of distress. Unfortunately but understandably, the corpus did not feature annotations
expressing the levels of depression, anxiety, and stress felt by the authors of the letters.

We also performed emotional profiling [51] over the same set of suicide notes, this
time relying on another psycholinguistic set of affective norms, the NRC VAD Lexicon [10].
Analogously to the emotional profiling implemented in [30] to extract key states from
textual data, we used the NRC VAD Lexicon to provide valence and arousal scores to
lemmatized words occurring in suicide notes. We also applied DASentimental to all
suicide notes and plotted the resulting distributions of depression (anxiety, stress) scores.
A qualitative analysis of the distributions highlighted tipping points, which were used for
partitioning the data into letters indicating high and low levels of estimated depression
(anxiety, stress). Tipping points were selected instead of medians because most notes
elicited no estimated DAS levels, thus producing imbalanced partitions. The tipping points
were 6 for depression, 2 for anxiety, and 4 for stress. As reported in Figure 2 (bottom),
above these tipping points the distributions exhibited cut-offs or abrupt changes.

Figure 2. Top: 3D visualization of depression, anxiety, and stress in suicide notes as estimated by
DASentimental. Bottom: Histograms of DAS levels per pathological construct.

We then compared the median valence and arousal of words occurring in high and
low partitions of the suicide note corpus. Our exploration was guided by the circumplex
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model of affect [11], which maps “depression” as a state with negative valence and low
arousal, “anxiety” as a state with negative valence and high arousal, and “stress” as a state
in between “anxiety” and “depression”. For every partition, we expected letters tagged as
“high” by DASentimental to feature more extreme language.

4. Results

This section reports on the main results of the manuscript. First, we quantify semantic
distances and their relationships with DAS levels. Second, we outline a comparison of dif-
ferent learning methods. Third, within the overall best-performing machine learning model
we compare performance of the binary and weighted BOW representations of recalls, using
only the embedding coming from network centrality. We then provide key results about
several models using different combinations of network distances, further enriching the
ERT data with features coming from network navigation of semantic memory (see Meth-
ods). We conclude by applying the best-performing model to the analysis of suicide letters
and presenting the results of the psycholinguistic validation of DASentimental estimations.

4.1. Semantic Distances Reflect Patterns of Depression, Anxiety, and Stress

Semantic distances, in the network representation of semantic memory, correlated
with DAS levels. In other words, the emotional words produced by individuals tended
to be closer to or further from targets such as “depression” and “anxiety” (see Methods)
according to the DAS levels recorded via the psychometric scale. We found a Pearson’s
correlation coefficient R between depression levels and total semantic distance between
recalls and “depression” equal to −0.341 (N = 200, p < 0.0001). This means that people
affected by higher levels of depression tended to recall and produce emotional words
that were semantically closer and thus more related to [37,38] the concept “depression”
in semantic memory. We found similar patterns for “anxiety” and anxiety levels (−0.218,
N = 200, p = 0.002) and for “stress” and stress levels (−0.357, N = 200, p < 0.0001). These
findings constitute quantitative evidence that semantic distance from these target concepts
can be useful features for predicting DAS levels. For the happy/sad emotional dimension,
we found that people with higher depression/anxiety/stress levels tended to produce
concepts closer to “sad” (R < −0.209, N = 200, p < 0.001). Only people affected by lower
depression levels tended to recall items closer to “happy” (R = 0.162, N = 200, p = 0.02).
No statistically significant correlations were found for anxiety and stress levels. These
results indicate that the sad/happy dimension might be particularly relevant for estimating
depression levels. At a significance level of 0.05, no other correlations were found. Be-
cause there might be additional correlations between different features that are exploitable
by machine learning, we will further test the relevance of distance over machine learning
regression within the trained models.

The relevance of semantic distances for predicting DAS levels can also be visualized
by partitioning the ERT dataset into individuals with higher-than-median or lower-than-
median depression (anxiety, stress) levels. Figure 3 (bottom) shows that people with lower
levels tended to produce distributions of network distances differing in their medians
(Kruskal–Wallis test, NH + NL = 200, p < 0.001). Individuals with higher levels of depres-
sion (anxiety, stress) tended to recall items more semantically prominent to “depression”
(“anxiety”, “stress”), which further validates our correlation analysis and our adoption of
network distance as features for regression.
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Figure 3. Top: Toy representation of semantic memory as a network of free associations. Seman-
tic network distances from recalls (e.g., “tired”, “frustration”) to “anxiety” are highlighted. This
visualization illustrates that cognitive networks provide structure to conceptual organization in
the mental lexicon and enable measurements such as semantic relatedness in terms of shortest
paths/network distance. Bottom: Total network distances between recalls and individual concepts
(“anxiety”, “depression”, “stress”, and “sad”) between people with high and low levels of DAS.

4.2. Performance of Different Machine Learning Algorithms

As reported in the Methods section, we trained ERT data through three machine
learning algorithms: (i) decision trees, (ii) LSTM recurrent neural networks and (iii) MLP.
Independent of using the binary or embedded BOW representations of ERT recall and
tuning hyperparameters, neither decision trees nor LSTM networks learned from the
dataset. This might be due to the relatively small size of the sample (200 recalls). It must be
also noted that decision trees try to split the data based on a single feature value, whereas
in the current case DAS levels might depend on the co-existence of emotional words.
For instance, the sequence “love, broken” might portray love in a painful context, creating a
codependence of features that would be difficult for decision trees to account for. The MLP
did learn relationships from the data; its performance is outlined in the next section in
terms of MSE loss and R2 between estimations and validation values of DAS.
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4.3. Embedding BOW in Semantic Memory Significantly Boosts Regression Performance

Table 1 reports the average performance of the MLP regressor over binary and
weighted representations of word recalls from the ERT. In our approach, weights come
from the median centralities of words in the network representation of semantic memory
enabled by free associations [19,38,39] (see Methods).

The binary BOW representation of recalls achieved nontrivial regression results (R2

higher than 0) for the estimation of depression levels, but not for anxiety or stress estimation.
Enriching the same vector representation with the weights from cognitive network science
drastically boosted performance, with R2 ranging between 0.15 and 0.40 (i.e., R between
0.38 and 0.63). These results indicate that the first items recalled from semantic memory
possess more information about the DAS levels of a given individual. This indicates
that there is additional structure within the ERT data that we capitalize on by using the
weighted representation.

Table 1. Average losses and R2 estimators for the binary and weighted versions of Bag-of-Words
(BOW) representations of ERT recalls. Weights were fixed according to the median centralities of
words in each position of the ERT data (see Methods). Error margins are computed over 10 iterations
and indicate standard deviations. MSE: mean squared error.

DAS Constructs Binary BOW Cognitive Weighted BOW

MSE Loss R2 MSE Loss R2

Depression 30.7 ± 0.1 0.19 ± 0.01 22.0 ± 0.1 0.40 ± 0.02
Anxiety 16.2 ± 0.1 0.03 ± 0.01 14.5 ± 0.1 0.15 ± 0.02
Stress 27.6 ± 0.1 0.03 ± 0.01 19.3 ± 0.1 0.26 ± 0.01

4.4. Comparison of Model Performance Based on Cognitive Network Features

Table 2 reports model performance when different network distances were plugged in
together with the weighted BOW.

Considering all semantic distances was beneficial for boosting regression results, re-
ducing MSE loss, and enhancing R2 levels—up to 0.49 for depression levels (R = 0.7), 0.20
for anxiety levels (R = 0.44), and 0.27 for stress levels (R = 0.52). The artificial intelligence
trained here correlates as strongly as the ERT metric introduced by Li and colleagues [8],
which relied on additional valence data attributed to emotions by participants and was
powered by traditional statistical methods not based on machine learning. Since additional
valence data is not available in texts, we did not use it to train DASentimental; neverthe-
less, we achieved analogous prediction correlations to Li and colleagues. We therefore
considered DASentimental to be a state-of-the-art tool for assessing depression, anxiety,
and stress levels from emotional recall data, and proceeded to the next step: using it for
text analysis.

Table 2 also identifies the relevance of different distance-based features for predicting
DAS levels. We found that the addition of coverage was beneficial for boosting prediction
performance compared to the weighted BOW only; this might be due to nonlinear effects
that cannot be captured by the previous regression analysis. Adding happy/sad distances
to coverage worsened prediction results for “depression” and, in general, produced a lower
boost than did adding distances from depression/anxiety/stress to the unweighted BOW
representation. Adding all these distances introduced feature correlations that the MLP
exploited to achieve higher performance.

Furthermore, Table 2 reports crucial results for exploring how “fear” relates to the
estimation of DAS levels. The semantic distances from fear produced a boost in predicting
anxiety, indicating that fear is an important emotion for predicting anxiety levels. No boost
was recovered for other DAS constructs. However, because these distances are correlated
with others, the two models using “fear” and all other concepts performed as well as the
simpler model without “fear”. We therefore selected the model based on the weighted
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BOW representation plus coverage/entropy and all other distances except from “fear” as
the final model of DASentimental.

Table 2. Average losses and R2 estimators for models employing different features within the same neural network
architecture. All models include weighted representations of word and include (in order of appearance in table): (i) all
network distances/conceptual entries (from “anxiety”, “depression”, “stress”, “sad|”, “happy”, and “fear”, together
with total emotional coverage (Cover.)), (ii) only distances from “depression”, “stress”, and “anxiety” with coverage and
graph distance entropy (Entr.), (iii) only distances from “happy” and “sad” with coverage and entropy, (iv) only coverage
and entropy, (v) all other distances, coverage, and entropy without distances from “fear”, and (vi) only distances from
“fear”. Error margins are computed over 10 iterations and indicate standard deviations. BOW: bag-of-Words, MSE: mean
squared error.

Cognitive-Network Embedded BOW with: Construct MSE Loss R2

All Conceptual Distances + Cover. + Entr.

Depression 18.6 ± 0.4 0.49 ± 0.01

Anxiety 14.3 ± 0.3 0.20 ± 0.02

Stress 19.3 ± 0.3 0.27 ± 0.01

Only Distances from Depression/Anxiety/Stress + Cover. + Entr.

Depression 19.5 ± 0.5 0.46 ± 0.01

Anxiety 14.4 ± 0.3 0.17 ± 0.02

Stress 19.0 ± 0.4 0.28 ± 0.02

Only Distances from Happy/Sad + Cover. + Ent.

Depression 20.6 ± 0.5 0.43 ± 0.01

Anxiety 14.9 ± 0.2 0.15 ± 0.01

Stress 19.3 ± 0.4 0.27 ± 0.01

Only Cover. + Entr.

Depression 19.5 ± 0.6 0.45 ± 0.01

Anxiety 14.7 ± 0.2 0.15 ± 0.01

Stress 19.2 ± 0.4 0.27 ± 0.02

Depression 18.5 ± 0.3 0.49 ± 0.01

Anxiety 13.9 ± 0.3 0.23 ± 0.02Cover. + Entr. + All Distances except from Fear
Stress 18.9 ± 0.5 0.28 ± 0.01

Distance from Fear only Anxiety 14.6 ± 0.2 0.16 ± 0.01

4.5. Analysis of Suicide Notes

According to the World Health Organization (See: https://www.who.int/news-
room/fact-sheets/detail/suicide; last accessed 5 October 2021), every year more than
700,000 people commit suicide. There are usually multiple reasons behind a person’s deci-
sion to take their life, and one reason can lead to others: Minor incidents may accumulate
over time, increasing mental distress and the appearance of depression, anxiety, and/or
stress. Eventually, these may become too overwhelming to endure, and the mental pressure
may trigger the decision to end one’s own life [5].

Most people who commit suicide do not leave behind a note; those who do provide
vital information. Written by individuals who have reached the limit of emotional distress,
suicide notes are first-hand evidence of the vulnerable mindset of emotionally distraught
individuals [28,29]. Analyzing these notes can offer important insights into the mental
states of their authors.

To gather such insights, we applied the best-performing version of DASentimental
(with weighted BOW and semantic distances) to the corpus of genuine suicide notes
curated by Schoene and Deathlefs [28] and investigated in other recent studies [24,29]. This
application constitutes the second part of our semi-supervised approach to text analysis,
in which DASentimental predicts DAS levels of non-annotated text from its semantically
enriched sequences of emotional words (see Methods).
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Results are reported in Figure 2. We registered strong positive correlations between
estimated DAS levels (Pearson’s coefficients, RDA = 0.35, p < 0.0001; RDS = 0.50, p < 0.0001;
RAS = 0.59, p < 0.0001). These correlations indicate that suicide notes tended to feature
similar levels of distress coming from depression, anxiety, and stress, although with
different intensities and frequencies, as evident from the qualitative analysis of distributions
in Figure 2 (bottom).

Using valence and arousal of words expressed in suicide letters, we performed an
additional validation of the results of DAS through the circumplex model of affect [11] (see
Methods). By partitioning the notes according to high/low levels of depression (anxiety,
stress), we compared the valence (and arousal) of all words mentioned in suicide letters
from each partition. At a significance level of 0.05, suicide notes marked by DASentimental
as showing higher depression levels were found to contain a lower median valence than
notes marked as showing lower levels of depression (Kruskal–Wallis test, KS = 6.889,
p = 0.009). Analogously, suicide notes marked by DASentimental as showing higher anxiety
levels contained a higher median arousal than notes marked as showing lower anxiety
levels (Kruskal–Wallis test, KS = 3.2014, p = 0.007). No differences for stress were found.

Letters with lower depression levels contained more positive jargon, including men-
tions of loved ones and “relief” at ending the pain and starting a new chapter. Some notes
even included emotionless instructions about relatives and assets to be taken care of. Let-
ters with higher depression levels more frequently mentioned jargon relative to “pain” and
“boredom”—this imbalance in frequency is captured by the difference in median valence
noted above. In the circumplex model, depression lives in a space with more negative
valence than neutral/emotionless language; thus the statistically significant difference in
valence indicates that DASentimental is able to identify the negative dimension associated
with depression.

A similar pattern was found for anxiety, with letters marked as “high anxiety” by
DASentimental featuring more anxious jargon relative to pain and suffering. In the circum-
plex model, anxiety lives in a space with higher arousal and alarm than neutral/emotionless
language; therefore, the difference in median arousal between high- and low-anxiety letters
indicates that DASentimental is able to identify the alarming and arousing dimensions
associated with anxiety.

The absence of differences for stress might indicate that DASentimental is not powerful
enough to detect these differences; if this is the case, further research and larger datasets
are required. Nonetheless, the signals of enhanced negativity and alarm detected by
DASentimental lay the foundation for detecting stress, anxiety, and depression in texts via
emotional recall data.

5. Discussion

In this study, we trained a neural network, DASentimental, to predict depression,
anxiety, and stress using sequences of emotional words embedded in a cognitive network
representation of semantic memory. DASentimental achieved cross-validated predictions
for depression (R = 0.7), anxiety (R = 0.44), and stress (R = 0.52) in line with previous
approaches using additional valence data [8]. This state-of-the-art performance suggests
that even without explicitly encoding valence ratings for each word, DASentimental is able
to achieve good explanatory power. This success stems from the cognitive embedding of
recalled concepts—that is, concepts at shorter/longer network distance from key ideas
such as “depression”, “sad”, and “happy” that are commonly used to describe emotional
distress [4,7].

Our findings suggest the importance of considering network distances between con-
cepts in semantic memory in investigations of emotional distress. This insight provides
further support to studies showing how network distances and connectivity can predict
other cognitive phenomena, including creativity levels [16,18,20], semantic distance [37,38],
and word production in clinical populations [36].
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We noticed a significant boost in performance (+210% in R2 on average) when em-
bedding BOW representations of recall lists (see Methods) in a cognitive network of free
associations [33]. A nearly tenfold boost was observed for predicting stress and anxiety,
which are considerably complex distress constructs [14,40]. Our results underline the need
to tie together artificial intelligence/text-mining [43] and cognitive network science [15] to
achieve cutting-edge predictors in next-generation cognitive computing.

We applied DASentimental to a collection of suicide notes as a case study. Most
suicide notes in the corpus [28] indicated low levels of depression, anxiety, and stress.
This suggests that despite the decision to terminate their own life, the writers of suicide
notes tried to avoid overwhelming their last messages with negative emotions; this is
compatible with previous studies [24]. One observation gained from a close reading of
suicide notes is that many writers expressed their love and gratitude to their significant
others, and used euphemisms when referencing the act of suicide (e.g., “I can’t take
this anymore”). Therefore, although a reader might interpret a typical suicide note as
being filled with sorrow, their perception is influenced by the knowledge that the writer
eventually killed themself.

Limitations and Future Research

A key limitation of DASentimental is that it cannot account for how context shifts and
forges meaning and perceptions in language [43]. Furthermore, DASentimental cannot cap-
ture how the writers actually felt before, during, or after writing those last letters. Instead,
DASentimental quantifies the emotions that are explicitly expressed by the authors, since it
is trained on ERT data which includes expressions of emotions without context. Future
research might better detect contextual knowledge through natural language processing,
which has been successfully used on contextual features such as medical reports [52] and
speech organization [27] to detect the risk of psychosis in clinical populations. Alterna-
tively, community detection in feature-rich networks could provide information about
the different meanings and contextual interpretations provided to concepts in cognitive
networks (e.g., the different meanings of “star” [53]). Last but not least, contextual features
might be detected through meso-scale network metrics such as entanglement, which was
recently shown to efficiently identify nodes critical for information diffusion in a variety of
techno-social networks [54].

Subjective valence ratings such as those adopted in the original ERT study [8] are not
available in texts; DASentimental therefore uses cognitive network distances [45] to target
words instead. Despite this difference, DASentimental’s performance is on par with the
work of Li and colleagues [8]. This has two implications: First, a stronger model might
use distances and valences when focusing only on fluency tasks. Second, for text analysis
and even cognitive social media mining [55], DASentimental’s machine learning pipeline
could be used to detect any kind of target emotion (e.g., “surprise” or “love”). Furthermore,
DASentimenal could be used on future datasets relating DAS levels with ERT data and
demographics to explore how age, gender, or physical health can influence depression,
anxiety, and stress detection.

In this first study we relied on machine learning to spot relationships between emo-
tional recall and depression, anxiety, and stress levels. However, other statistical approaches
might be employed in the future—the most promising is LASSO for semi-supervised re-
gression [56].

As a future research direction, DASentimental could be used to investigate the cultural
evolution of emotions. Emotions and their expressions are shaped by culture and learned
in social contexts [57,58] and media movements [49]. What people can feel and express
depends on their surrounding social norms. Previous studies have shown that large
historical corpora can be used to make quantitative inferences on the rise and fall of
national happiness [58]. Similarly, DASentimental could be applied to track the change
of explicit expression of depression, anxiety, and stress over history, quantified through
the emotions of modern individuals. This would highlight changes in norms towards
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emotional expression and historical events (e.g., “pandemic”), thus complementing other
recent approaches in cognitive network science [9,30,59–61] and sentiment/emotional
profiling [51,55,62,63] by bringing to the table a quantitative, automatic quantification of
depression, anxiety, and stress in texts.

6. Conclusions

This work combines cognitive network science and artificial intelligence to introduce a
semi-supervised machine learning model, DASentimental, that extracts depression, anxiety,
and stress from written text. Cognitive data and networked representations of semantic
memory powered our approach. We trained the model to spot how sequences of recalled
emotion words by N = 200 individuals correlated with their responses to the DASS-21.
Weighting responses according to their network centrality (degree) and measuring recalls
as network walks significantly boosted regression results up to state-of-the-art approaches
(cf. [8]). This quantitative approach not only makes it possible to assess emotional distress
in texts (e.g., detecting the depression level expressed in a letter), but also provides a
quantitative framework for testing how semantic distances of emotions correlate with
distress and mental well-being. For these reasons, DASentimental will appeal to clinical
researchers interested in measuring distress levels in texts in ways that are interpretable
under the framework of semantic network distances (cf. [16,20,37,38]).
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Abstract: Nowadays, the analysis of digital media aimed at prediction of the society’s reaction to
particular events and processes is a task of a great significance. Internet sources contain a large amount
of meaningful information for a set of domains, such as marketing, author profiling, social situation
analysis, healthcare, etc. In the case of healthcare, this information is useful for the pharmacovigilance
purposes, including re-profiling of medications. The analysis of the mentioned sources requires the
development of automatic natural language processing methods. These methods, in turn, require
text datasets with complex annotation including information about named entities and relations
between them. As the relevant literature analysis shows, there is a scarcity of datasets in the Russian
language with annotated entity relations, and none have existed so far in the medical domain. This
paper presents the first Russian-language textual corpus where entities have labels of different
contexts within a single text, so that related entities share a common context. therefore this corpus is
suitable for the task of belonging to the medical domain. Our second contribution is a method for the
automated extraction of entity relations in Russian-language texts using the XLM-RoBERTa language
model preliminarily trained on Russian drug review texts. A comparison with other machine
learning methods is performed to estimate the efficiency of the proposed method. The method yields
state-of-the-art accuracy of extracting the following relationship types: ADR–Drugname, Drugname–
Diseasename, Drugname–SourceInfoDrug, Diseasename–Indication. As shown on the presented
subcorpus from the Russian Drug Review Corpus, the method developed achieves a mean F1-score
of 80.4% (estimated with cross-validation, averaged over the four relationship types). This result is
3.6% higher compared to the existing language model RuBERT, and 21.77% higher compared to basic
ML classifiers.

Keywords: pharmacological text corpus; automatic relation extraction; natural language processing;
deep learning

1. Introduction

The developing ecosystem of social networks and other special Internet platforms
expands the possibility of discussion of a broad set of topics in textual format. These texts
often contain people’s publicly available opinions on various subjects. One of the topics
of special interest is Internet reviews on medications, including information about their
positive and adverse effects, qualities, manufacturers, administration regime etc. Such
information could be useful for comprehensive analysis for the purposes of pharmacovigi-
lance [1] and potential medicine re-profiling.

Analysing such a large amount of information is a time-consuming task, therefore
requiring methods for automated extraction of pharmacologically-meaningful data. In
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turn, these methods require textual corpora with annotation of pharmacological entities
and their relations.

There is a wide variety of English-language datasets in literature sources, for example
Drug—Drug Interaction (DDI) and Adverse Drug Event (ADE). These corpora contain
pharmaceutically relevant entities of different types as well as relationships between them.
A more detailed analysis of the corpora is presented in Section 2. However, currently
there is only one large domain-oriented dataset in the Russian language: Russian Drug
Review Corpus of Internet User Reviews with Complex NER labeling (RDRS), which was
presented by our group [2,3]. Now, we present (in Section 3.1) an extension of this corpus
that includes annotation of relationships among the named entities that are most relevant
for the potential studies of drug efficiency.

The automation of the process of extracting meaningful information from a review
written in a natural language requires solving the following tasks: text segmentation,
Named Entity Recognition (NER), Relation Extraction (RE), structuring of the extracted
information, and evaluation of the results. In this paper, we focus on the relation extraction
task. The formulation of the relations extraction task in natural language processing is as
follows: given a text and two entities from it, determine if there is a relation of a certain type
between the entities. For example, in the text “Antiviral syrup for children Orvirem—we
have an allergy to it!” with the entities “Orvirem” and “allergy”, the task is to determine
that the allergy is mentioned as the adverse effect of the “Orvirem” medication.

The relation extraction task can be solved by two approaches: the sequential (cascade)
approach of solving the named entity recognition and relation extraction tasks separately,
or the combined approach of solving these tasks simultaneously (the combined approach,
called “joint” or “end-to-end” in the literature). The sequential solution allows estimating
the accuracy of solving each task separately, thus leading to more thorough analysis of the
task complexity; therefore, the scope of our research is to analyze the relation extraction
model within the sequential approach, applied to entities already extracted.

Our review (see Section 2) showed that the most promising technology that can be
utilized to solve the relation extraction task is deep learning. This paper uses a model based
on the XLM-RoBERTa language model, pre-trained on a huge unlabelled corpus of drug
reviews. Section 3 contains the details of the model configuration and setting.

Based on this model, a set of computational experiments are performed (Section 5)
on different parts of the RDRS corpus. In Section 5.1, the optimal model parameters
and text representation are obtained using a part of the corpus that includes texts with
ADR–Drugname relations. Section 5.2 presents evaluations on a subset of the corpus
containing reviews with multiple contexts. This experiment is aimed at obtaining the
state-of-the art results for the task of relation extraction for the following four relation types:
ADR–Drugname, Drugname–Diseasename, Drugname–SourceInfoDrug, Diseasename–
Indication. The results of the proposed model are compared with the results of the existing
language model RuBERT, as well as a set of baseline methods: multinomial naive bayes
classifier, linear support vector machine, and dummy classifiers.

The main contributions of our work include:

• The relation extraction method is proposed, in which the task of determining the presence
of a relation is formulated using multi-context annotation: entities belonging to the same
context are considered to be related. The method is based on a language model fine-tuned
to classify entity pairs by the presence of relations.

• Several variations of the text representation used to present the entities under consid-
eration to the language model are compared, and the optimal representation is shown
to be the one that includes the text of target entities along with the whole review text,
concatenated with special tokens;

• The method based on a language model trained on a large corpus of unlabeled
Russian drug review texts and fine-tuned on an annotated corpus of Russian drug
reviews is shown to be applicable to the task of determining the relations among
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pharmaceutically-relevant entities of the newly-created corpus. The accuracy estima-
tions are obtained for this task for Russian language;

• The same proposed model, pre-trained on Russian drug reviews, is shown to achieve
relation extraction results comparable to the state of the art on the DDI corpus.

2. Related Works

Currently, efficient natural language processing (NLP) methods are mostly based
on neural network algorithms [4,5]. There is a wide variety of text analysis tasks that
neural networks can solve with high accuracy, such as part of speech tagging [6], machine
translation [7], authorship attribution [8], named entity recognition [9–13], entity relation
extraction [14–16] and so on. In this paper, our research is aimed at the relation extraction
task for the pharmacological domain.

There are two main approaches to the extraction of the relations between entities from
a text:

• cascade approach: sequential text analysis, where the tasks of named entity recognition
and relation extraction are performed separately. At the first stage, named entities
are extracted from the text, either by expert annotation or using a machine learning
model [3,9,13,17,18]. At the second stage, the entities extracted are evaluated in
terms of their possible relations [14,15,19,20]. This approach allows one to control
the learning process of each model, which in turn gives the opportunity for a more
thorough choice of methods and hyperparameters.

• “joint” approach, where a single model is used to solve both tasks simultaneously [16,21–23].
The most commonly used neural network topology for this model has two parts (one
for each task) that learn jointly using combined loss function.

This work is focused on the separate analysis of the relation extraction method which
could be used as a part of a cascade model.

The development of tools for textual data analysis depends on the annotated data
necessary for tuning the algorithms and assessing their performance. There are a number of
corpora of textual data in English language with a markup of pharmacologically-relevant
entities and relationships. These corpora differ by the types of texts (online reviews, tweets,
clinical discharges etc.) and by the types of the named entities and relationships annotated,
which are specified with varying levels of detail. Some studies provided the achievable
accuracy of extracting relationships between pharmacologically-relevant entities using
methods developed on base of these corpora.

Among the datasets on biomedical topics with markup suitable for solving the problem
of identifying relationships between named entities, it is necessary to mention the corpora
of the i2b2 Competition Corps Workshop on Natural Language Processing Challenges
for Clinical Records. The competition is organized by the Department of Biomedical
Informatics (DBMI) at Harvard Medical School. This organization provides datasets called
n2c2, that consist of full texts of clinical records in English. The data annotation is enriched
at every new competition as the scope of the competition expands and changes.

The task of extracting relationships between the named entities was considered in the
2009 [24], 2010 [25] and 2018 [26] corpora from the above-mentioned competition. The best-
performing models used additional sources of information, handcrafted and engineered
features, which facilitated better classification of the entities and relations in the medical
discharges in English. On the Drug-Drug Interaction (DDI) dataset [27], which contains
excerpts about drug interactions from the DrugName and MedLine databases, a model [28]
based on a BERT-type language model SciBert [29] was used to solve the task of classifying
the sentences for relationships between the selected drugs. The model is, in fact, the BERT
language model, additionally trained on scientific texts for better representation of the
thematic. The model showed a result of 84.08% by the f1-micro metric.

On the Adverse Drug Event (ADE) dataset [30], which contains sentences from the
abstracts of PubMed scientific articles with relations between medical drugs and their
adverse reactions, the performance of a BERT-based model SpERT [16] was presented. The
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model solves the entity extraction and relation extraction problems sequentially. To solve
the problem of identifying named entities, all possible consecutive sets of words in the
text (of limited length) are generated and then classified by the model according to the
type of the entity. The entities obtained as the result of the classification are then filtered,
forming pairs of entities for which the model determines the presence of a relationship.
The model uses BERT to represent words as vectors. Word vectors are then processed by
a fully-connected layer with softmax activation function and with the size equal to the
number of the named entity types. This layer identifies named entities from the input word
combinations. The second part of the model is a fully-connected neural network layer with
the sigmoid activation function, the input of which is the concatenation of the entity vectors
with the vector representation of words between the entities. Relations are determined by
applying the threshold to the output activities. Such model achieves the f1-macro metric of
79.24% on the ADE dataset.

Regarding the Russian language, a fairly limited set of corpora for relation extraction
tasks are publicly available. However, these corpora facilitate the apriori assessment of
the accuracy in the extraction of the relationships between named entities of different
types, not related to pharmaceuticals: RuSERRC [31]—80 manually annotated texts with
entities from the computer science subjects (software, database, programming languages,
etc.). RuREBus [32]—300 annotated texts of strategic programs of the Ministry of Eco-
nomic Development of the Russian Federation, containing various relations between the
entities of the following types: Social Objects, Actions, Goals, Tasks; RURED [33]—a cor-
pus of 536 annotated texts about economics, containing the entity types of Geographic
Objects, Names, Age, Currencies, etc., as well as the relationships of various types be-
tween them; Factrueval [19]—255 annotated texts with entities of type Persons, Loca-
tions and Organizations, and also relations: Ownership, Occupation, Meeting, and Deal;
NEREL [34]—933 annotated documents with the markup of a large number of entities,
including: Persons, Organizations, geopolitical entities, numbers, dates, time, money, age,
etc., as well as relations between them.

On the RuSERC corpus (split by sentences), a BERT-based architecture, R-BERT [14],
was used to obtain the result of 67% by the macro-f1 metric. On the RuRBus corpus (split
by documents), the R-BERT architecture [14] was used to obtain the result of 44% by the
micro-f1 metric.

The R-BERT model uses the BERT model to represent words as vectors. A vector
representing a named entity is the average vector of its words. A concatenated pair of
entities is presented as the input for the fully-connected layer, and the activities of the layer
are the input for the softmax layer which is used to determine the type of a relation between
the entities.

On the RUED dataset (split by sentences), the span-BERT architecture achieved
78% accuracy by the f1 metric (the method of aggregating f1 across different classes was
not specified). On the Factrueval dataset (split by documents), that method achieved
66% accuracy on the fact extraction task (extracting relationships among multiple entities).
On the NEREL dataset (split by documents), the RuBERT model achieved the f1-score value
of 51% (the method of aggregating f1 across different classes was not specified).

As for the Russian-language corpora annotated to extract the relationships between
pharmacologically significant entities, the only corpus of this type is the Russian Drug
Review Corpus (RDRS 2800 reviews), which is considered in this paper. Therefore, the
accuracy demonstrated in the works above with other types of texts is only an estimate of
the possible accuracy of determining the relationships between pharmacological entities,
which is an additional motivation to perform the present work.

Summarizing the above, it can be concluded that the current trend in identifying
relationships between named entities is the use of models with transformer architecture pre-
trained on large datasets. Further in this work, we develop this approach based on the XLM-
RoBERTa language model [35] using the Russian Drug Review Corpus (RDRS) [3] described
in Section 3.1 and available at the Sagteam project website (https://sagteam.ru/u).
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3. Materials and Methods

3.1. Datasets

This paper uses the Russian Drug Review Corpus (RDRS) [3], which contains 2800 texts
of drug reviews written by Internet users. The corpus contains markup for 18 types of
named entities, which can be divided into 3 groups:

• Medication—this group includes everything related to the mentions of drugs and
drugs manufacturers, including: Drug name, Drug class, Drug form, Route (how to
use the drug), Dosage, SourceInfoDrug (source of the consumer’s information about
the drug) etc.;

• Disease—this group contains entities related to the diseases or reasons for using the
drug (disease name, indications or symptoms), as well as mentions of the effects
achieved (NegatedADE—the drug was inefficient, Worse—some deterioration was
observed, BNE-POS—the condition improved) etc.

• ADR—mentions of occurring adverse reactions.

In a subset of the corpus containing 1590 review texts, entities were marked up into “lines
of meaning”—“contexts”, so that each context contains entities that describe the usage
of some medication by one person for the treatment of one condition. Different contexts
arise in a text, in particular, when describing the use of multiple drugs in the treatment,
or different effects following the use of a single drug for different conditions, or when the
review describes the use of a drug by different people. In terms of the relation extraction
problem, entities that occur in the same context are related, while entities from different
contexts are considered unrelated.

An example of the context annotation is shown in Figure 1. The main (1st) context
of the review is about the drug “orvirem” which caused an allergy. This context includes
the following mentions (denoted on the figure with a number 1 above them): “antiviral”
(Drugclass), “syrup” (Drugform) “orvirem” (Drugname), multiple mentions of “allergy”
(ADR), “red spots” (ADR), “swelling on the face” (ADR), “1 day” (Duration). There are
other contexts in the review:

• 2nd context: “allergy” (Diseasename), “red spots” (Indication), “zyrtek” (Drugname), “the
situation did not improve” (NegatedADE), “it seems to have gotten even worse” (Worse).

• 3d context: “allergy” (Diseasename), “red spots” (Indication), “doctor” (SourceInfoDrug),
“On her recommendation” (SourceInfoDrug), “smecta” (Drugname), “the situation did
not improve” (NegatedADE), “it seems to have gotten even worse” (Worse).

• 4th context: “allergy” (Diseasename), “red spots” (Indication), “doctor” (SourceInfo-
Drug), “On her recommendation” (SourceInfoDrug), “suprastin” (Drugname), “the
situation did not improve” (NegatedADE), “it seems to have gotten even worse”
(Worse), “Injected” (Route), “The redness seems to pass” (BNE-POS), ““swelling on
the face still remains” (NegatedADE).

• 5th context: “allergy” (Diseasename), “red spots” (Indication), “doctor” (SourceIn-
foDrug), “prednisone” (Drugname), “Injected” (Route), “The redness seems to pass”
(BNE-POS), ““swelling on the face still remains” (NegatedADE).

In Tables 1–4 the quantitative characteristics of the corpus with contextual markup
are presented.

Table 1. The number of texts that contain the corresponding number of contexts.

Contexts Count 1 2 3 >3

Texts Count 682 559 218 131
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Table 2. Average lengths of contexts in the corpus.

Average Mentions Count Average Tokens Count

Main context 19.9 38.9

Other contexts 3.7 6.6

Table 3. Statistics on the part of RDRS dataset that is comprised of ADR–Drugname relations.

Number of Train Test

Texts 502 126
Sentences 4016 1008

Words 82,425 20,961
“ADR” type entities 1461 356

“Drugname” type entities 1416 368
Relations 3444 845

Avg. numbers of relations per text 6.9 6.7

Table 4. Statistics on the types of relations in the RDRS corpus with 908 multi-context reviews.

Relation ADR & Drugname Drugname & Diseasename Drugname & SourceInfoDrug Diseasename & Indication

Classes pos. neg. pos. neg. pos. neg. pos. neg.

Relations count 1913 917 4277 2153 2700 1232 2588 701

Text fraction 0.273 0.204 0.634 0.514 0.598 0.457 0.416 0.148

Figure 1. Example of an annotated review. The labels contain, from left to right: context number,
entity type, attribute within the entity type.
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In this paper, the following pairs of entities are chosen as the most interesting to
analyze from the practical point of view:

• ADR–Drugname—the relationship between the drug and its side effects;
• Drugname–SourceInfodrug—the relationship between the medication and the source

of information about it (e.g., “was advised at the pharmacy”, “the doctor recom-
mended it”);

• Drugname–Diseasename—the relationship between the drug and the disease;
• Diseasename–Indication—the connection between the illness and its symptoms

(e.g., “cough”, “fever 39 degrees”).

Two subsets of the original corpus have been compiled for the experiments:

1. The first one includes 628 texts containing ADR and Drugname entity pairs. The
experiments on this part are aimed at selecting the most effective combinations of the
input feature representations and hyper-parameters of the methods used. The texts of
the RDRS corpus that contain ADR and Drugname entities were divided into training
and test parts, the composition of which is presented in Table 3.

2. The second part includes texts that contain multiple contexts. The total number of
such texts is 908. Statistics on the types of relationships are presented in Table 4.
This corpus is used to establish the current level of accuracy in determining the
relationships between pharmacologically-significant entities in Russian-language
review texts.

Experiments with these subsets are described further in Section 4.

3.2. Methods
3.2.1. Deep Learning Methods
Language Models

In this work the XLM-RoBERTa-sag model [3] was used. The original XLM-RoBERTa [35]
is a multilingual language model based on the transformer [36] architecture, consisting
of multihead attention layers which create vector representations of the input data parts
(words in case of NLP) that encode the information about their context. XLM-RoBERTa is
trained on a large multilingual corpus from the CommonCrawl project that contains 2.5 TB
of texts. XLM-RoBERTa-sag is a result of additional training of XLM-RoBERTa on a dataset
of unlabeled internet texts about medicines (~1.65 M texts).

During the adjustment experiments, we used two versions of the model:

• XLM-RoBERTa-base-sag—12 Transformer blocks, 768 hidden neurons, 8 Attention
Heads, 125 millions of parameters, 2 epochs of additional training on Russian texts
about medications;

• XLM-RoBERTa-large-sag—24 Transformer blocks, 1024 hidden neurons, 16 Attention
Heads, 355 millions of parameters, 1 epoch of additional training on Russian texts
about medications;

Text preprocessing includes splitting it into words or word parts—“tokens”. For
XLM-RoBERTa-sag, as well as for the original XLM-RoBERTa, such splitting is performed
using the SentencePiece tokenizer [37].

Input Text Pre-Processing

To solve the classification task, transformer-based language models use a special token
[CLS] added to the input sequence. During training, the loss functionn is aimed at class
prediction based on the vector of the [CLS] token. That way, the model learns to create such
a vector representation of the [CLS] token that accumulates information about the text as a
whole and is informative in terms of the current task being solved.

In the approach proposed in this work, the classification is performed on the basis
of the information about a pair of entities for which the existence of a relationship is
determined, and the text that mentions this pair. Figure 2 shows the conceptual scheme of
our approach to solving the relation extraction task using a language model.
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Figure 2. Conceptual scheme of our approach to relation extraction based on a language model.

For providing the language model with the information about which entities are of
interest, several text representation variants are considered in our experiments:

1. The whole text—the tokenized input text that the language model receives at its input
is the whole drug review text, in which target entities are highlighted using special
start and end tokens, e. g. [T_ADR] and [\T_ADR] for an entity of type ADR:
«[CLS]Antiviral syrup for children [T_DRUG]“Orvirem”[\T_DRUG] - We have an allergy
to it! We have a severe allergy after the first day of taking it. Moreover, the boy (3.5 years
old) had no allergies to any drugs before. In the morning he woke up covered in [T_ADR]red
spots[\T_ADR]. I immediately gave him zyrtek... »

2. The text of target entities only—only the mentions of the target entities are used as
the input text;

3. The text of the target entities and the text between the mentions of the target entities;
4. The text of the target entities concatenated with the whole text:

[CLS]«text of first target entity»[SEP]«text of second target entity»[TXTSEP]«whole text of
the drug review».

Here, the token [SEP] is placed between the two target entities, and the token [TXTSEP]
separates the pair of entities from the whole text.

Potentially, this way of organizing the input data makes it possible to build a more
informative vector representation due to the Attention mechanism inside the Transformer
layers, and facilitates solving the problem in a classification formulation. The effectiveness
of such a text representation was demonstrated previously [38].

As mentioned before, there are many degrees of freedom in such models that require
consideration in order to achieve higher accuracy. Within the scope of the current research,
the following options have been analyzed:

• Maximum input sequence length (in tokens);
• Learning rate;
• Batch size;
• Maximum learning epoch number;
• Learning rate decay technique [39];
• Early stopping technique [40].

3.2.2. Other Machine Learning Methods

Basic machine learning methods perform quite effectively in many applications [41–43].
These methods are highly efficient in terms of computational complexity, due to this fact, it
is possible to search for the optimal set in an extensive space of hyperparameters and to
test hypotheses relatively quickly.

The first goal of using basic machine learning methods was to obtain a reasonable
baseline for the relation extraction task in the pharmacological domain in the Russian
language, exceeding the random guess of the “Dummy” models’ results, for the purpose of
comparison with the deep learning models described in the previous section.

190



Big Data Cogn. Comput. 2022, 6, 10

As a textual data representation for the baseline methods, concatenation of frequency
features (term frequency-inverse document frequency, TF-IDF) of the character n-grams of
the target entities was used. The size of the n-gram n and the frequency filter of the tf-idf
method were considered as the hyperparameters to tune during the experiments.

The second goal of using basic machine learning methods was to check if the informa-
tion about the entities’ text is sufficient to achieve competitive accuracy for the task.

The following methods were considered in the experiments as basic machine
learning methods:

• Logistic regression [44]—a basic linear model for text classification using a logistic
function to estimate the probability of an example to belong to a certain class;

• Support vector machine [45]—a linear model based on building a hyperplane that
maximizes the margin between two classes;

• Multinomial Naive Bayes model [46]—a popular solution for baselines in such text
analysis tasks as spam filtering or text classification. It performs text classification
based on words’ or n-grams’ co-occurrence probability;

• Gradient Boosting [47]—a strong decision tree-based ensemble model, which iter-
atively “boosts” the result of each tree by building a next tree that should classify
examples that the previous tree fails to classify correctly.

In addition, for comparison, the RuBERT [48] language model was considered, which
is a BERT [49] model with 12 layers, 768 hidden neurons each, 12 attention heads, 180 M
parameters. RuBERT was trained on the Russian part of Wikipedia and news data. When
solving the problem, the language model is used to form a vector representation of the
text, which is fed into the linear layer. The output activities of the linear layer are used to
determine if there is a relationship between the pair of entities fed to the input.

3.2.3. Dummy Models

“Dummy” models were considered to be the low-level baseline. Such models generate
labels randomly or according to some simple principle. The following methods were
checked as methods for “dummy” classification:

• most frequent class labeling—every pair of entities is assigned to the most frequent
class in the dataset (in case of extraction of ADR–DrugName relations in the RDRS
dataset, thus classifier considers every pair to have a relation);

• uniform random labeling—labels are predicted randomly according to a uniform
probability distribution, without taking into account any characteristics of the in-
put dataset;

• stratified random labeling—labels are predicted randomly but from the distribution
corresponding to that of the input data: the probability of an input example to belong
to a class is proportional to the portion of examples of such class in the dataset.

The accuracy of the “dummy” methods based on the random label generation was
averaged over 100 launches in order to operate with more stable results and to prevent
possible occurrence of random outliers.

4. Experiments

4.1. Accuracy Metric

The performance of a model on the relation extraction task is estimated by the f1-macro
metric, in which the f1 score is calculated separately for each class:

f1score =
2 · P · R
P + R

, (1)

P =
TP

TP + FP
, (2)

R =
TP

TP + FN
. (3)
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Here P is precision, the proportion of correctly predicted objects of the class A under
consideration to the number of objects that the model assigned to class A; R is recall, the
proportion of correctly predicted items of class A to the real number of items in class A;
TP is the number of true positive instances, the number of relations of class A correctly
identified by the model; FP is the number of false positive examples, the number of relations
assigned to class A while actually having a different class; FN is false negative, the number
of relations that actually have class A while being incorrectly assigned to a different class
by the model.

The overall performance of the model is estimated by averaging the f1-score over the
two classes. This method of averaging allows for the uneven numbers of relations in the
different classes.

4.2. Selection of the Model Features and Hyperparameters

In these experiments we use a subset of RDRS that contains texts with the ADR and
Drugname entities only. The following experimental setup is used:

• Fixed stratified split into training (80%) and testing (20%) sets; In order to avoid
overfitting, entity pairs from each review all go either to the training set or to the
testing set, but no review is split between the sets;

• Hyperparameters of the language model’s fine-tuning process are searched manually
so that to maximize the accuracy (by the f1-macro metric) on the validation part of the
training set, without taking into account the testing set;

• The language model involves early stopping and learning rate decay (Experiments
show the positive effect of such techniques on the model accuracy);

The experiments on language models have been carried out using a computing cluster
node with the following configuration: CPU Intel® Xeon™ E5-2650v2 (2.6 GHz) × 8, 128
Gb RAM, NVIDIA Tesla V100 (16 Gb).

4.3. An Estimation of Efficiency of Selected Methods

After finding the optimal model parameters, the efficiency of the methods has been
assessed on a part of the RDRS containing review texts with multiple contexts. Accuracy
is measured by the f1-score metric with cross-validation over 5 splits: the data is divided
into 5 equal parts, and at each iteration of the cross-validation 80% of the texts are used for
fine-tuning the model and 20% for testing.

For a more complete assessment, we compare the proposed method to other machine
learning methods different in terms of complexity and type, as well as to a “Dummy”
classifier based on the probability distribution of positive and negative examples of the
pairs of entities in question (Stratified random labeling).

“Dummy” models and basic machine learning method experiments have been carried out
on a local machine with the following configuration: CPU Intel® Core™ i5-7400 @ 3.00 GHz × 4,
16 Gb RAM. The experiments with language models were performed on the same equip-
ment as the experiments in the previous section.

The programming language python 3.8 and software libraries numpy [50], sklearn [51],
pytorch [52] and simpletransformers [53] were used for software implementation of the
described method. As part of a series of experiments, the parameters of the python random
number generator, as well as the random number generators of numpy, sklearn, and
pytorch libraries were fixed to ensure repeatability of the experiments.

5. Results

5.1. Comparison of the Model Features and Hyperparameters

This section compares the results of experiments on the identification of the entity
relations using XLM-RoBERTa-large-sag and XLM-RoBERTa-sag with different input repre-
sentations described in Section 3.2.1.
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Table 5. Accuracies (by the f1-macro metric) of XLM-RoBERTa-base-sag (denoted “LM-Base”) and
XLM-RoBERTa-large-sag (“LM-Large”) language models with different methods of text representation.

Text Representation LM-Base LM-Large

Text of target entities only 0.75 0.76

Whole text with highlighting target entities 0.78 0.82

Text of target entities and text between them 0.81 0.80

Text of target entities and the whole text 0.91 0.95

The comparison shows that the language model should receive both the target enti-
ties separated from the text and the entire text in order to achieve high accuracy and to
outperform basic machine learning methods. The f1-macro achieved for ADR–Drugname
relations from the RDRS dataset is 95% (see Table 5). This estimation is 41% higher than
random class prediction, and 20% higher than basic machine learning models, even if the
hyperparameters of the latter are tuned on a test set.

The optimal hyperparameter values found for XLM-RoBERTa-base-sag are:

• maximum input length—512;
• early stopping—active;
• learning rate—0.00005;
• batch size—32;
• maximum epochs—10;
• learning rate decay—active;

The resulting hyperparameter values for XLM-RoBERTa-large-sag are:

• maximum input length— 512;
• early stopping—active;
• learning rate—0.00001;
• batch size—8 (there was not enough memory for bigger batch size with XLM-RoBERTa-

large);
• maximum epochs—10;
• learning rate decay—active;

5.2. Estimation of the Relation Extraction Efficiency

As a result of the experiments conducted on the 908 reviews from the RDRS corpus that
have multi-context annotation, accuracy has been estimated for the task of determining the
relationships between pharmacologically-significant entities using the method developed
on base of the XLM-RoBERTa language model. The accuracy of the proposed method in
comparison with the baseline classifiers is given in Table 6. Accuracy is measured by the
f1-score metric averaged over five cross-validation splits and is presented separately for
the positive (relation present) class and the negative (no relation) class. The results for the
baseline machine learning methods are obtained with input represented by target entity
pairs encoded with tf-idf of n-grams of 3–8 characters.

As follows from this table, the proposed model determines the four relations under
consideration with the following accuracy (according to the f1-score metric for the positive
class): between adverse drug reactions and drugs (ADR–Drugname) 92.7%, between drugs
and diseases (Drugname–Diseasename) 89.9%, between a drug and its source of informa-
tion (Drugname–SourceInfoDrug) 92.9%, between diseases and symptoms (Diseasename–
Indication) 87.1%. This is 43.5%, 40%, 41.5%, 38.2% higher than the accuracy of the dummy
classifier and higher than the accuracy of RuBERT by 3.9%, 3.8%, 3.5%, 2.1% respectively.
At the same time, for the class without the relation between entities (negative class), the
accuracy is more volatile, taking the values of 91.1%, 76.2%, 82.7%, 31%. However, they
exceed the Dummy Classifier accuracy by 59.3%, 42.9%, 49.8%, 9% and RuBERT by 14.9%,
10.0%, 20.1%, 3.3% respectively. On average, the developed model outperforms RuBERT by
3.6%, achieving the f1-score of 80.4%.
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Table 6. Accuracy of predicting relations (pos) and absense of relations (neg) between entity pairs of
different types in multicontext reviews from the RDRS dataset.

Methods

ADR–
Drugname

Drugname–
Diseasename

Drugname–
Source Info

Drug

Diseasename–
Indication

pos neg pos neg pos neg pos neg

Proposed model
92.7 91.1 89.9 76.2 92.9 82.7 87.1 31

91.9 83.05 87.8 59

RuBERT
88.8 76.2 86.1 66.2 89.4 72.6 85.7 27.7

82.5 76.15 81 56.7

LinearSVM
72.8 45.0 75.6 44.9 77.9 45.2 83.2 24.4

58.9 60.25 61.55 53.8

Multinomial Naive Bayes
66.3 33.8 68.8 26.1 73.4 14.3 80.2 5.4

50.05 47.45 43.85 42.8

Stratified Random Labeling
66.5 31.8 66.5 33.3 69.8 32.9 77.8 22.0

49.15 49.9 51.35 49.9

5.3. Applying the Proposed Approach to the DDI Dataset

In order to test the applicability of the proposed model to the texts in another language,
we estimated our model on the well-known Drug-Drug Interaction (DDI) dataset [27], used
on the SemEval-2013 challenge as a dataset for biomedical relation extraction.

The DDI dataset is a manually annotated corpus consisting of 792 texts selected from
the DrugBank database and other 233 Medline abstracts. The dataset has been annotated
with a total of 18,502 pharmacological substances and 5028 relations. The dataset includes
named entities of the following types:

• Drug—used to annotate those human medicines known by a generic name;
• Brand—drugs described by a trade or brand name;
• Group—drug interaction descriptions often include groups of drugs, that were sepa-

rated to “group” entity type;
• Drug_n— active substances that weren’t approved for human use, such as toxins or

pesticides.

The relations annotated in the dataset are four types of drug-drug interactions (DDIs):

• Mechanism— this type is used to annotate DDIs that are described by their pharma-
cokinetic mechanism;

• Effect—this type is used to annotate DDIs describing an effect or a pharmacodynamic
mechanism;

• Advice—This type is used when a recommendation or advice regarding a drug inter-
action is given;

• Int—This type is used when a DDI appears in the text without providing any addi-
tional information.

When applying the proposed model to the DDI dataset, the model has been fine-
tuned to DDI, but pre-training on Russian texts has remained the same. For the fine-
tuning and testing on DDI, the data split is the same as in the BLURB project [18]—
624/90/191 documents for train/validation/test sets respectively.

Experiments with the text representation “target entities and the whole text” (described
in Section 3.2.1) yield the micro-averaged f1-score value of 71.2%. We have therefore modi-
fied the input text representation for higher accuracy on the DDI dataset. Inspired by the
entity screening technique from the literature [18], we have employed both highlighting
the target entity mentions with tags and concatenating target entity mentions with the
texts of the whole reviews. For example, the text: “Cytochrome P-450 inducers, such as pheny-
toin, carbamazepine and phenobarbital, induce clonazepam metabolism, causing an approximately
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30% decrease in plasma clonazepam levels.” was represented as: “phenytoin [SEP] carbamazepine
[TXTSEP] Cytochrome P-450 inducers, such as [T]phenytoin[/T], [T]carbamazepine[/T] and phe-
nobarbital, induce clonazepam metabolism, causing an approximately 30% decrease in plasma
clonazepam levels.”

The resulting accuracy by f1-metric, micro-averaged over the four relation classes, is
81.46%, which is comparable to the accuracy other language model-based approcahes [18,20,54]
achieve for determining relations between entities extracted from this dataset, the state of
the art being 84.05% [20].

6. Discussion

Table 6 shows that there is a volatility between different relation types in terms of ac-
curacy. Preliminary analysis of the relations of different types shows that the Diseasename–
Indication relation has the following distinctive features: low number of the negative class
samples (pairs of entities of the desired type that have no relation), high fraction of the
unique pairs of entities (approx. 65%); high fraction (approx. 35%) of the unique relations
that are represented with different classes in different texts (the same entity pair that has a
relation in one text may have no relation in the other text). All these factors—unevenness
of classes and the ambiguity of the relation existence between mentions of the same entities
in different texts—make the classification task more difficult for the machine learning
model. As a solution, we consider conducting further research of the data structure and the
classification results, as well as extending our dataset by more relations that have lower
representation in the corpus.

Overall, the developed approach shows the highest accuracy out of a group of methods
considered: the language model RuBERT, trained on the Russian Wikipedia and news,
classic machine learning algorithms (LinearSVM and Multinomial Naive Bayes) and the
baseline“dummy” method of Stratified Random Labeling.

Though accuracy is the key performance value of the machine learning models, another
important metric is their computational complexity. XLM-RoBERTa is the most resource-
intensive model among those considered—it has approximately 550 million parameters,
while RuBERT has approximately 110 million parameters. A limitation of XLM-RoBERTa-
large is that it requires a GPU to work efficiently.

Another limitation of the transformer language models related to the computational
complexity is a limit on the input sequence length—the input of the base BERT model
cannot have a size larger than 512 tokens, while RoBERTa-large has this limitation set to
1024 tokens. In the case of longer texts, special approaches are needed in order to work
efficiently and to use information about the whole text.

It is worth mentioning that this work considers the relation extraction task based
on the ground truth named entity annotation, therefore, further research is required to
determine the method’s efficiency when the named entities are predicted by another model.

7. Conclusions

The research conducted shows the strong dependency of the accuracy of the entity
relation identification on the structure of the input text representation when using pre-
trained language models based on the Transformer topology. The highest accuracy is
obtained with our proposed model XLM-RoBERTa-large-sag with texts represented in the
following form: the text of the first entity of the potential relation, followed by the text
of the second entity of the potential relation and the whole input text. The information
contained inside the text between the target entities proved to be insufficient to achieve
the same accuracy with the same model, presenting the entire review text to the language
model is thus necessary.

The average f1-score obtained over 4 relation types is 80.4%. At the same time, the
RuBERT model yields a 3.6% lower f1-score, Linear SVM—21.77% lower, baseline stratified
random labeling method—30.4% lower.
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On the DDI dataset the same model achieves 81.46%, which is comparable to the state-
of-the-art 84.05% obtained on that dataset by other language models trained on pre-defined
NER annotation.

Another important observation is the volatility of the accuracy across the relation
types, which could be explained by the imbalance in the number of relations of different
types, in the number of unique representatives of entity mentions, and the distribution
of the relations of particular type between training and test subsets. The issue could be
corrected with enlarging the corresponding parts of the context-labeled dataset and with
balancing the numbers mentioned above.

Overall, the results obtained provide the state-of-the-art accuracy level for the task of
pharmacological entity relation identification in Russian-language reviews and could be
positioned as a basis for the future tasks of automated analysis of medical reviews.
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Abstract: The present analysis of more than 180,000 sentences from movie plots across the period
from 1940 to 2019 emphasizes how gender stereotypes are expressed through the cultural products
of society. By applying a network analysis to the word co-occurrence networks of movie plots and
using a novel method of identifying story tropes, we demonstrate that gender stereotypes exist in
Hollywood movies. An analysis of specific paths in the network and the words reflecting various
domains show the dynamic changes in some of these stereotypical associations. Our results suggest
that gender stereotypes are complex and dynamic in nature. Specifically, whereas male characters
appear to be associated with a diversity of themes in movies, female characters seem predominantly
associated with the theme of romance. Although associations of female characters to physical beauty
and marriage are declining over time, associations of female characters to sexual relationships and
weddings are increasing. Our results demonstrate how the application of cognitive network science
methods can enable a more nuanced investigation of gender stereotypes in textual data.

Keywords: gender stereotypes; story tropes; movie plots; network analysis; word co-occurrence network

1. Introduction

Stereotypes are defined as “cognitive structures that provide knowledge, beliefs and
expectations about individuals based on their social group membership” [1]. Being cog-
nitive in nature, stereotypes can affect specific social perceptions of others, such as their
personality, behaviour, attitudes, and appearance. For example, stereotypes can lead us
into subscribing to the belief that women are communal by nature, which they display
through being warm and sensitive to others, and the belief that men are agentic by nature,
which they demonstrate by being independent and assertive in the presence of others [2]. It
has been shown that the stereotypical categorisation of people into different groups is fluid
and dependent on the context of comparisons [3]. However, gender classification seems to
evade such fluid categorisation, since it is a primary and salient feature of the perception
of other people [4]. Such immediately recognised and chronically salient categorisations
contribute to the persistence of gender stereotypes. While stereotypes’ cognitive nature
encompasses the beliefs and descriptions that people hold about the members of different
groups (e.g., gender), evaluations that follow these implicit or explicit attitudes could
involve negative or positive reactions to members of a specific group. In the case of gender
stereotypes, they are organised around the importance of the agency of men and the com-
munality of women. Therefore, task performance is emphasised for men, whereas social
relationships are emphasised for women [5]. Women who violate the prescriptive gender
stereotype of being warm and kind in social relationships could potentially face backlash for
acting against these prescribed gender norms. Negative evaluations of gender-stereotype
violations could result in discriminatory behaviour.

However, much has changed with respect to the roles and expectations of genders
in recent years. In the United States, gender employment and pay gaps have reduced
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substantially since the enactment of the Equal Pay Act in 1963 [6]. More women are entering
science, technology, engineering, and mathematics (STEM) fields, taking on leadership
roles, and making key scientific discoveries than before [7]. There have also been four
major waves of feminism. with each one marking a specific cultural era and women’s
involvement with the media [8]. In addition, fewer women are marrying and those do
marry do so at a much older age compared to the past [9].

Social role theory advocates that stereotypes arise from observations of real-life be-
haviour; in other words, they represent our lived realities. Thus, the changing roles of men
and women in society should also influence stereotypes in society [10]. In fact, this is what
has been observed across numerous studies and meta-analyses based on questionnaires
on implicit and explicit attitudes [11–13]. More recently, Charlesworth and Banaji [14]
found decreasing gender stereotypes (male—science/female—arts, male—career/female—
family) from measures of implicit and explicit attitudes across a 10-year period from 2007
to 2018. However, these are indicators of subjective individual attitudes in a controlled
setting, and may be limited in their representation of implicit attitudes of a society [15].
Cultural products such as movies may complement individual perceptions to offer a richer
account of how gender stereotypes prevail in society, especially since they do not exist
independently from one another. An individual’s perception and acceptance of a stereo-
type into their schema is influenced by their experiences—including those shaped by the
media [16]—while the media products a culture creates are ultimately products of the same
perceptions that individuals hold [17]. Therefore, both individual attitudes and cultural
products make for apt sources through which to study the evolution of gender stereotypes
in society, and ought to supplement each other.

Hence, Durkheim [18] and his proponents argued that the primary materials through
which to investigate social stereotypes are the products of a society. This is in contrast to the
psychological studies mentioned previously, which typically ask participants to complete
questionnaires or take part in laboratory experiments in order to measure the types and
strength of gender stereotypes. Durkheim’s idea of studying the cultural products of
society on a large scale was not feasible during his time, but it is possible today given
the drastic increase in computational power along with the accessibility of big data. For
example, Stella’s paper [19] used textual forma mentis networks (TFMN) to reconstruct
large-scale online discourses regarding the gender disparity in STEM fields on the social
media platform Twitter, and the researchers found largely positive, gender-stereotype-free
perceptions of the gender gap. Other studies used word-embedding models to study
gender stereotypes and their dynamic changes across time [7,20]. Word embeddings
are machine-learning methods in which the words in a language are represented using
high-dimensional vectors. Geometric relationships between the vectors denote semantic
relationships between the words. For example, words that are geometrically closer to each
other in the vector space are semantically closer to each other [21]. Bhatia and Bhatia [20]
used word embeddings to examine a century’s worth of shifts and developments in the
gender biases expressed in large-scale historical natural-language data, and found that
these stereotypes decreased in strength over time. It is important to note that the changes
they observed seem to have been driven mainly by changes in stereotypically feminine
traits (as opposed to stereotypically masculine ones) and personality-related traits (as
opposed to physical traits). Charlesworth et al. [7] analysed the embeddings in more than
65 million words in English-language texts to investigate the presence of gender stereotypes
and mainly found that gender stereotypes were pervasive and consistent across different
age groups, sources, and time periods. However, they further noted that gender stereotypes
that worked to the disadvantage of the different groups were not as prominently displayed
in later time periods compared to earlier ones, indicating a trend towards more equitable
representations. This meant that more recent corpora included fewer stereotypical gender
associations, such as those of ‘male–work’ and ‘female–home’, depicting a reduction in
the portrayal of women in caregiver roles and signifying a change away from the distinct
segregation of traditional roles played by men and women in society.
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Despite the usefulness of word embeddings in understanding semantic representa-
tions, network science offers unique perspectives in understanding cognitive structures
such as semantic memory and the mental lexicon, or in this case, the representation of
gender in the media products of a society. Network science can model dynamic changes
in systems, as well as enabling the explicit investigation of the underlying structure of
a model, something that is more challenging to accomplish with models derived from
machine-learning methods [22]. Therefore, network science provides a compelling avenue
through which one could represent and model changes in the implicit attitudes of a society.
In one article employing a network science approach to studying stereotypes in movies,
Xu et al. [23] studied gender stereotypes in 6087 movie synopses from the Internet Movie
Database (IMDb) through a network analysis of word co-occurrences. They found that
male lead characters were more commonly associated with verbs compared to female lead
characters. By using community detection methods, they also showed that the key differ-
ence between the roles of leading male and female characters in movies was that women’s
role in romance is emphasised, whereas men’s role in crime is emphasised. However, they
did not study how these stereotypes changed or evolved across time. They also restricted
their analysis to lead characters in movies.

Another avenue that could be explored is the analysis of narratives through story
tropes in movies, which can be facilitated by network analysis. Barthes and Duisit [24]
advocated that ‘there has never been anywhere, any people without narrative’. A trope
is a form of narrative that is viewed as a ‘commonly recurring literary and rhetorical
devices’ [25]. In the case of movies, tropes refer to plot types of plot that audiences would
expect a movie to tell, according to its theme or genre. An example would be the trope
of ‘enemies-to-lovers’ in a romance-themed movie, describing a romantic arc whereby a
couple who begin their relationship as enemies progressively fall in love. Tropes can also
take the form of plot or narrative setups (e.g., a ‘groundhog day’ loop) or character types
(e.g., a supervillain who avenges his parents’ tragic death) (“Trope”, 2020). In short, they
are recognisable storytelling conventions, and can be understood as short, abbreviated, and
decontextualised narratives within movies. Identifying tropes and examining how they
change over time could thus be an important part of understanding society [26].

Our study builds on the aforementioned work by using a network-science perspective
to understand stereotypes and their dynamic evolution in Hollywood movies (i.e., movies
produced in North America). Given that our study is confined to Hollywood movies,
the findings of our study are limited to stereotypes within a North American context.
However, an overarching aim of this paper is to show researchers that the representation
of genders and stereotypes could be modelled as a cognitive network. This allows us
to add an additional tool to the pre-existing toolkit of methods within natural language
processing. A network perspective allows not only the study of specific associations at the
level of words, but also the overall structure of a network model. At the level of words,
we investigated specific stereotypical associations in Hollywood movies by analysing
specific edges within our network. At a broader level of the network model, we analysed
stereotypical themes in Hollywood movies using the network’s community structures.
Additionally, by investigating how gender stereotypes change over time, we were able
to examine whether changes in society may be reflected in the changes in stereotypes,
which was not explored in the analysis by Xu et al. [23]. In contrast to their study, we
also extended our analysis to include both lead and supporting characters in movies, thus
providing a more complete picture of gender representations.

In the present study, we first examined the community structure of male and female
characters’ co-occurrence networks, which were constructed based on a frequency measure
similar to that used in the study by Xu et al. [23]. Next, we identified story tropes associated
with male and female characters using a novel method of path analysis from co-occurrence
networks built using loglikelihood measures. Subsequently, we examined how the signifi-
cance measures of stereotypical story tropes changed with time. Lastly, we identified the
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most significant nouns, verbs, and adjectives in the networks and investigated how their
edge weights in the network changed across time.

2. Materials and Methods

2.1. Description of Data Source

In total, 200 movies were randomly chosen for each year between 1940 and 2019 from
Wikipedia’s list of Hollywood films by year (e.g., https://en.wikipedia.org/wiki/List_
of_American_films_of_2000, accessed on 9 November 2021). The ‘Plot’ sections of the
Wikipedia entries of the chosen films were scraped using the ‘rvest’ R library [27]. Unlike
Xu et al. [23], who used movie synopses from IMDb to construct their network, we used
data from Wikipedia for two main reasons. Firstly, Wikipedia is a community-maintained
database free for anyone to edit. Through the process of editing and re-editing by various
contributors, the content on its site ultimately reaches an implicit consensus, i.e., when the
current state of information is no longer disputed or corrected [28]. Therefore, the data on
Wikipedia are typically representative of various voices, making the study of the implicit
attitudes of a society viable. Secondly, plots contain more details about movies as compared
to synopses, which are more akin to brief summaries of movies.

As mentioned above, for each year between 1940 and 2019, 200 movies were chosen
randomly. However, each decade had a varying amount of data because of differences in
the number of movies with a plot section, as well as differences in the average number of
sentences in each movie plot. To counter the imbalance in the data for each decade and
to maximise the available information at the same time, the decade with the least number
of sentences was first identified. Next, we used the number of sentences in this decade to
randomly sample across the data from each decade. The minimum number of sentences
was found in the decade from 1940 to 1949, with 22,638 sentences. Hence, 22,638 sentences
were randomly sampled from each decade. This resulted in a total of 181,104 sentences for
the analysis, which were randomly selected from all the sentences in 16,000 movies.

The words in this dataset were then tokenised and parsed through natural language
processing using the ‘spacyr’ R library [29] to tag part of speech information (e.g., kill/verb,
John/person, etc.). ‘Spacyr’ is an R wrapper around the Python package called ‘spacy’,
which is an open source library for advanced natural language processing [30] Subsequently,
only character names and the grammatical categories of verbs, nouns, and adjectives were
included, prepositions, function words, determiners, and symbols were removed. The
‘genderizeR’ R package [31] was then used to identify the gender of characters in the
dataset. The ‘genderizeR’ package uses first names to predict gender using a database
based on online social media profiles and their associated genders. An advantage of
this package is that it is updated every day using information from new social media
profiles. This method offers a high degree of accuracy because it is based on real-world
data and is not a prediction-based model trained on a data set. For example, as of April
2015, the database contained 212,252 unique names gathered from 2 million social media
profiles [32] Finally, character names were replaced with the general terms ‘male/character’
and ‘female/character’ based on their gender, as tagged by the ‘genderizeR’ R package.
An example of the data processing is as follows: “Mary went to meet her father” becomes
‘female/character’ ‘went/verb’ ‘meet/verb’ ‘father/noun’.

2.2. Network Construction

The graphs in our analysis were constructed using the ‘igraph’ R package [33] and
plotted using the ‘visNetwork’ R package [34]. Using the processed dataset, we constructed
two types of network for our analysis: (i) A raw-frequency-based network to understand
the common themes around male and female characters using community detection, and
(ii) a log-likelihood-test-based network to more specifically understand the lives of male
and female characters in movies using edge weights of words linked to them. More
details about the network construction for each of the networks are provided in specific
sections below.
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2.2.1. Common Themes for Male and Female Characters in Movies

To investigate the common themes that emerged in the words surrounding male
and female characters, we identified communities in the frequency-based co-occurrence
networks for male and female characters separately. Our approach was similar to the
one used by Xu et al. [23], who identified community structures in the co-occurrence
networks for male and female protagonists in Hollywood movies. However, our analysis
was different in that we analysed communities from a network that considered the contexts
of all male and female characters in movie synopses and not just the protagonists. First, we
separated the dataset for male and female characters by selecting five words before and after
the character names for males and females. We employed the same size of word window
as Xu et al. [23] so we could standardise and compare the results of our analysis with theirs.
The edges in the network were then weighted based on how frequently each pair of words
appeared together within the same sentence across the entire corpus. Community detection
was performed on this network using the Louvain algorithm [35] for both male and female
character networks. The Louvain algorithm is a greedy optimisation method that attempts
to optimise modularity when extracting community structures from large networks.

2.2.2. The Lives of Male and Female Characters in Movies

To investigate gender stereotypes in story tropes, we created a network in which
the weight of edges was the log-likelihood of co-occurrence rather than frequency of co-
occurrence, as used in the previous network. Rankings of most significant word pairs
provide an indicator of their co-occurrence in word usage [36]. The log-likelihood test is
essentially the use of a generalised likelihood ratio λ to compare two parameterised distri-
butions (binomial in this case). One of the distributions is based on from the independence
assumption, and the other from the observed frequencies. Taking −2logλ, the significance
value is obtained, which is χ2-distributed. In their evaluation of the different measures
of word similarity, such as baseline frequency, dice, and mutual information, Bordag [36]
found that the significance of log-likelihood was the best. Hence, this measure was used in
our analysis.

To construct the network, the male and female character vertices (henceforth referred
to as gender vertices) were connected to the 20 most significant word associations in the
movie plots based on the significance of the log-likelihood ratio of their co-occurrence
within the same sentence. These word associations are referred to as primary associations
of the gender vertices.

The significance of the log-likelihood ratio of co-occurrence was calculated as described
in the Appendix (see Appendix A). Each of these primary associations with character names
was then connected to its 20 most significant associations. These are henceforth referred to
as secondary associations of the gender vertices. The steps of the network construction are
shown in Figure 1 by taking 10 associations as an example, illustrating networks of both
primary and secondary co-occurrences for both male and female characters. Vertices with a
degree of less than two (i.e., fewer than two edges) were removed for ease of visualisation.

(a) Gender-specific story tropes and their evolution. The main goal of this analysis was
to find the most significant story tropes associated with male and female characters
across the entire time period of analysis (i.e., from 1940 to 2019). To this end, we used
a novel method involving path analysis to identify the most significant story tropes in
movies. First, we identified the most significant association of each of the primary
vertices. Next, we computed the (weighted) path length from the gender vertices
to these secondary vertices, through a path described by: gender vertex–primary
vertex–secondary vertex. This resulted in 3-tuples of vertices and their path weights,
which showed how significant they were. For example, along the path described by
‘female/characters–love/noun–fell/verb’, the cumulative weight would be the sum
of the log-likelihood ratio significances (i.e., the weights) along the path. In other
words, it would be the sum of LL (female/characters–love/noun) + LL (love/noun–
fell/verb). Rather than simply inferring story tropes from primary vertices alone, the
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3-tuples with the addition of secondary vertices provided us with additional context
to infer story tropes of each gender. Twenty significant character-specific paths were
obtained for each character, one for each of their primary associations. Figure 2 depicts
the ten most significant paths for each gender within the co-occurrence network.

  

Figure 1. Details of the network construction. (A) Network with only primary nodes. Blue nodes
represent unique associations with male characters, orange nodes represent unique associations with
female characters, and purple nodes represent the common associations of both male and female
characters. (B) Network with primary and secondary nodes. Secondary nodes are depicted in grey.

After identifying the top 20 tropes for each gender, we identified specific romance-
and crime/violence-related tropes from this set, and analysed how their path weights
changed across time for each decade from the 1940s to the 2010s, using linear regression.
Romance and crime/violence were selected as gender-stereotypical domains worthy of
further examination based on Xu et al.’s [23] findings. Xu et al.’s community analysis
revealed eight gender-stereotypical themes or domains. Specifically, male characters were
associated with crime, career, family, and action, and female characters with romance,
career, family, and action. It should be noted that although Xu et al. [23] identified crime
as a theme, we subsumed it under the more general theme of crime/violence. This is
because an act linked to ‘kill’ does not necessarily refer to crime-related activities in all
instances. For example, a male character could be involved in the killing of a monster
rather than the killing of a human being, which does not definitively indicate that the male
character has indeed participated in a crime. In Xu et al.’s study, most of the domains
overlapped for both genders (i.e., both male and female characters were significantly
associated with the career, family, and action stereotypes)—the only differences were that
male characters were significantly associated with crime and female characters were not,
whereas female characters were significantly associated with romance and male characters
were not. As such, the 20 tropes were manually coded to identify specific tropes that
fitted into these domains of crime/violence and romance for both genders for subsequent
analysis. Importantly, the decision to include an analysis of the violence stereotype in
female characters and romance in male characters despite these associations not being
present in the communities allowed us to compare the presence and trends of these tropes
between the genders across time.
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Figure 2. A representation of the ten most significant paths in the network for each gender among
the whole network. Paths were selected after filtering out paths that crossed through the other
gender vertex.

For instance, a 3-tuple that represents a romance trope from the network could be
‘male–girlfriend–proposed’ or ‘female–fall–love’, whereas a crime trope could be appear as
‘male–kills–gun’ or ‘female–attacks–robbery’. After the relevant romance- and crime-related
tropes were identified, each of their path weights were analysed for changes over time. This
analysis enabled us to determine, for example, whether a trope such as ‘male–kills–gun’
became more or less prevalent between the 1940s and the 2010s.

(b) Roles, actions, and descriptions of male and female characters and their evolution.

In this part, three network visualisations were created by subsetting the network
formed previously based on three word classes: nouns, verbs, and adjectives. The
vertices connected to edges of the gender vertices with the highest weight were
analysed to find the most common associations for male and female characters. By
analysing separate networks of nouns, verbs, and adjectives, we aimed to identify
the top 20 most significant roles, actions, and descriptions, respectively, that were
associated with male and female characters.
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Furthermore, similar to our trope analysis, we sought to understand how stereotypical
associations with individual words changed across time. Based on the same pre-identified
domains of romance and crime/violence, we coded the individual nouns, verbs, and
adjectives from the top 20 words and classified each as a crime/violence-related word
or a romance-related word. For example, words such as ‘love’ or ‘dating’ were classified
in the romance domain, whereas words such as ‘felony’ or ‘prison’ were classified in the
crime/violence domain. After this categorisation, the edge weights of these associations
were analysed for changes across decades using linear regression, which enabled us to
determine whether a given word became increasingly or decreasingly associated with each
gender over time (or whether there was no trend). To illustrate this, the co-occurrence
of ‘love’ and female characters from 1940 to 2019 was analysed to determine whether
female characters were increasingly associated with the word ‘love’ across that period, or
less so. The same would apply to ‘felony’ or ‘prison’ in association with male characters.
Ambiguous words that could not be clearly determined as being associated with either
category were left out of this analysis.

3. Results

3.1. Common Themes for Male and Female Characters in Hollywood Movies

Five communities were identified for the male character network and the female
character network, each using the Louvain algorithm [35]. The modularity of the female
community structure was 0.07, and modularity of the male community structure it was 0.09.
The low modularity values indicate that the community structure of these networks was
not particularly robust. Using the top twenty vertices with the highest degree within each
community (or all the vertices if the community had less than twenty vertices in total), we
labelled each community with a specific theme; these are listed in Appendix B. We based
our classification on the key words in the top twenty vertices and on the results presented
by Xu et al. [23]. For the male network, the communities we identified were: crime, action,
family, war, and plot narration. These communities are illustrated in Figure 3. The plot
narration community is not an aspect of movies themselves, but instead reflects how movie
plots are described on Wikipedia. For the female network, the communities identified
were: crime, shopping, family, suicide, and plot narration. The number of vertices in each
community is given in Table 1. The themes that are common to the lives of male and female
characters in Hollywood movies are ‘crime’ and ‘family’. Male characters differ in that they
have the themes of ‘war’ and ‘action’. Female characters differ in that they have the themes
of ‘shopping’ and ‘suicide’.

Table 1. Communities identified in the network and their total number of vertices.

a. Male Character b. Female Character

Community Number of Vertices Community Number of Vertices

family 1465 crime 2876
action 1408 family 2547
war 1405 plot narration 1941

plot narration 1405 shopping 17
crime 524 suicide 12
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Figure 3. Communities identified in the co-occurrence networks. The male network (a) has 5355 ver-
tices (words) and 1,979,829 edges (pairwise combinations of words within the data sample) and the
female network (b) has 7393 vertices and 2,403,651 edges. We detected communities in the network
using the Louvain algorithm. Five communities emerged in each of the networks, and the top ten
vertices in terms of degree are shown.

3.2. Gender-Specific Story Tropes and Their Evolution

In this section, we describe the story tropes of male and female characters. We de-
termined tropes by identifying significant paths in the network described by the path:
‘character vertex–primary association–secondary association’ (see Figure 4 for a visualisa-
tion of tropes in the network). Each 3-tuple of vertices denoted a significant story trope
associated with each gender and their primary associations. To identify the most significant
story tropes, we computed the path weights of all story tropes and selected the most signif-
icant tropes associated with each primary vertex. The top twenty most significant paths
for male and female characters can be seen in Figure 5. The major difference between the
tropes of male and female characters is that the paths of female characters are dominated by
tropes that describe romance and family, whereas, for male characters, the most common
tropes include friendship, family, romance, career, and crime/violence. The most significant
trope for female characters is described by the path ‘female character–love–fall’. For male
characters, the most significant trope is described by the path ‘male character–old–friend’.

Changes in stereotypical tropes across decades: We wanted to understand how
stereotypical story tropes changed across time. First, we chose the most significant story
trope from the two identified stereotypical domains (romance and crime/violence) and
measured their path weights across each decade, from 1940 to 2019. For male characters,
the most significant crime/violence-related trope was ‘male–kill–attempts’. For female
characters, the most significant romance-related trope was ‘female–love–falls’. There were
no crime/violence-related tropes in the female network.
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Figure 4. Most significant story tropes associated with male and female characters described by the
path ‘character–primary vertex–secondary vertex’. The thickness of the line represents the significance
of the log-likelihood ratio. Blue nodes and lines represent unique associations with male characters;
orange nodes represent unique associations with female characters. Purple nodes and lines represent
the common associations of both male and female characters.

While the trope of male characters being associated with ‘attempts to kill’ increased
in significance (R2 = 0.55, beta = 0.40, p = 0.03), the association of male characters with
the ‘dumps girlfriend’ trope was inconclusive. This was because ‘dumped’ was absent
as a secondary co-occurrence of male characters in some of the decades, making the log-
likelihood test and comparison across decades impossible. For female characters, the
association with the ‘falling in love’ trope decreased in significance R2 = 0.73, beta = −3.89,
p = 0.01) (Table 2; see also Supplementary Materials for figures showing how the path
weights of these tropes changed across time).
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Figure 5. Needle plot representing the edge weights of the twenty most significant paths associated
with male characters (top) and female characters (bottom).
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Table 2. Linear regression analysis of path weight regressed on decade. * p < 0.05.

Male R2 Slope (Beta) p
Romance

Male-girlfriend-dumped Inconclusive
Crime/Violence

Male-kill-attempts * [increasing] 0.55 0.40 0.03

Female R2 Slope (Beta) p
Romance

Female-fall-love * [decreasing] 0.73 −3.89 0.01
Crime/Violence

nil

In addition to this analysis, two networks were also created specifically for the 1940s
and 2010s respectively to provide a visual representation of the changes in the significant
character tropes (see Figure 6). There were several key differences between the networks
of male and female characters between the 1940s and the 2010s. Firstly, there was an
absence of marriage-related tropes in the network of the 2010s. There was a new trope
linked to sexual relationships (female–relationship/noun–sexual/adj). However, the trope
of falling in love was present in both networks. For male characters, there was a new
trope linked to crime/violence (male–kill/verb–tries/verb). This trope was similar to the
male–kill–attempts trope that was observed in the overall network (see Figures 4 and 5),
which showed a significant increase across time.

Figure 6. Cont.
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Figure 6. A comparison of significant tropes in the 1940s (A) and 2010s (B). Some key differences
between the tropes from these two decades include the disappearance of the marriage trope in the
female characters’ network between the 1940s and the 2010s, and the new addition of a trope related
to sexual relationships. For male characters, while there were no crime-related tropes in the 1940s,
there was one in the 2010s.

3.3. Roles, Actions, and Descriptions of Male and Female Characters
3.3.1. Nouns: What Roles Do Male and Female Characters Play?

To understand the most common roles that male and female characters play in Holly-
wood movies, noun vertices with the highest edge weights in associated with the male and
female character vertices were identified. A network with twenty of the most significant
associations of each gender is presented in Figure 7. The edge weights for each of these
associations are shown in Figure 8. It is evident from Figure 7 that both male and female
characters played the role of ‘blood relatives’ in a family.

In addition, we identified individual nouns from both male and female character
networks that fit the domains of crime/violence (e.g., ‘murder’) and romance (e.g., ‘love’).
We then fitted a linear regression model to investigate the changes in their edge weights
across time. The results are listed in Table 3 (additional figures depicting the change in edge
weights can be found in the Supplementary Materials). For male characters, none of the
associations in the domain of crime showed significant changes across time. However, in
relation to the domain of romance, the association of male characters with the word ‘wife’
decreased significantly in the same period. For female characters, the associations with
‘love’, ‘wife’, and ‘widow’ in the romance domain showed a significant decline across time,
but the associations with ‘relationship’ and ‘wedding’ showed a significant increase across
time. There were no nouns found in the female character network that were associated
with crime.
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Figure 7. Most significant primary noun associations with males and females. Nouns found to
strongly co-occur with female characters included ‘daughter’ and ‘mother’; for male characters, they
included ‘friend’ and ‘father’. Nouns such as ‘boyfriend’, ‘wife’, and ‘girlfriend’ co-occurred strongly
with both female and male characters.

Figure 8. Cont.
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Figure 8. Needle plot representing edge weights of the twenty most significant primary noun
associations of male characters (top) and female characters (bottom).

Table 3. Linear regression analysis of edge weight regressed on decade for stereotypical nouns.
* p < 0.05, + p < 0.10.

Male R2 Slope (Beta) p
Romance

Wife * [decreasing] 0.58 −0.62 0.03
Girlfriend 0.14 −0.09 0.36
Boyfriend 0 0.02 0.91

Crime/Violence

Death 0.15 0.11 0.34
Murder 0.27 −0.14 0.19

Gun 0.26 −0.14 0.19

Female R2 Slope (Beta) p
Romance

Love * [decreasing] 0.59 −1.03 0.03
Girlfriend <0.01 0.03 0.95

Wife * 0.67 −1.15 0.01
Relationship + [increasing] 0.43 0.77 0.08

Affair 0.03 0.16 0.69
Marriage 0.37 −0.41 0.11

Wedding + [increasing] 0.45 0.29 0.07
Widow * [decreasing] 0.63 −0.44 0.02

Crush <0.01 0.03 0.87
Crime/Violence

nil

3.3.2. Verbs: What Do Male and Female Characters Do?

To understand the most common actions that male and female characters perform in
Hollywood movies, verb vertices with the highest edge weights associated with the male
and female gender vertices were identified. A network with twenty of the most significant
associations of each gender is presented in Figure 9. The edge weights for each of these
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associations are shown in Figure 10. We identified several stereotypical verb associations
for each gender based on the domains of crime/violence and romance and fitted a linear
regression model to investigate the changes in their edge weights across time. When a
word with multiple tenses was identified (e.g., ‘marry’, ‘married’), we used the tense with
the largest edge weight for our analysis. These are listed in Table 4 (additional figures
depicting the change in edge weights can be found in the Supplementary Materials). For
male characters, ‘kill’ (in the domain of crime) showed a significant increase across time.
No verbs associated with romance were found in the male network. For female characters,
the verb ‘marry’ (in the domain of romance) showed a significant decrease across time. No
verbs associated with crime were found in the female character network.

Figure 9. Most significant primary verb associations with males and females. Verbs found to strongly
co-occur with female characters included ‘marry’ and ‘married’; for male characters, they included
‘kill’ and ‘arrives’. Verbs such as ‘named’ and ‘meets’ co-occurred strongly with both female and
male characters.

Table 4. Linear regression analysis of edge weight regressed on decade for stereotypical verbs.
** p < 0.01, * p < 0.05.

Male R2 Slope (Beta) p
Romance

nil
Crime/Violence

Kill * [increasing] 0.55 0.17 0.03

Female R2 Slope (Beta) p
Romance

Marry ** [decreasing] 0.89 −1.15 <0.01
Attracted 0.31 −0.32 0.15

Loves 0.01 0.04 0.84
Dating 0.01 0.03 0.81

Crime/Violence

nil
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Figure 10. Needle plot representing edge weights of the twenty most significant primary verb
associations of male characters (top) and female characters (bottom).

3.3.3. Adjectives: How Are Male and Female Characters Described?

To understand the most common descriptions of male and female characters in Holly-
wood movies, adjective vertices with the highest edge weights associated with male and
female characters were identified. A network with twenty of the most significant associa-
tions of each gender is presented in Figure 11. The edge weights of these associations are
shown in Figure 12. We identified stereotypical adjectives associated with violence/crime
and romance for both male and female characters and fitted a linear regression model
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to investigate their changes in edge weight across time. The results are listed in Table 5
(additional figures depicting the change in edge weights can be found in the Supplementary
Materials). For male characters, ‘corrupt’ (related to the crime/violence domain) did not
demonstrate a significant change across time. ‘Married’ (from the romance domain) did
not demonstrate a significant trend either, whereas ‘handsome‘ was inconclusive, as it did
not co-occurred with male characters in some decades. For female characters, ‘beautiful’
and ‘attractive’ (romance) showed a significant decrease across time. No adjectives related
to crime and violence were detected in the female character network.

Figure 11. Most significant primary adjective associations with males and females. Adjectives found
to strongly co-occur with female characters included ‘pregnant’ and ‘beautiful’; for male characters,
they included ‘former’ and ‘best’, among others. Adjectives such as ‘young’ and ‘married’ co-occurred
strongly with both female and male characters.

Table 5. Linear regression analysis of edge weight regressed on decade for stereotypical adjectives.
* p < 0.05.

Male R2 Slope (Beta) p
Romance

Married 0.11 0.05 0.42
Handsome Inconclusive

Crime/Violence

Corrupt 0.04 −0.03 0.62

Female R2 Slope (Beta) p
Romance

Beautiful * [decreasing] 0.70 −0.37 0.01
Attractive * [decreasing] 0.69 −0.32 0.02

Married 0.24 0.21 0.22
Romantic 0.24 −0.16 0.22

Crime/Violence

nil
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Figure 12. Needle plot representing edge weights of the twenty most significant primary adjective
associations of male characters (top) and female characters (bottom).

4. Discussion

In this study, we used network analysis to understand the stereotypes associated
with male and female characters in Hollywood movies using movie plot data scraped
from Wikipedia. We used three different types of network analysis at different levels of the
network for the purposes of our investigation. Through a community detection analysis, we
aimed to understand the structure of the network at the meso-level and uncover the themes
used in the portrayal of men and women. Through our novel approach of understanding
tropes using path analysis and the analysis of the edge weights of individual words, we
aimed to more specifically understand the lives of male and female characters and how
stereotypical representations change with time. Overall, this paper provides empirical
evidence that gender stereotypes are expressed through the cultural products of a society.
We further demonstrate how the use of network analysis could be a compelling approach
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to model the representations of different social groups in the products of society and study
their dynamic changes over time. An overview of our findings based on our community
analysis, trope analysis, and the analysis of individual nouns, verbs, and adjectives, can be
found in Table 6. In the following sections, we discuss the key results of our community
analysis, trope analysis, and edge-weight analysis of individual words.

Table 6. Summary of quantitative results from different types of analysis conducted. ** p < 0.01,
* p < 0.05, + p < 0.10.

Analysis Findings

Community

Male

1. Family (1465 vertices)
2. Action (1408 vertices)
3. War (1405 vertices)
4. Plot narration (1405 vertices)
5. Crime (524 vertices)

Female

1. Crime (2876 vertices)
2. Family (2547 vertices)
3. Plot narration (1941 vertices)
4. Shopping (17 vertices)
5. Suicide (12 vertices)

Story trope

Male (top 20)

male–friend–old, male–named–woman, male–brother–older, male–is–able,
male-son–eldest, male–tells–wants, male–wife–children, male–takes–liking,
male–former–turned, male–agent–government, male–kill–attempts,
male–meets–bar, male–help-seeks,
male–asks-help, male–partner–new, male–arrives–time,
male–father–stepmother, male–meet–ends, male–girlfriend–dumped,
male–learns–language

Female (top 20)

female–love–fall, female–daughter–grown, female–sister–younger,
female–wife–children, female–named–young, female–relationship–romantic,
female–husband–abusive, female–girlfriend–dumped, female–mother–single,
female–marriage–proposal, female–tells–wants, female–house–beach,
female–affair–extramarital, female–marry–intends, female–meets–bar,
female–girl–chorus, female–woman–elderly, female–pregnant–abortion,
female–boyfriend–player,
female–married–engaged

Male (analysed)

Crime/Violence
male–kill–attempts * [increasing] (R2 = 0.55, beta = 0.40, p = 0.03)
Romance
male–girlfriend–dumped

Female (analysed)

Crime/Violence
nil
Romance
female–fall–love * [decreasing] (R2 = 0.73, beta = −3.89, p = 0.01)

Noun

Male
(top 20)

friend, brother, son, wife, partner, agent, father, girlfriend, boyfriend, help,
boss, death, attorney, manager, owner, women, people, murder, gun, office

Female
(top 20)

daughter, sister, love, mother, husband, girlfriend, wife, relationship,
boyfriend, affair, house, marriage, girl, woman, wedding, friend, date, actress,
home, feelings

Male (analysed)

Crime/Violence
death, murder, gun
Romance
wife * [decreasing] (R2 = 0.58, beta = −0.62, p = 0.03), girlfriend, boyfriend

218



Big Data Cogn. Comput. 2022, 6, 50

Table 6. Cont.

Analysis Findings

Female (analysed)

Crime/Violence
nil
Romance
love * [decreasing] (R2 = 0.59, beta = −1.03, p = 0.03), girlfriend, wife *
[decreasing] (R2 = 0.67, beta = −1.15, p = 0.01), relationship + [increasing] (R2 =
0.43, beta = 0.77, p = 0.08), affair, marriage, wedding + [increasing] (R2 = 0.45,
beta = 0.29, p = 0.07), crush, widow * [decreasing] (R2 = 0.63, beta = −0.44, p =
0.02)

Verb

Male
(top 20)

named, meets, tells, is, arrives, kill, takes, meet, learns, asks, killed, visits, hires,
led, returns, kills, suspects, calls, convinces, sends

Female (top 20) meets, marry, named, married, tells, is, dating, having, meet, marries, attracted,
asks, goes, loves, leave, returns, visits, lives, marrying, invites

Male (analysed)

Crime/Violence
kill * [increasing] (R2 = 0.55, beta = 0.17, p = 0.03)
Romance
nil

Female (analysed)

Crime/Violence
nil
Romance
marry ** [decreasing] (R2 = 0.89, beta = −1.15, p < 0.01), attracted, loves, dating

Adjective

Male (top 20)
former, wealthy, best, jealous, married, suspicious, young, new, undercover,
many, old, real, older, younger, private, interested, local, corrupt, about,
handsome

Female (top 20)
pregnant, married, beautiful, young, jealous, romantic, wealthy, teenage,
attractive, best, younger, socialite, girlfriend, estranged, older, upset, wife,
former, military, large

Male (analysed)

Crime/Violence
corrupt
Romance
married, handsome

Female (analysed)

Crime/Violence
nil
Romance
beautiful * [decreasing] (R2 = 0.70, beta = −0.37, p = 0.01), attractive *
[decreasing] (R2 = 0.69, beta = −0.32, p = 0.02), married, romantic

4.1. Community Analysis

First, we conducted a community analysis of a co-occurrence network based on the
words associated with male and female characters to understand the themes associated
with these characters. The results of our community analysis have to be interpreted with
caution because of the low modularity values, which indicate lack of robust community
structure. To the best of our knowledge, only Xu et al. [23] have performed a similar
analysis of movies, albeit using movie synopses from IMDb. They identified communities
of crime, action, career, and family in association with male characters and the communities
of action, romance, career, and family in association with female characters. By contrast,
our analysis showed that male characters were associated with the themes of family, crime,
action, and war, whereas female characters were associated with family, crime, shopping,
and suicide. One possible explanation for these differences is that our present analysis
considered both lead and supporting characters, whereas Xu et al. [23] only considered
lead characters in movies.

The results of our analysis partly support social role theory, which states that the
stereotypes used in a society reflect the gender roles and expectations of that society. For
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example, the specific association of war with male characters could be partly attributed
to the large number of movies related to World War II in Hollywood [37]. War was often
used as a central theme in movies, depicting major social issues such as the post-war
readjustment to life of male soldiers. On the other hand, the association of the theme of
‘suicide’ with female characters seems particularly noteworthy. In reality, suicide rates
among men are higher than among women, with the US reporting 22.8 male suicides versus
6.2 female suicides per 100,000 people in 2018—a disparity that has remained relatively
stable for the past 60 years [38]. It would thus be expected, according to social role theory,
that men would be more commonly associated with suicide movies than women in movies,
which is contrary to our results. Specifically, suicide is often negatively constructed and
stigmatised by many. Often resulting from the need to escape from psychological pain [39],
the act of suicide and its ideation are used to emphasise the vulnerability and incompetence
of female characters [40]. However, it is worth noting that although men are more likely
to commit suicide than women, the trend is reversed for attempted suicides—women are
more likely to attempt suicide than men [41]. It is possible that the significant portrayal
of suicide in relation to female characters, but not male characters, in movies reflects the
general perceptions (including misconceptions) people hold about suicide (i.e., that it is
more associated with women than men). It was also surprising to observe that female
characters were associated with the theme of crime, as this was primarily a stereotype of
male characters in the media, according to our initial literature review.

4.2. Trope Analysis

Next, we identified story tropes in the networks of male and female characters using a
novel method of path analysis implemented on the word co-occurrence networks formed
using the significance of log-likelihood ratios. Story tropes add a further dimension to the
standard single-word associations that have often been used to study stereotypes. Our
results showed that the lives of female characters are dominated by the tropes of romance
and family. By contrast, the lives of male characters are filled with more diverse aspects
of life, including friendship, career, and crime/violence, as well as family and romance.
This is not surprising given that the portrayal of female characters as passive love interests
has been present in Hollywood movies for a long time, whereas male characters “get
in on the action” [42]. To allow gender-based comparisons across time, we focused on
crime/violence and romance domains.

Our analysis of the changes in the path weights of the most significant stereotypical
tropes for both male and female characters showed that the trope of a male character
attempting to kill increased. For females, the trope of falling in love has decreased, and
no significant crime/violence-related tropes were found in the network. Even though
changes in a few specific tropes would be insufficient for us to conclude that stereotypical
associations have changed overall, these results do support the notion that some of the
common and stereotypical associations of males and females have in fact changed in
movies. Our edge-weight analysis of individual words, discussed below, offers a deeper
understanding of the nature of these changes. Specifically, although we saw a general
increase in the crime/violence trope in association with male characters, and a decrease
in the romance trope in association with female characters, the trends in the associations
of individual words within those domains may not necessarily be the same. Within the
romance domain, for instance, we could explore trends in discrete words specifically related
to marriage, or courtship separately, which portray a richer picture of what comprises
these stereotypes.

4.3. Edge-Weight Analysis

Lastly, we studied the edge weights of the most significant crime-related and romance-
related noun, verb, and adjective associations of male and female characters. From the
overall analysis across the entire time period, we found several interesting trends in how
stereotypical domains within the genders evolved over time. For male characters, most
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of the words related to crime (i.e., ‘death’, ‘murder’, ‘gun’, ‘corrupt’) did not show any
significant change in co-occurrence from the 1940s to the 2010s, except for the specific
verb, ‘kills’, which was increasingly associated with male characters in Hollywood movies
during this period. For romance-related words, on the other hand, only ‘wife’ demon-
strated a significant decrease across time in association with male characters. The words
‘girlfriend’, ‘boyfriend’, and ‘married’ displayed no discernable trends. For female char-
acters, by contrast, we found a mix of increasing, decreasing, and unchanging trends
in various romance-related words. The co-occurrence of words such as ‘love’, ‘wife’,
‘widow’, ‘marry’, ‘beautiful’, and ‘attractive’ with female characters decreased over the
years, whereas ‘relationship’ and ‘wedding’ increased. The romance words that did not
display a significant change in co-occurrence with female characters during this period
included ‘affair’, ‘marriage’, ‘crush’, ‘girlfriend’, ‘attracted’, ‘love’, ‘dating’, ‘married’, and
‘romantic’. Interestingly, no crime-related words were detected in the female character net-
works. Furthermore, there was a general lack of significant romance-related noun, verb, and
adjective associations for male characters and a lack of significant associations for female
characters in the crime domain. In some instances, no relevant words could be detected
and thus analysed (e.g., romance-related nouns for male characters, crime/violence-related
nouns, verbs, and adjectives for female characters).

Our edge-weight analysis of the noun, verb, and adjective associations showed that
the representation of male characters through crime-related words generally increased over
the decades. The analysed words either remained highly associated with male characters
or increased significantly, further perpetuating the idea that Hollywood movies continue to
portray male characters in relation to crime and violence. This reinforces male characters’
disposition to partake in crimes that could potentially involve violence or some form of
dishonesty as a way to display masculine identities and power [43]. Participation in crime
is believed to reflect hegemonic masculinity, according to which males regard engagement
in crime as an outlet for their aggression, reinforcing their power and prowess [44].

This long-standing stereotype associated with men, crime, also stems from conventions
of masculine strength. For example, the act of stalking, which is typically depicted by
the media as a gendered crime, involves the “popular image . . . . . . of a celebrity who is
stalked by a crazed fan or a battered woman who has left a physically abusive relationship
and is now being stalked by her ex-spouse or ex-lover” [45,46]. Unsurprisingly, in the
movie entries that we analysed, there also seemed to be a significant link between the
portrayal of men and criminally offensive roles [47]. The aggressive portrayal of men
and its contrast with the depictions of women as helpless are also in line with the lack of
crime/violence-related words found in the female characters’ noun, verb, and adjective
networks. From these findings, it seems that crime remains much more central to the
narratives of male characters than to that of female characters.

The depiction of romance in relation to male characters, on the other hand, is generally
sparser than that of female characters, as suggested by the smaller number of romance-
related nouns, verbs, and adjectives found in the male character network compared with
the female character network. However, the significant decrease in the association of male
characters with the word ‘wife’ is interesting, possibly suggesting that male characters may
be less frequently portrayed as married than they were previously. This could reflect a
larger societal trend, in which marriage in the U.S. is declining [48]; however, given the lack
of change observed in the use of the adjective ‘married’, this conclusion may be premature.
In sum, it seems that romance is not a significant part of the lives of male characters in
Hollywood movies as compared with female characters.

However, the results for female characters show a more ambiguous picture. Specific
words related to marriage demonstrated both increasing (e.g., ‘wedding’), decreasing (e.g.,
‘marry’), and unchanging (e.g., ‘marriage’, ‘married’) trends in relation to female characters
in Hollywood movies across time. Traditionally, the role of woman has centred around
marriage and the family [49]. In the 1950s, American culture strongly emphasised the
creation of nuclear families (or the ‘All-American family’), which reinforced the normative
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expectation that women should take on the roles of wife and mother [50]. As expected, these
traditional ideas around women and marriage are also evident in movies, such as the early
Disney Princess movies, The Little Mermaid (1989) and Aladdin (1992), and even Tangled
(2010), all of which conclude their female protagonists’ narratives through a romantic,
royal marriage, despite the fact that the premise of their individual stories is a search for
autonomy and the pursuit of their dreams [51]. Evidently, women and matrimony are
strongly associated in both American society and American movies, at least historically.

More recently, some researchers have observed or predicted a waning trend in these
stereotypes of marriage. Barber [52] recognised that modern Disney Princess movies
have shifted towards starring an independent female lead who is not bound by marriage.
Examples include Brave (2012), Frozen (2014), and Moana (2016), all of which feature female
protagonists who either actively reject marriage (e.g., Merida in Brave) or do not have a
romantic arc that culminates in a marriage in their story at all (e.g., Elsa in Frozen, Moana
in Moana). Such changes may be related to the decline in marriage in American society—
marriage rates in the US have been steadily falling over the past decades, with around only
50% of American adults being married in 2016 compared to 72% in 1960 [48]. Indeed, the
gendered expectation that a woman should marry was largely driven during a time when
women were systematically disabled economically and marriage was a means of financial
advantage and survival [53]. Such concerns may no longer be as relevant today as American
women have higher earning power than before. However, our edge-weight analyses did
not support the predictions that marriage would be less frequently depicted in female
characters’ arcs in more recent movies, as the majority of marriage-related words either
remained significantly high or increased in association with female characters between
the 1940s and 2010s. This suggests that overall, marriage continues to be a stereotypical
trope in the lives of Hollywood’s female characters, which is not reflective of trends in
social reality.

Apart from matrimony, we also looked at words that emphasise women’s romantic
roles in general, such as ‘wife’, ‘widow’, ‘crush’, and ‘girlfriend’. These nouns describe
female characters in relation to their romantic partners, and have either decreased (e.g.,
‘wife’, ‘widow’) or not changed (e.g., ‘crush’, ‘girlfriend’) in their association over time.
The decreasing trends could point towards the increasing complexity of female characters,
moving beyond the roles of ‘wife’ or ‘widow’. This is in line with past research, which
identified that female characters are represented with more complexity, as demonstrated
through the increasing representation of the themes of ‘self-interest’ and ‘protection of
others’ in their narratives in recent times, as compared to the conventional exclusive focus
on romantic roles [54]. Perhaps female characters are now being represented through arcs
that incorporate multiple social roles, reducing the focus on their relations to their husbands.
However, viewed in the context of the lack of change in the associations of ‘crush’ and
‘girlfriend’, it is possible that only marriage-related roles are gradually being dropped from
female characters’ arcs, whereas courtship, or romance roles in general, continue to be
represented in movies. Indeed, as marriage numbers have fallen in the U.S., there has been
a rise in cohabitation among unmarried couples [55]. Critically, marriage and romance are
not synonymous. These results could reflect real-life modernising attitudes and behaviours,
in which individuals continue to pursue romance without symbolising it through marriage.

Lastly, an interesting result was the decrease in the associations of the words ‘beautiful’
and ‘attractive’ with female characters, which may suggest that women in Hollywood
movies are now described through their physical appearance less than they were previously.
The depiction of women in the media has long been criticised for pandering to the male
gaze, which makes women “a passive object to be looked at” [56]. Accordingly, the camera
is likened to the male audience, with its pans and angles over women’s bodies and faces
representative of the male desire to view women’s physicality (which is often related
to women’s sexuality). In our edge-weight analysis, we found that female characters in
Hollywood movies have, in fact, become less likely to be described through their beauty
or attractiveness, which may signify a declining trend in the representation of women
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in order to fulfil the “male gaze”. Indeed, feminists have long fought against the female
consumption of the beauty industry, which is driven, as suggested, by a forced competition
for male approval [57]. Possibly, the shift towards a less beauty-oriented stereotypical
representation of female characters in Hollywood reflects the increasing recognition or
acceptance of these concerns.

4.4. Summary of Results

Summing up, it is clear from the results of our analysis that men and women are
represented differently in cinema. We did not lend much weight to the results of the
community analysis due to the low modularity value of the network’s community structure.
However, based on the other two sets of analyses, our results show that male and female
characters are associated with several stereotypes that are commonly observed in real life,
and which was in accordance with social role theory. For example, the lives of female
characters in movies mainly revolve around romance and relationships, although this is
not true for male characters. The roles, actions, and descriptions of female characters are
also centred around romance and relationships. By contrast, the lives of male characters
are much more diverse. There are aspects of career and crime/violence, but also romance
and family, although romance was observed to be less of a relevant domain to male than to
female characters. The roles, actions, and descriptions of male characters also reflect this
diversity. While we identified both romance- and crime/violence-related words in the male
networks, the female networks displayed an absence of crime/violence words.

When comparing networks of word co-occurrences across the entire time period
from the 1940s to the 2010s, we observed several differences between the lives of male
characters and the lives of female characters. In sum, our results seem to suggest that the
stereotypical depiction of an ‘attractive’ and ‘beautiful’ female character who passively
‘falls in love with a male character and marries him’ has decreased. The trope of a female
character as an ‘attractive’ and ‘beautiful’, but also a passive, character who ‘falls in love
with a male character and marries him’ has decreased. This was inferred from the falling
association of female characters with the trope of ‘falling in love’ and also with words
such as ‘attractive’, ‘beautiful’, ‘marry’, ‘love’, and ‘widow’. However, this does not quite
change the overall stereotypical association of female characters with romance because
even as these tropes and associations are in decline, they seem to be replaced by others.
For example, associations with ‘wedding’ and ‘relationship’ appear to have increased.
We also noticed new tropes that link females to sexual relationships, despite the lack of
tropes linked to marriage in the 2010s network. Due to the mixture of trends observed, a
more suitable conclusion may be that the ways in which female characters are represented
through romance are complex and continually evolving, rather than purely declaring a
quantitative rise or fall. As for male characters, the associations seem to be largely stable;
however, association with crime seems to have increased in some cases, as inferred from
the rising association with the trope of ‘male as a killer’ and the word ‘kill’.

According to social role theory [10], stereotypes mirror societal roles and expectations.
Through our examinations of gender stereotypes in Hollywood movies, we showed that
in some cases, this is indeed the case, whereas it is not necessarily true in other cases.
Therefore, it appears that the stereotypes of a society, as represented in its cultural products,
need not actually represent gendered roles and expectations in social reality. That is, social
role theory might not always apply to the implicit stereotypes of a society as manifested
in its cultural products. An alternative interpretation could be that stereotypes are not
absolute categorisations. What is considered a stereotype could consist of a plethora
of associations, with each association changing at a different pace. Therefore, although
it is helpful to group together specific associations under a single broad categorisation,
specific associations should be studied to gain a nuanced understanding of how stereotypes
change within society. It may be more meaningful to view gender representations as
being subject to constant development and change, and leverage the availability of big
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data and computational and quantitative methods to obtain nuanced insights into specific
stereotypical associations.

4.5. Real-Life Implications

The harmful effects of stereotypes have been well-documented in psychology. For
example, stigmatised populations perform worse when they recognise the negative stereo-
types surrounding them and their abilities, such as women and mathematical skills, referred
to as the stereotype threat [58]. These effects have been observed in female gamers and
women in engineering [59,60]. Furthermore, gender stereotypes in children’s books have
been found to affect children’s cognitive development, potentially negatively skewing their
world-views [61]. In light of these findings, we should seek ways to reduce the perpetuation
of gender stereotypes, in which the media is largely responsible for perpetuating.

The idea that audiences learn and model content from the media is not new, as
explained through social learning theory [62]. Indeed, research has found that gender
stereotypes presented in video games (e.g., the aggressive male character versus the sexu-
alised, objectified female character) are mirrored in the perceptions of youth [63]. Exposure
to stereotype-confirming information, such as the association between Arab people and
terrorist acts, has also been found to prime negative perceptions of the stereotyped group
among audiences [64]. Evidently, the media has deep and far-reaching implications for
the ways in which people understand, perceive, and behave in the world. Long-term
exposure to gender-stereotypical content in the media may potentially result in distorted
beliefs about genders. For example, repeated exposure to stereotypically aggressive and
criminal male characters may shape unbalanced views of the virtues of the respective
genders (e.g., the ‘women-are-wonderful’ effect; [65]). Repeated exposure to stereotypically
romance-oriented female characters may implicitly teach girls what to prioritise in their
lives. Based on our study, we broadly confirm that Hollywood movies are one form of
media in which gender stereotypes are presented, and there are diverse trends in more
specific stereotypes as they rise or fall across time. This knowledge can prompt mass
audiences to be more critical of the content they consume, and caution against accepting
the stereotypical representations of male and female characters as congruent with reality.
For filmmakers, these findings can guide them to be more aware of the ways in which
they characterise men and women in cinema, and steer them away from perpetuating
damaging stereotypes.

Finally, the framework we used in this study may be of use to researchers interested
in documenting and examining stereotypes in other text-based media modalities or forms
(e.g., movie scripts, television subtitles, books, and newspapers). There is already an
existing evidence base suggesting negative stereotyping of multiple, diverse groups of
people in the media, including British Muslims [66] and older adults [67]. As such, research
on stereotypes presented through cultural products that was previously conducted with
relatively small samples and through researcher-coded content analysis methods may
benefit from our network approach, which allows large-scale data to be included in the
analysis to obtain more widespread, systematic findings.

5. Limitations

Despite the theoretical, empirical, and methodological advances of our study, it is
important to reflect on the limitations of our study as well. The main limitation is that we
analysed North American movies, owing to the ease of availability of data on Hollywood
movies. We also wished to leverage and build on the vast existing literature on North
American society. In addition, a lack of non-binary characters from movies across the
decades resulted in a lack of representation of these characters in our analysis. This lack
of representation of non-binary characters across decades could be attributed to recent
changes in our society; the identification of non-binary genders has only increased over the
past few years [68]. The genderizeR package that was used in our analysis of characters and
their genders also lacked the data to code non-binary characters. Hence, our results may

224



Big Data Cogn. Comput. 2022, 6, 50

not be easily generalised to societies and movies from around the world, especially given
the lack of transnormativity in the movies in general. Future studies of movie plots could
be conducted to compare the nature of gender representations across different regions
(e.g., movie plots from Bollywood or globally recognised movie industries, such as the
cinema of Hong Kong). This could then be correlated with indexes on gender equality in
the region. Such an analysis would add another level of investigation to the question of
whether a society’s gender equality status has an influence on the representation of gender
in its cultural products.

Second, we were not able to capture words that were semantically similar to each
other to understand the changes in the associations of entire concepts. This could be made
possible by applying other methods, such as textual forma mentis networks [19]. Future
studies could use this approach in addition to the approach we employed here.

Third, we have to acknowledge and accept a certain level of ambiguity when it comes
to interpreting stereotypes from word networks. Due to the deconstructive nature of a
network, which segments sentences via smaller semantic units such as words, there is
an inevitable loss of the context that is expressed through the original, full sentence. As
such, given an association such as ‘[male name]-killed’, we cannot confirm if the associated
meaning is being ‘acted on’ or ‘received by’ the character (i.e., did he kill someone, or
was he killed?). Hence, we must recognise that underlying assumptions were made when
interpreting the word networks. A possible way to counter this issue in future studies is
to extend beyond employing the 3-tuples that were used in the trope analysis. As more
words or data are captured in them than single-word associations, they may reflect more of
the contextual information behind these specific associations, allowing us to draw more
accurate conclusions as to the relationship between a character and their associated words.

Fourth, the ‘genderizeR’ package uses a constantly updating profile of social media
profiles and their associated genders to tag first names as male or female. A shortcoming of
this is that the names in the early part of the time period might have been less accurately
tagged with gender information, despite the high accuracy of the package’s identification
of recent names. This is because the older demographic are less likely to use social media
than younger segments of the population. Additionally, our entries of movie plots came
from Wikipedia. While changelogs of these movie entries are available on Wikipedia, which
allows the public to view page histories and make necessary corrections, we acknowledge
that given its open-source nature, Wikipedia entries could still be relatively unreliable.
Further studies could delve into using sources such as IMDb, where public contributions
have to be reviewed by an editing team before they are published [69]. An additional
standardised review process by a professional team would ensure that the information
posted upholds a certain standard of reliability and accuracy. It is also important to
acknowledge that given the reconstructed nature of Wikipedia plots, they are not to be
taken as precise or exact representations of movies. In other words, the plot as written by
a viewer (or multiple viewers, or editors, on Wikipedia) is an agreed-upon interpretation
of the movie from which it is taken, independently of the movie itself. Hence, one must
be cautious in interpreting the results of our analyses as completely accurate depictions of
stereotypes in movies.

Lastly, to make our analysis tractable, we limited our story trope analysis to a specific
path type (i.e., character vertex–primary vertex–secondary vertex). However, other types
of paths and features of the network could be analysed using a variety of network science
methods to reveal other aspects of the lives of male and female characters.

6. Conclusions

Using network analysis, this research investigated the trajectories of various gender
stereotypes in movies via word co-occurrences generated from Wikipedia entries of movie
plot descriptions. While the literature on gender stereotypes in the media is quite extensive,
less research on this topic has been performed using quantitative approaches. Our approach
is unique in its application of network analysis to analyse word co-occurrence patterns in
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movie plots, coupled with a detailed longitudinal analysis of how such stereotypes evolve
and change with time. This approach allowed us to explore gender stereotypes in the
media and in society. We explored the idea that movies, as cultural artefacts, may reflect
the gender stereotypes of society at large. However, due to the complex and dynamic
nature of stereotypes, it seems that movies alone do not accurately capture the evolution
of stereotypes in society. Given the dominance of the Hollywood movie industry, which
continues to grow in terms of production and consumption (e.g., a record 873 movies were
released in the US and Canada in 2018, compared with a mere 371 in 2000 [70]; box office
revenue in the US and Canada exceeded 11 billion USD in 2019 versus a mere 1.66 billion
USD in 1980 [71]), coupled with the potential of audiences to learn and model media
content, developing an understanding of the types of stereotypes that either persist or wane
in movies is important for studying how they may impact people’s attitudes, emotions,
and behaviour on a mass scale. Psychological research has long documented the harmful
effects of stereotypes on stereotyped groups (e.g., [72]). Hence, our research provides one
approach to the monitoring of the state of gender representation in Hollywood cinema,
mapping its relation with changes in the values and norms of North American society.
Through this, our approach provides new insights into specific gender stereotypes and
their dynamic changes.

Supplementary Materials: The following document is available online at https://www.mdpi.com/
article/10.3390/bdcc6020050/s1, Figure S1: Changes in path weights of stereotypical tropes across
decades. (Left) Path weight of ‘male–kill–attempts’ (rep-resenting the crime/violence trope) signifi-
cantly increased over time (R2 = 0.55, beta = 0.40, p = 0.03). (Right) Path weight of ‘female–love–fall’
(representing the romance trope) significantly decreased over time (R2 = 0.73, beta = −3.89, p = 0.01);
Figure S2: Linear regression models inves-tigating changes in the edge weights of identified stereotyp-
ical primary noun associations of male and female characters. (a) The association of male characters
with the noun ‘wife’ decreased sig-nificantly over the years. (b) Associations of male characters
with nouns relating to crime did not significantly change across the years. (c) Associations of female
characters with certain romance nouns, ‘love’, ‘wife’, and ‘widow’, significantly declined over the
years, while associations with ‘relationship’ and ‘wedding’ significantly increased; Figure S3: Linear
regression models inves-tigating changes in the edge weights of identified stereotypical primary verb
associations of male and female characters. (a) The association of male characters with the verb ‘kill’
significantly in-creased over the years. (b) Associations of female characters with the verb ‘marry’
significantly fell over the years, whereas associations with ‘attracted’, ‘loves’, and ‘dating’ did not
change signif-icantly; Figure S4: Linear regression models investigating changes in the edge weights
of identi-fied stereotypical primary adjective associations of male and female characters. (a) The
association of male characters with the adjective ‘married’ did not significantly change over the years.
(b) The association of male characters with the adjective ‘corrupt’ did not significantly change over
the years. (c) Associations of female characters with the adjectives ‘beautiful’ and ‘attractive’, relating
to romance, significantly fell over the years, whereas associations with ‘married’ and ‘romantic’ did
not change significantly.
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Appendix A

A1—Significance of log-likelihood ratio calculation
H0: P(A|B) = P(A|−B)
H1: P(A|B) �= P(A|−B)

log λ(A, B) = −2. log
L(H0)

L(H1)

sig(A, B)lgl = −2 log λ

λ = [n log n− nA log nA − nB log nB + nAB log nAB
+(n − nA − nB + nAB). log(n − nA − nB + nAB)
+(nA − nAB) log(nA − nAB) + (nB − nAB) log(nB − nAB)
−(n − nA) log(n − nA)− (n − nb) log(n − nB)

Appendix B

Table A1. Classification of each community under a specific theme.

a. Male.

Family Crime Action War Plot Narration

female/characters police/noun finds/verb other/adj movie/noun
is/verb money/noun find/verb men/noun begins/verb
be/verb town/noun house/noun group/noun story/noun
has/verb take/verb takes/verb including/verb ends/verb

family/noun local/adj goes/verb are/verb show/noun
father/noun murder/noun car/noun using/verb scene/noun

tells/verb gang/noun tries/verb team/noun game/noun
time/noun found/verb killed/verb people/noun final/adj
life/noun taken/verb death/noun order/noun end/noun

wife/noun crime/noun room/noun use/verb last/adj
man/noun arrested/verb way/noun ship/noun making/verb

mother/noun working/verb body/noun city/noun music/noun
have/verb case/noun dead/adj world/noun movie/noun
new/adj prison/noun kill/verb several/adj shows/verb
go/verb taking/verb escape/verb help/noun band/noun

son/noun office/noun leaves/verb war/noun play/verb
young/adj officer/noun sees/verb explains/verb playing/verb

home/noun evidence/noun kills/verb crew/noun following/verb
friend/noun place/noun discovers/verb small/adj series/noun
love/noun stolen/verb gets/verb plan/noun song/noun

b. Female

Family Crime Shopping Suicide Plot Narration

male/characters find/verb store/noun suicide/noun other/adj
is/verb finds/verb park/noun commit/verb movie/noun
be/verb men/noun middle/noun pills/noun begins/verb

father/noun killed/verb homeless/adj sleeping/verb including/verb
has/verb police/noun mall/noun overdose/noun school/noun
tells/verb group/noun shopping/noun committing/verb are/verb
man/noun kill/verb grocery/noun attempted/verb people/noun
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Table A1. Cont.

family/noun car/noun cashier/noun commits/verb story/noun
time/noun death/noun shopping/verb volunteer/verb team/noun
wife/noun tries/verb bench/noun shaken/verb world/noun
life/noun way/noun department/noun contemplating/verb same/adj
new/adj escape/verb aged/adj contemplates/verb women/noun

have/verb dead/adj convenience/noun sees/verb
mother/noun using/verb amusement/noun high/adj

take/verb room/noun clearing/verb made/verb
get/verb kills/verb liquor/noun making/verb
go/verb discovers/verb hardware/noun many/adj
own/adj killing/verb ends/verb

friend/noun body/noun called/verb
takes/verb causing/verb show/noun
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