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## Preface to "Advances in Discrete Applied Mathematics and Graph Theory"

Since its origins in the 18th century, graph theory has been a branch of mathematics that is both motivated by and applied to real world problems. Research in discrete mathematics increased in the latter half of the twentieth century mainly due to the development of digital computers. On the other hand, the advances in technology of digital computers enables extensive application of new ideas from discrete mathematics to real-world problems.

The present reprint contains twelve papers published in the Special Issue "Advances in Discrete Applied Mathematics and Graph Theory, 2021" of the MDPI Mathematics journal, which cover a wide range of topics connected to the theory and applications of Graph Theory and Discrete Applied Mathematics. The focus of the majority of papers is on recent advances in graph theory and applications in chemical graph theory. In particular, the topics studied include bipartite and multipartite Ramsey numbers, graph coloring and chromatic numbers, several varieties of domination (Double Roman, Quasi-Total Roman, Total 3-Roman) and two graph indices of interest in chemical graph theory (Sombor index, generalized ABC index), as well as hyperspaces of graphs and local inclusive distance vertex irregular graphs.
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#### Abstract

For a simple graph $G=(V, E)$ with no isolated vertices, a total Roman \{3\}-dominating function(TR3DF) on $G$ is a function $f: V(G) \rightarrow\{0,1,2,3\}$ having the property that (i) $\sum_{w \in N(v)} f(w) \geq 3$ if $f(v)=0$; (ii) $\sum_{w \in N(v)} f(w) \geq 2$ if $f(v)=1$; and (iii) every vertex $v$ with $f(v) \neq 0$ has a neighbor $u$ with $f(u) \neq 0$ for every vertex $v \in V(G)$. The weight of a TR3DF $f$ is the $\operatorname{sum} f(V)=\sum_{v \in V(G)} f(v)$ and the minimum weight of a total Roman \{3\}-dominating function on $G$ is called the total Roman $\{3\}$-domination number denoted by $\gamma_{t\{R 3\}}(G)$. In this paper, we show that the total Roman \{3\}domination problem is NP-complete for planar graphs and chordal bipartite graphs. Finally, we present a linear-time algorithm to compute the value of $\gamma_{t\{R 3\}}$ for trees.


Keywords: dominating set; total roman \{3\}-domination; NP-complete; linear-time algorithm

## 1. Introduction

Let $G=(V, E)$ be a graph with vertex set $V=V(G)$ and edge set $E=E(G)$. For every vertex $v \in V$, the open neighborhood $N_{G}(v)=N(v)=\{u \in V(G): u v \in E(G)\}$ and the closed neighborhood $N_{G}[v]=N[v]=N(v) \cup\{v\}$. We denote the degree of $v$ by $d_{G}(v)=d(v)=\left|N_{G}(v)\right|$. A vertex of degree one is called a leaf and its neighbor is a support vertex, and a support vertex is called a strong support if it is adjacent to at least two leaves. Let $S_{n}$ be a star with order $n$. A tree $T$ is an acyclic connected graph. $G=\left(G_{1} \cup G_{2}\right)$ is a union graph $G$ such that $V(G)=V\left(G_{1}\right) \cup V\left(G_{2}\right)$ and $E(G)=E\left(G_{1}\right) \cup E\left(G_{2}\right)$.

Given a graph $G$ and a positive integer $k$, assume that $f: V(G) \rightarrow\{0,1,2, \ldots, k\}$ is a function, and suppose that $\left(V_{0}, V_{1}, . ., V_{k}\right)$ is the ordered partition of $V$ introduced by $f$, where $V_{i}=\{v \in V(G): f(v)=i\}$ for $i \in\{0,1, \ldots, k\}$. Then we can write $f=\left(V_{0}, V_{1}, . ., V_{k}\right)$ and $\omega_{f}(V(G))=\sum_{v \in V(G)} f(v)$ is the weight of a function $f$ of $G$.

A subset $S$ of a vertex set $V(G)$ is a dominating set of $G$ if for every vertex $v \in V(G) \backslash S$, there exists a vertex $w \in S$ such that $w v$ is an edge of $G$. The domination number of $G$ denoted by $\gamma(G)$ is the smallest cardinality of a dominating set $S$ of $G$ [1]. A function $f: V(G) \rightarrow\{0,1\}$ is called a dominating function(DF) on $G$ if every vertex $u$ with $f(u)=0$ has a vertex $v \in N(u)$ such that $f(v)=1$ [2]. The dominating set problem(DSP) is to find the domination number of $G$, which has been deeply and widely studied in recent years [3-7].

A subset $S$ of a vertex set $V(G)$ is a total dominating set of $G$ if $\bigcup_{v \in S} N(v)=V(G)$. The total domination number of $G$ denoted by $\gamma_{t}(G)$ is the smallest cardinality of a total dominating set $S$ of $G$ [8]. The literature on the subject of total domination in graphs has been surveyed and provided in detail in a recent book [9]. Moreover, Michael A. Henning et al. presented a survey of selected recent results on total domination in graphs [10].

The mathematical concept of Roman domination is originally defined and discussed by Stewart et al. [11] and ReVelle et al. [12]. A Roman dominating function(RDF) on graph $G$ is a function $f: V(G) \rightarrow\{0,1,2\}$ such that every vertex $v \in V(G)$ for which $f(u)=0$ is adjacent to at least one vertex $u$ with $f(u)=2$ [13]. The Roman domination number of
$G$ is the minimum weight overall $R D F s$, denoted by $\gamma_{R}(G)$ [14]. On the basis of Roman domination, signed Roman domination [15], double Roman domination [16] and total Roman domination [17] have been proposed recently.

The total Roman dominating function(TRDF) on $G$ is an RDF $f$ on $G$ with an additional property that every vertex $v \in V(G)$ with $f(v) \neq 0$ has a neighbor $u$ with $f(u) \neq 0$. Let $\gamma_{t R}(G)$ denote the minimum weight of all TRDFs on $G$. A TRDF on $G$ with weight $\gamma_{t R}(G)$ is called a $\gamma_{t R}(G)$-function. The conception of TRDF was first defined by Hossein Ahangar et al. [18]. In addition, Nicolás Campanelli et al. studied the total Roman domination number of the lexicographic product of graphs [17] and Chloe Lampman et al. presented some basic results of Edge-Critical Graphs [19].

The Roman $\{2\}$-dominating function (also named Italian domination) $f$ [20] introduced by Chellali et al. which is defined as follows: $f: V(G) \rightarrow\{0,1,2\}$ has the property that $\sum_{u \in N(v)} f(u) \geq 2$ for $f(v)=0$ [21]. Chellali et al. proved that the Roman $\{2\}$-domination problem is NP-complete for bipartite graphs [21]. Hangdi Chen showed that the Roman $\{2\}$-domination problem is NP-complete for split graphs, and gave a linear-time algorithm for finding the minimum weight of Roman $\{2\}$-dominating function in block graphs [22]. As a generalization of Roman domination, Michael A. Henning et al. studied the relationship between Roman $\{2\}$-domination and dominating set parameters in trees [20].

A Roman $\{3\}$-dominating function(R\{3\}DF) $f$ defined by Mojdeh et al. [23], which is defined as follows: $f: V(G) \rightarrow\{0,1,2,3\}$ has the property that for every vertex $v \in V(G)$ with $f(v) \in\{0,1\}$ and $\sum_{u \in N(v)} f(u) \geq 3$. Mojdeh et al. presented an upper bound on the Roman $\{3\}$-domination number of a connected graph $G$, characterized the graphs attaining upper bound and showed that the Roman $\{3\}$-domination problem is NP-complete, even restricted to bipartite graphs [23] .

The total Roman $\{3\}$-domination [24] was studied recently. The total Roman $\{3\}$-dominating function(TR3DF) on a graph $G$ is an $\mathrm{R}\{3\} \mathrm{DF}$ on $G$ with the additional property that every vertex $v \in V(G)$ with $f(v) \neq 0$ has a neighbor $w$ with $f(w) \neq 0$. The minimum weight of a total Roman $\{3\}$-dominating function on $G$ denoted by $\gamma_{t\{R 3\}}(G)$ is named the total Roman $\{3\}$-domination number of $G$. A $\gamma_{t\{R 3\}}(G)$-function is a total Roman $\{3\}$-dominating function on G with weight $\gamma_{t\{R 3\}}(G)$. Doost Ali Mojdeh et al. showed the relationship among total Roman $\{3\}$-domination, total domination, and total Roman $\{2\}$-domination parameters. They also presented an upper bound on the total Roman $\{3\}$-domination number of a connected graph $G$ and characterized the graphs arriving this bound. Finally, they investigated that total Roman $\{3\}$-domination problem is NP-complete for bipartite graphs [24].

In this paper, we further investigate the complexity of total Roman \{3\}-domination in planar graphs and chordal bipartite graphs. Moreover, we give a linear-time algorithm to compute the $\gamma_{t\{R 3\}}$ for trees which answer the problem that it is possible to construct a polynomial algorithm for computing the number of total Roman $\{3\}$-domination for trees [24].

## 2. Complexity

In this section, we study the complexity of total Roman \{3\}-domination of graph. We show that the total Roman \{3\}-domination problem is NP-complete for planar graphs and chordal bipartite graphs. Consider the following decision problem.

## Total Roman \{3\}-Domination Problem TR3DP.

Instance: Graph $G=(V, E)$, and a positive integer $m$.
Question: Does $G$ have a total Roman $\{3\}$-function with weight at most $m$ ?
Please note that the dominating set problem is NP-complete for planar graphs [25] and chordal bipartite graphs [26]. We show the NP-completeness results by reducing the well-known NP-complete problem, dominating set, to TR3D.

Let $G$ be a graph on $n$ vertices. Let $T_{v}$ be the tree with $V\left(T_{v}\right)=\left\{v, v_{a}, v_{b}, v_{c}, v_{d}, v_{e}, v_{f}, v_{p}, v_{q}\right\}$, $E\left(T_{v}\right)=\left\{v v_{a}, v_{a} v_{c}, v_{c} v_{e}, v_{c} v_{f}, v v_{b}, v_{b} v_{d}, v_{d} v_{p}, v_{d} v_{q}\right\}$, as depicted in Figure 1.


Figure 1. The tree $T_{v}$.
Let $G^{\prime}$ be the graph obtained by adding edges between $v^{\prime} \in T_{v^{\prime}}$ and $v^{\prime \prime} \in T_{v^{\prime \prime}}$ if $v^{\prime} v^{\prime \prime} \in E(G)$ from the union of the trees $T_{v}$ for $v \in V(G)$. Please note that $\left|V\left(G^{\prime}\right)\right|=$ $n \times\left|V\left(T_{v}\right)\right|=9 n$ and $\left|E\left(G^{\prime}\right)\right|=|E(G)|+n \times\left|E\left(T_{v}\right)\right|=|E(G)|+8 n$.

Lemma 1. If $G$ is a planar graph or chordal bipartite graph, so is $G^{\prime}$.
Lemma 2. ([24]) Let $S_{n}$ be a star with $n \geq 3$, then $\gamma_{t\{R 3\}}\left(S_{n}\right)=4$.
Lemma 3. Let $g$ be a TR3DF of $G$. If $v$ is a strong support vertex of $G$, then $\omega_{g}(N[v]) \geq 4$.
Proof of Lemma 3. Let $v_{1}, v_{2}, . ., v_{k}$ be leaves of $v$ with $k \geq 2$. Since $g\left(N\left[v_{i}\right]\right) \geq 3$ for $i \in\{1,2, . ., k\}$, we have $g\left(v_{i}\right) \geq 3-g(v)$ for $i \in\{1,2, . ., k\}$. Then $\omega_{g}(N[v])=g(v)+$ $\sum_{i \in\{1,2, \ldots, k\}} g\left(v_{i}\right) \geq g(v)+g\left(v_{1}\right)+g\left(v_{2}\right) \geq 6-g(v)$. If $g(v) \leq 2$, it is clear that $\omega_{g}(N[v]) \geq$ 4. If $g(v)=3$, there exists a vertex $u \in N(v)$ with $g(u) \neq 0$. Then $\omega_{g}(N[v]) \geq 4$.

Lemma 4. If $f$ is a DF of $G$ with $\omega_{f}(G) \leq \ell$, then there exists a TR3DF $g$ of $G^{\prime}$ with $\omega_{g}\left(G^{\prime}\right) \leq$ $\ell+8 n$.

Proof of Lemma 4. For each $v \in V(G)$, we define $g$ as follows: $V\left(T_{v}\right) \rightarrow\{0,1,2,3\}$, $g\left(v_{a}\right)=g\left(v_{b}\right)=1, g\left(v_{c}\right)=g\left(v_{d}\right)=3, g(v)=f(v), g(x)=0$ otherwise. It is clear that $g$ is a TR3DF of $G^{\prime}$. Therefore we have that $\omega_{g}\left(G^{\prime}\right)=\omega_{f}(G)+8 n \leq \ell+8 n$.

Claim 1. Let $g$ be a TR3DF of $G^{\prime}$, then $\omega_{g}\left(T_{v}^{\prime}\right) \geq 8$.
Proof of Claim 1. By Lemmas 2, 3 and definition, we have that $\omega_{g}\left(N\left[v_{c}\right]\right) \geq 4$ and $\omega_{g}\left(N\left[v_{d}\right]\right) \geq 4$. Since $N\left(v_{c}\right) \cap N\left(v_{d}\right)=\varnothing$, then we can reduce $\omega_{g}\left(T_{v}^{\prime}\right)=\omega_{g}\left(N\left[v_{c}\right]\right)+$ $\omega_{g}\left(N\left[v_{d}\right]\right) \geq 8$.

Claim 2. If there exists a TR3DF $h$ of $G^{\prime}$ with $h\left(v_{a}\right)+h\left(v_{b}\right) \geq 3$ for $v_{a}, v_{b} \in V\left(T_{v}\right)$, then there exists a TR3DF $g$ of $G^{\prime}$ such that $\omega_{g}\left(G^{\prime}\right) \leq \omega_{h}\left(G^{\prime}\right)$ and $g\left(v_{a}\right)+g\left(v_{b}\right) \leq 2$.

Proof of Claim 2. By the definition of TR3DF, we have $\omega_{h}\left(N\left[v_{e}\right]\right) \geq 3$ and $\omega_{h}\left(N\left[v_{p}\right]\right) \geq 3$, then we have $\omega_{h}\left(T_{v}^{\prime}\right) \geq 9$.

If $h(v)=0$, then we define $g: V\left(G^{\prime}\right) \rightarrow\{0,1,2,3\}$ such that $g\left(v_{e}\right)=g\left(v_{f}\right)=g\left(v_{p}\right)=$ $g\left(v_{q}\right)=0, g(v)=g\left(v_{a}\right)=g\left(v_{b}\right)=1, g\left(v_{c}\right)=g\left(v_{d}\right)=3, g(x)=h(x)$ otherwise, seeing Figure 2. Therefore $g$ is a TR3DF of $G^{\prime}$ such that $g\left(v_{a}\right)+g\left(v_{b}\right) \leq 2$ and $\omega_{g}\left(G^{\prime}\right)=\omega_{h}\left(G^{\prime}\right)$.

If $h(v) \geq 1$, then we define $g: V\left(G^{\prime}\right) \rightarrow\{0,1,2,3\}$ such that $g\left(v_{e}\right)=g\left(v_{f}\right)=g\left(v_{p}\right)=$ $g\left(v_{q}\right)=0, g\left(v_{a}\right)=g\left(v_{b}\right)=1, g\left(v_{c}\right)=g\left(v_{d}\right)=3, g(x)=h(x)$ otherwise. Therefore $g$ is a TR3DF of $G^{\prime}$ such that $g\left(v_{a}\right)+g\left(v_{b}\right) \leq 2$ and $\omega_{g}\left(G^{\prime}\right) \leq \omega_{h}\left(G^{\prime}\right)$.


Figure 2. Pre-labeling of $g$.
Lemma 5. If $g$ is a TR3DF of $G$ with $\omega_{g}\left(G^{\prime}\right) \leq \ell+8 n$, then there exists a DF $f$ of $G$ with $\omega_{f}(G) \leq \ell$.

Proof of Lemma 5. By Claim 2, w.l.o.g, let $g$ be a TR3DF of $G^{\prime}$ with $g\left(v_{a}\right)+g\left(v_{b}\right) \leq 2$ for $v_{a}, v_{b} \in V\left(T_{v}\right), v \in V(G)$. Define $f: V(G) \rightarrow\{0,1\}$ such that $f(v)=g(v)$ if $g(v) \leq 1$, and $f(v)=1$ if $g(v) \geq 2$. For each vertex $v \in V(G)$, since $g\left(v_{a}\right)+g\left(v_{b}\right) \leq 2$, we have $g(v) \geq 1$ or there exists a vertex $u \in N(v) \cap V(G)$ such that $g(u) \geq 1$. Therefore $f$ is DSF of $G$ and $\omega_{f}(G) \leq \omega_{g}(G)-8 n \leq \ell$ by Claim 1.

Theorem 1. By Lemmas 1, 4, 5, the total Roman \{3\}-domination problem is NP-complete for planar graphs and chordal bipartite graphs.

## 3. A Linear-Time Algorithm for Total Roman \{3\}-Domination in Trees

In this section, we present a linear-time algorithm to compute the minimum weight of total Roman $\{3\}$-dominating function for trees. First, we define the following concepts:

Definition 1. Let $u$ be a vertex of $G$, and let $F_{u, G}^{(i, j)}$ on $G$ be a function $f: V(G) \rightarrow\{0,1,2,3\}$ having the property that (i) $f(u)=i, \sum_{w \in N(u)} f(w) \geq j$; (ii) $\forall v \in V(G) \backslash\{u\}, \sum_{p \in N[v]} f(p) \geq$ 3 if $f(v) \leq 2$ and $\sum_{p \in N(v)} f(p) \geq 1$ if $f(v)=3$.

Definition 2. The minimum weight overall $F_{u, G}^{(i, j)}$ functions on $G$ denoted by $\gamma_{t R 3}^{(i, j)}(u, G)$ is the $F_{u, G}^{(i, j)}$ number of $G$, and a $\gamma_{t R 3}^{(i, j)}(u, G)$-function is an $F_{u, G}^{(i, j)}$ function on $G$ with weight $\gamma_{t R 3}^{(i, j)}(u, G)$.

Definition 3. Let coil $(x)$ be a function defined as follows: $\operatorname{coil}(x)=\left\{\begin{array}{l}x, x \geq 0 ; \\ 0, x<0 .\end{array}\right.$
Lemma 6. For any graph $G$ with specific vertex $u$, we have

$$
\gamma_{t\{R 3\}}(G)=\min \left\{\gamma_{t R 3}^{(0,3)}(u, G), \gamma_{t R 3}^{(1,2)}(u, G), \gamma_{t R 3}^{(2,1)}(u, G), \gamma_{t R 3}^{(3,1)}(u, G)\right\} .
$$

Lemma 7. Suppose $T_{1}$ and $T_{2}$ are trees with specific vertices $v$ and $u$, respectively. Let $T_{3}$ be the tree with the specific vertex $u$, which is obtained by joining a new edge $u v$ from the union of $T_{1}$ and $T_{2}$, as depicted in Figure 3.


Figure 3. $T_{3}$.
Then the following statements hold for $\gamma_{t R 3}^{(i, j)}\left(u, T_{k}\right)$.
(a) For $i=0, j \in\{0,1,2,3\}$, we have:

$$
\begin{aligned}
\gamma_{t R 3}^{(0, j)}\left(u, T_{3}\right)= & \min \left\{\gamma_{t R 3}^{(3,1)}\left(v, T_{1}\right)+\gamma_{t R 3}^{(0,0)}\left(u, T_{2}\right),\right. \\
& \left.\min \left\{\gamma_{t R 3}^{(s, 3-s)}\left(v, T_{1}\right)+\gamma_{t R 3}^{(0, \text { coli }(j-s))}\left(u, T_{2}\right) \mid s=0,1,2\right\}\right\}
\end{aligned}
$$

(b) For $i \in\{1,2,3\}, j \in\{0,1,2,3\}$, we have :

$$
\gamma_{t R 3}^{(i, j)}\left(u, T_{3}\right)=\min \left\{\gamma_{t R 3}^{(s, \operatorname{coil}(3-i-s))}\left(v, T_{1}\right)+\gamma_{t R 3}^{(i, \operatorname{coil}(j-s))}\left(u, T_{2}\right) \mid s=0,1,2,3\right\}
$$

Proof of Lemma 7. Let $V\left(T_{1}^{\prime}\right)=V\left(T_{1}\right) \cup\{u\}, E\left(T_{1}^{\prime}\right)=E\left(T_{1}\right) \cup\{v u\}, f$ be a $\gamma_{t R 3}^{(i, j)}(u, G)-$ function of $T_{3}, f^{\prime}$ be the restriction of $f$ on $T_{1}^{\prime}$ and $f^{\prime \prime}$ be the restriction of $f$ on $T_{2}$.
(a) If $f$ is a $\gamma_{t R 3}^{(0, j)}\left(u, T_{3}\right)$-function on $T_{3}$, for $j \in\{0,1,2,3\}$. By the definition of $\gamma_{t R 3}^{(i, j)}(u, G)$-function, we have that if $f(v)=3$, then $\sum_{w v \in N_{T_{3} \backslash\{u\}}} f(w) \geq 1$. It follows from the fact that $f$ is a $\gamma_{t R 3}^{(0, j)}(u, G)$-function of $T_{3}$ if and only if $f=f^{\prime \prime} \cup f^{\prime}$, where at least one of followings holds: (i) $f^{\prime \prime}$ is a $\gamma_{t R 3}^{(0,0)}(u, G)$-function of $T_{2}, f^{\prime}$ is a $\gamma_{t R 3}^{(3,1)}\left(v, T_{1}\right)$-function of $T_{1}$; (ii) $f^{\prime \prime}$ is a $\gamma_{t R 3}^{(0, \text { coil }(j-s))}(u, G)$-function of $T_{2}, f^{\prime}$ is a $\gamma_{t R 3}^{(s, 3-s)}\left(v, T_{1}\right)$-function of $T_{1}$,for $s \in\{0,1,2\}$.
(b) It follows from the fact that $f$ is a $\gamma_{t R 3}^{(i, j)}\left(u, T_{3}\right)$-function of $T_{3}$, for $i \in\{1,2,3\}$, $j \in\{0,1,2,3\}$ if and only if $f=f^{\prime \prime} \cup f^{\prime}$, where $f^{\prime \prime}$ is a $\gamma_{t R 3}^{(i, \text { coli }(j-s))}\left(u, T_{2}\right)$-function of $T_{2}$ and $f^{\prime}$ is a $\gamma_{t R 3}^{(t, \text { coil }(3-i-s))}\left(v, T_{1}\right)$-function of $T_{1}$, for $s \in\{0,1,2,3\}$.

Lemmas 6 and 7 give the following dynamic programming algorithm 1 for the total Roman $\{3\}$-domination problem in trees.

```
Algorithm 1 Counting \(\gamma_{t\{R 3\}}\) in trees.
    Input: A tree \(T\) with a tree ordering \(\left[v_{1}, v_{2}, . ., v_{n}\right]\).
    Output: the TR3D number \(\gamma_{t\{R 3\}}(T)\) of \(T\).
    for \(p=1\) to \(n\) do
        for \(i=0\) to \(3, j=0\) to3 do
            if \(j=0\) then
                \(\gamma^{(i, j)}\left(v_{p}\right) \leftarrow i ;\)
            else
                \(\gamma^{(i, j)}\left(v_{p}\right) \leftarrow \infty ;\)
    for \(p=1\) to \(n-1\) do
        let \(v_{q}\) be the parent of \(v_{p}\)
        for \(i=0\) to 3 and \(j=0\) to 3 do
            if \(i=0\) then
                \(\gamma^{(i, j)}\left(v_{q}\right)=\min \left\{\min \left\{\gamma^{(s, 3-s)}\left(v_{p}\right)+\gamma^{(i, c o i l(j-s))}\left(v_{q}\right) \mid s=0,1,2\right\} ; \gamma^{(3,1)}\left(v_{p}\right)+\gamma^{(i, 0)}\left(v_{q}\right)\right\} ;\)
            else
                \(\gamma^{(i, j)}\left(v_{q}\right)=\min \left\{\gamma^{(s, c o i l(3-i-s))}\left(v_{p}\right)+\gamma^{(i, c o i l(j-s))}\left(v_{q}\right) \mid s=0,1,2,3\right\} ;\)
    return \(\min \left\{\gamma^{(0,3)}\left(v_{n}\right), \gamma^{(1,2)}\left(v_{n}\right), \gamma^{(2,1)}\left(v_{n}\right), \gamma^{(3,1)}\left(v_{n}\right)\right\}\)
```


## 4. Conclusions

The total Roman \{3\}-domination problem was introduced and studied in [24], and it was proven to be NP-complete for bipartite graphs. In this paper, we prove that the total Roman \{3\}-domination problem is NP-complete for planar graphs or chordal bipartite graphs, and showed a linear-time algorithm for total Roman \{3\}-domination problem on trees. For the algorithmic aspects of the total Roman $\{3\}$-domination problem, designing exact algorithms or approximation algorithms on general graphs, or polynomial algorithms for total Roman \{3\}-domination problem on some special classes graphs deserve further research.
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## Abbreviations

The following abbreviations are used in this manuscript:

| DF | Dominating function |
| :--- | :--- |
| DSP | Dominating set problem |
| TRDF | Total Roman dominating function |
| R3DF | Roman $\{3\}$-domination |
| TR3DF | Total Roman $\{3\}$-domination |
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#### Abstract

For given graphs $G_{1}, G_{2}, \ldots, G_{n}$ and any integer $j$, the size of the multipartite Ramsey number $m_{j}\left(G_{1}, G_{2}, \ldots, G_{n}\right)$ is the smallest positive integer $t$ such that any $n$-coloring of the edges of $K_{j \times t}$ contains a monochromatic copy of $G_{i}$ in color $i$ for some $i, 1 \leq i \leq n$, where $K_{j \times t}$ denotes the complete multipartite graph having $j$ classes with $t$ vertices per each class. In this paper, we computed the size of the multipartite Ramsey numbers $m_{j}\left(K_{1,2}, P_{4}, n K_{2}\right)$ for any $j, n \geq 2$ and $m_{j}\left(n K_{2}, C_{7}\right)$, for any $j \leq 4$ and $n \geq 2$.
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## 1. Introduction

In this paper, we were only concerned with undirected, simple and finite graphs. We followed [1] for terminology and notations not defined here. For a given graph G, we denoted its vertex set, edge set, maximum degree and minimum degree by $V(G), E(G)$, $\Delta(G)$ and $\delta(G)$, respectively. For a vertex $v \in V(G)$, we used $\operatorname{deg}_{G}(v)$ and $N_{G}(v)$ to denote the degree and neighbours of $v$ in $G$, respectively. The neighbourhood of a vertex $v \in V(G)$ are denoted by $N_{G}(v)=\{u \in V(G) \mid u v \in E(G)\}$ and $N_{X_{j}}(v)=\left\{u \in V\left(X_{j}\right) \mid u v \in E(G)\right\}$.

As usual, a cycle and a path on $n$ vertices are denoted by $C_{n}$ and $P_{n}$, respectively. A complete graph on $n$ vertices, denoted $K_{n}$, is a graph in which every vertex is adjacent, or connected by an edge, to every other vertex in G. By a stripe $m K_{2}$, we mean a graph on $2 m$ vertices and $m$ independent edges. A clique is a subset of vertices such that there exists an edge between any pair of vertices in that subset of vertices. An independent set of a graph is a subset of vertices such that there exists no edges between any pair of vertices in that subset. Let $C$ be a set of colors $\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ and $E(G)$ be the edges of graph $G$. An edge coloring $f: E \rightarrow C$ assigns each edge in $E(G)$ to a color in $C$. If an edge coloring uses $k$ color on a graph, then it is known as a $k$-colored graph. The complete multipartite graph with the partite set $\left(X_{1}, X_{2}, \ldots X_{j}\right),\left|X_{i}\right|=s$ for $i=1,2, \ldots j$, denoted by $K_{j \times s}$. We use $\left[X_{i}, X_{j}\right]$ to denote the set of edges between partite sets $X_{i}$ and $X_{j}$. The complement of a graph $G$, denoted by $\bar{G}$, is a graph with the same vertices as $G$ and contains those edges which are not in $G$. Let $T \subseteq V(G)$ be any subset of vertices of $G$. Then, the induced subgraph $\mathrm{G}[\mathrm{T}]$ is the graph whose vertex set is T and whose edge set consists of all of the edges in $\mathrm{E}(\mathrm{G})$ that have both endpoints in $T$.

Since 1956, when Erdös and Rado published the fundamental paper [2], major research has been conducted to compute the size of the multipartite and bipartite Ramsey numbers. A big challenge in combinatorics is to determining the Ramsey numbers for the graphs. We refer to [3] for an overview on Ramsey theory. Ramsey numbers are related to other areas of mathematics, like combinatorial designs [4]. In fact, exact or near-optimal values
of several Ramsey numbers depend on the existence of some combinatorial designs like projective planes, which have been studied to date. Many of these connections are briefly described in [3,5]. There are many applications of Ramsey theory in various branches of mathematics and computer science, such as number theory, information theory, set theory, geometry, algebra, topology, logic, ergodic theory and theoretical computer science [6]. In particular, multipartite Ramsey numbers have applications in decision-making problems and communications [7]. There are many mathematicians who present the new results of multipartite Ramsey numbers every year. As a result of this vast range of applications, we were motivated to conduct research on multipartite Ramsey numbers.

For given graphs $G_{1}, G_{2}, \ldots, G_{n}$ and integer $j$, the size of the multipartite Ramsey number $m_{j}\left(G_{1}, G_{2}, \ldots, G_{n}\right)$ is the smallest integer $t$ such that any $n$-coloring of the edges of $K_{j \times t}$ contains a monochromatic copy of $G_{i}$ in color $i$ for some $i, 1 \leq i \leq n$, where $K_{j \times t}$ denotes the complete multipartite graph having $j$ classes with $t$ vertices per each class. $G$ is $n$-colorable to $\left(G_{1}, G_{2}, \ldots, G_{n}\right)$ if there exist a $t$-edge decomposition of $G$ say $\left(H_{1}, H_{2}, \ldots, H_{n}\right)$, where $G_{i} \nsubseteq H_{i}$ for each $i=1,2, \ldots, n$.

The existence of such a positive integer is guaranteed by a result in [2]. The size of the multipartite Ramsey numbers of small paths versus certain classes of graphs have been studied in [8-10]. The size of the multipartite Ramsey numbers of stars versus certain classes of graphs have been studied in [11,12]. In [13,14], Burger, Stipp, Vuuren, and Grobler investigated the multipartite Ramsey numbers $m_{j}\left(G_{1}, G_{2}\right)$, where $G_{1}$ and $G_{2}$ are in a completely balanced multipartite graph, which can be naturally extended to several colors. Recently, the numbers $m_{j}\left(G_{1}, G_{2}\right)$ have been investigated for special classes: stripes versus cycles; and stars versus cycles, see [10] and its references. In [15], authors determined the necessary and sufficient conditions for the existence of multipartite Ramsey numbers $m_{j}(G, H)$ where both $G$ and $H$ are incomplete graphs, which also determined the exact values of the size multipartite Ramsey numbers $m_{j}\left(K_{1, m}, K_{1, n}\right)$ for all integers $m, n \geq 1$ and $j=2,3$. Syafrizal et al. determined the size multipartite Ramsey numbers of path versus path [16]. $m_{3}\left(G, P_{3}\right)$ and $m_{2}\left(G, P_{3}\right)$ where $G$ is a star forest, namely a disjoint union of heterogeneous stars have been studied in [17]. The exact values of the size Ramsey numbers $m_{j}\left(P_{3}, K_{2, n}\right)$ and $m_{j}\left(P_{4}, K_{2, n}\right)$ for $j \geq 3$ computed in [18].

In [12], Lusiani et al. determined the size of the multipartite Ramsey numbers of $m_{j}\left(K_{1, m}, H\right)$, for $j=2,3$, where $H$ is a path or a cycle on $n$ vertices, and $K_{1, m}$ is a star of order $m+1$. In this paper, we computed the size of the multipartite Ramsey numbers $m_{j}\left(K_{1,2}, P_{4}, n K_{2}\right)$ for $n, j \geq 2$ and $m_{j}\left(n K_{2}, C_{7}\right)$, for $j \leq 4$ and $n \geq 2$ which are the new results of multipartite Ramsey numbers. Computing classic Ramsey numbers is very a difficult problem, therefore we can use multipartite and bipartite Ramsey numbers to obtain an upper bound for a classic Ramsey number. In particular, the first target of this work was to prove the following theorems:

Theorem 1. $m_{j}\left(K_{1,2}, P_{4}, n K_{2}\right)=\left\lfloor\frac{2 n}{j}\right\rfloor+1$ where $j, n \geq 2$.
In [10], Jayawardene et al. determined the size of the multipartite Ramsey numbers $m_{j}\left(n K_{2}, C_{m}\right)$ where $j \geq 2$ and $m \in\{3,4,5,6\}$. The second goal of this work extends these results, as stated below.

Theorem 2. Let $j \in\{2,3,4\}$ and $n \geq 2$. Then

$$
m_{j}\left(n K_{2}, C_{7}\right)= \begin{cases}\infty & j=2, n \geq 2 \\ 2 & (j, n)=(4,2) \\ 3 & (j, n)=(3,2),(4,3), \\ n & j=3, n \geq 3 \\ \left\lceil\frac{n+1}{2}\right\rceil & j=4, n \geq 4 .\end{cases}
$$

We estimate that this value of $m_{j}\left(n K_{2}, C_{7}\right)$ holds for every $j \geq 2$. We checked the proof of the main theorems into smaller cases and lemmas in order to simplify the idea of the proof.

## 2. Proof of Theorem 1

In order to simplify the comprehension, let us split the proof of Theorem 1 into small parts. We begin with a simple but very useful general lower bound in the following lemma:

Lemma 1. $m_{j}\left(K_{1,2}, P_{4}, n K_{2}\right) \geq\left\lfloor\frac{2 n}{j}\right\rfloor+1$ where $j, n \geq 2$.
Proof. Consider $G=K_{j \times t}$ where $t=\left\lfloor\frac{2 n}{j}\right\rfloor$ with partition sets $X_{i}, X_{i}=\left\{x_{1}^{i}, x_{2}^{i}, \ldots, x_{t}^{i}\right\}$ for $i \in\{1,2, \ldots, j\}$. Consider $x_{1}^{1} \in X_{1}$, decompose the edges of $K_{j \times t}$ into graphs $G_{1}, G_{2}$, and $G_{3}$, where $G_{1}$ is a null graph and $G_{2}=\overline{G_{3}}$, where $G_{3}$ is $G\left[X_{1} \backslash\left\{x_{1}^{1}\right\}, X_{2}, \ldots, X_{j}\right]$. In fact $G_{2}$ is isomorphic to $K_{1,(j-1) t}$ and:

$$
E\left(G_{2}\right)=\left\{x_{1}^{1} x_{i}^{r} \mid r=2,3, \ldots, j \text { and } i=1,2 \ldots, t\right\} .
$$

Clearly $E\left(G_{t}\right) \cap E\left(G_{t^{\prime}}\right)=\varnothing, E(G)=E\left(G_{1}\right) \cup E\left(G_{2}\right) \cup E\left(G_{3}\right), K_{1,2} \nsubseteq G_{1}$ and $P_{4} \nsubseteq G_{2}$. Since $\left|V\left(K_{j \times t}\right)\right|=j \times\left\lfloor\frac{2 n}{j}\right\rfloor \leq 2 n$, we have $\left|V\left(G_{3}\right)\right| \leq 2 n-1$, that is, $n K_{2} \nsubseteq G_{3}$, which means that $m_{3}\left(K_{1,2}, P_{4}, n K_{2}\right) \geq\left\lfloor\frac{2 n}{j}\right\rfloor+1$ and the proof is complete.

Observation 1. Let $G=K_{2,3}\left(\right.$ or $\left.K_{4}-e\right)$. For any subgraph of $G$, say $H$, either $H$ has a subgraph isomorphism to $K_{1,2}$ or $\bar{H}$ has a subgraph isomorphism to $P_{4}$.

Proof. Let $H \subseteq G=K_{2,3}$, for $G=K_{4}-e$ the proof is same. Without loss of generality (w.l.g.), let $X=\left\{x_{1}, x_{2}\right\}$ and $Y=\left\{y_{1}, y_{2}, y_{3}\right\}$ be a partition set of $V(G)$ and $P$ be a maximum path in $H$. If $|P| \geq 3$, then $H$ has a subgraph isomorphic to $K_{1,2}$, so let $|P| \leq 2$. If $|P|=1$, then $\bar{H}(=G)$ has a subgraph isomorphic to $P_{4}$. Hence, we may assume that $|P|=2$, w.l.g., and let $P=x_{1} y_{1}$. Since $|P|=2, x_{1} y_{2}, x_{1} y_{3}$ and $x_{2} y_{1}$ are in $E(\bar{H})$ and there is at least one edge of $\left\{x_{2} y_{2}, x_{2} y_{3}\right\}$ in $\bar{H}$, in any case, $P_{4} \subseteq \bar{H}$ and the proof is complete.

We determined the exact value of the multipartite Ramsey number of $m_{2}\left(K_{1,2}, P_{4}, n K_{2}\right)$ for $n \geq 2$ in the following lemma:

Lemma 2. $m_{2}\left(K_{1,2}, P_{4}, n K_{2}\right)=n+1$ for $n \geq 2$.
Proof. Let $X=\left\{x_{1}, x_{2}, \ldots, x_{n+1}\right\}$ and $Y=\left\{y_{1}, y_{2}, \ldots, y_{n+1}\right\}$ be a partition set of $G=$ $K_{n+1, n+1}$. Consider a three-edge coloring $G^{r}, G^{b}$ and $G^{g}$ of $G$. By Lemma 1, the lower bound holds. Now, let $M$ be the maximum matching in $G^{g}$. If $|M| \geq n$, then the lemma holds, so let $|M| \leq n-1$. If $|M| \leq n-2$, then we have $K_{3,3} \subseteq \overline{G^{g}}$ and by Observation 1, the lemma holds, so let $|M|=n-1$. W.l.g., we may assume that $M=\left\{x_{1} y_{1}, x_{2} y_{2}, \ldots, x_{n-1} y_{n-1}\right\}$. By considering the edges between $\left\{x_{n}, x_{n+1}\right\}$ and $Y \backslash\left\{y_{n}, y_{n+1}\right\}$ and the edges between $\left\{y_{n}, y_{n+1}\right\}$ and $X \backslash\left\{x_{n}, x_{n+1}\right\}$, we have $K_{3,2} \subseteq G^{r} \cup G^{b}$. Hence, by Observation 1, the lemma holds.

In the next two lemmas, we consider $m_{3}\left(K_{1,2}, P_{4}, n K_{2}\right)$ for certain values of $n$. In particular, we proved that $m_{3}\left(K_{1,2}, P_{4}, n K_{2}\right)=n$, for $n=2,3$ in Lemma 3 and $m_{3}\left(K_{1,2}, P_{4}, 4 K_{2}\right)=$ 3 in Lemma 4.

Lemma 3. $m_{3}\left(K_{1,2}, P_{4}, n K_{2}\right)=n$ for $n=2,3$.
Proof. Let $X_{i}=\left\{x_{1}^{i}, x_{2}^{i}, \ldots, x_{n}^{i}\right\}$ for $i \in\{1,2,3\}$ be a partition set of $G=K_{3 \times n}$. Consider a three-edge coloring $G^{r}, G^{b}$ and $G^{g}$ of $G$. By Lemma 1 the lower bound holds. Now, let $M$ be the maximum matching in $G^{g}$ and consider the following cases:

Case 1: $n=2$. If $|M| \geq 2$ then $n K_{2} \subseteq G^{g}$ and the proof is complete. So let $|E(M)| \leq 1$. W.l.g., we may assume that $x_{1}^{1} x_{1}^{2} \in E(M)$, hence, we have $K_{4}-e \cong G\left[x_{2}^{1}, x_{2}^{2}, X_{3}\right] \subseteq G^{r} \cup G^{b}$ and by Observation 1, the proof is complete.

Case 2: $n=3$. In this case, if $|E(M)| \leq 1$ or $|E(M)| \geq 3$, then the proof is the same as case 1. So let $|E(M)|=2$ and w.l.g., we may assume that $E(M)=\left\{e_{1}, e_{2}\right\}$-considering any $e_{1}$ and $e_{2}$ in $E(G)$. In any case, we have $G^{r} \cup G^{b}$ has a subgraph isomorphic to $K_{3,2}$, hence, by Observation 1, the lemma holds. Therefore, we have $m_{3}\left(K_{1,2}, P_{4}, 3 K_{2}\right)=3$. Now, through cases 1 and 2 , the proof is complete.

Lemma 4. $m_{3}\left(K_{1,2}, P_{4}, 4 K_{2}\right)=3$.
Proof. Let $X_{i}=\left\{x_{1}^{i}, x_{2}^{i}, x_{3}^{i}\right\}$ for $i \in\{1,2,3\}$ be a partition set of $G=K_{3 \times 3}$. By Lemma 1, the lower bound holds. Consider a three-edge coloring ( $G^{r}, G^{b}, G^{g}$ ) of $G$ where $4 K_{2} \nsubseteq G^{g}$. Let $M$ be a maximum matching in $G^{g}$, if $|M| \leq 2$, then the proof is same as Lemma 3. Hence, we may assume that $|M|=3$ and w.l.g., let $E(M)=\left\{e_{1}, e_{2}, e_{3}\right\}$. By Observation 1, there is at least one edge between $X_{1}$ and $X_{2}$ in $G^{g}$, say $e_{1}=x_{1}^{1} x_{1}^{2}$, and similarly, there is at least one edge between $X_{3}$ and $\left\{x_{2}^{1}, x_{3}^{1}\right\}$ in $G^{g}$, say $e_{2}=x_{2}^{1} x_{1}^{3}$, otherwise $K_{3,2} \subseteq G^{r} \cup G^{b}$ and the proof is complete. Now, by Observation 1, there is at least one edge between $\left\{x_{3}^{1}, x_{2}^{3}, x_{3}^{3}\right\}$ and $\left\{x_{2}^{2}, x_{3}^{2}\right\}$ in $G^{g}$, and let $e_{3}$ be this edge. If $x_{3}^{1} \notin V\left(e_{3}\right)$ (say $e_{3}=x_{2}^{2} x_{2}^{3}$ ), then $K_{3} \subseteq G^{r} \cup G^{b}\left[x_{3}^{1}, x_{3}^{2}, x_{3}^{3}\right]$.

Now, consider the vertex $x_{1}^{1}$ and $x_{1}^{2}$, since $|M|=3$ and $e_{1}=x_{1}^{1} x_{1}^{2}$, it is easy to check that $x_{1}^{1} x_{3}^{3}, x_{1}^{2} x_{3}^{3} \in E\left(G^{g}\right)$ and $x_{1}^{1} x_{3}^{2}, x_{1}^{2} x_{3}^{1} \in E\left(\overline{G^{g}}\right)$, otherwise $K_{4}-e \subseteq \bar{G}^{g}$ and the proof is complete. Similarly, we have $x_{2}^{1} x_{3}^{2}, x_{1}^{3} x_{3}^{2} \in E\left(G^{g}\right)$ and $x_{2}^{1} x_{3}^{3}, x_{1}^{3} x_{3}^{1} \in E\left(\overline{G^{g}}\right)$. Now, by considering the edges of $G\left[X_{1}, x_{1}^{2}, x_{3}^{2}, x_{1}^{3}, x_{3}^{3}\right]$, it is easy to check that $K_{4}-e \subseteq G^{r} \cup G^{b}$ and the lemma holds. Hence, we have $x_{3}^{1} \in V\left(e_{3}\right)$ (say $e_{3}=x_{3}^{1} x_{2}^{2}$ ), in this case, and we have $K_{2,2} \cong G\left[x_{2}^{2}, x_{3}^{2}, x_{2}^{3}, x_{3}^{3}\right] \subseteq G^{r} \cup G^{b}$, otherwise, if there exists at least one edge between $\left\{x_{2}^{3}, x_{3}^{3}\right\}$ and $\left\{x_{2}^{2}, x_{3}^{2}\right\}$ in $G^{g}$, say $e$, then set $e=e_{3}$ and the proof is the same. Hence, by considering the vertex $x_{1}^{1}$ and $x_{1}^{2}$, since $|M|=3$ and $e_{1}=x_{1}^{1} x_{1}^{2}$, it is easy to check that $K_{3,2} \subseteq G^{r} \cup G^{b}$ and by Observation 1 the proof is complete.

Lemma 5. $m_{3}\left(K_{1,2}, P_{4}, n K_{2}\right) \leq\left\lfloor\frac{2 n}{3}\right\rfloor+1$ for each $n \geq 2$.
Proof. Let $X_{i}=\left\{x_{1}^{i}, x_{2}^{i}, \ldots, x_{t}^{i}\right\}$ for $i \in\{1,2,3\}$ be a partition set of $G=K_{3 \times t}$ where $t=\left\lfloor\frac{2 n}{3}\right\rfloor+1$. We will prove this Lemma by induction. For the base step of the induction, since $\left\lfloor\frac{2 \times 2}{3}\right\rfloor+1=2,\left\lfloor\frac{2 \times 3}{3}\right\rfloor+1=3$ and $\left\lfloor\frac{2 \times 4}{3}\right\rfloor+1=3$, lemma holds by Lemmas 3 and 4 . Suppose that $n \geq 5$ and $m_{3}\left(K_{1,2}, P_{4}, n^{\prime} K_{2}\right) \leq\left\lfloor\frac{2 n^{\prime}}{3}\right\rfloor+1$ for each $n^{\prime}<n$. We will show that $m_{3}\left(K_{1,2}, P_{4}, n K_{2}\right) \leq\left\lfloor\frac{2 n}{3}\right\rfloor+1$. By contradiction, we may assume that $m_{3}\left(K_{1,2}, P_{4}, n K_{2}\right)>$ $\left\lfloor\frac{2 n}{3}\right\rfloor+1$, that is, $K_{3 \times\left(\left\lfloor\frac{2 n}{3}\right\rfloor+1\right)}$ is three-colorable to $\left(K_{1,2}, P_{4}, n K_{2}\right)$. Consider a three-edge coloring ( $G^{r}, G^{b}, G^{g}$ ) of $G$, such that $K_{1,2} \nsubseteq G^{r}, P_{4} \nsubseteq G^{b}$ and $n K_{2} \nsubseteq G^{g}$. By the induction hypothesis and Lemma 1, we have $m_{3}\left(K_{1,2}, P_{4}(n-1) K_{2}\right)=\left\lfloor\frac{2(n-1)}{3}\right\rfloor+1 \leq\left\lfloor\frac{2 n}{3}\right\rfloor+1$. Therefore, since $K_{1,2} \nsubseteq G^{r}$ and $P_{4} \nsubseteq G^{b}$, we have $(n-1) K_{2} \subseteq G^{g}$. Now, we have the following cases:

Case 1: $\left\lfloor\frac{2 n}{3}\right\rfloor=\left\lfloor\frac{2(n-1)}{3}\right\rfloor+1$.
Since $\left\lfloor\frac{2 n}{3}\right\rfloor=\left\lfloor\frac{2(n-1)}{3}\right\rfloor+1$, we have a copy of $H=K_{3 \times\left(\left\lfloor\frac{2(n-1)}{3}\right\rfloor+1\right)}$ in $G$. In other words, for each $i \in\{1,2,3\}$, there is a vertex, say $x \in X_{i}$, such that $x \in V(G) \backslash V(H)$. W.l.g., we may assume that $A=\left\{x_{1}^{1}, x_{1}^{2}, x_{1}^{3}\right\}$ would be these vertices. Since $H \subseteq G$, we have $K_{1,2} \nsubseteq G^{r}[V(H)]$ and $P_{4} \nsubseteq G^{b}[V(H)]$. Hence, by the induction hypothesis, we have $M=(n-1) K_{2} \subseteq G^{g}[V(H)] \subseteq G^{g}$. We consider that the three vertices do not belong to $V(H)$, i.e., $A$. Since $n K_{2} \nsubseteq G^{g}$, we have $G[A] \subseteq G^{r} \cup G^{b}$. Now, we consider the following Claim:

Claim 1. $n \in B \cup D$ where $B=\{3 k \mid k=1,2, \ldots\}$ and $D=\{3 k+2 \mid k=1,2, \ldots\}$.

Proof of the Claim. By contradiction, we may assume that $n \notin B \cup D$. In other words, let $n=3 k+1$, then we have:

$$
\begin{aligned}
& 2 k=\left\lfloor\frac{6 k}{3}\right\rfloor=\left\lfloor\frac{6 k}{3}+\frac{2}{3}\right\rfloor=\left\lfloor\frac{6 k+2}{3}\right\rfloor=\left\lfloor\frac{2(3 k+1)}{3}\right\rfloor \\
& =\left\lfloor\frac{2 n}{3}\right\rfloor=\left\lfloor\frac{2(n-1)}{3}\right\rfloor+1=\left\lfloor\frac{2(3 k)}{3}\right\rfloor+1=2 k+1
\end{aligned}
$$

which is a contradiction implying that $n \in B \cup D$.
Claim 2. There is at least one vertex in $V(H) \backslash V(M)$.
Proof of the Claim. Let $M=(n-1) K_{2} \subseteq G^{g}$, then $|V(M)|=2(n-1)=2 n-2$. Since $\left\lfloor\frac{2 n}{3}\right\rfloor=\left\lfloor\frac{2(n-1)}{3}\right\rfloor+1$, by Claim 1, if $n \in B$, we have $n=3 k$ for $k \geq 2$. Now, we have:

$$
\left\lfloor\frac{2(n-1)}{3}\right\rfloor+1=\left\lfloor\frac{2(3 k-1)}{3}\right\rfloor+1=\left\lfloor\frac{2(3 k)}{3}-\frac{2}{3}\right\rfloor+1=2 k-1+1=2 k
$$

Hence, we have $|V(H)|=3 \times(2 k)=6 k=2 n$ and thus $|V(H) \backslash V(M)|=2$. If $n \in D$ then we have:

$$
\left\lfloor\frac{2(n-1)}{3}\right\rfloor+1=\left\lfloor\frac{2(3 k+1)}{3}\right\rfloor+1=\left\lfloor\frac{2(3 k)}{3}+\frac{2}{3}\right\rfloor+1=2 k+1 .
$$

Hence, $|V(H)|=3 \times(2 k+1)=6 k+3=2 n-1$. Therefore, $|V(H) \backslash V(M)|=1$.
By Claim 2, let $x \in V(H) \backslash V(M)$. Since $n K_{2} \nsubseteq G^{g}$, we have $K_{4}-e \cong G[A \cup\{x\}] \subseteq$ $G^{r} \cup G^{b}$. Hence, by Observation 1, we again have a contradiction.

Case 2: $\left\lfloor\frac{2 n}{3}\right\rfloor=\left\lfloor\frac{2(n-1)}{3}\right\rfloor$.
In this case, by Claim 1 we have $n=3 k+1$. Since $K_{1,2} \nsubseteq G^{r}$ and $P_{4} \nsubseteq G^{b}$, by the induction hypothesis, we have $M=(n-1) K_{2} \subseteq G^{g}$. Now, we have the following claim:

Claim 3. $|V(G) \backslash V(M)|=3$.
Proof of the Claim. Let $M=(n-1) K_{2} \subseteq G^{g}$. Since $\left|V\left(X_{j}\right)\right|=\left\lfloor\frac{2 n}{3}\right\rfloor+1$ and $n=3 k+1$, we have $\left\lfloor\frac{2 n}{3}\right\rfloor+1=\left\lfloor\frac{2(3 k+1)}{3}\right\rfloor+1=\left\lfloor\frac{6 k}{3}+\frac{2}{3}\right\rfloor+1=2 k+1$ and therefore, $|V(G)|=3 \times$ $(2 k+1)=6 k+3=2(3 k+1)+1=2 n+1$, that is, $|V(G) \backslash V(M)|=(2 n+1)-(2 n-2)=$ 3.

By Claim 3, we have $|V(G) \backslash V(M)|=3$. W.l.g., we may assume that $A^{\prime}=\{x, y, z\}$ has three vertices, since $n K_{2} \nsubseteq G^{g}$, and we have $G\left[A^{\prime}\right] \subseteq G^{r} \cup G^{b}$. We consider the three vertices belonging to $A^{\prime}$, and now, we have the following subcases:

Subcase 2-1: $A^{\prime} \subseteq X_{j}$ for only one $j \in\{1,2,3\}$. W.l.g. we may assume that $A^{\prime} \subseteq X_{1}$ and $E(M)=\left\{e_{i} \mid i=1,2, \ldots,(n-1)\right\}$. Since $k \geq 2$ and $3 k+1=n \geq 7$ we have $\left|X_{j}\right| \geq 5$ and $\left|E(M) \cap E\left(G\left[X_{2}, X_{3}\right]\right)\right| \geq 3$, otherwise, $K_{3,3} \subseteq G^{r} \cup G^{b}$ and by Observation 1; a contradiction. W.l.g. we may assume that $\left\{x_{i}^{2} x_{i}^{3} \mid i=1,2,3\right\} \subseteq\left(E(M) \cap E\left(G^{g}\left[X_{2}, X_{3}\right]\right)\right)$. Consider $G^{\prime}=G\left[A^{\prime}, x_{1}^{2}, x_{2}^{2}, x_{3}^{2}, x_{1}^{3}, x_{2}^{3}, x_{3}^{3}\right] \cong K_{3 \times 3}$. Since $n K_{2} \nsubseteq G^{g}$, if $M^{\prime}$ is a maximum matching in $G^{\prime g}$, then $\left|M^{\prime}\right| \leq 3$, otherwise we have $n K_{2}=M \backslash\left\{e_{1}, e_{2}, e_{3}\right\} \cup M^{\prime} \subseteq G^{8}$; a contradiction again. Since $m_{3}\left(K_{1,2}, P_{4}, 4 K_{2}\right)=3$ and $\left|M^{\prime}\right| \leq 3$, we have $K_{1,2} \subseteq G^{\prime r} \subseteq G^{r}$ or $P_{4} \subseteq G^{\prime b} \subseteq G^{b} ;$ also a contradiction.

Subcase 2-2: $\left|A^{\prime} \cap X_{j}\right|=1$ for each $j \in\{1,2,3\}$. W.l.g., we may assume that $x \in$ $X_{1}, y \in X_{2}$ and $z \in X_{3}$. Hence $G\left[A^{\prime}\right] \cong K_{3} \subseteq G^{r} \cup G^{b}$. Since $\left|X_{j}\right| \geq 5$, we have $\mid E(M) \cap$ $E\left(G^{g}\left[X_{i}, X_{j}\right]\right) \mid \geq 2$ for each $i, j \in\{1,2,3\}$. W.l.g., we may assume that $x^{\prime} y^{\prime} \in E(M) \cap$ $E\left(G^{g}\left[X_{1} \backslash\{x\}, X_{2} \backslash\{y\}\right]\right), x^{\prime} \in X_{1}$ and $y^{\prime} \in X_{2}$. If $x^{\prime} y$ and $x^{\prime} z \in E\left(G^{r} \cup G^{b}\right)$ then we have $K_{4}-e \subseteq G^{r} \cup G^{b}$ and by Observation 1 ; a contradiction. So let $x^{\prime} y$ or $x^{\prime} z \in E\left(G^{g}\right)$. If $x^{\prime} y \in E\left(G^{g}\right)$, then, since $n K_{2} \nsubseteq G^{g}$, we have $y^{\prime} x, y^{\prime} z \in E\left(G^{r} \cup G^{b}\right)$, that is, $K_{4}-e \subseteq G^{r} \cup G^{b}$; we have a contradiction again. So let $x^{\prime} z \in E\left(G^{g}\right)$ and $x^{\prime} y \in E\left(G^{r} \cup G^{b}\right)$. Since $n K_{2} \nsubseteq G^{g}$,
we have $y^{\prime} x \in E\left(G^{r} \cup G^{b}\right)$. If $\left|E\left(G^{r}\right) \cap E\left(G\left[A^{\prime}\right]\right)\right| \neq 0$, then we have $P_{4} \subseteq G^{b}$. So let $x y, y z, z x \in E\left(G^{b}\right)$ and $x y^{\prime}, y x^{\prime} \in E\left(G^{r}\right)$. Since $\left|E(M) \cap E\left(G^{g}\left[X_{i}, X_{j}\right]\right)\right| \geq 2$ there is at least one edge, say $y^{\prime \prime} z^{\prime \prime} \in E(M) \cap E\left(G^{g}\left[X_{2} \backslash\{y\}, X_{3} \backslash\{z\}\right]\right)$. W.l.g., we may assume that $y^{\prime \prime} \in X_{2}$ and $z^{\prime \prime} \in X_{3}$. Since $K_{1,2} \nsubseteq G^{r}$ and $P_{4} \nsubseteq G^{b}$ we have $y^{\prime \prime} x, z^{\prime \prime} y \in E\left(G^{g}\right)$. Hence, we had a $n K_{2}=M \backslash\left\{y^{\prime \prime} z^{\prime \prime}\right\} \cup\left\{y^{\prime \prime} x, z^{\prime \prime} y\right\}$; a contradiction.

Subcase 2-3: $\left|A^{\prime} \cap X_{j}\right|=2$ for only one $j \in\{1,2,3\}$. W.l.g., we may assume that $x, y \in$ $X_{1}$ and $z \in X_{2}$. Hence, we have $G^{\prime}\left[A^{\prime}\right] \cong P_{3} \subseteq G^{r} \cup G^{b}$. Since $k \geq 2$, we have $\left|X_{j}\right| \geq 5$, that is, $\left|E(M) \cap E\left(G^{g}\left[X_{2}, X_{3}\right]\right)\right| \geq 3$. W.l.g., we may assume that $v u, v^{\prime} u^{\prime} \in E(M) \cap G^{g}\left[X_{2}, X_{3}\right]$ where $v, v^{\prime} \in X_{2}$ and $u, u^{\prime} \in X_{3}$. Now, we have the following claim:

Claim 4. $\left|N_{G^{g}}(x) \cap\left\{v, v^{\prime}\right\}\right|=\left|N_{G^{g}}(y) \cap\left\{v, v^{\prime}\right\}\right|=0$.
Proof of the Claim. By contradiction, w.l.g., we may assume that $x v \in E\left(G^{g}\right)$. Since $n K_{2} \nsubseteq G^{g}$, we have $y u, z u \in E\left(G^{r} \cup G^{b}\right)$. Consider $A^{\prime \prime}=\{y, z, u\}$ and $M^{\prime}=M \backslash\{v u\} \cup$ $\{x v\}$. Hence, $M^{\prime}=(n-1) K_{2} \subseteq G^{g}$ and $\left|A^{\prime \prime} \cap X_{j}\right| \neq 0$ for each $j \in\{1,2,3\}$; we have a contradiction to subcase 2-2.

Now, by Claim 4, we have $K_{2,3}=G\left[A^{\prime} \cup\left\{v, v^{\prime}\right\}\right] \subseteq G^{r} \cup G^{b}$. In this case, by Observation 1, we have $K_{1,2} \subseteq G^{r}$ or $P_{4} \subseteq G^{b}$; we have a contradiction again.

Therefore, by Cases 1 and 2, we have $m_{3}\left(K_{1,2}, P_{4}, n K_{2}\right) \leq\left\lfloor\frac{2 n}{3}\right\rfloor+1$ for $n \geq 2$.
Now, by Lemmas 1 and 5, we have the following lemma:
Lemma 6. $m_{3}\left(K_{1,2}, P_{4}, n K_{2}\right)=\left\lfloor\frac{2 n}{3}\right\rfloor+1$ for $n \geq 2$.
In the next two lemmas, we consider $m_{j}\left(K_{1,2}, P_{4}, n K_{2}\right)$ for each values of $n \geq 2$ and $j \geq 4$. In particular, we proved that $m_{j}\left(K_{1,2}, P_{4}, n K_{2}\right)=\left\lfloor\frac{2 n}{j}\right\rfloor+1$ for $n \geq 2$ and $j \geq 4$. We started with the following lemma:

Lemma 7. Let $j \geq 4$ and $n \geq 2$. Given that $m_{j}\left(K_{1,2}, P_{4},(n-1) K_{2}\right)=\left\lfloor\frac{2(n-1)}{j}\right\rfloor+1$, it follows that $m_{j}\left(K_{1,2}, P_{4}, n K_{2}\right) \leq\left\lfloor\frac{2 n}{j}\right\rfloor+1$.

Proof. Let $j \geq 4$ and $n \geq 2$. For $i \in\{1,2, \ldots, j\}$ let $X_{i}=\left\{x_{1}^{i}, x_{2}^{i}, \ldots, x_{t}^{i}\right\}$ be partition set of $G=K_{j \times t}$ where $t=\left\lfloor\frac{2 n}{j}\right\rfloor+1$. Assume that $m_{j}\left(K_{1,2}, P_{4},(n-1) K_{2}\right)=\left\lfloor\frac{2(n-1)}{j}\right\rfloor+1$ is true. To prove $m_{j}\left(K_{1,2}, P_{4}, n K_{2}\right) \leq\left\lfloor\frac{2 n}{j}\right\rfloor+1$. Consider three-edge coloring $\left(G^{r}, G^{b}, G^{g}\right)$ of $G$. Suppose that $n K_{2} \nsubseteq G^{g}$, we prove that $K_{1,2} \subseteq G^{r}$ or $P_{4} \subseteq G^{b}$. Let $M^{*}$ be the maximum matching in $G^{g}$. Hence, by the assumption, $\left|M^{*}\right| \leq n-1$, that is $\left|V\left(K_{j \times t}\right) \cap V\left(M^{*}\right)\right| \leq$ $2(n-1)$. Now, we have the following claim:

Claim 5. $\left|V\left(K_{j \times t}\right) \backslash V\left(M^{*}\right)\right| \geq 3$.
Proof of the Claim. Consider the following cases:
Case 1: Let $2 n=j k(2 n \equiv 0(\bmod j))$. In this case, we have:

$$
|V(G)|=j \times t=j \times\left(\left\lfloor\frac{2 n}{j}\right\rfloor+1\right)=j \times\left\lfloor\frac{2 n}{j}\right\rfloor+j=j k+j=j(k+1) .
$$

Hence:

$$
\left|V(G) \backslash V\left(M^{*}\right)\right| \geq j(k+1)-2(n-1)=j k+j-2 n+2=j+2 \geq 6(j \geq 4) .
$$

Case 2: Let $2 n=j k+r(2 n \equiv r(\bmod j)$ where $r \in\{1,2, \ldots, j-1\})$. In this case, we have:
$|V(G)|=j \times\left(\left\lfloor\frac{2 n}{j}\right\rfloor+1\right)=j \times\left(\left\lfloor\frac{j k+r}{j}\right\rfloor+1\right)=j \times\left(\left\lfloor\frac{j k}{j}+\frac{r}{j}\right\rfloor+1\right)=j \times\left\lfloor\frac{j k}{j}\right\rfloor+j=$ $j k+j$.

Hence we have:
$\left|V(G) \backslash V\left(M^{*}\right)\right| \geq j(k+1)-2(n-1)=j k+j-2 n+2=j k+j-j k-r+2=$ $j-r+2 \geq 3$.

By Claim 5, $G$ contains three vertices, say $x, y$ and $z$ in $V\left(K_{j \times t}\right) \backslash V\left(M^{*}\right)$. Consider the vertex set $\{x, y, z\}$ and let $\{x, y, z\} \subseteq A=V(G) \backslash V\left(M^{*}\right)$. Now, we have the following cases:

Case 1: Let $x \in X_{1}, y \in X_{2}$ and $z \in X_{3}$, where $X_{i}$ for $i=1,2,3$ are distinct partition sets of $G=K_{j \times t}$. Note that all vertices of $A$ are adjacent to each other in $\overline{G^{8}}$. Since $t \geq 2$, we have $\left|X_{i}\right| \geq 2$. Consider the partition $X_{j}$ for $j \geq 4$. Since $\left|X_{j}\right| \geq 2$, if $\left|A \cap X_{j}\right| \geq 1$ for at least one $j \geq 4$, then we have $K_{4} \subseteq G^{r} \cup G^{b}$ and the proof is complete by Observation 1. Now, let $\left|A \cap X_{j}\right|=0$ for each $j \geq 4$. Hence, for $x_{1}^{4} \in X_{4}$ there exists a vertex, say $u$ such that $x_{1}^{4} u \in E\left(M^{*}\right)$. Consider $N_{G^{g}}\left(x_{1}^{4}\right) \cap\{x, y, z\}$. If $\left|N_{G^{g}}\left(x_{1}^{4}\right) \cap\{x, y, z\}\right| \leq 1$, then we have $K_{4}-e \subseteq G^{r} \cup G^{b}$ and by Observation 1, the proof is complete. Therefore, let $\left|N_{G^{g}}\left(x_{1}^{4}\right) \cap\{x, y, z\}\right| \geq 2$. W.l.g., we may assume that $\{x, y\} \subseteq N_{G^{g}}\left(x_{1}^{4}\right) \cap\{x, y, z\}$. In this case, we have $\left|N_{G g}(u) \cap\{x, y, z\}\right|=0$. On the contrary, let $x u \in E\left(G^{g}\right)$ and set $M^{\prime}=M^{*} \backslash\left\{x_{1}^{4} u\right\} \cup\left\{x_{1}^{4} y, u x\right\}$. Clearly $M^{\prime}$ is a match where $\left|M^{\prime}\right|>\left|M^{*}\right|$, which contradicts the maximality of $M^{*}$. Hence, we have $\left|N_{G^{g}}(u) \cap\{x, y, z\}\right|=0$. Therefore, we have $K_{4}-e \subseteq G^{r} \cup G^{b}[x, y, z, u]$ and, by Observation 1, the proof is complete.

Case 2: Let $x, y \in X_{i}$ and $z \in X_{i^{\prime}}$ where $X_{i}, X_{i^{\prime}}$ are distinct partition sets of $G$. W.l.g., let $i=1$ and $i^{\prime}=2$. Consider the partition $X_{j}(j \neq 1,2)$. Since $\left|X_{j}\right| \geq 2$, if $\left|A \cap X_{j}\right| \geq 1$, then we have $K_{4}-e \subseteq G^{r} \cup G^{b}$ and by Observation 1, the proof is complete. So let $\left|A \cap X_{j}\right|=0$ for each $j \geq 3$. Now, we have the following claim.

Claim 6. Let $e=v_{1} v_{2} \in E\left(M^{*}\right)$, and w.l.g. let $\left|N_{G^{g}}\left(v_{1}\right) \cap\{x, y, z\}\right| \geq\left|N_{G^{g}}\left(v_{2}\right) \cap\{x, y, z\}\right|$. If $\left|N_{G^{g}}\left(v_{1}\right) \cap\{x, y, z\}\right| \geq 2$, then $\left|N_{G^{g}}\left(v_{2}\right) \cap\{x, y, z\}\right|=0$. If $\left|N_{G^{g}}\left(v_{1}\right) \cap\{x, y, z\}\right|=$ $\left|N_{G^{g}}\left(v_{2}\right) \cap\{x, y, z\}\right|=1$, then $v_{1}, v_{2}$ has the same neighbor in $\{x, y, z\}$.

Proof of the Claim. Let $\left|N_{G}\left(v_{1}\right) \cap\{x, y, z\}\right| \geq 2$. W.l.g., we may assume that $\left\{w, w^{\prime}\right\} \subseteq$ $N_{G^{g}}\left(v_{1}\right) \cap\{x, y, z\}$. By contradiction, let $\left|N_{G^{g}}\left(v_{2}\right) \cap\{x, y, z\}\right| \neq 0$, w.l.g., let $w^{\prime \prime} \in N_{G^{g}}\left(v_{2}\right) \cap$ $\{x, y, z\}$. In this case, we set $M^{\prime}=\left(M^{*} \backslash\left\{v_{1} v_{2}\right\}\right) \cup\left\{v_{1} w, v_{2} z w^{\prime \prime}\right\}$. Clearly $M^{\prime}$ is a match with $\left|M^{\prime}\right|>\left|M^{*}\right|$, which contradicts the maximality of $M^{*}$. Thus, let $\left|N_{G^{g}}\left(v_{i}\right) \cap\{x, y, z\}\right|=1$ for $i=1,2$, if $v_{i}$ has a different neighbor, then the proof is same.

Claim 7. There is at least one edge, say $e=u_{i} u_{j} \in E\left(M^{*}\right)$, such that $u_{i}, u_{j} \notin X_{1}, X_{2}$.
Proof of the Claim. If $\left|X_{j}\right| \geq 3$, then there is at least one edge, say $e=u_{i} u_{j} \in E\left(M^{*}\right)$, such that $u_{i}, u_{j} \notin X_{1}, X_{2}$. Otherwise, we have $K_{3,2} \subseteq G^{r} \cup G^{b}\left[X_{j}, X_{j^{\prime}}\right]$ where $j, j^{\prime} \geq 3$, hence, by Observation 1 ; we have a contradiction. So, let $\left|X_{j}\right|=2$. In this case, if $j \geq 5$, then the proof is same. Now, let $j=4$. We have $\left|M^{*}\right| \leq 2$, that is, $n \leq 3$. Hence, there is at least one vertex, say $w \in\left(X_{3} \cup X_{4}\right) \cap A$; a contradiction to $\left|A \cap X_{j}\right|=0$.

By Claim 7, there is at least one edge, say $e=u_{i} u_{j} \in E\left(M^{*}\right)$, such that $u_{i}, u_{j} \notin X_{1}, X_{2}$. W.l.g., let $e=u_{1} u_{2} \in E\left(M^{*}\right)$ such that $u_{i} \notin X_{1}, X_{2}$, also, w.l.g., assume that $\mid N_{G} g\left(u_{1}\right) \cap$ $\{x, y, z\}\left|\geq\left|N_{G^{g}}\left(u_{2}\right) \cap\{x, y, z\}\right|\right.$. If $| N_{G^{g}}\left(u_{1}\right) \cap\{x, y, z\} \mid \geq 2$, then by Claim 7, we have $\left|N_{G^{g}}\left(u_{2}\right) \cap\{x, y, z\}\right|=0$. Hence, we have $K_{4}-e \subseteq G^{r} \cup G^{b}$. So, let $\left|N_{G^{g}}\left(u_{1}\right) \cap\{x, y, z\}\right|=$ $\left|N_{G} g\left(u_{2}\right) \cap\{x, y, z\}\right|=1$, in this case, by Claim 7, we have $N_{G} g\left(u_{1}\right) \cap\{x, y, z\}=N_{G^{g}}\left(u_{2}\right) \cap$ $\{x, y, z\}$, and if $x$ or $y$ is this vertex, then $K_{4}-e \subseteq G^{r} \cup G^{b}$; otherwise, $K_{3,2} \subseteq G^{r} \cup G^{b}$. In any case, by Observation 1 , the proof is complete.

Case 3: Let $x, y, z \in X_{i}$ where $X_{i}$ is a partition set of $G=K_{j \times t}$, say $i=1$. If there exists a vertex, say $w \in X_{j} \cap A$, where $j \neq 1$, then the proof is the same as Case 2 . Hence, let $\left|A \cap X_{j}\right|=0$. Since $\left|X_{j}\right| \geq 3$, there exists an edge, say $e=v u \in E\left(M^{*}\right)$, such that $v, u \notin X_{1}$. Consider the neighbors of vertices $v$ and $u$ in $X_{1}$. W.l.g., let $\mid N_{G^{g}}(v) \cap$ $\{x, y, z\}\left|\geq\left|N_{\mathcal{G}^{g}}(u) \cap\{x, y, z\}\right|\right.$. If $| N_{G^{g}}(v) \cap\{x, y, z\} \mid=0$, then we have $K_{3,2} \subseteq G^{r} \cup G^{b}$, so let $\left|N_{G g}(v) \cap\{x, y, z\}\right| \geq 1$. In this case, by Claim 7, we had $\left|N_{G g}(u) \cap\{x, y, z\}\right| \leq 1$. Hence, w.l.g., we may assume that $y u$ and $z u$ be in $E\left(G^{r} \cup G^{b}\right)$ and $x \in N_{G^{g}}(v)$. Now, set
$M^{* *}=\left(M^{*} \backslash\{v u\}\right) \cup\{v x\}$ and $A^{\prime}=(A \backslash\{x\}) \cup\{u\}$, the proof is the same as Case 2 and the proof is complete.

According to the Cases 1,2 and 3 we have $m_{j}\left(K_{1,2}, P_{4}, n K_{2}\right) \leq\left\lfloor\frac{2 n}{j}\right\rfloor+1$.
The results of Lemmas 1, 2, 6 and 7, concludes the proof of Theorem 1.

## 3. Proof of Theorem 2

In this section, we investigate the size multipartite Ramsey numbers $m_{j}\left(n K_{2}, C_{7}\right)$ for $j \leq 4$ and $n \geq 2$. In order to simplify the comprehension, let us split the proof of Theorem 2 into small parts. For $j=2$, since the bipartite graph has no odd cycle, we have $m_{2}\left(n K_{2}, C_{7}\right)=\infty$. For other cases, we start with the following proposition:

Proposition 1. $m_{3}\left(n K_{2}, C_{7}\right)=3$ where $n=2,3$.
Proof. Clearly, $m_{3}\left(n K_{2}, C_{7}\right) \geq 3$. Consider $K_{3 \times 3}$ with the partition set $X_{i}=\left\{x_{1}^{i}, x_{2}^{i}, x_{3}^{i}\right\}$ for $i=1,2,3$. Let $G$ be a subgraph of $K_{3 \times 3}$. For $n=2$, if $2 K_{2} \subseteq G$, then proof is complete, so let $2 K_{2} \nsubseteq G$. In this case, we have $K_{3,2,2} \subseteq \bar{G}$, hence $C_{7} \subseteq \bar{G}$, that is, $m_{3}\left(2 K_{2}, C_{7}\right)=3$. For $n=3$ by contradiction, we may assume that $m_{3}\left(3 K_{2}, C_{7}\right)>3$, that is, $K_{3 \times 3}$ is 2-colorable to $\left(3 K_{2}, C_{7}\right)$, say $3 K_{2} \nsubseteq G$ and $C_{7} \nsubseteq \bar{G}$. Since $m_{3}\left(3 K_{2}, C_{6}\right)=3$ [10], and $3 K_{2} \nsubseteq G$, we have $C_{6} \subseteq \bar{G}$. Let $A=V\left(C_{6}\right)$ and $Y_{i}=A \cap X_{i}$ for $i=1,2,3$. If there exists $i \in\{1,2,3\}$ such that $\left|Y_{i}\right|=0$, say $i=1$, then we have $A=X_{2} \cup X_{3}$ and $C_{6} \subseteq \bar{G}\left[X_{2}, X_{3}\right]$. Let $C_{6}=w_{1} w_{2} \ldots w_{6} w_{1}$. Since $C_{7} \nsubseteq \bar{G}$, for each $x_{i} \in X_{1}$ in $\bar{G}, x_{i}$ cannot be adjacent to $w_{i}$ and $w_{i+1}$ for $i=1,2, \ldots, 6$. Hence, we have $\left|N_{G}\left(x_{i}\right) \cap V\left(C_{6}\right)\right| \geq 3$ for each $x_{i} \in X_{1}$. One can easily check that in any case, we have $3 K_{2} \subseteq G$; a contradiction, hence, let $\left|Y_{i}\right| \geq 1$ for each $i=1,2,3$. Set $B=\left(\left|Y_{1}\right|,\left|Y_{2}\right|,\left|Y_{3}\right|\right)$. Now, we have the following cases:

Case 1: $B=(3,2,1)$. let $A=X_{1} \cup\left\{x_{1}^{2}, x_{2}^{2}, x_{1}^{3}\right\}$. In this case, we have $C_{6} \cong x_{1}^{1} x_{1}^{2} x_{2}^{1} x_{2}^{2} x_{3}^{1} x_{1}^{3} x_{1}^{1}$. Consider the vertex set $A^{\prime}=V\left(K_{3 \times 3}\right) \backslash A=\left\{x_{3}^{2}, x_{2}^{3}, x_{3}^{3}\right\}$. Since $C_{7} \nsubseteq \bar{G}$, we have $\left|N_{\bar{G}}\left(x_{2}^{3}\right) \cap\left\{x_{1}^{1}, x_{1}^{2}\right\}\right| \leq 1$. Hence, $\left|N_{G}\left(x_{2}^{3}\right) \cap\left\{x_{1}^{1}, x_{1}^{2}\right\}\right| \geq 1$. W.1.g., let $x_{2}^{3} x_{1}^{1} \in E(G)$. By similarity, we have $\left|N_{G}\left(x_{3}^{3}\right) \cap\left\{x_{2}^{1}, x_{2}^{2}\right\}\right| \geq 1$ and $\left|N_{G}\left(x_{3}^{2}\right) \cap\left\{x_{3}^{1}, x_{1}^{3}\right\}\right| \geq 1$, see Figure 1. In any case, we have $3 K_{2} \subseteq G$; a contradiction again.


Figure 1. $B=(3,2,1)$.
Case 2: $B=(2,2,2)$. W.l.g., let $Y_{i}=\left\{x_{1}^{i}, x_{2}^{i}\right\}$ for $i=1,2,3$. In this case, we have $C_{6} \cong w_{1} w_{2} w_{3} w_{4} w_{5} w_{6} w_{1}$. W.l.g., let $w_{1}=x_{1}^{1}, w_{2}=x_{1}^{2}$. Since $\left|Y_{3}\right|=2$ and $w_{4} w_{5} \in E\left(C_{6}\right)$, we have $\left|\left\{w_{3}, w_{6}\right\} \cap Y_{3}\right| \geq 1$. If $\left|\left\{w_{3}, w_{6}\right\} \cap Y_{3}\right|=2$, then considering Figure $2 a$, the proof is the same as case 1. So let $\left|\left\{w_{3}, w_{6}\right\} \cap Y_{3}\right|=1$. W.l.g., let $w_{3}=x_{1}^{3}, x_{2}^{3}=w_{5}, x_{2}^{1}=w_{4}, x_{2}^{2}=w_{6}$. In this case, consider Figure 2 b and the proof is the same as case 1. Hence, in any case, we have $3 K_{2} \subseteq G$; again a contradiction.


Figure 2. (a) $\left|\left\{w_{3}, w_{6}\right\} \cap Y_{3}\right|=2$, (b) $\left|\left\{w_{3}, w_{6}\right\} \cap Y_{3}\right|=1$.
By Cases 1 and 2, we have $3 K_{2} \subseteq G$. Thus, the proof is complete and the proposition holds.

We determine the exact value of the multipartite Ramsey number $m_{3}\left(n K_{2}, C_{7}\right)$ for $n \geq 3$ in the following lemma:

Lemma 8. For each $n \geq 3$ we have $m_{3}\left(n K_{2}, C_{7}\right)=n$.
Proof. First, we show that $m_{3}\left(n K_{2}, C_{7}\right) \geq n$. Consider the coloring given by $K_{3 \times(n-1)}=$ $G^{r} \cup G^{b}$ where $G^{r} \cong K_{n-1, n-1}$ and $G^{b} \cong K_{n-1,2(n-1)}$. Since $\left|V\left(G^{r}\right)\right|=2(n-1)$ and $G^{b}$ is bipartite, we have $n K_{2} \nsubseteq G^{r}$ and $C_{7} \nsubseteq G^{b}$, that is, $m_{3}\left(n K_{2}, C_{7}\right) \geq n$. For the upper bound, consider $K_{3 \times n}$ with partite sets $X_{i}=\left\{x_{1}^{i}, x_{2}^{i}, \ldots, x_{n}^{i}\right\}$ for $i=1,2,3$. We will prove this by induction. For $n=3$, by Proposition 1, the lemma holds. Suppose that $m_{3}\left(n K_{2}, C_{7}\right) \leq n$ for each $n \geq 4$. We will show that $m_{3}\left((n+1) K_{2}, C_{7}\right) \leq n+1$, as follows: by contradiction, we may assume that $m_{3}\left((n+1) K_{2}, C_{7}\right)>n+1$, that is, $K_{3 \times(n+1)}$ is 2colorable to $\left((n+1) K_{2}, C_{7}\right)$, say $(n+1) K_{2} \nsubseteq G$ and $C_{7} \nsubseteq \bar{G}$. Let $X_{i}^{\prime}=X_{i} \backslash\left\{x_{1}^{i}\right\}$. Hence, by the induction hypothesis, we have $m_{3}\left(n K_{2}, C_{7}\right) \leq n$. Therefore, since $\left|X_{i}^{\prime}\right|=n$ and $C_{7} \nsubseteq \bar{G}\left[X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}\right]$, we have $M=n K_{2} \subseteq G\left[X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}\right]$. If there exists $i$ and $j$ such that $x_{1}^{i} x_{1}^{j} \in E(G)$, then we have $(n+1) K_{2} \subseteq G ;$ a contradiction. Hence, we have $x_{1}^{i} x_{1}^{j} \in E(\bar{G})$ for $i, j \in\{1,2,3\}$. Let $A=V\left(K_{3 \times n}\right) \backslash V(M)$. Hence, we have $|A|=3 n-2 n=n$. Since $(n+1) K_{2} \nsubseteq G$, we have $G\left[A, x_{1}^{1}, x_{1}^{2}, x_{1}^{3}\right] \subseteq \bar{G}$. Since $|A|=n \geq 4$, one can easily check that, in any case, we have $H \subseteq \bar{G}$, where, $H \in\left\{K_{5,1,1}, K_{4,2,1}, K_{3,3,1}, K_{3,2,2}\right\}$. If $H \in\left\{K_{3,3,1}, K_{3,2,2}\right\}$, one can easily observe that we have $C_{7} \subseteq H \subseteq \bar{G}$; a contradiction again. So let $H \in$ $\left\{K_{5,1,1}, K_{4,2,1}\right\}$ and consider the following cases:

Case 1: $A \subseteq X_{i}$ for only one $i$, that is, $H=K_{5,1,1}$. W.l.g., let $A \subseteq X_{1}$ and $\left\{x_{2}^{1}, x_{3}^{1}, \ldots, x_{5}^{1}\right\} \subseteq$ $A$. Then, we have $K_{n+1,1,1} \subseteq \bar{G}$ and $M \subseteq G\left[X_{2}, X_{3}\right]$. Since $n \geq 4$, we have $|M| \geq 4$, that is, there exists at least two edges, say $e_{1}=x_{1} y_{1}$ and $e_{2}=x_{2} y_{2}$ in $E(M)$, where $\left\{x_{1}, x_{2}, y_{1}, y_{2}\right\} \subseteq X_{2} \cup X_{3}$. W.l.g., let $\left|N_{G}\left(x_{i}\right) \cap A\right| \geq\left|N_{G}\left(y_{i}\right) \cap A\right|$ for $i=1$, 2. One can easily check that $\left|N_{G}\left(y_{i}\right) \cap A\right| \leq 1$, otherwise, we have $(n+1) K_{2} \subseteq G$; a contradiction. Since $\left|N_{G}\left(y_{i}\right) \cap A\right| \leq 1$ and $|A| \geq 5$, we have $\left|N_{\bar{G}}\left(y_{i}\right) \cap A\right| \geq 4$. Hence, we have $\mid N_{\bar{G}}\left(y_{1}\right) \cap$ $N_{\bar{G}}\left(y_{2}\right) \cap A \mid \geq 3$. W.l.g., we may assume that $\left\{x_{1}^{1}, x_{2}^{1}, x_{3}^{1}\right\} \subseteq N_{\bar{G}}\left(y_{1}\right) \cap N_{\bar{G}}\left(y_{2}\right) \cap A$. In this case, we have $C_{7} \subseteq \bar{G}\left[x_{1}^{1}, x_{2}^{1}, x_{3}^{1}, x_{1}^{2}, x_{1}^{3}, y_{1}, y_{2}\right] \subseteq \bar{G} ;$ a contradiction again.

Case 2: $H=K_{4,2,1}$. W.l.g., let $\left|A \cap X_{1}\right|=n-1$ and $\left|A \cap X_{2}\right|=2$. Let $\left\{x_{2}^{1}, x_{3}^{1}, \ldots, x_{4}^{1}\right\} \subseteq$ $A \cap X_{1}$ and $x_{2}^{2} \in A \cap X_{2}$, that is, we have $K_{4,2,1} \subseteq K_{n, 2,1}=G\left[A, x_{1}^{1}, x_{2}^{1}, x_{3}^{1}\right] \subseteq \bar{G}$ and $M \subseteq K_{1, n-1, n}$. That is, there exists at least one edge, say $e=x y$, where $x \in X_{2}$ and $y \in X_{3}$. W.l.g., let $\left|N_{G}(x) \cap A\right| \geq\left|N_{G}(y) \cap A\right|$. One can easily check that $\left|N_{G}(y) \cap A\right| \leq 1$. Hence, we have $\left|N_{\bar{G}}(y) \cap A\right| \geq 3$ and the proof is same as case 1 .

By cases 1 and 2, we have the assumption that $m_{3}\left((n+1) K_{2}, C_{7}\right)>n+1$ does not hold. Now we have $m_{3}\left(n K_{2}, C_{7}\right)=n$ for each $n \geq 3$. This completes the induction step and the proof.

Lemma 9. For $j \geq 3$ and $n \geq j$, we have $m_{j}\left(n K_{2}, C_{7}\right) \geq\left\lceil\frac{2 n+2}{j}\right\rceil$.

Proof. To show that $m_{j}\left(n K_{2}, C_{7}\right) \geq\left\lceil\frac{2 n+2}{j}\right\rceil$, assume that $\left\lceil\frac{2 n+2}{j}\right\rceil \geq 1$. Consider the coloring given by $K_{j \times t_{0}}=G^{r} \cup G^{b}$ where $t_{0}=\left\lceil\frac{2 n+2}{j}\right\rceil-1$ such that $G^{r} \cong K_{(j-1) \times t_{0}}$ and $G^{b} \cong$ $K_{t_{0},(j-1) t_{0}}$. Since $G^{b}$ is bipartite, we have $C_{7} \nsubseteq G^{b}$, and

$$
\begin{aligned}
\left|V\left(G^{r}\right)\right|= & (j-1) \times t_{0}=(j-1)\left(\left\lceil\frac{2 n+2}{j}\right\rceil-1\right)=(j-1)\left(\left\lceil\frac{2 n+2}{j}\right\rceil\right)-(j-1) \\
& \leq(j-1)\left(\frac{2 n+2}{j}+1\right)-(j-1)=j \times\left(\frac{2 n+2}{j}\right)-\frac{2 n+2}{j}
\end{aligned}
$$

Since $n \geq j$, we have $\left|V\left(G^{r}\right)\right|<2 n$. Hence, we have $n K_{2} \nsubseteq G^{r}$. Since $K_{j \times t_{0}}=G^{r} \cup G^{b}$, we have $m_{j}\left(n K_{2}, C_{7}\right) \geq\left\lceil\frac{2 n+2}{j}\right\rceil$ for $n \geq j \geq 3$.

Lemma 10. $m_{4}\left(4 K_{2}, C_{7}\right)=3$.
Proof. By Lemma 9, we have $m_{4}\left(4 K_{2}, C_{7}\right) \geq 3$. For the upper bound, consider the coloring given by $K_{4 \times 3}=G^{r} \cup G^{b}$ such that $C_{7} \nsubseteq G^{b}$. Since $m_{3}\left(3 K_{2}, C_{7}\right)=3$, we have $3 K_{2} \subseteq$ $G^{r}\left[X_{1}, X_{2}, X_{3}\right] \subseteq G^{r}$. Let $M=3 K_{2}$; hence, we have $\left|V\left(X_{1} \cup X_{2} \cup X_{3}\right) \backslash V(M)\right|=3$. W.l.g., let $A=\left\{w_{1}, w_{2}, w_{3}\right\}$ be these vertices. If $E\left(G^{r}\right) \cap E\left(G\left[X_{4}, A\right]\right) \neq \varnothing$, then we have $4 K_{2} \subseteq G^{r}$. So let $K_{3,3} \subseteq G\left[X_{4}, A\right] \subseteq G^{b}$. Consider the edge $e=v_{1} v_{2} \in E(M)$, and it is easy to show that $\left|N_{G^{b}}\left(v_{i}\right) \cap X_{4}\right| \geq 2$ for some $i \in\{1,2\}$, otherwise, we have $4 K_{2} \subseteq G^{r}$. In any case, one can easily check that $C_{7} \subseteq G^{b}$; which is a contradiction. Thus, we obtain $m_{4}\left(4 K_{2}, C_{7}\right)=3$.

Lemma 11. For $n \geq 4$ we have $m_{4}\left(n K_{2}, C_{7}\right)=\left\lceil\frac{n+1}{2}\right\rceil$.
Proof. By Lemma 9, we have $m_{4}\left(n K_{2}, C_{7}\right) \geq\left\lceil\frac{n+1}{2}\right\rceil$. To prove $m_{4}\left(n K_{2}, C_{7}\right) \leq\left\lceil\frac{n+1}{2}\right\rceil$, consider $K_{4 \times t}$ with partite set $X_{i}=\left\{x_{1}^{i}, x_{2}^{i}, \ldots, x_{t}^{i}\right\}$ for $i=1,2,3,4$, where $t=\left\lceil\frac{n+1}{2}\right\rceil$. We will prove this by induction. For $n=4$ by Lemma 10, the lemma holds. Now, we consider the following cases:

Case 1: $n=2 k$, where $k \geq 3$. Suppose that $m_{4}\left(n^{\prime} K_{2}, C_{7}\right) \leq\left\lceil\frac{n^{\prime}+1}{2}\right\rceil$ for each $n^{\prime}<n$. We will show that $m_{4}\left(n K_{2}, C_{7}\right) \leq\left\lceil\frac{n+1}{2}\right\rceil$ as follows: by contradiction, we may assume that $m_{4}\left(n K_{2}, C_{7}\right)>\left\lceil\frac{n+1}{2}\right\rceil$, that is, $K_{4 \times t}$ is 2-colorable to $\left(n K_{2}, C_{7}\right)$, say $n K_{2} \nsubseteq G$ and $C_{7} \nsubseteq \bar{G}$. Let $X_{i}^{\prime}=X_{i} \backslash\left\{x_{1}^{i}\right\}$ for $i=1,2,3,4$. Hence, by the induction hypothesis, we have $m_{4}\left((n-1) K_{2}, C_{7}\right) \leq\left\lceil\frac{n}{2}\right\rceil=k$. Therefore, since $\left|X_{i}^{\prime}\right|=k=\frac{n}{2}$ and $C_{7} \nsubseteq \bar{G}$, we have $M=(n-1) K_{2} \subseteq G\left[X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}, X_{4}^{\prime}\right]$. If there exists $i, j \in\{1,2,3,4\}$, where $x_{1}^{i} x_{1}^{j} \in E(G)$, then $n K_{2} \subseteq G$; a contradiction. Now, we have $K_{4} \cong \bar{G}\left[x_{1}^{1}, x_{1}^{2}, x_{1}^{3}, x_{1}^{4}\right] \subseteq \overline{G^{g}}$. Since $n K_{2} \nsubseteq G$ and $\left\lceil\frac{n+1}{2}\right\rceil=\left\lceil\frac{2 k+1}{2}\right\rceil=k+1$, we have $\left|V\left(K_{4 \times k}\right) \backslash V(M)\right|=2 n-2(n-1)=2$, that is, there exists two vertices, say $w_{1}$ and $w_{2}$ in $V\left(K_{4 \times k}\right) \backslash V(M)$. Since $n K_{2} \nsubseteq G$, we have $G[S] \subseteq \bar{G}$, where $S=\left\{x_{1}^{i} \mid i=1,2,3,4\right\} \cup\left\{w_{1}, w_{2}\right\}$. Hence, we have the following claim:

Claim 8. Let $e=v_{1} v_{2} \in E(M)$ and w.l.g., we may assume that $\left|N_{G}\left(v_{1}\right) \cap S\right| \geq\left|N_{G}\left(v_{2}\right) \cap S\right|$. If $\left|N_{G}\left(v_{1}\right) \cap S\right| \geq 2$ then $\left|N_{G}\left(v_{2}\right) \cap S\right|=0$. If $\left|N_{G}\left(v_{1}\right) \cap S\right|=1$ then $\left|N_{G}\left(v_{2}\right) \cap S\right| \leq 1$. If $\left|N_{G}\left(v_{i}\right) \cap S\right|=1$ then $v_{1}$ and $v_{2}$ have the same neighbor in $S$.

Proof of the Claim. By contradiction. We may assume that $\left\{w, w^{\prime}\right\} \subseteq N_{G}\left(v_{1}\right) \cap S$ and $w^{\prime \prime} \in N_{G}\left(v_{2}\right) \cap S$, in this case, we set $M^{\prime}=\left(M \backslash\left\{v_{1} v_{2}\right\}\right) \cup\left\{v_{1} w, v_{2} w^{\prime \prime}\right\}$. Clearly, $M^{\prime}$ is a match with $\left|M^{\prime}\right|>|M|=n-1$, which contradicts the $n K_{2} \nsubseteq G$. If $\left|N_{G}\left(v_{i}\right) \cap S\right|=1$ and $v_{i}$ has a different neighbor, then the proof is same.

Since $n \geq 4$ and $|M| \geq 3$. If $\left\{w_{1}, w_{2}\right\} \subseteq X_{i}$, say $X_{1}$, then there is at least one edge, say $e=v u \in E(M)$ such that $v, u \notin X_{1}$. Otherwise, we have $C_{7} \subseteq K_{3 \times 3} \subseteq \bar{G}\left[X_{2}, X_{3}, X_{4}\right]$; we again have a contradiction. W.l.g., let $\left|N_{G}(v) \cap S\right| \geq\left|N_{G}(u) \cap S\right|$. Now, by Claim 8 we have $\left|N_{G}(u) \cap S\right| \leq 1$. One can easily check that in any case, we have $C_{7} \subseteq \bar{G}[S \cup\{u\}]$; again a
contradiction. So w.l.g., let $w_{1} \in X_{1}$ and $w_{2} \in X_{2}$. In this case, since $\left|N_{G}(u) \cap S\right| \leq 1$, we have $C_{7} \subseteq \bar{G}[S \cup\{u\}] ;$ a contradiction again.

Case 2: $n=2 k+1$ where $k \geq 2,\left|X_{i}\right|=k+1$. Suppose that $m_{4}\left((n-2) K_{2}, C_{7}\right) \leq$ $\left\lceil\frac{n-2+1}{2}\right\rceil$ for $n \geq 2$. We show that $m_{4}\left(n K_{2}, C_{7}\right) \leq\left\lceil\frac{n+1}{2}\right\rceil$ as follows: by contradiction, we may assume that $m_{4}\left(n K_{2}, C_{7}\right)>\left\lceil\frac{n+1}{2}\right\rceil$, that is, $K_{4 \times t}$ is 2-colorable to $\left(n K_{2}, C_{7}\right)$, say $n K_{2} \nsubseteq G$ and $C_{7} \nsubseteq \bar{G}$. Let $X_{i}^{\prime}=X_{i} \backslash\left\{x_{1}^{i}\right\}$. By the induction hypothesis, we have $m_{4}\left((n-2) K_{2}, C_{7}\right) \leq\left\lceil\frac{n-1}{2}\right\rceil=\left\lceil\frac{2 k}{2}\right\rceil=k$. Therefore, since $\left|X_{i}^{\prime}\right|=k$ and $C_{7} \nsubseteq \bar{G}$, we have $M=(n-2) K_{2} \subseteq G\left[X_{1}^{\prime}, X_{2}^{\prime}, X_{3}^{\prime}, X_{4}^{\prime}\right]$ and thus, we have the following claim:

Claim 9. There exist two edges, say $e_{1}=u v$ and $e_{2}=u^{\prime} v^{\prime}$ in $E(M)=E\left((n-2) K_{2}\right)$, such that $v, v^{\prime}, u$ and $u^{\prime}$ are in different partites.

Proof of the Claim. W.l.g., assume that $v \in X_{1}^{\prime}$ and $u \in X_{2}^{\prime}$. By contradiction, assume that $\left|E(M) \cap E\left(G\left[X_{3}^{\prime}, X_{4}^{\prime}\right]\right)\right|=0$, that is, $G\left[X_{3}^{\prime}, X_{4}^{\prime}\right] \subseteq \bar{G}$. Since $|V(M)|=2(n-2)$ and $\left|X_{i}^{\prime}\right|=k$, we have $\left|V(M) \cap X_{i}^{\prime}\right| \geq k-2$. Since $k \geq 3,\left|V(M) \cap X_{j}^{\prime}\right| \geq 1(j=3,4)$. W.l.g., let $e_{j}^{\prime}=x_{j} y_{j} \in E(M)$ where $x_{j} \in V(M) \cap X_{j}^{\prime}$. W.l.g., we may assume that $y_{3} \in V(M) \cap X_{1}^{\prime}$. Hence, we have $y_{4} \in V(M) \cap X_{1}^{\prime}$. In other words, take $e_{1}=x_{3} y_{3}$ and $e_{2}=x_{4} y_{4}$ and the proof is complete. Hence, we have $\left|E(M) \cap E\left(G\left[X_{2}^{\prime}, X_{j}^{\prime}\right]\right)\right|=0$ for $j=3,4$, in other words, if there exists $e^{\prime \prime} \in E(M) \cap E\left(G\left[X_{2}^{\prime}, X_{j}^{\prime}\right]\right)$, then set $e_{1}=e_{1}^{\prime}$ and $e_{2}=e^{\prime \prime}$ and the proof is complete. Therefore, for each $e \in E(M)$ we have $v(e) \cap X_{1}^{\prime} \neq \varnothing$ which means that $|M| \leq X_{1}^{\prime}=k$; a contradiction to $|M|$.

Now, by Claim 9 there exist two edges, say $e_{1}=u v$ and $e_{2}=u^{\prime} v^{\prime}$ in $E(M)=$ $E\left((n-2) K_{2}\right)$, such that $v, v^{\prime}, u$ and $u^{\prime}$ are in different partite. W.l.g., let $e_{1}=x_{1} x_{2}$ and $e_{2}=x_{3} x_{4}$, since are these edges, and let $x_{i} \in X_{i}^{\prime}$ for $i=1,2,3,4$. Set $X_{i}^{\prime \prime}=X_{i} \backslash\left\{x_{i}\right\}$, hence, we have $\left|X_{i}^{\prime \prime}\right|=k$. Since $C_{7} \nsubseteq \bar{G}$, we have $C_{7} \nsubseteq \bar{G}\left[X_{1}^{\prime \prime}, X_{2}^{\prime \prime}, X_{3}^{\prime \prime}, X_{4}^{\prime \prime}\right]$. Therefore, by the induction hypothesis, we have $(n-2) K_{2} \subseteq G\left[X_{1}^{\prime \prime}, X_{2}^{\prime \prime}, X_{3}^{\prime \prime}, X_{4}^{\prime \prime}\right]$. Let $M=(n-2) K_{2} \subseteq$ $G\left[X_{1}^{\prime \prime}, X_{2}^{\prime \prime}, X_{3}^{\prime \prime}, X_{4}^{\prime \prime}\right]$, set $M^{*}=M \cup\left\{e_{1}, e_{2}\right\}$ hence $\left|M^{*}\right|=n$, that is, $n K_{2} \subseteq G$; again a contradiction. Hence, the assumption that $m_{4}\left(n K_{2}, C_{7}\right)>\left\lceil\frac{n+1}{2}\right\rceil$ does not hold and we have $m_{4}\left(n K_{2}, C_{7}\right) \leq\left\lceil\frac{n+1}{2}\right\rceil$. This completes the induction step and the proof is complete. By Cases 1 and 2, we have $m_{4}\left(n K_{2}, C_{7}\right)=\left\lceil\frac{n+1}{2}\right\rceil$ for $n \geq 4$.

The results of Proposition 1 as well as Lemmas 8 and 11 concludes the proof of Theorem 2.

## 4. Concluding Remarks and Further Works

There are several papers in which the multipartite Ramsey numbers have been studied. In this paper, as a first target, we compute the size of the multipartite Ramsey number $m_{j}\left(K_{1,2}, P_{4}, n K_{2}\right)$ for $n, j \geq 2$. To approach this purpose, we prove four lemmas as follows:

1. $\quad m_{j}\left(K_{1,2}, P_{4}, n K_{2}\right) \geq\left\lfloor\frac{2 n}{j}\right\rfloor+1$ where $j, n \geq 2$;
2. $\quad m_{2}\left(K_{1,2}, P_{4}, n K_{2}\right)=n+1$ for $n \geq 2$;
3. $\quad m_{3}\left(K_{1,2}, P_{4}, n K_{2}\right)=\left\lfloor\frac{2 n}{3}\right\rfloor+1$ for $n \geq 2$;
4. Let $j \geq 4$ and $n \geq 2$. Given that $m_{j}\left(K_{1,2}, P_{4},(n-1) K_{2}\right)=\left\lfloor\frac{2(n-1)}{j}\right\rfloor+1$, it follows that $m_{j}\left(K_{1,2}, P_{4}, n K_{2}\right) \leq\left\lfloor\frac{2 n}{j}\right\rfloor+1$.
We computed the size of the multipartite Ramsey numbers $m_{j}\left(n K_{2}, C_{7}\right)$, for $j \leq 4$ and $n \geq 2$ as the second purpose of this paper. This extended the result of [10]. To approach this purpose, we proved the following:
5. $\quad m_{3}\left(n K_{2}, C_{7}\right)=3$ where $n=2,3$;
6. For each $n \geq 3$ we have $m_{3}\left(n K_{2}, C_{7}\right)=n$;
7. For $n \geq 4$ we have $m_{4}\left(n K_{2}, C_{7}\right)=\left\lceil\frac{n+1}{2}\right\rceil$; We estimated our result for $m_{j}\left(n K_{2}, C_{7}\right)$ which holds for every $j \geq 2$, so it could be a good problem to work on.
In addition, one can compute $m_{j}\left(K_{1,2}, P_{4}, m_{1} K_{2}, m_{2} K_{2}\right)$ and also $m_{j}\left(n K_{2}, C_{7}\right)$, for $j \geq 5$ and $n \geq 2$ in the future, using the idea of proofs in this paper.
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#### Abstract

In this work, we obtained new results relating the generalized atom-bond connectivity index with the general Randić index. Some of these inequalities for $A B C_{\alpha}$ improved, when $\alpha=1 / 2$, known results on the $A B C$ index. Moreover, in order to obtain our results, we proved a kind of converse Hölder inequality, which is interesting on its own.
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## 1. Introduction

Mathematical inequalities are at the basis of the processes of approximation, estimation, dimensioning, interpolation, monotonicity, extremes, etc. In general, inequalities appear in models for the study or approach to a certain reality (either objective or subjective). This reason makes it clear that when working with mathematical inequalities, we can essentially find relationships and approximate values of the magnitudes and variables that are associated with one or another practical problem.

In mathematical chemistry, a topological descriptor is a function that associates each molecular graph with a real value; if it correlates well with some chemical property, it is called a topological index. For additional information see [1], for application examples see [2-7].

The atom-bond connectivity index of a graph $G$ was defined in [8] as:

$$
A B C(G)=\sum_{u v \in E(G)} \sqrt{\frac{2\left(d_{u}+d_{v}-2\right)}{d_{u} d_{v}}}=\sqrt{2} \sum_{u v \in E(G)} \sqrt{\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}},
$$

where $u v$ denotes the edge of the graph $G$ connecting the vertices $u$ and $v$ and $d_{u}$ is the degree of the vertex $u$.

The generalized atom-bond connectivity index was defined in [9] as:

$$
A B C_{\alpha}(G)=\sum_{u v \in E(G)}\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha} .
$$

for any $\alpha \in \mathbb{R} \backslash\{0\}$. Note that $A B C_{1 / 2}=\frac{\sqrt{2}}{2} A B C$ and $A B C_{-3}$ is the augmented Zagreb index.
There are many papers that have studied the $A B C$ and $A B C_{\alpha}$ indices (see, e.g., [9-15]). In this paper, we obtained new inequalities relating these indices with the general Randić index. Some of these inequalities for $A B C_{\alpha}$ improved, when $\alpha=1 / 2$, known results on the $A B C$ index. In order to obtain our results, we proved a kind of converse Hölder inequality, Theorem 3, which is interesting on its own.

Throughout this work, a path graph $P_{n}$ is a tree with $n$ vertices and maximum degree two and a star graph $S_{n}$ is a tree with $n$ vertices and maximum degree $n-1$.

## 2. Inequalities Involving $A B C_{\alpha}$

In 1998, Bollobás and Erdős [16] generalized the Randić index for $\alpha \in \mathbb{R} \backslash\{0\}$,

$$
R_{\beta}(G)=\sum_{u v \in E(G)}\left(d_{u} d_{v}\right)^{\beta}
$$

The general Randić index, also called the variable Zagreb index in 2004 by Miličević and Nikolić [17], was extensively studied in [18-20].

The next result relates the $A B C_{\alpha}$ and $R_{\beta}$ indices.
Theorem 1. Let $G$ be a graph with maximum degree $\Delta$ and minimum degree $\delta$ and $\alpha>0$, $\beta \in \mathbb{R} \backslash\{0\}$. Denote by $m_{2}$ the cardinality of the set of isolated edges in $G$.
(1) If $\beta / \alpha \leq-1$ and $\delta>1$, then:

$$
(2 \delta-2)^{\alpha} \delta^{-2 \alpha-2 \beta} R_{\beta}(G) \leq A B C_{\alpha}(G) \leq(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta} R_{\beta}(G)
$$

The equality in each bound is attained if and only if $G$ is a regular graph.
(2) If $\beta / \alpha \leq-1$ and $\delta=1$, then:

$$
2^{-\alpha-\beta}\left(R_{\beta}(G)-m_{2}\right) \leq A B C_{\alpha}(G) \leq(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta}\left(R_{\beta}(G)-m_{2}\right)
$$

The equality in the lower bound is attained if and only if $G$ is a union of path graphs $P_{3}$ and $m_{2}$ isolated edges. The equality in the upper bound is attained if and only if $G$ is a union of a regular graph and $m_{2}$ isolated edges.
(3) If $-1<\beta / \alpha \leq-1 / 2$ and $\delta>1$, then:

$$
(2 \delta-2)^{\alpha} \delta^{-2 \alpha-2 \beta} R_{\beta}(G) \leq A B C_{\alpha}(G)
$$

The equality in the bound is attained if and only if $G$ is a regular graph.
(4) If $-1<\beta / \alpha \leq-1 / 2$ and $\delta=1$, then:

$$
2^{-\alpha-\beta}\left(R_{\beta}(G)-m_{2}\right) \leq A B C_{\alpha}(G)
$$

The equality in the bound is attained if and only if $G$ is a union of path graphs $P_{3}$ and $m_{2}$ isolated edges.
(5) If $\beta>0$ and $\delta>1$, then:

$$
(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta} R_{\beta}(G) \leq A B C_{\alpha}(G) \leq(2 \delta-2)^{\alpha} \delta^{-2 \alpha-2 \beta} R_{\beta}(G)
$$

The equality in each bound is attained if and only if $G$ is a regular graph.
(6) If $\beta>0, \delta=1$ and $1+\alpha / \beta \geq \Delta$, then:

$$
(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta}\left(R_{\beta}(G)-m_{2}\right) \leq A B C_{\alpha}(G) \leq(\Delta-1)^{\alpha} \Delta^{-\alpha-\beta}\left(R_{\beta}(G)-m_{2}\right)
$$

The equality in the lower bound is attained if and only if $G$ is a union of a regular graph and $m_{2}$ isolated edges. The equality in the upper bound is attained if and only if $G$ is a union of star graphs $S_{\Delta+1}$ and $m_{2}$ isolated edges.
(7) If $\beta>0, \delta=1$ and $1+\alpha / \beta \leq 2$, then:

$$
(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta}\left(R_{\beta}(G)-m_{2}\right) \leq A B C_{\alpha}(G) \leq 2^{-\alpha-\beta}\left(R_{\beta}(G)-m_{2}\right)
$$

The equality in the lower bound is attained if and only if $G$ is a union of a regular graph and $m_{2}$ isolated edges. The equality in the upper bound is attained if and only if $G$ is a union of path graphs $P_{3}$ and $m_{2}$ isolated edges.
(8) If $\beta>0, \delta=1$ and $2<1+\alpha / \beta<\Delta$, then:

$$
(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta}\left(R_{\beta}(G)-m_{2}\right) \leq A B C_{\alpha}(G) \leq \frac{\alpha^{\alpha} \beta^{\beta}}{(\alpha+\beta)^{\alpha+\beta}}\left(R_{\beta}(G)-m_{2}\right)
$$

The equality in the lower bound is attained if and only if $G$ is a union of a regular graph and $m_{2}$ isolated edges. The equality in the upper bound is attained if and only if $\alpha / \beta \in \mathbb{Z}^{+}$and $G$ is a union of star graphs $S_{\alpha / \beta+2}$ and $m_{2}$ isolated edges.

Proof. First of all, note that $A B C_{\alpha}\left(P_{2}\right)=0$ and $R_{\beta}\left(P_{2}\right)=1$. Therefore, it suffices to prove the theorem for the case $m_{2}=0$, i.e., when $G$ is a graph without isolated edges. Hence, $\Delta \geq 2$.

We computed the extremal values (for fixed $\lambda \in \mathbb{R}$ ) of the function $f:[\delta, \Delta] \times([\delta, \Delta] \backslash$ $[1,2)) \longrightarrow \mathbb{R}$ given by:

$$
f(x, y)=(x+y-2)(x y)^{-\lambda-1}
$$

(1) and (2). If $\lambda \leq-1$, then $-\lambda-1 \geq 0$ and $f$ is a strictly increasing function in each variable, and so,

$$
(2 \delta-2) \delta^{-2 \lambda-2} \leq f(x, y) \leq(2 \Delta-2) \Delta^{-2 \lambda-2}
$$

The equality in the lower (respectively, upper) bound is attained if and only if $(x, y)=$ $(\delta, \delta)$ (respectively, $(x, y)=(\Delta, \Delta)$ ).

If $\delta=1$, then $f(x, y) \geq f(1,2)=2^{-\lambda-1}$, since $x \in[1, \Delta]$ and $y \in[2, \Delta]$, and the equality in this inequality is attained if and only if $(x, y)=(1,2)$.

If $\lambda=\beta / \alpha$, then:

$$
(2 \delta-2)^{\alpha} \delta^{-2 \beta-2 \alpha}\left(d_{u} d_{v}\right)^{\beta} \leq\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha} \leq(2 \Delta-2)^{\alpha} \Delta^{-2 \beta-2 \alpha}\left(d_{u} d_{v}\right)^{\beta}
$$

for every $u v \in E(G)$ and, consequently,

$$
(2 \delta-2)^{\alpha} \delta^{-2 \alpha-2 \beta} R_{\beta}(G) \leq A B C_{\alpha}(G) \leq(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta} R_{\beta}(G)
$$

The previous argument shows that the equality in the upper bound is attained if and only if $d_{u}=d_{v}=\Delta$ for every $u v \in E(G)$, i.e., $G$ is regular. If $\delta>1$, then the equality in the lower bound is attained if and only if $d_{u}=d_{v}=\delta$ for every $u v \in E(G)$, i.e., $G$ is regular.

If $\lambda=\beta / \alpha$ and $\delta=1$, then:

$$
2^{-\beta-\alpha}\left(d_{u} d_{v}\right)^{\beta} \leq\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha}
$$

for every $u v \in E(G)$ and, consequently,

$$
2^{-\alpha-\beta} R_{\beta}(G) \leq A B C_{\alpha}(G)
$$

The equality in this bound is attained if and only if $\left\{d_{u}, d_{v}\right\}=\{1,2\}$ for every $u v \in E(G)$, i.e., $G$ is a union of path graphs $P_{3}$.
(3) and (4). In what follows, by symmetry, we can assume that $x \leq y$. We have:

$$
\begin{aligned}
\frac{\partial f}{\partial y}(x, y) & =x^{-\lambda-1}\left(y^{-\lambda-1}+(x+y-2)(-\lambda-1) y^{-\lambda-2}\right) \\
& =x^{-\lambda-1} y^{-\lambda-2}(y+(x+y-2)(-\lambda-1))
\end{aligned}
$$

If $-1<\lambda \leq-1 / 2$, then $-\lambda-1 \geq-1 / 2$, and so,

$$
\begin{aligned}
\frac{\partial f}{\partial y}(x, y) & \geq x^{-\lambda-1} y^{-\lambda-2}\left(y-\frac{x+y-2}{2}\right) \\
& =x^{-\lambda-1} y^{-\lambda-2} \frac{y-x+2}{2} \geq x^{-\lambda-1} y^{-\lambda-2}>0 .
\end{aligned}
$$

Hence,

$$
f(x, y) \geq f(x, x)=(2 x-2) x^{-2 \lambda-2}=g(x)
$$

We have:

$$
\begin{aligned}
g^{\prime}(x) & =2 x^{-2 \lambda-2}+(2 x-2)(-2 \lambda-2) x^{-2 \lambda-3} \\
& =2 x^{-2 \lambda-3}(x+(x-1)(-2 \lambda-2)) \\
& =2 x^{-2 \lambda-3}((-2 \lambda-1) x+2 \lambda+2) .
\end{aligned}
$$

Since $2 \lambda+2>0$ and $-2 \lambda-1 \geq 0$, we have:

$$
\begin{aligned}
g^{\prime}(x) & =2 x^{-2 \lambda-3}((-2 \lambda-1) x+2 \lambda+2) \\
& \geq 2 x^{-2 \lambda-3}(2 \lambda+2)>0
\end{aligned}
$$

Thus, $g(x) \geq g(\delta)$ and:

$$
f(x, y) \geq g(x) \geq(2 \delta-2) \delta^{-2 \lambda-2}
$$

if $\delta \geq 2$.
If $\lambda=\beta / \alpha$ and $\delta>1$, then:

$$
(2 \delta-2)^{\alpha} \delta^{-2 \beta-2 \alpha}\left(d_{u} d_{v}\right)^{\beta} \leq\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha}
$$

for every $u v \in E(G)$ and, consequently,

$$
(2 \delta-2)^{\alpha} \delta^{-2 \alpha-2 \beta} R_{\beta}(G) \leq A B C_{\alpha}(G)
$$

The previous argument shows that the equality in this bound is attained if and only if $d_{u}=d_{v}=\delta$ for every $u v \in E(G)$, i.e., $G$ is regular.

Assume that $\delta=1$. We proved that $f(x, y) \geq g(x) \geq g(2)=2^{-2 \lambda-1}$ for every $x, y \in[2, \Delta]$. Since $\partial f / \partial y(1, y)>0$ for every $y \in[2, \Delta]$, we have $f(1, y) \geq f(1,2)=2^{-\lambda-1}$ for every $y \in[2, \Delta]$. Since $\lambda<0$, we have $2^{-2 \lambda-1}>2^{-\lambda-1}$ and $f(x, y) \geq 2^{-\lambda-1}$ for every $x \in[1, \Delta] \cap \mathbb{Z}, y \in[2, \Delta] \cap \mathbb{Z}$. Furthermore, the equality in this bound is attained if and only if $(x, y)=(1,2)$.

If $\lambda=\beta / \alpha$, then:

$$
2^{-\beta-\alpha}\left(d_{u} d_{v}\right)^{\beta} \leq\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha}
$$

for every $u v \in E(G)$ and, consequently,

$$
2^{-\alpha-\beta} R_{\beta}(G) \leq A B C_{\alpha}(G)
$$

The equality in this bound is attained if and only if $\left\{d_{u}, d_{v}\right\}=\{1,2\}$ for every $u v \in E(G)$, i.e., $G$ is a union of path graphs $P_{3}$.
(5). Assume now that $\lambda>0$. Thus, $-\lambda-1<-1$ and:

$$
\begin{aligned}
\frac{\partial f}{\partial y}(x, y) & =x^{-\lambda-1} y^{-\lambda-2}(y+(x+y-2)(-\lambda-1)) \\
& <x^{-\lambda-1} y^{-\lambda-2}(2-x)
\end{aligned}
$$

and:

$$
\frac{\partial f}{\partial x}(x, y)<y^{-\lambda-1} x^{-\lambda-2}(2-y) .
$$

If $\delta>1$, then $f$ is a strictly decreasing function in each variable, and so,

$$
\begin{equation*}
(2 \Delta-2) \Delta^{-2 \lambda-2} \leq f(x, y) \leq(2 \delta-2) \delta^{-2 \lambda-2} \tag{1}
\end{equation*}
$$

The equality in the lower (respectively, upper) bound is attained if and only if $(x, y)=(\Delta, \Delta)$ (respectively, $(x, y)=(\delta, \delta)$ ).

If $\beta>0$ and $\lambda=\beta / \alpha$, then:

$$
(2 \Delta-2)^{\alpha} \Delta^{-2 \beta-2 \alpha}\left(d_{u} d_{v}\right)^{\beta} \leq\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha} \leq(2 \delta-2)^{\alpha} \delta^{-2 \beta-2 \alpha}\left(d_{u} d_{v}\right)^{\beta}
$$

for every $u v \in E(G)$ and, consequently,

$$
(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta} R_{\beta}(G) \leq A B C_{\alpha}(G) \leq(2 \delta-2)^{\alpha} \delta^{-2 \alpha-2 \beta} R_{\beta}(G)
$$

The equality in the lower bound is attained if and only if $d_{u}=d_{v}=\Delta$ for every $u v \in E(G)$, i.e., $G$ is regular. Furthermore, the equality in the upper bound is attained if and only if $d_{u}=d_{v}=\delta$ for every $u v \in E(G)$, i.e., $G$ is regular.
(6). Note that:

$$
\begin{equation*}
\left(\frac{\Delta^{2}}{2}\right)^{\lambda+1}>\frac{\Delta^{2}}{2} \geq 2 \Delta-2 \quad \Rightarrow \quad 2^{-\lambda-1}>(2 \Delta-2) \Delta^{-2 \lambda-2} \tag{2}
\end{equation*}
$$

We also have:

$$
\begin{equation*}
\Delta^{\lambda+1}>\Delta \geq 2 \quad \Rightarrow \quad(\Delta-1) \Delta^{-\lambda-1}>(2 \Delta-2) \Delta^{-2 \lambda-2} \tag{3}
\end{equation*}
$$

Assume that $\delta=1$. If $2 \leq x, y \leq \Delta$, then $f(x, y) \leq f(2,2)=2^{-2 \lambda-1}$. This inequality and the lower bound in (1) give:

$$
\begin{equation*}
(2 \Delta-2) \Delta^{-2 \lambda-2} \leq f(x, y) \leq 2^{-2 \lambda-1} \tag{4}
\end{equation*}
$$

for every $2 \leq x, y \leq \Delta$.
Let us consider the function $h(y)=f(1, y)=(y-1) y^{-\lambda-1}$ with $2 \leq y \leq \Delta$. We have:

$$
h^{\prime}(y)=-\lambda y^{-\lambda-1}+(\lambda+1) y^{-\lambda-2}=y^{-\lambda-2}(-\lambda y+\lambda+1),
$$

and so, $h$ strictly increases on $(0,1+1 / \lambda)$ and strictly decreases on $(1+1 / \lambda, \infty)$.
If $1+1 / \lambda \geq \Delta$, then $h$ strictly increases on $(0, \Delta]$ and:

$$
2^{-\lambda-1}=h(2) \leq h(y) \leq h(\Delta)=(\Delta-1) \Delta^{-\lambda-1}
$$

for every $2 \leq y \leq \Delta$. These inequalities and Equation (4) give:

$$
\min \left\{2^{-\lambda-1},(2 \Delta-2) \Delta^{-2 \lambda-2}\right\} \leq f(x, y) \leq \max \left\{(\Delta-1) \Delta^{-\lambda-1}, 2^{-2 \lambda-1}\right\}
$$

for every $x \in[1, \Delta] \cap \mathbb{Z}, y \in[2, \Delta] \cap \mathbb{Z}$. Since we have in this case $2^{-\lambda-1}=h(2) \leq h(\Delta)=$ $(\Delta-1) \Delta^{-\lambda-1}$, we conclude:

$$
\begin{aligned}
(\Delta-1) \Delta^{-\lambda-1} & \leq \max \left\{(\Delta-1) \Delta^{-\lambda-1}, 2^{-2 \lambda-1}\right\} \\
& \leq \max \left\{(\Delta-1) \Delta^{-\lambda-1}, 2^{-\lambda-1}\right\}=(\Delta-1) \Delta^{-\lambda-1}
\end{aligned}
$$

Equation (2) gives:

$$
\min \left\{2^{-\lambda-1},(2 \Delta-2) \Delta^{-2 \lambda-2}\right\}=(2 \Delta-2) \Delta^{-2 \lambda-2}
$$

Hence,

$$
(2 \Delta-2) \Delta^{-2 \lambda-2} \leq f(x, y) \leq(\Delta-1) \Delta^{-\lambda-1}
$$

for every $x \in[1, \Delta] \cap \mathbb{Z}, y \in[2, \Delta] \cap \mathbb{Z}$. The equality in the lower (respectively, upper) bound is attained if and only if $(x, y)=(\Delta, \Delta)$ (respectively, $(x, y)=(1, \Delta)$ ).

If $\beta>0$ and $\lambda=\beta / \alpha$, then we obtain:

$$
\begin{aligned}
(2 \Delta-2)^{\alpha} \Delta^{-2 \beta-2 \alpha}\left(d_{u} d_{v}\right)^{\beta} & \leq\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha} \leq(\Delta-1)^{\alpha} \Delta^{-\beta-\alpha}\left(d_{u} d_{v}\right)^{\beta} \\
(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta} R_{\beta}(G) & \leq A B C_{\alpha}(G) \leq(\Delta-1)^{\alpha} \Delta^{-\alpha-\beta} R_{\beta}(G)
\end{aligned}
$$

The equality in the lower bound is attained if and only if $d_{u}=d_{v}=\Delta$ for every $u v \in E(G)$, i.e., $G$ is regular. The equality in the upper bound is attained if and only if $\left\{d_{u}, d_{v}\right\}=\{1, \Delta\}$ for every $u v \in E(G)$, i.e., $G$ is a union of star graphs $S_{\Delta+1}$.
(7). If $1+1 / \lambda \leq 2$, then $h$ strictly decreases on $[2, \Delta]$ and:

$$
(\Delta-1) \Delta^{-\lambda-1}=h(\Delta) \leq h(y) \leq h(2)=2^{-\lambda-1}
$$

for every $2 \leq y \leq \Delta$. These inequalities and Equation (4) give:

$$
\min \left\{(\Delta-1) \Delta^{-\lambda-1},(2 \Delta-2) \Delta^{-2 \lambda-2}\right\} \leq f(x, y) \leq \max \left\{2^{-\lambda-1}, 2^{-2 \lambda-1}\right\}
$$

for every $x \in[1, \Delta] \cap \mathbb{Z}, y \in[2, \Delta] \cap \mathbb{Z}$. Equation (3) gives:

$$
(2 \Delta-2) \Delta^{-2 \lambda-2} \leq f(x, y) \leq 2^{-\lambda-1}
$$

for every $x \in[1, \Delta] \cap \mathbb{Z}, y \in[2, \Delta] \cap \mathbb{Z}$. The equality in the lower (respectively, upper) bound is attained if and only if $(x, y)=(\Delta, \Delta)$ (respectively, $(x, y)=(1,2)$ ).

If $\beta>0$ and $\lambda=\beta / \alpha$, then we obtain for every $u v \in E(G)$ :

$$
\begin{aligned}
(2 \Delta-2)^{\alpha} \Delta^{-2 \beta-2 \alpha}\left(d_{u} d_{v}\right)^{\beta} & \leq\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha} \leq 2^{-\beta-\alpha}\left(d_{u} d_{v}\right)^{\beta} \\
(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta} R_{\beta}(G) & \leq A B C_{\alpha}(G) \leq 2^{-\alpha-\beta} R_{\beta}(G)
\end{aligned}
$$

The equality in the lower bound is attained if and only if $d_{u}=d_{v}=\Delta$ for every $u v \in E(G)$, i.e., $G$ is regular. The equality in the upper bound is attained if and only if $\left\{d_{u}, d_{v}\right\}=\{1,2\}$ for every $u v \in E(G)$, i.e., $G$ is a union of path graphs $P_{3}$.
(8). If $2<1+1 / \lambda<\Delta$, then:

$$
h(y) \geq \min \{h(2), h(\Delta)\}=\min \left\{2^{-\lambda-1},(\Delta-1) \Delta^{-\lambda-1}\right\},
$$

for every $2 \leq y \leq \Delta$. Furthermore,

$$
h(y) \leq h(1+1 / \lambda)=\frac{1}{\lambda}\left(\frac{\lambda+1}{\lambda}\right)^{-\lambda-1}=\frac{\lambda^{\lambda}}{(\lambda+1)^{\lambda+1}}
$$

for every $2 \leq y \leq \Delta$. These facts and (4) give:

$$
\begin{aligned}
\min \left\{2^{-\lambda-1},(\Delta-1) \Delta^{-\lambda-1},(2 \Delta-2) \Delta^{-2 \lambda-2}\right\} & \leq f(x, y) \\
& \leq \max \left\{\frac{\lambda^{\lambda}}{(\lambda+1)^{\lambda+1}}, 2^{-2 \lambda-1}\right\}
\end{aligned}
$$

for every $x \in[1, \Delta] \cap \mathbb{Z}, y \in[2, \Delta] \cap \mathbb{Z}$.
Equations (2) and (3) give:

$$
\min \left\{2^{-\lambda-1},(\Delta-1) \Delta^{-\lambda-1},(2 \Delta-2) \Delta^{-2 \lambda-2}\right\}=(2 \Delta-2) \Delta^{-2 \lambda-2}
$$

Since $h(2) \leq h(1+1 / \lambda)$, we obtain:

$$
2^{-2 \lambda-1}<2^{-\lambda-1} \leq \frac{\lambda^{\lambda}}{(\lambda+1)^{\lambda+1}}
$$

and so,

$$
(2 \Delta-2) \Delta^{-2 \lambda-2} \leq f(x, y) \leq \frac{\lambda^{\lambda}}{(\lambda+1)^{\lambda+1}}
$$

for every $x \in[1, \Delta] \cap \mathbb{Z}, y \in[2, \Delta] \cap \mathbb{Z}$. The equality in the lower (respectively, upper) bound is attained if and only if $(x, y)=(\Delta, \Delta)$ (respectively, $(x, y)=(1,1+1 / \lambda)$ ).

If $\beta>0$ and $\lambda=\beta / \alpha$, then we obtain:

$$
\left(\frac{\lambda^{\lambda}}{(\lambda+1)^{\lambda+1}}\right)^{\alpha}=\frac{(\beta / \alpha)^{\beta}}{(\beta / \alpha+1)^{\beta+\alpha}}=\frac{\alpha^{\alpha} \beta^{\beta}}{(\alpha+\beta)^{\alpha+\beta}}
$$

and we have for every $u v \in E(G)$ :

$$
\begin{aligned}
& (2 \Delta-2)^{\alpha} \Delta^{-2 \beta-2 \alpha}\left(d_{u} d_{v}\right)^{\beta} \leq\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha} \leq \frac{\alpha^{\alpha} \beta^{\beta}}{(\alpha+\beta)^{\alpha+\beta}}\left(d_{u} d_{v}\right)^{\beta} \\
& (2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta} R_{\beta}(G) \leq A B C_{\alpha}(G) \leq \frac{\alpha^{\alpha} \beta^{\beta}}{(\alpha+\beta)^{\alpha+\beta}} R_{\beta}(G)
\end{aligned}
$$

The equality in the lower bound is attained if and only if $d_{u}=d_{v}=\Delta$ for every $u v \in E(G)$, i.e., $G$ is regular. The equality in the upper bound is attained if and only if $\alpha / \beta \in \mathbb{Z}^{+}$and $\left\{d_{u}, d_{v}\right\}=\{1,1+\alpha / \beta\}$ for every $u v \in E(G)$, i.e., $G$ is a union of star graphs $S_{\alpha / \beta+2}$.

Note that $A B C_{\alpha}(G)$ is not well defined if $\alpha<0$ and $G$ has an isolated edge. The argument in the proof of Theorem 1 gives directly the following result for $\alpha<0$.

Theorem 2. Let $G$ be a graph without isolated edges, with maximum degree $\Delta$ and minimum degree $\delta$, and $\alpha<0, \beta \in \mathbb{R} \backslash\{0\}$.
(1) If $\beta / \alpha \leq-1$ and $\delta>1$, then:

$$
(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta} R_{\beta}(G) \leq A B C_{\alpha}(G) \leq(2 \delta-2)^{\alpha} \delta^{-2 \alpha-2 \beta} R_{\beta}(G)
$$

The equality in each bound is attained if and only if $G$ is a regular graph.
(2) If $\beta / \alpha \leq-1$ and $\delta=1$, then:

$$
(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta} R_{\beta}(G) \leq A B C_{\alpha}(G) \leq 2^{-\alpha-\beta} R_{\beta}(G)
$$

The equality in the lower bound is attained if and only if $G$ is a regular graph. The equality in the upper bound is attained if and only if $G$ is a union of path graphs $P_{3}$.
(3) If $-1<\beta / \alpha \leq-1 / 2$ and $\delta>1$, then:

$$
A B C_{\alpha}(G) \leq(2 \delta-2)^{\alpha} \delta^{-2 \alpha-2 \beta} R_{\beta}(G)
$$

The equality in the bound is attained if and only if $G$ is a regular graph.
(4) If $-1<\beta / \alpha \leq-1 / 2$ and $\delta=1$, then:

$$
A B C_{\alpha}(G) \leq 2^{-\alpha-\beta} R_{\beta}(G)
$$

The equality in the bound is attained if and only if $G$ is a union of path graphs $P_{3}$.
(5) If $\beta<0$ and $\delta>1$, then:

$$
(2 \delta-2)^{\alpha} \delta^{-2 \alpha-2 \beta} R_{\beta}(G) \leq A B C_{\alpha}(G) \leq(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta} R_{\beta}(G)
$$

The equality in each bound is attained if and only if $G$ is a regular graph.
(6) If $\beta<0, \delta=1$ and $1+\alpha / \beta \geq \Delta$, then:

$$
(\Delta-1)^{\alpha} \Delta^{-\alpha-\beta} R_{\beta}(G) \leq A B C_{\alpha}(G) \leq(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta} R_{\beta}(G) .
$$

The equality in the lower bound is attained if and only if $G$ is a union of star graphs $S_{\Delta+1}$. The equality in the upper bound is attained if and only if $G$ is a regular graph.
(7) If $\beta<0, \delta=1$ and $1+\alpha / \beta \leq 2$, then:

$$
2^{-\alpha-\beta} R_{\beta}(G) \leq A B C_{\alpha}(G) \leq(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta} R_{\beta}(G)
$$

The equality in the lower bound is attained if and only if $G$ is a union of path graphs $P_{3}$. The equality in the upper bound is attained if and only if $G$ is a regular graph.
(8) If $\beta<0, \delta=1$ and $2<1+\alpha / \beta<\Delta$, then:

$$
\frac{|\alpha|^{\alpha}|\beta|^{\beta}}{|\alpha+\beta|^{\alpha+\beta}} R_{\beta}(G) \leq A B C_{\alpha}(G) \leq(2 \Delta-2)^{\alpha} \Delta^{-2 \alpha-2 \beta} R_{\beta}(G)
$$

The equality in the lower bound is attained if and only if $\alpha / \beta \in \mathbb{Z}^{+}$and $G$ is a union of star graphs $S_{\alpha / \beta+2}$. The equality in the upper bound is attained if and only if $G$ is a regular graph.

Note that Theorems 1 and 2 generalize the classical inequalities:

$$
\begin{equation*}
2 \sqrt{\delta-1} R(G) \leq A B C(G) \leq 2 \sqrt{\Delta-1} R(G) \tag{5}
\end{equation*}
$$

Theorem 1 has the following consequence.
Corollary 1. Let $G$ be a graph with minimum degree $\delta$ and $m_{2}$ isolated edges.
(1) If $\delta>1$, then:

$$
2 \sqrt{1-\frac{1}{\delta}} R_{-1 / 4}(G) \leq A B C(G)
$$

The equality in the bound is attained if and only if $G$ is a regular graph.
(2) If $\delta=1$, then

$$
2^{1 / 4}\left(R_{-1 / 4}(G)-m_{2}\right) \leq A B C(G)
$$

The equality in the bound is attained if and only if $G$ is a union of path graphs $P_{3}$ and $m_{2}$ isolated edges.

Corollary 1 improves the inequality:

$$
2\left(1-\frac{1}{\sqrt{\delta}}\right) R_{-1 / 4}(G) \leq A B C(G)
$$

in ([21], Theorem 2.5).
In [22], Lemma 4, the following result appeared.
Lemma 1. Let $(X, \mu)$ be a measure space and $f, g: X \rightarrow \mathbb{R}$ measurable functions. If there exist positive constants $\omega, \Omega$ with $\omega|g| \leq|f| \leq \Omega|g| \mu$-a.e., then:

$$
\begin{equation*}
\|f\|_{2}\|g\|_{2} \leq \frac{1}{2}\left(\sqrt{\frac{\Omega}{\omega}}+\sqrt{\frac{\omega}{\Omega}}\right)\|f g\|_{1} . \tag{6}
\end{equation*}
$$

If these norms are finite, the equality in the bound is attained if and only if $\omega=\Omega$ and $|f|=\omega|g| \mu$-a.e. or $f=g=0 \mu$-a.e.

We need the following converse Hölder inequality, which is interesting on its own. This result generalizes Lemma 1 and improves the inequality in [23] (Theorem 2).

Theorem 3. Let $(X, \mu)$ be a measure space, $f, g: X \rightarrow \mathbb{R}$ measurable functions, and $1<p, q<\infty$ with $1 / p+1 / q=1$. If there exist positive constants $a, b$ with $a|g|^{q} \leq|f|^{p} \leq b|g|^{q} \mu$-a.e., then:

$$
\begin{equation*}
\|f\|_{p}\|g\|_{q} \leq K_{p}(a, b)\|f g\|_{1} \tag{7}
\end{equation*}
$$

with:

$$
K_{p}(a, b)= \begin{cases}\frac{1}{p}\left(\frac{a}{b}\right)^{1 /(2 q)}+\frac{1}{q}\left(\frac{b}{a}\right)^{1 /(2 p)}, & \text { if } 1<p<2, \\ \frac{1}{p}\left(\frac{b}{a}\right)^{1 /(2 q)}+\frac{1}{q}\left(\frac{a}{b}\right)^{1 /(2 p)}, & \text { if } p \geq 2 .\end{cases}
$$

If these norms are finite, the equality in the bound is attained if and only if $a=b$ and $|f|^{p}=a|g|^{q} \mu$-a.e. or $f=g=0 \mu$-a.e.

Remark 1. Since:

$$
K_{2}(a, b)=\frac{1}{2}\left(\frac{b}{a}\right)^{1 / 4}+\frac{1}{2}\left(\frac{a}{b}\right)^{1 / 4}
$$

Theorem 3 generalizes Lemma 1 (note that $a=\omega^{2}$ and $b=\Omega^{2}$ ).
Proof. If $p=2$, then Lemma 1 (with $\omega=a^{1 / 2}$ and $\Omega=b^{1 / 2}$ ) gives the result. Assume now $p \neq 2$, and let us define:

$$
k_{p}(a, b)=\max \left\{\frac{1}{p}\left(\frac{a}{b}\right)^{1 /(2 q)}+\frac{1}{q}\left(\frac{b}{a}\right)^{1 /(2 p)}, \frac{1}{p}\left(\frac{b}{a}\right)^{1 /(2 q)}+\frac{1}{q}\left(\frac{a}{b}\right)^{1 /(2 p)}\right\} .
$$

We will check at the end of the proof that $k_{p}(a, b)=K_{p}(a, b)$.
Let us consider $t \in(0,1)$ and define:

$$
G_{t}(x):=t x^{1-t}+(1-t) x^{-t}
$$

for $x>0$. Since:

$$
G_{t}^{\prime}(x)=t(1-t) x^{-t}-t(1-t) x^{-t-1}=t(1-t) x^{-t-1}(x-1)
$$

$G_{t}$ is strictly decreasing on $(0,1)$ and strictly increasing on $(1, \infty)$. Thus, if $0<s \leq S$ are two constants and we consider $s \leq x \leq S$, then:

$$
G_{t}(x) \leq \max \left\{G_{t}(s), G_{t}(S)\right\}=: A,
$$

and if $G_{t}(x)=A$ for some $s \leq x \leq S$, then $x=s$ or $x=S$.
Note that if $G_{t}(s) \neq G_{t}(S)$, the following facts hold: if $G_{t}(s)>G_{t}(S)$ and $G_{t}(x)=A=G_{t}(s)$, then $x=s$; if $G_{t}(s)<G_{t}(S)$ and $G_{t}(x)=A=G_{t}(S)$, then $x=S$.

If $x_{1}, x_{2}>0$ and $s x_{2} \leq x_{1} \leq S x_{2}$, then:

$$
\begin{aligned}
t\left(\frac{x_{1}}{x_{2}}\right)^{1-t}+(1-t)\left(\frac{x_{2}}{x_{1}}\right)^{t} & \leq A \\
t x_{1}+(1-t) x_{2} & \leq A x_{1}^{t} x_{2}^{1-t}
\end{aligned}
$$

By continuity, this last inequality holds for every $x_{1}, x_{2} \geq 0$ with $s x_{2} \leq x_{1} \leq S x_{2}$. If the equality is attained for some $x_{1}, x_{2} \geq 0$ with $s x_{2} \leq x_{1} \leq S x_{2}$, then $x_{1}=s x_{2}$ or $x_{1}=S x_{2}$ (the cases $x_{1}=0$ and $x_{2}=0$ are direct).

Choose $t=1 / p$ (thus, $1-t=1 / q$ ), $x=x_{1}^{t}=x_{1}^{1 / p}$ and $y=x_{2}^{1-t}=x_{2}^{1 / q}$. Thus,

$$
\begin{equation*}
\frac{x^{p}}{p}+\frac{y^{q}}{q} \leq A x y \tag{8}
\end{equation*}
$$

for every $x, y \geq 0$ with $s y^{q} \leq x^{p} \leq S y^{q}$. If the equality is attained for some $x, y \geq 0$ with $s y^{q} \leq x^{p} \leq S y^{q}$, then $x^{p}=s y^{q}$ or $x^{p}=S y^{q}$.

If $\|f\|_{p}=0$ or $\|g\|_{q}=0$, then $a|g|^{q} \leq|f|^{p} \leq b|g|^{q} \mu$-a.e. gives $\|f\|_{p}=\|g\|_{q}=0$, and the equality in (7) holds. Assume now that $\|f\|_{p} \neq 0 \neq\|g\|_{q}$.

Let us define the function:

$$
h:=(a b)^{1 /(2 q)}|g| .
$$

We have:

$$
\sqrt{\frac{a}{b}} h^{q}=a|g|^{q}, \quad \sqrt{\frac{b}{a}} h^{q}=b|g|^{q}, \quad \sqrt{\frac{a}{b}} h^{q} \leq|f|^{p} \leq \sqrt{\frac{b}{a}} h^{q} .
$$

If $x=|f|, y=h, s=(a / b)^{1 / 2}$, and $S=(b / a)^{1 / 2}$, then $s h^{q} \leq|f|^{p} \leq S h^{q}$ and (8) gives:

$$
\frac{1}{p}|f|^{p}+\frac{1}{q} h^{q} \leq A|f| h
$$

If the equality in this inequality is attained at some point, then:

$$
|f|^{p}=\sqrt{\frac{a}{b}} h^{q} \quad \text { or } \quad|f|^{p}=\sqrt{\frac{b}{a}} h^{q}
$$

at that point.
Note that:

$$
G_{1 / p}(x)=\frac{1}{p} x^{1 / q}+\frac{1}{q}\left(\frac{1}{x}\right)^{1 / p}
$$

and so,

$$
A=\max \left\{G_{t}(s), G_{t}(S)\right\}=\max \left\{G_{1 / p}\left((a / b)^{1 / 2}\right), G_{1 / p}\left((b / a)^{1 / 2}\right)\right\}=k_{p}(a, b)
$$

Hence,

$$
\begin{aligned}
\frac{1}{p}|f|^{p}+\frac{1}{q} h^{q} & \leq k_{p}(a, b)|f| h, \\
\frac{1}{p}\|f\|_{p}^{p}+\frac{1}{q}\|h\|_{q}^{q} & \leq k_{p}(a, b)\|f h\|_{1} .
\end{aligned}
$$

Recall that these norms are well defined, although they can be infinite.
If these norms are finite and the equality in the last inequality is attained, then:

$$
|f|^{p}=\sqrt{\frac{a}{b}} h^{q} \quad \text { or } \quad|f|^{p}=\sqrt{\frac{b}{a}} h^{q}
$$

$\mu$-a.e. Young's inequality states that:

$$
x y \leq \frac{x^{p}}{p}+\frac{y^{q}}{q}
$$

for every $x, y \geq 0$, and the equality holds if and only if $x^{p}=y^{q}$. Thus,

$$
\|f\|_{p}\|h\|_{q} \leq \frac{1}{p}\|f\|_{p}^{p}+\frac{1}{q}\|h\|_{q}^{q} \leq k_{p}(a, b)\|f h\|_{1} .
$$

Therefore, by homogeneity, we conclude:

$$
\|f\|_{p}\|g\|_{q} \leq k_{p}(a, b)\|f g\|_{1} .
$$

Let us prove now that $k_{p}(a, b)=K_{p}(a, b)$. Consider the function $H_{t}(x):=G_{t}(x)-$ $G_{t}(1 / x)$ for $t \in(0,1)$ and $x \in(0,1]$. We have:

$$
\begin{aligned}
H_{t}^{\prime}(x) & =G_{t}^{\prime}(x)+\frac{1}{x^{2}} G_{t}^{\prime}\left(\frac{1}{x}\right) \\
& =t(1-t) x^{-t-1}(x-1)+t(1-t) \frac{1}{x^{2}} x^{t+1}\left(\frac{1}{x}-1\right) \\
& =t(1-t) x^{-t-1}(x-1)+t(1-t) x^{t-2}(1-x) \\
& =t(1-t)(1-x) x^{-t-1}\left(x^{2 t-1}-1\right) .
\end{aligned}
$$

If $t \in(0,1 / 2)$, then $2 t-1<0$ and $H_{t}^{\prime}(x)>0$ for every $x \in(0,1)$, and so, $H_{t}(x)<$ $H_{t}(1)=0$ for every $x \in(0,1)$. Hence, $G_{t}(x)<G_{t}(1 / x)$ for every $x \in(0,1)$. If $p>2$ and $a<b$, then $G_{1 / p}\left((a / b)^{1 / 2}\right)<G_{1 / p}\left((b / a)^{1 / 2}\right)$, and:

$$
k_{p}(a, b)=\frac{1}{p}\left(\frac{b}{a}\right)^{1 /(2 q)}+\frac{1}{q}\left(\frac{a}{b}\right)^{1 /(2 p)}
$$

If $t \in(1 / 2,1)$, then $2 t-1>0$ and $H_{t}^{\prime}(x)<0$ for every $x \in(0,1)$, and so, $H_{t}(x)>$ $H_{t}(1)=0$ for every $x \in(0,1)$. Hence, $G_{t}(x)>G_{t}(1 / x)$ for every $x \in(0,1)$. If $1<p<2$ and $a<b$, then $G_{1 / p}\left((a / b)^{1 / 2}\right)>G_{1 / p}\left((b / a)^{1 / 2}\right)$, and:

$$
k_{p}(a, b)=\frac{1}{p}\left(\frac{a}{b}\right)^{1 /(2 q)}+\frac{1}{q}\left(\frac{b}{a}\right)^{1 /(2 p)}
$$

Therefore, $k_{p}(a, b)=K_{p}(a, b)$.
If $a=b$ and $|f|^{p}=a|g|^{q} \mu$-a.e. or $f=g=0 \mu$-a.e., then a computation gives that the equality in (7) is attained.

Finally, assume that the equality in (7) is attained. Seeking for a contradiction, assume that $a \neq b$. The previous argument gives that:

$$
|f|^{p}=\sqrt{\frac{a}{b}} h^{q} \quad \text { or } \quad|f|^{p}=\sqrt{\frac{b}{a}} h^{q}
$$

$\mu$-a.e. Since we proved $G_{1 / p}\left((a / b)^{1 / 2}\right) \neq G_{1 / p}\left((b / a)^{1 / 2}\right)$ (recall that $p \neq 2$ and $a<b$ ), we can conclude that:

$$
|f|^{p}=\sqrt{\frac{a}{b}} h^{q} \mu \text {-a.e. } \quad \text { or } \quad|f|^{p}=\sqrt{\frac{b}{a}} h^{q} \mu \text {-a.e. }
$$

Hence,

$$
\|f\|_{p}^{p}=\sqrt{\frac{a}{b}}\|h\|_{q}^{q} \quad \text { or } \quad\|f\|_{p}^{p}=\sqrt{\frac{b}{a}}\|h\|_{q}^{q} .
$$

Since the equality in Young's inequality gives $\|f\|_{p}^{p}=\|h\|_{q}^{q}$, we obtain $a=b$, a contradiction. Therefore, $a=b$ and $|f|^{p}=h^{q} \mu$-a.e. Hence, $|f|^{p}=a|g|^{q} \mu$-a.e.

Theorem 3 has the following consequence.

Corollary 2. If $1<p, q<\infty$ with $1 / p+1 / q=1, x_{j}, y_{j} \geq 0$ and $a y_{j}^{q} \leq x_{j}^{p} \leq b y_{j}^{q}$ for $1 \leq j \leq k$ and some positive constants $a, b$, then:

$$
\left(\sum_{j=1}^{k} x_{j}^{p}\right)^{1 / p}\left(\sum_{j=1}^{k} y_{j}^{q}\right)^{1 / q} \leq K_{p}(a, b) \sum_{j=1}^{k} x_{j} y_{j}
$$

where $K_{p}(a, b)$ is the constant in Theorem 3. If $x_{j}>0$ for some $1 \leq j \leq k$, then the equality in the bound is attained if and only if $a=b$ and $x_{j}^{p}=a y_{j}^{q}$ for every $1 \leq j \leq k$.

The Platt number is defined (see, e.g., [24]) as:

$$
F(G)=\sum_{u v \in E(G)}\left(d_{u}+d_{v}-2\right)
$$

Theorem 4. Let $G$ be a graph with $m_{2}$ isolated edges and $0<\alpha<1$.
(1) Then:

$$
A B C_{\alpha}(G) \leq F(G)^{\alpha}\left(R_{-\alpha /(1-\alpha)}(G)-m_{2}\right)^{1-\alpha}
$$

The equality in this bound is attained for the union of any regular or biregular graph and $m_{2}$ isolated edges; if $G$ is the union of a connected graph and $m_{2}$ isolated edges, then the equality in this bound is attained if and only if $G$ is the union of any regular or biregular connected graph and $m_{2}$ isolated edges.
(2) If $\delta>1$, then:

$$
A B C_{\alpha}(G) \geq \frac{(\Delta-1)^{\alpha / 2} \Delta^{\alpha^{2} /(1-\alpha)}(\delta-1)^{(1-\alpha) / 2} \delta^{\alpha} F(G)^{\alpha} R_{-\alpha /(1-\alpha)}(G)^{1-\alpha}}{\alpha(\Delta-1)^{1 / 2} \Delta^{\alpha /(1-\alpha)}+(1-\alpha)(\delta-1)^{1 / 2} \delta^{\alpha /(1-\alpha)}},
$$

if $\alpha \in(0,1 / 2]$, and:

$$
A B C_{\alpha}(G) \geq \frac{(\delta-1)^{\alpha / 2} \delta^{\alpha^{2} /(1-\alpha)}(\Delta-1)^{(1-\alpha) / 2} \Delta^{\alpha} F(G)^{\alpha} R_{-\alpha /(1-\alpha)}(G)^{1-\alpha}}{\alpha(\delta-1)^{1 / 2} \delta^{\alpha /(1-\alpha)}+(1-\alpha)(\Delta-1)^{1 / 2} \Delta^{\alpha /(1-\alpha)}}
$$

if $\alpha \in(1 / 2,1)$. The equality in these bounds is attained if and only if $G$ is regular.
(3) If $\delta=1$, then:

$$
A B C_{\alpha}(G) \geq \frac{2^{\alpha}(\Delta-1)^{\alpha / 2} \Delta^{\alpha^{2} /(1-\alpha)} F(G)^{\alpha}\left(R_{-\alpha /(1-\alpha)}(G)-m_{2}\right)^{1-\alpha}}{\alpha(2 \Delta-2)^{1 / 2} \Delta^{\alpha /(1-\alpha)}+(1-\alpha) 2^{\alpha /(2-2 \alpha)}}
$$

if $\alpha \in(0,1 / 2]$, and:

$$
A B C_{\alpha}(G) \geq \frac{2^{\alpha^{2} /(2-2 \alpha)} \Delta^{\alpha}(2 \Delta-2)^{(1-\alpha) / 2} F(G)^{\alpha}\left(R_{-\alpha /(1-\alpha)}(G)-m_{2}\right)^{1-\alpha}}{\alpha 2^{\alpha /(2-2 \alpha)}+(1-\alpha)(2 \Delta-2)^{1 / 2} \Delta^{\alpha /(1-\alpha)}}
$$

if $\alpha \in(1 / 2,1)$.
Proof. Since $A B C_{\alpha}\left(P_{2}\right)=0$ and $R_{\beta}\left(P_{2}\right)=1$, it suffices to prove the theorem for the case $m_{2}=0$, i.e., when $G$ is a graph without isolated edges. Hence, $\Delta \geq 2$.

Hölder's inequality gives:

$$
\begin{aligned}
A B C_{\alpha}(G) & =\sum_{u v \in E(G)}\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha} \\
& \leq\left(\sum_{u v \in E(G)}\left(\left(d_{u}+d_{v}-2\right)^{\alpha}\right)^{1 / \alpha}\right)^{\alpha}\left(\sum_{u v \in E(G)}\left(\frac{1}{\left(d_{u} d_{v}\right)^{\alpha}}\right)^{1 /(1-\alpha)}\right)^{1-\alpha} \\
& =\left(\sum_{u v \in E(G)}\left(d_{u}+d_{v}-2\right)\right)^{\alpha}\left(\sum_{u v \in E(G)}\left(d_{u} d_{v}\right)^{-\alpha /(1-\alpha)}\right)^{1-\alpha} \\
& =F(G)^{\alpha} R_{-\alpha /(1-\alpha)}(G)^{1-\alpha} .
\end{aligned}
$$

If $G$ is a regular or biregular graph with $m$ edges, then:

$$
\begin{aligned}
F(G)^{\alpha} R_{-\alpha /(1-\alpha)}(G)^{1-\alpha} & =((\Delta+\delta-2) m)^{\alpha}\left((\Delta \delta)^{-\alpha /(1-\alpha)} m\right)^{1-\alpha} \\
& =\frac{(\Delta+\delta-2)^{\alpha}}{(\Delta \delta)^{\alpha}} m=A B C_{\alpha}(G)
\end{aligned}
$$

Assume that $G$ is connected and that the equality in the first inequality is attained. Hölder's inequality gives that there exists a constant $c$ with:

$$
d_{u}+d_{v}-2=c\left(d_{u} d_{v}\right)^{-\alpha /(1-\alpha)}
$$

for every $u v \in E(G)$. Note that the function $H:[1, \infty) \times[1, \infty) \rightarrow[0, \infty)$ given by $H(x, y)=(x+y-2)(x y)^{\alpha /(1-\alpha)}$ is increasing in each variable. If $u v, u w \in E(G)$, then:

$$
c=\left(d_{u}+d_{v}-2\right)\left(d_{u} d_{v}\right)^{\alpha /(1-\alpha)}=\left(d_{u}+d_{w}-2\right)\left(d_{u} d_{w}\right)^{\alpha /(1-\alpha)}
$$

implies $d_{w}=d_{v}$. Thus, for each vertex $u \in V(G)$, every neighbor of $u$ has the same degree. Since $G$ is a connected graph, this holds if and only if $G$ is regular or biregular.

Assume now that $\delta>1$. If $\alpha \in(0,1 / 2]$, then:

$$
\begin{aligned}
& K_{1 / \alpha}\left((2 \delta-2) \delta^{2 \alpha /(1-\alpha)},(2 \Delta-2) \Delta^{2 \alpha /(1-\alpha)}\right) \\
& =\alpha\left(\frac{\Delta-1}{\delta-1}\right)^{(1-\alpha) / 2}\left(\frac{\Delta}{\delta}\right)^{\alpha}+(1-\alpha)\left(\frac{\delta-1}{\Delta-1}\right)^{\alpha / 2}\left(\frac{\delta}{\Delta}\right)^{\alpha^{2} /(1-\alpha)} \\
& =\frac{\alpha(\Delta-1)^{(1-\alpha) / 2} \Delta^{\alpha}(\Delta-1)^{\alpha / 2} \Delta^{\alpha^{2} /(1-\alpha)}+(1-\alpha)(\delta-1)^{\alpha / 2} \delta^{\alpha^{2} /(1-\alpha)}(\delta-1)^{(1-\alpha) / 2} \delta^{\alpha}}{(\Delta-1)^{\alpha / 2} \Delta^{\alpha^{2} /(1-\alpha)}(\delta-1)^{(1-\alpha) / 2} \delta^{\alpha}} \\
& =\frac{\alpha(\Delta-1)^{1 / 2} \Delta^{\alpha /(1-\alpha)}+(1-\alpha)(\delta-1)^{1 / 2} \delta^{\alpha /(1-\alpha)}}{(\Delta-1)^{\alpha / 2} \Delta^{\alpha^{2} /(1-\alpha)}(\delta-1)^{(1-\alpha) / 2} \delta^{\alpha}} .
\end{aligned}
$$

If $\alpha \in(1 / 2,1)$, then a similar computation gives:

$$
\begin{aligned}
& K_{1 / \alpha}\left((2 \delta-2) \delta^{2 \alpha /(1-\alpha)},(2 \Delta-2) \Delta^{2 \alpha /(1-\alpha)}\right) \\
& \quad=\frac{\alpha(\delta-1)^{1 / 2} \delta^{\alpha /(1-\alpha)}+(1-\alpha)(\Delta-1)^{1 / 2} \Delta^{\alpha /(1-\alpha)}}{(\delta-1)^{\alpha / 2} \delta^{\alpha^{2} /(1-\alpha)}(\Delta-1)^{(1-\alpha) / 2} \Delta^{\alpha}} .
\end{aligned}
$$

Since:

$$
\begin{aligned}
(2 \delta-2) \delta^{2 \alpha /(1-\alpha)} & \leq\left(d_{u}+d_{v}-2\right)\left(d_{u} d_{v}\right)^{\alpha /(1-\alpha)}=\frac{d_{u}+d_{v}-2}{\left(d_{u} d_{v}\right)^{-\alpha /(1-\alpha)}} \\
& \leq(2 \Delta-2) \Delta^{2 \alpha /(1-\alpha)}
\end{aligned}
$$

Corollary 2 gives:

$$
\begin{aligned}
A B C_{\alpha}(G) & =\sum_{u v \in E(G)}\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha} \\
& \geq \frac{\left(\sum_{u v \in E(G)}\left(d_{u}+d_{v}-2\right)\right)^{\alpha}\left(\sum_{u v \in E(G)}\left(d_{u} d_{v}\right)^{-\alpha /(1-\alpha)}\right)^{1-\alpha}}{K_{1 / \alpha}\left((2 \delta-2) \delta^{2 \alpha /(1-\alpha)},(2 \Delta-2) \Delta^{2 \alpha /(1-\alpha)}\right)} \\
& =\frac{F(G)^{\alpha} R_{-\alpha /(1-\alpha)}(G)^{1-\alpha}}{K_{1 / \alpha}\left((2 \delta-2) \delta^{\left.2 \alpha /(1-\alpha),(2 \Delta-2) \Delta^{2 \alpha /(1-\alpha)}\right)} .\right.}
\end{aligned}
$$

This gives the second and third inequalities.
If the graph is regular, then:

$$
\begin{aligned}
& \frac{F(G)^{\alpha} R_{-\alpha /(1-\alpha)}(G)^{1-\alpha}}{K_{1 / \alpha}\left((2 \delta-2) \delta^{2 \alpha /(1-\alpha)},(2 \Delta-2) \Delta^{2 \alpha /(1-\alpha)}\right)} \\
& \quad=\frac{((2 \delta-2) m)^{\alpha}\left(\delta^{-2 \alpha /(1-\alpha)} m\right)^{1-\alpha}}{K_{1 / \alpha}\left((2 \delta-2) \delta^{2 \alpha /(1-\alpha)},(2 \delta-2) \delta^{2 \alpha /(1-\alpha)}\right)} \\
& \quad=\frac{(2 \delta-2)^{\alpha}}{\delta^{2 \alpha}} m=A B C_{\alpha}(G) .
\end{aligned}
$$

If we have the equality in the second or third inequality, then Corollary 2 gives $(2 \delta-2) \delta^{2 \alpha /(1-\alpha)}=(2 \Delta-2) \Delta^{2 \alpha /(1-\alpha)}$. Since the function $h(t)=(2 t-2) t^{2 \alpha /(1-\alpha)}$ is strictly increasing on $[1, \infty)$, we conclude that $\delta=\Delta$ and $G$ is regular.

Finally, assume that $\delta=1$. If $\alpha \in(0,1 / 2]$, then:

$$
\begin{aligned}
& K_{1 / \alpha}\left(2^{\alpha /(1-\alpha)},(2 \Delta-2) \Delta^{2 \alpha /(1-\alpha)}\right) \\
& =\alpha(2 \Delta-2)^{(1-\alpha) / 2}\left(\frac{\Delta}{2^{1 / 2}}\right)^{\alpha}+(1-\alpha)\left(\frac{1}{2 \Delta-2}\right)^{\alpha / 2}\left(\frac{2^{1 / 2}}{\Delta}\right)^{\alpha^{2} /(1-\alpha)} \\
& =\frac{\alpha(2 \Delta-2)^{(1-\alpha) / 2} \Delta^{\alpha}(2 \Delta-2)^{\alpha / 2} \Delta^{\alpha^{2} /(1-\alpha)}+(1-\alpha) 2^{\alpha^{2} /(2-2 \alpha)} 2^{\alpha / 2}}{(2 \Delta-2)^{\alpha / 2} \Delta^{\alpha^{2} /(1-\alpha)} 2^{\alpha / 2}} \\
& =\frac{\alpha(2 \Delta-2)^{1 / 2} \Delta^{\alpha /(1-\alpha)}+(1-\alpha) 2^{\alpha /(2-2 \alpha)}}{2^{\alpha}(\Delta-1)^{\alpha / 2} \Delta^{\alpha^{2} /(1-\alpha)}} .
\end{aligned}
$$

If $\alpha \in(1 / 2,1)$, then a similar computation gives:

$$
\begin{aligned}
& K_{1 / \alpha}\left(2^{\alpha /(1-\alpha)},(2 \Delta-2) \Delta^{2 \alpha /(1-\alpha)}\right) \\
& \quad=\frac{\alpha 2^{\alpha /(2-2 \alpha)}+(1-\alpha)(2 \Delta-2)^{1 / 2} \Delta^{\alpha /(1-\alpha)}}{2^{\alpha^{2} /(2-2 \alpha)} \Delta^{\alpha}(2 \Delta-2)^{(1-\alpha) / 2}} .
\end{aligned}
$$

Since:

$$
\begin{aligned}
2^{\alpha /(1-\alpha)} & \leq\left(d_{u}+d_{v}-2\right)\left(d_{u} d_{v}\right)^{\alpha /(1-\alpha)}=\frac{d_{u}+d_{v}-2}{\left(d_{u} d_{v}\right)^{-\alpha /(1-\alpha)}} \\
& \leq(2 \Delta-2) \Delta^{2 \alpha /(1-\alpha)}
\end{aligned}
$$

Corollary 2 gives:

$$
\begin{aligned}
A B C_{\alpha}(G) & =\sum_{u v \in E(G)}\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha} \\
& \geq \frac{\left(\sum_{u v \in E(G)}\left(d_{u}+d_{v}-2\right)\right)^{\alpha}\left(\sum_{u v \in E(G)}\left(d_{u} d_{v}\right)^{-\alpha /(1-\alpha)}\right)^{1-\alpha}}{K_{1 / \alpha}\left(2^{\alpha /(1-\alpha)},(2 \Delta-2) \Delta^{2 \alpha /(1-\alpha)}\right)} \\
& =\frac{F(G)^{\alpha} R_{-\alpha /(1-\alpha)}(G)^{1-\alpha}}{K_{1 / \alpha}\left(2^{\alpha /(1-\alpha)},(2 \Delta-2) \Delta^{2 \alpha /(1-\alpha)}\right)}
\end{aligned}
$$

This gives the fourth and fifth inequalities.
Theorem 4 has the following consequence.
Corollary 3. Let $G$ be a graph with $m_{2}$ isolated edges.
(1) Then:

$$
A B C(G) \leq \sqrt{2 F(G)\left(R_{-1}(G)-m_{2}\right)}
$$

The equality in this bound is attained for the union of any regular or biregular graph and $m_{2}$ isolated edges; if $G$ is the union of a connected graph and $m_{2}$ isolated edges, then the equality in this bound is attained if and only if $G$ is the union of any regular or biregular connected graph and $m_{2}$ isolated edges.
(2) If $\delta>1$, then:

$$
A B C(G) \geq \frac{2 \sqrt{2 \Delta \delta}(\Delta-1)^{1 / 4}(\delta-1)^{1 / 4} F(G)^{1 / 2} R_{-1}(G)^{1 / 2}}{\Delta \sqrt{\Delta-1}+\delta \sqrt{\delta-1}}
$$

The equality in this bound is attained if and only if $G$ is regular.
(3) If $\delta=1$, then:

$$
A B C(G) \geq \frac{2 \sqrt{2 \Delta}(\Delta-1)^{1 / 4} F(G)^{1 / 2}\left(R_{-1}(G)-m_{2}\right)^{1 / 2}}{\Delta \sqrt{\Delta-1}+1}
$$

Theorem 5. If $G$ is a graph with $m$ edges and $m_{2}$ isolated edges and $\alpha \in \mathbb{R}$, then:

$$
\begin{aligned}
& A B C_{\alpha}(G) \leq\left(m-m_{2}-1\right)^{\alpha}\left(R_{-\alpha}(G)-m_{2}\right), \quad \text { if } \alpha>0, \\
& A B C_{\alpha}(G) \geq(m-1)^{\alpha} R_{-\alpha}(G), \quad \text { if } \alpha<0 \text { and } m_{2}=0 .
\end{aligned}
$$

The equality in the first bound is attained if and only if $G$ is the union of a star graph and $m_{2}$ isolated edges. The equality in the second bound is attained if and only if $G$ is a star graph.

Proof. Since $A B C_{\alpha}\left(P_{2}\right)=0$ and $R_{\beta}\left(P_{2}\right)=1$, it suffices to prove the theorem for the case $m_{2}=0$, i.e., when $G$ is a graph without isolated edges.

In any graph, the inequality $d_{u}+d_{v} \leq m+1$ holds for every $u v \in E(G)$. If $\alpha>0$, then:

$$
\begin{gathered}
\frac{\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha}}{\left(\frac{1}{d_{u} d_{v}}\right)^{\alpha}}=\left(d_{u}+d_{v}-2\right)^{\alpha} \leq(m-1)^{\alpha}, \\
\left(\frac{d_{u}+d_{v}-2}{d_{u} d_{v}}\right)^{\alpha} \leq(m-1)^{\alpha}\left(d_{u} d_{v}\right)^{-\alpha}, \\
A B C_{\alpha}(G) \leq(m-1)^{\alpha} R_{-\alpha}(G) .
\end{gathered}
$$

If $\alpha<0$, then we obtain the converse inequality.

If $G$ is a star graph, then $d_{u}+d_{v}=m+1$ for every $u v \in E(G)$, and the equality is attained for every $\alpha$.

If the equality is attained in some inequality, then the previous argument gives that $d_{u}+d_{v}=m+1$ for every $u v \in E(G)$. In particular, $G$ is a connected graph. If $m=2$, then $\left\{d_{u}, d_{v}\right\}=\{1,2\}$ for every $u v \in E(G)$, and so, $G=P_{3}=S_{3}$. Assume now $m \geq 3$. Seeking for a contradiction, assume that $\left\{d_{u}, d_{v}\right\} \neq\{m, 1\}$ for some $u v \in E(G)$. Since $d_{u}+d_{v}=m+1$, we have $2 \leq d_{u}, d_{v} \leq m-1$, and so, there exist two different vertices $u^{\prime}, v^{\prime} \in V(G) \backslash\{u, v\}$ with $u u^{\prime}, v v^{\prime} \in E(G)$. Since $v v^{\prime}$ is not incident on $u$ and $u^{\prime}$, we have $d_{u}+d_{u^{\prime}}<m+1$, a contradiction. Hence, $\left\{d_{u}, d_{v}\right\}=\{m, 1\}$ for every $u v \in E(G)$, and so, $G$ is a star graph.

Corollary 4. If $G$ is a graph with $m$ edges and $m_{2}$ isolated edges, then:

$$
A B C(G) \leq \sqrt{2\left(m-m_{2}-1\right)}\left(R(G)-m_{2}\right)
$$

and the equality is attained if and only if $G$ is the union of a star graph and $m_{2}$ isolated edges.
Note that Theorem 5 (and Corollary 4) improves Items (1) and (2) in Theorems 1 and 2 for many graphs (when $m<2 \Delta-1$ ).

## 3. Conclusions

Topological indices have become a useful tool for the study of theoretical and practical problems in different areas of science. An important line of research associated with topological indices is to find optimal bounds and relations between known topological indices, in particular to obtain bounds for the topological indices associated with invariant parameters of a graph (see [1]).

From the theoretical point of view in this research, a new type of Hölder converse inequality was proposed (Theorem 3 and Corollary 2). From the practical point of view, this inequality was successfully applied to establish new relationships of the generalizations of the indexes $A B C$ and $R$; in particular, it was applied to prove Theorem 4 and Corollary 3. In addition, other new relationships were obtained between these indices (Theorems 1, 2, and 5) that generalized and improved already known results.
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#### Abstract

An edge labeling of a graph $G=(V, E)$ using every label from the set $\{1,2, \ldots,|E(G)|\}$ exactly once is a local antimagic labeling if the vertex-weights are distinct for every pair of neighboring vertices, where a vertex-weight is the sum of labels of all edges incident with that vertex. Any local antimagic labeling induces a proper vertex coloring of $G$ where the color of a vertex is its vertex-weight. This naturally leads to the concept of a local antimagic chromatic number. The local antimagic chromatic number is defined to be the minimum number of colors taken over all colorings of $G$ induced by local antimagic labelings of $G$. In this paper, we estimate the bounds of the local antimagic chromatic number for disjoint union of multiple copies of a graph.
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## 1. Introduction

In this paper, we will consider only finite graphs without loops or multiple edges. For graph theoretic terminology we refer to the book by Chartrand and Lesniak [1].

An antimagic labeling of a graph $G=(V, E)$ is a bijection $f$ from the set of edges of $G$ to the integers $\{1,2, \ldots,|E(G)|\}$ such that all vertex-weights are pairwise distinct, where a vertex-weight is the sum of labels of all edges incident with that vertex, i.e., for the vertex $u \in V(G)$ the weight $w t(u)=\sum_{u v \in E(G)} f(u v)$. A graph is called antimagic if it admits an antimagic labeling.

The concept of antimagic labeling was introduced by Hartsfield and Ringel [2] who conjectured that every simple connected graph, other than $K_{2}$, is antimagic. This conjecture is still open although for some special classes of graphs it was proved, see for instance [3-8]. Alon et al. [9] proved that large dense graphs are antimagic. Hefetz et al. [10] proved that any graph on $p^{k}$ vertices that admits a $C_{p}$-factor, where $p$ is an odd prime and $k$ is a positive integer, is antimagic. Perhaps the most remarkable result to date is the proof for regular graphs of odd degree given by Cranston et al. in [11], which was subsequently adapted to regular graphs of even degree by Bércz et al. in [12] and by Chang et al. in [13].

Recently, two groups of authors in $[14,15]$ independently introduced a local antimagic labeling as local version of the Hartsfield and Ringel's concept of antimagic labeling. An edge labeling using every label from the set $\{1,2, \ldots,|E(G)|\}$ exactly once is a local antimagic labeling if the vertex-weights $w t(u)$ and $w t(v)$ are distinct for every pair of neighboring vertices $u, v$.

In [14] authors conjectured that any connected graph other than $K_{2}$ admits a local antimagic labeling. Bensmail et al. [15] propose the slightly stronger form of the previous conjecture that every graph without component isomorphic to $K_{2}$ has a local antimagic labeling. This conjecture was proved by Haslegrave [16] using the probabilistic method.

Any local antimagic labeling induces a proper vertex coloring of $G$ where the vertexweight $w t(u)$ is the color of $u$. This naturally leads to the concept of a local antimagic chromatic number introduced in [14]. The local antimagic chromatic number $\chi_{l a}(G)$ is defined to be the minimum number of colors taken over all colorings of $G$ induced by local antimagic labelings of $G$.

For any graph $G, \chi_{l a}(G) \geq \chi(G)$, where $\chi(G)$ is the chromatic number of $G$ as the minimum number of colors needed to produce a proper coloring of $G$. In [14] is investigated the local antimagic chromatic number for paths, cycles, friendship graphs, wheels and complete bipartite graphs. Moreover, there is proved that for any tree $T$ with $l$ leaves $\chi_{l a}(T) \geq l+1$.

In this paper, we investigate the local antimagic chromatic number for disjoint union of multiple copies of a graph $G$, denoted by $m G, m \geq 1$, and we present some estimations of this parameter.

Please note that $G$ does not have to be necessarily connected. By the symbol $x_{i}$ we denote the element (vertex or edge) corresponding to the element (vertex or edge) $x$ in the $i$ th copy of $G$ in $m G, i=1,2, \ldots, m$.

## 2. Graphs with Vertices of Even Degrees

A graph $G$ is called equally 2-edge colorable if it is possible to color its edges with two colors $c_{1}, c_{2}$ such that for every vertex $v \in V(G)$ the number of edges incident to the vertex $v$ colored with color $c_{1}$ is the same as the number of edges incident to the vertex $v$ colored with color $c_{2}$. This means that for any vertex $v \in V(G)$ is $n^{1}(v)=n^{2}(v)$, where $n^{i}(v)$ denotes the number of edges incident to the vertex $v$ and colored with color $c_{i}, i=1,2$. Trivially, if a graph $G$ is equally 2-edge colorable then all vertices in $G$ have even degrees.

Consider that $G$ is an even regular graph. Then there exists an Euler circle in $G$. If we alternatively color the edges in the Euler circle with colors $c_{1}$ and $c_{2}$ we obtain that either for every vertex $v$ in $G$ holds $n^{1}(v)=n^{2}(v)$, or there exists exactly one vertex in $G$, say $w$, such that $n^{1}(w)=n^{2}(w)+2$.

Consider a 2-edge coloring $c$ of a graph $G$. Let $c(G)$ denote the number of vertices in $G$ such that $n_{c}^{1}(v) \neq n_{c}^{2}(v)$ under the labeling $c$. In this case we say that $c$ is a $c(G)$-equally 2-edge coloring of $G$.

Let $c$ be any 2-edge coloring of $G$. Let $f$ be any bijective mapping in $G, f: E(G) \rightarrow$ $\{1,2, \ldots,|E(G)|\}$. We define an edge labeling $g$ of $m G, m \geq 1$ in the following way

$$
g\left(e_{i}\right)= \begin{cases}m(f(e)-1)+i, & \text { if } c(e)=c_{1} \text { and } i=1,2, \ldots, m \\ m f(e)+1-i, & \text { if } c(e)=c_{2} \text { and } i=1,2, \ldots, m\end{cases}
$$

If an edge in $G$ is labeled with the number $t, 1 \leq t \leq|E(G)|$, then the corresponding edges in $m G$ are labeled with numbers from the set $\{m(t-1)+1, m(t-1)+2, \ldots, m t\}$. Thus we immediately obtain that the labeling $g$ is a bijective mapping that assigns numbers $1,2, \ldots, m|E(G)|$ to the edges of $m G$.

Moreover, for the weight of the vertex $v_{i}, i=1,2, \ldots, m$, in $m G$ under the labeling $g$ we obtain the following

$$
\begin{aligned}
w t_{g}\left(v_{i}\right)= & \sum_{u v \in E(G)} g\left(u_{i} v_{i}\right)=\sum_{u v \in E(G): c(u v)=c_{1}} g\left(u_{i} v_{i}\right)+\sum_{u v \in E(G): c(u v)=c_{2}} g\left(u_{i} v_{i}\right) \\
= & \sum_{u v \in E(G): c(u v)=c_{1}}(m(f(u v)-1)+i)+\sum_{u v \in E(G): c(u v)=c_{2}}(m f(u v)+1-i) \\
= & m \sum_{u v \in E(G): c(u v)=c_{1}} f(u v)+(i-m) n_{c}^{1}(v) \\
& +m \sum_{u v \in E(G): c(u v)=c_{2}} f(u v)+(1-i) n_{c}^{2}(v) \\
= & m \sum_{u v \in E(G)} f(u v)+(i-m) n_{c}^{1}(v)+(1-i) n_{c}^{2}(v)
\end{aligned}
$$

$$
=m \cdot w t_{f}(v)+(i-m) n_{c}^{1}(v)+(1-i) n_{c}^{2}(v) .
$$

Thus, for every vertex $v \in V(G)$ such that $n_{c}^{1}(v)=n_{c}^{2}(v)=\operatorname{deg}(v) / 2$ we obtain

$$
\begin{equation*}
w t_{g}\left(v_{i}\right)=m \cdot w t_{f}(v)+\frac{(1-m) \operatorname{deg}(v)}{2} \tag{1}
\end{equation*}
$$

for $i=1,2, \ldots, m$. This means that the corresponding vertices in different copies have the same weights. Summarizing the previous we obtain the following lemma that will be used later.

Lemma 1. Let $G$ be a graph and let $c$ be a 2-edge coloring of $G$ and let $f, f: E(G) \rightarrow$ $\{1,2, \ldots,|E(G)|\}$, be a bijection. Let $m, m \geq 1$, be a positive integer. Then there exists an edge labeling $g$ of $m G$ such that the weights of vertices $v_{i}, i=1,2, \ldots, m$, corresponding to the vertex $v \in V(G)$ satisfying $n_{c}^{1}(v)=n_{c}^{2}(v)=\operatorname{deg}(v) / 2$ will be the same.

Immediately from the previous result we obtain the following theorem for equally 2-edge colorable graphs.

Theorem 1. Let $m$ be a positive integer. Let $G$ be an equally 2-edge colorable graph and let $f$ be a local vertex antimagic edge labeling of $G$ that uses $\chi_{l a}(G)$ colors. Let for every edge $u v \in E(G) b e$

$$
m w t_{f}(v)+\frac{(1-m) \operatorname{deg}(v)}{2} \neq m w t_{f}(u)+\frac{(1-m) \operatorname{deg}(u)}{2} .
$$

Then

$$
\chi_{l a}(m G) \leq \chi_{l a}(G)
$$

Proof. Let $f$ be a local vertex antimagic edge labeling of $G$ that uses $\chi_{l a}(G)$ colors. Let $c$ be an equally 2 -edge coloring of $G$. This means that for every vertex $v \in V(G)$ is $n^{1}(v)=$ $n^{2}(v)=\operatorname{deg}(v) / 2$.
According to Lemma 1 and Equality (1) we obtain that there exists a labeling $g$ of $m G$, $m \geq 1$, such that for every $v \in V(G)$ and every $i=1,2, \ldots, m$ holds $w t_{g}\left(v_{i}\right)=m \cdot w t_{f}(v)+$ $(1-m) \operatorname{deg}(v) / 2$. Thus, $g$ is such labeling that the corresponding vertices in different copies have the same weights. If for all adjacent vertices $u, v \in V(G)$ holds

$$
\begin{equation*}
m w t_{f}(v)+\frac{(1-m) \operatorname{deg}(v)}{2} \neq m w t_{f}(u)+\frac{(1-m) \operatorname{deg}(u)}{2} \tag{2}
\end{equation*}
$$

then also all adjacent vertices in $m G$ have distinct weights.
Moreover, $\chi_{l a}(m G) \leq \chi_{l a}(G)$. This concludes the proof.
Note, if $G$ is a regular graph then the condition (2) trivially holds. Results in the next two theorems are based on the Petersen Theorem.

Proposition 1. (Petersen Theorem) Let G be a $2 r$-regular graph. Then there exists a 2 -factor in $G$.
Notice that after removing edges of the 2-factor guaranteed by Petersen Theorem we have again an even regular graph. Thus, by induction, an even regular graph has a 2 -factorization.

Theorem 2. Let $G$ be a $4 r$-regular graph, $r \geq 1$. Then for every positive integer $m$

$$
\chi_{l a}(m G) \leq \chi_{l a}(G)
$$

Proof. Let $G$ be a $4 r$-regular graph. According to Petersen Theorem $G$ is decomposable into 2-factors $F_{1}, F_{2}, \ldots, F_{2 r}$. Consider an edge coloring $c$ of $G$ defined such that

$$
c(e)= \begin{cases}c_{1}, & \text { if } e \in E\left(F_{j}\right), j=1,2, \ldots, r \\ c_{2}, & \text { if } e \in E\left(F_{j}\right), j=r+1, r+2, \ldots, 2 r\end{cases}
$$

Evidently, $c$ is an equally 2 -edge coloring of $G$. Thus, immediately according to Theorem 1 we obtain the desired result.

Theorem 3. Let $G$ be a $(4 r+2)$-regular graph, $r \geq 0$, containing a 2-factor consisting only from even cycles. Then for every positive integer $m$

$$
\chi_{l a}(m G) \leq \chi_{l a}(G)
$$

Proof. Let $G$ be a $(4 r+2)$-regular graph containing a 2 -factor consisting only from even cycles. Denote this 2 -factor by $F_{1}$. Let us denote the edges in component $F_{1}$ by the symbols $e_{1}, e_{2}, \ldots, e_{|V G|}$ arbitrarily in such a way that all cycles in $F_{1}$ are of the form $e_{s} e_{s+1} e_{s+2} \ldots e_{s+t}$, where $s, t$ are odd integers. As all cycles in $F_{1}$ are even, evidently every vertex in $G$ is incident with an edge in $F_{1}$ with an even and also with an odd index.
According to Petersen Theorem the graph $G-F_{1}$ is decomposable into 2-factors $F_{2}, F_{3}, \ldots$, $F_{2 r+1}$. Consider an edge coloring $c$ of $G$ defined such that

$$
c(e)= \begin{cases}c_{1}, & \text { if } e \in E\left(F_{1}\right), e=e_{2 i-1}, i=1,2, \ldots, \frac{|V(G)|}{2}, \\ & \text { or if } e \in E\left(F_{j}\right), j=2,3, \ldots, r+1, \\ c_{2}, & \text { if } e \in E\left(F_{1}\right), e=e_{2 i}, i=1,2, \ldots, \frac{|V(G)|}{2}, \\ & \text { or if } e \in E\left(F_{j}\right), j=r+2, r+3, \ldots, 2 r+1\end{cases}
$$

It is easy to see that for every vertex $v \in V(G)$ holds

$$
n^{1}(v)=n^{2}(v)=2 r+1 .
$$

This means that $c$ is an equally 2-edge coloring of $G$. By Theorem 1 we obtain that $\chi_{l a}(m G) \leq \chi_{l a}(G)$.

Corollary 1. Let $n, m$ be positive integers, $n \geq 2, m \geq 1$. Then

$$
\chi_{l a}\left(m C_{2 n}\right)=3 .
$$

Proof. In [14] it was proved that $\chi_{l a}\left(C_{k}\right)=3$ for every $k \geq 3$. According to Theorem 3 we obtain that if $k=2 n$ then for every positive integer $m$ holds $\chi_{l a}\left(m C_{2 n}\right) \leq 3$.
Now suppose there exists a local antimagic labeling $f$ that induces a 2 -coloring $\mathcal{C}$ of $m C_{2 n}$, i.e., the set of the vertex weights consists of two numbers $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$. As every edge label contributes exactly once to the vertex weight of a vertex colored $\mathcal{C}_{1}$ we obtain

$$
m n \cdot \mathcal{C}_{1}=1+2+\cdots+2 n m
$$

However, every edge label contributes also exactly once to the vertex weight of a vertex colored $\mathcal{C}_{2}$ thus

$$
m n \cdot \mathcal{C}_{2}=1+2+\cdots+2 n m
$$

A contradiction. Thus, $\chi_{l a}\left(m C_{2 n}\right) \geq 3$.
Theorem 4. Let $n$, $m$ be positive integers, $n \geq 1, m \geq 1$. Then

$$
\chi_{l a}\left(m C_{2 n+1}\right) \leq m+2
$$

Proof. Let us denote the vertex set and the edge set of $m C_{2 n+1}$ such that $V\left(C_{2 n+1}\right)=$ $\left\{v_{i}^{j}: i=1,2, \ldots, 2 n+1, j=1,2, \ldots, m\right\}$ and $E\left(C_{2 n+1}\right)=\left\{v_{i}^{j} v_{i+1}^{j}: i=1,2, \ldots, 2 n, j=\right.$ $1,2, \ldots, m\} \cup\left\{v_{1}^{j} v_{2 n+1}^{j}: j=1,2, \ldots, m\right\}$. Let $e_{i}^{j}=v_{i}^{j} v_{i+1}^{j}, i=1,2, \ldots, 2 n, j=1,2, \ldots, m$ and let $e_{2 n+1}^{j}=v_{1}^{j} v_{2 n+1}^{j}, j=1,2, \ldots, m$.

We define an edge labeling $f$ of $m C_{2 n+1}$ in the following way

$$
f\left(e_{i}^{j}\right)= \begin{cases}\frac{m(i-1)}{2}+j, & \text { if } i=1,3, \ldots, 2 n+1, j=1,2, \ldots, m \\ m\left(2 n+2-\frac{i}{2}\right)+1-j, & \text { if } i=2,4, \ldots, 2 n, j=1,2, \ldots, m\end{cases}
$$

For the weight of the vertex $v_{i}^{j}, i=3,5, \ldots, 2 n+1, j=1,2, \ldots, m$ we obtain

$$
w t_{f}\left(v_{i}^{j}\right)=f\left(e_{i-1}^{j}\right)+f\left(e_{i}^{j}\right)=\left[m\left(2 n+2-\frac{i-1}{2}\right)+1-j\right]+\left[\frac{m(i-1)}{2}+j\right]=m(2 n+2)+1
$$

and for $i=2,4, \ldots, 2 n, j=1,2, \ldots, m$, we obtain

$$
\begin{aligned}
w t_{f}\left(v_{i}^{j}\right) & =f\left(e_{i-1}^{j}\right)+f\left(e_{i}^{j}\right)=\left[\frac{m((i-1)-1)}{2}+j\right]+\left[m\left(2 n+2-\frac{i}{2}\right)+1-j\right] \\
& =m(2 n+1)+1
\end{aligned}
$$

The weight of the vertex $v_{1}^{j}, j=1,2, \ldots, m$, is

$$
w t_{f}\left(v_{1}^{j}\right)=f\left(e_{1}^{j}\right)+f\left(e_{2 n+1}^{j}\right)=\left[\frac{m(1-1)}{2}+j\right]+\left[\frac{m((2 n+1)-1)}{2}+j\right]=m n+2 j
$$

thus the weights are $m n+2, m n+4, \ldots, m(n+2)$. Thus, all adjacent vertices have distinct weights. Moreover we obtain $\chi_{l a}\left(m C_{2 n+1}\right) \leq m+2$.

Please note that a cycle $C_{2 n+1}$ is 1-equally 2-edge colorable. It is possible to generalize the results from the previous section also for $c(G)$-equally 2-edge colorable graphs. If we are able to guarantee that for every edge $u v \in E(G)$ is

$$
\begin{align*}
\operatorname{mwt}_{f}(u)+(i-m) n_{c}^{1}(u)+ & (1-i) n_{c}^{2}(u) \\
& \neq \operatorname{mwt}_{f}(v)+(i-m) n_{c}^{1}(v)+(1-i) n_{c}^{2}(v) \tag{3}
\end{align*}
$$

then we can prove that

$$
\chi_{l a}(m G) \leq \chi_{l a}(G)+\min \{(m-1) c(G): c \text { is a 2-edge coloring of } G \text { satisfying }(3)\} .
$$

This condition is fulfilled for some graphs containing pendant vertices, thus also for some trees.

Lemma 2. Let $G$ be a graph with $l$ leaves, $l \geq 0$. Then

$$
\chi_{l a}(G) \geq l+1
$$

Proof. The proof is similar to the proof in [14]. Let $f$ be any local antimagic labeling of a graph $G$. Then in the coloring induced by $f$, the color of a leaf $v$ is $f(u v)$, where $u v \in E(G)$. Hence all the leaves receive distinct colors. Moreover, for any non-leaf $w$ incident with an edge $e$ with $f(e)=|E(G)|$, the color assigned to $w$ is larger than $|E(G)|$. Hence the number of colors in the coloring induced by $f$ is at least $l+1$.

Theorem 5. Let $G$ be a graph without a component isomorphic to $K_{2}$ such that all vertices in $G$ but leaves have the same even degree. If there exists a 2 -edge coloring $c$ of $G$ such that for all vertices $v$ but leaves holds $n_{c}^{1}(v)=n_{c}^{2}(v)=\operatorname{deg}(v) / 2$, then

$$
m l+1 \leq \chi_{l a}(m G) \leq \chi_{l a}(G)+(m-1) l
$$

where $m$ is a positive integer and $l$ is the number of leaves in $G$.

Proof. Let $G$ be a graph without a component isomorphic to $K_{2}$ such that all its vertices but leaves have the same even degree $2 r$. Let $c$ be a 2-edge coloring of $G$ such that for all vertices $v$ in $G$ but leaves holds $n_{c}^{1}(v)=n_{c}^{2}(v)=\operatorname{deg}(v) / 2=r$.
Let $f$ be any local antimagic labeling of a graph $G$ that uses $\chi_{l a}(G)$ colors. Then using Equality (1) we obtain that there exists an edge labeling $g$ of $m G, m \geq 1$, such that the weights of non-leaf vertices $v_{i}, i=1,2, \ldots, m$, corresponding to a vertex $v$ in $G$, are

$$
w t_{g}\left(v_{i}\right)=m \cdot w t_{f}(v)+(1-m) r .
$$

This means that the weights of corresponding non-leaf vertices in every copy of $G$ are the same. However, this also means that the adjacent non-leaf vertices in $m G$ have distinct weights.

Now consider the edges $w_{i} u_{i}, i=1,2, \ldots, m$, where $w$ is a leaf. For $i=1,2, \ldots, m$ trivially holds

$$
w t_{g}\left(w_{i}\right)=g\left(w_{i} u_{i}\right)<\sum_{u v \in E(G)} g\left(v_{i} u_{i}\right)=w t_{g}\left(u_{i}\right)
$$

Which means that all adjacent vertices have distinct weights.
Combining the previous arguments we obtain

$$
\chi_{l a}(m G) \leq \chi_{l a}(G)+(m-1) l .
$$

The lower bound for $\chi_{l a}(m G)$ follows from Lemma 2.

## 3. Trees

If the graph in Theorem 5 is a forest we immediately obtain the following result.
Theorem 6. Let $T$ be a forest with no component isomorphic to $K_{2}$ such that all vertices but leaves have the same even degree. Then

$$
m l+1 \leq \chi_{l a}(m T) \leq \chi_{l a}(T)+(m-1) l
$$

where $m$ is a positive integer and $l$ is the number of leaves in $T$.
Proof. Trivially, any graph containing $K_{2}$ as a component cannot be local antimagic. Let $T$ be a forest with no component isomorphic to $K_{2}$ such that all vertices but leaves have the same even degree $2 r$. Clearly there exists a 2-edge coloring $c$ of $T$ such that for all vertices $v$ but leaves hold $n_{c}^{1}(v)=n_{c}^{2}(v)=\operatorname{deg}(v) / 2=r$. Thus, according to Theorem 5 we are done.

Immediately from the previous theorem we obtain the result for copies of paths and copies of some stars as $\chi_{l a}\left(P_{n}\right)=3$ for $n \geq 3$ and $\chi_{l a}\left(K_{1, n}\right)=n+1$ for $n \geq 2$, see [14].

Corollary 2. Let $P_{n}$ be a path on $n$ vertices, $n \geq 3$. Then for every positive integer $m, m \geq 1$, holds

$$
\chi_{l a}\left(m P_{n}\right)=2 m+1
$$

Corollary 3. Let $K_{1,2 n}$ be a star, $n \geq 1$. Then for every positive integer $m, m \geq 1$, holds

$$
\chi_{l a}\left(m K_{1,2 n}\right)=2 n m+1
$$

Theorem 7. Let $K_{1,2 n+1}$ be a star, $n \geq 1$. Then for every positive integer $m, m \geq 1$, holds

$$
\chi_{l a}\left(m K_{1,2 n+1}\right)= \begin{cases}(2 n+1) m+1, & \text { if } m \text { is odd or if } m \text { is even and } m \geq n+1 \\ (2 n+1) m+2, & \text { if } m \text { is even and } m<n+1\end{cases}
$$

Proof. Let us denote the vertices and the edges of $m K_{1,2 n+1}$ such that

$$
\begin{aligned}
V\left(m K_{1,2 n+1}\right) & =\left\{w_{i}, v_{i}^{j}: i=1,2, \ldots, m, j=1,2, \ldots, 2 n+1\right\} \\
E\left(m K_{1,2 n+1}\right) & =\left\{w_{i} v_{i}^{j}: i=1,2, \ldots, m, j=1,2, \ldots, 2 n+1\right\}
\end{aligned}
$$

We consider two cases according to the parity of $m$.
Case 1: when $m$ is odd.
We define an edge labeling $g$ of $m K_{1,2 n+1}$ in the following way

$$
g\left(w_{i} v_{i}^{j}\right)= \begin{cases}i, & \text { if } j=1 \text { and } i=1,2, \ldots, m \\ \frac{3 m+1}{2}+i, & \text { if } j=2 \text { and } i=1,2, \ldots, \frac{m-1}{2}, \\ \frac{m+1}{2}+i, & \text { if } j=2 \text { and } i=\frac{m+1}{2}, \frac{m+3}{2}, \ldots, m, \\ 3 m+1-2 i, & \text { if } j=3 \text { and } i=1,2, \ldots, \frac{m-1}{2}, \\ 4 m+1-2 i, & \text { if } j=3 \text { and } i=\frac{m+1}{2}, \frac{m+3}{2}, \ldots, m \\ (j-1) m+i, & \text { if } j=4,5, \ldots, n+2 \text { and } i=1,2, \ldots, m \\ j m+1-i, & \text { if } j=n+3, n+4, \ldots, 2 n+1 \text { and } i=1,2, \ldots, m\end{cases}
$$

Evidently $g$ is a bijection and the induced weights of the vertices $w_{i}, i=1,2, \ldots, m$, are

$$
w t_{g}\left(w_{i}\right)=\sum_{j=1}^{2 n+1} g\left(w_{i} v_{i}^{j}\right)=\frac{(2 n+1)(m(2 n+1)+1)}{2}
$$

As all vertices of degree $2 n+1$ have the same weights and the weights of the leaves are distinct we obtain $\chi_{l a}\left(m K_{1,2 n+1}\right) \leq(2 n+1) m+1$. The lower bound follows from Lemma 2 . Case 2: when $m$ is even.
In this case consider a labeling $f$ of $m K_{1,2 n+1}$ defined such that

$$
f\left(w_{i} v_{i}^{j}\right)= \begin{cases}j, & \text { if } j=1,2, \ldots, 2 n+1 \text { and } i=1 \\ 2 n+1+g\left(w_{i-1} v_{i-1}^{j}\right), & \text { if } j=1,2, \ldots, 2 n+1 \text { and } i=2,3, \ldots, m\end{cases}
$$

According to the properties of the labeling $g$, the labeling $f$ is a bijective mapping that assigns numbers $1,2, \ldots, m(2 n+1)$ to the edges of $m K_{1,2 n+1}$. The weights of vertices $w_{i}$, $i=2,3, \ldots, m$, are all the same as

$$
w t_{f}\left(w_{i}\right)=\sum_{j=1}^{2 n+1} f\left(w_{i} v_{i}^{j}\right)=\sum_{j=1}^{2 n+1}\left[2 n+1+g\left(w_{i-1} v_{i-1}^{j}\right)\right]=(2 n+1)^{2}+\frac{(2 n+1)(m(2 n+1)+1)}{2}
$$

The weight of the vertex $w_{1}$ is

$$
w t_{f}\left(w_{1}\right)=\sum_{j=1}^{2 n+1} f\left(w_{1} v_{1}^{j}\right)=\sum_{j=1}^{2 n+1} j=(n+1)(2 n+1)
$$

If the weight of the vertex $w_{1}$ under the labeling $f$ is the same as the weight of some leaf, we obtain that $\chi_{l a}\left(m K_{1,2 n+1}\right) \leq(2 n+1) m+1$. This is satisfied when $(n+1)(2 n+1) \leq$ $m(2 n+1)$, that is if $n+1 \leq m$. The equality $\chi_{l a}\left(m K_{1,2 n+1}\right)=(2 n+1) m+1$ holds because the number of induced colors must be greater then the number of leaves, see Lemma 2.
Now consider that the weight of the vertex $w_{1}$ under the labeling $f$ is greater then the weight of all leaves, i.e., $n+1>m$. Then labeling $f$ induces $(2 n+1) m+2$ colors for vertices.
To prove that it is not possible to obtain $(2 n+1) m+1$ colors it is sufficient to consider the fact, that the weight of any vertex of degree $2 n+1$ is at least the sum of numbers $1,2, \ldots, 2 n+1$, thus it is at least $(n+1)(2 n+1)$. However, the weights of leaves are at most $(2 n+1) m$. Thus if there exists an edge labeling that induces $(2 n+1) m+1$ colors for vertices, under this labeling all vertices $w_{i}, i=1,2, \ldots, m$ must have the same color/weight,
say $c(w)$. However, in this case the sum of all edge labels must be equal to $m$ multiple of $c(w)$, as every edge label contributes exactly once the weight of a vertex of degree $2 n+1$. Thus $m c(w)=1+2+\cdots+(2 n+1) m$ which implies

$$
2 c(w)=(2 n+1)((2 n+1) m+1)
$$

However, this is a contradiction as for $m$ even the right side of the previous equation is odd. This means that in this case $\chi_{l a}\left(m K_{1,2 n+1}\right)=(2 n+1) m+2$.

Please note that Theorem 6 can be extended also for other trees (forests) such that their non-leaf vertices have even degrees, not necessarily the same. We just need to guarantee that the adjacent non-leaf vertices will have distinct weights. For some trees, for example for spiders, we are able to do it. A spider graph is a tree with exactly one vertex of degree greater than 2. By $S\left(n_{1}, n_{2}, \ldots, n_{l}\right), 1 \leq n_{i} \leq n_{i+1}, i=1,2, \ldots, l-1, l \geq 3$, we denote a spider obtained by identifying one leaf in paths $P_{n_{i}+1}, i=1,2, \ldots, l$. In [17] was proved that if $n_{1}=1$ then $\chi_{l a}\left(S\left(n_{1}, n_{2}, \ldots, n_{l}\right)\right)=l+1$ and if $n_{1} \geq 2$ then $\chi_{l a}\left(S\left(n_{1}, n_{2}, \ldots, n_{l}\right)\right) \leq l+2$. Moreover, for $l \geq 4$ the described edge labeling induces for the root vertex, the vertex of degree $l$, the largest weight over all other vertex weights. Using the presented results we obtain

Theorem 8. Let $S\left(n_{1}, n_{2}, \ldots, n_{l}\right)$ be a spider graph. If $l$ is even, $l \geq 4$, and $n_{1}=1$

$$
\chi_{l a}\left(m S\left(n_{1}, n_{2}, \ldots, n_{l}\right)\right)=m l+1
$$

If $l$ is even, $l \geq 4$, and $n_{1} \geq 2$

$$
m l+1 \leq \chi_{l a}\left(m S\left(n_{1}, n_{2}, \ldots, n_{l}\right)\right) \leq m l+2
$$

In [18] was proposed the following conjecture.
Theorem 9. Ref. [18] Let $T$ be a tree other than $K_{2}$ with l leaves. Then

$$
l+1 \leq \chi_{l a}(T) \leq l+2
$$

In the light of the previous results trees, for copies of trees we conjecture
Theorem 10. Let $T$ be a tree other than $K_{2}$ with l leaves. Then for every positive integer $m, m \geq 1$,

$$
m l+1 \leq \chi_{l a}(m T) \leq m l+2
$$

## 4. Graphs with Chromatic Index 3

In this section we will deal with 3-regular graphs that admit a proper 3-edge coloring.
Theorem 11. Let $G$ be a 3-regular graph with chromatic index $\chi^{\prime}(G)=3$. Then for every odd positive integer $m, m \geq 1$, holds

$$
\chi_{l a}(m G) \leq \chi_{l a}(G)
$$

Proof. Let $c$ be a proper 3-edge coloring of $G$. Let $f$ be a local vertex antimagic edge labeling of $G$ that uses $\chi_{l a}(G)$ colors.
We define a new labeling $g$ of $m G$, for $m$ odd, in the following way.

$$
g\left(e_{i}\right)= \begin{cases}m(f(e)-1)+i, & \text { if } c(e)=c_{1} \text { and } i=1,2, \ldots, m \\ m(f(e)-1)+i+\frac{m+1}{2}, & \text { if } c(e)=c_{2} \text { and } i=1,2, \ldots, \frac{m-1}{2}, \\ m(f(e)-1)+i-\frac{m-1}{2}, & \text { if } c(e)=c_{2} \text { and } i=\frac{m+1}{2}, \frac{m+3}{2}, \ldots, m, \\ m f(e)+1-2 i, & \text { if } c(e)=c_{3} \text { and } i=1,2, \ldots, \frac{m-1}{2}, \\ m f(e)+m+1-2 i, & \text { if } c(e)=c_{3} \text { and } i=\frac{m+1}{2}, \frac{m+3}{2}, \ldots, m .\end{cases}
$$

It is easy to see that if an edge in $G$ is labeled with the number $t, 1 \leq t \leq|E(G)|$, then the corresponding edges in $m G$ are labeled with numbers from the set $\{m(t-1)+1, m(t-1)+$ $2, \ldots, m t\}$. Thus, $g$ is a bijection that assigns numbers $1,2, \ldots, m|E(G)|$ to the edges of $m G$. Now we will calculate a vertex weight of the vertex $v_{i}$ in $m G$. Let $x, y$ and $z$ be the vertices adjacent to $v$ in $G$. Without loss of generality we can assume that $c(x v)=c_{1}, c(y v)=c_{2}$ and $c(z v)=c_{3}$. Then for $i=1,2, \ldots,(m-1) / 2$ we obtain

$$
\begin{aligned}
w t_{g}\left(v_{i}\right) & =g\left(x_{i} v_{i}\right)+g\left(y_{i} v_{i}\right)+g\left(z_{i} v_{i}\right) \\
& =[m(f(x v)-1)+i]+\left[m(f(y v)-1)+i+\frac{m+1}{2}\right]+[m f(z v)+1-2 i] \\
& =m(f(x v)+f(y v)+f(z v))+\frac{3-3 m}{2}=m w t_{f}(v)+\frac{3-3 m}{2}
\end{aligned}
$$

If $i=(m+1) / 2,(m+3) / 2, \ldots, m$ then

$$
\begin{align*}
w t_{g}\left(v_{i}\right) & =g\left(x_{i} v_{i}\right)+g\left(y_{i} v_{i}\right)+g\left(z_{i} v_{i}\right) \\
& =[m(f(x v)-1)+i]+\left[m(f(y v)-1)+i-\frac{m-1}{2}\right]+[m f(z v)+m+1-2 i] \\
& =m(f(x v)+f(y v)+f(z v))+\frac{3-3 m}{2}=m w t_{f}(v)+\frac{3-3 m}{2} . \tag{4}
\end{align*}
$$

Thus, in all copies the corresponding vertices have the same weights.
Moreover, as the set of weights of vertices in $G$ under the labeling $f$ consists of $\chi_{l a}(G)$ distinct numbers we immediately obtain that also the set of weights of vertices in $m G$ under the labeling $g$ consists of $\chi_{l a}(G)$ distinct numbers. Thus, $\chi_{l a}(m G) \leq \chi_{l a}(G)$.

Analogously, as it was possible to extend the results in Section 2 for graphs with leaves, we can also extend Theorem 11 for some graphs with pendant vertices.

Theorem 12. Let $G$ be a graph such that all vertices but leaves have degree 3. If there exists a 3-edge coloring $c$ of $G$ such that for all vertices $v$ but leaves hold $n_{c}^{1}(v)=n_{c}^{2}(v)=n_{c}^{3}(v)=1$, then for every odd positive integer $m, m \geq 1$,

$$
m l+1 \leq \chi_{l a}(m G) \leq \chi_{l a}(G)+(m-1) l
$$

where $l$ is the number of leaves in $G$.
Proof. Let $G$ be a graph such that all its vertices but leaves have degree 3. Let $c$ be a 3-edge coloring of $G$ such that for all vertices $v$ in $G$ but leaves hold $n_{c}^{1}(v)=n_{c}^{2}(v)=n_{c}^{3}(v)=1$. Let $f$ be any local antimagic labeling of a graph $G$ that uses $\chi_{l a}(G)$ colors. Then using Equality (4) we obtain that there exists an edge labeling $g$ of $m G, m$ odd $m \geq 1$, such that the weights of non-leaf vertices $v_{i}, i=1,2, \ldots, m$, corresponding to a vertex $v$ in $G$, are

$$
w t_{g}\left(v_{i}\right)=m w t_{f}(v)+\frac{3-3 m}{2}
$$

This means that the weights of corresponding non-leaf vertices in every copy of $G$ are the same. However, this also means that the adjacent non-leaf vertices in $m G$ have distinct weights.
Now consider the edges $w_{i} u_{i}, i=1,2, \ldots, m$, where $w$ is a leaf. Trivially holds

$$
w t_{g}\left(w_{i}\right)=g\left(w_{i} u_{i}\right)<\sum_{u v \in E(G)} g\left(v_{i} u_{i}\right)=w t_{g}\left(u_{i}\right)
$$

Which means that all adjacent vertices have distinct weights.
Combining the previous arguments we obtain

$$
\chi_{l a}(m G) \leq \chi_{l a}(G)+(m-1) l .
$$

The lower bound for $\chi_{l a}(m G)$ follows from Lemma 2.

Immediately for forests we obtain the following result.
Corollary 4. Let $T$ be a forest such that all its vertices but leaves have degree 3. Then for every odd positive integer $m, m \geq 1$ holds

$$
m l+1 \leq \chi_{l a}(m T) \leq \chi_{l a}(T)+(m-1) l
$$

where $l$ is the number of leaves in $T$.
Proof. Let $T$ be a forest such that all its vertices but leaves have degree 3. Trivially there exists a 3-edge coloring $c$ of $T$ such that for all vertices $v$ but leaves hold $n_{c}^{1}(v)=n_{c}^{2}(v)=$ $n_{c}^{3}(v)=1$. Using Theorem 12 we obtain the desired result.

The next theorem shows how it is possible to extend the previous result for regular graphs that are decomposable into spanning subgraphs that are all isomorphic either to even regular graphs or 3-regular graphs.

Theorem 13. Let $G$ be a graph that can be decomposed into factors $G_{1}, G_{2}, \ldots, G_{k}, k \geq 1$, and let every factor $G_{i}, i=1,2, \ldots, k$, be isomorphic to a graph of the following types:
type I: a 4-regular graph,
type II: a 2-regular graph consisting of even cycles,
type III: a 3-regular graph with chromatic index 3.
If every factor $G_{i}, i=1,2, \ldots, k$, is of type I or of type II then for every positive integer $m, m \geq 1$, holds

$$
\chi_{l a}(m G) \leq \chi_{l a}(G)
$$

If at least one factor $G_{i}, i=1,2, \ldots, k$, is of type III then for every odd positive integer $m, m \geq 1$, holds

$$
\chi_{l a}(m G) \leq \chi_{l a}(G)
$$

Please note that the exact value of $\chi_{l a}\left(K_{n}\right)$ is $n$, since $\chi_{l a}\left(K_{n}\right) \geq \chi\left(K_{n}\right)=n$. Immediately from the previous theorem we obtain the following result for complete graphs $K_{n}$.

Corollary 5. Let $K_{n}$ be a complete graph on $n$ vertices, $n \geq 4$. If $n \equiv 1(\bmod 4)$ then for every positive integer $m, m \geq 1$, and if $n \equiv 0(\bmod 4)$ then for every odd positive integer $m, m \geq 1$, we have $\chi_{l a}\left(m K_{n}\right)=n$.

## 5. Conclusions

One interesting problem is to find a local antimagic chromatic number for disjoint union of arbitrary graphs. According to results proved by Haslegrave [16] we obtain that this parameter is finite for disjoint union of arbitrary graphs if and only if non of these graphs contains an isolated edge as a subgraph. Moreover, Haslegrave [16] proved the following result.

Theorem 14. Ref. [16] For every graph $G$ with $m$ edges, none of which is isolated, and for any positive integer $k$, the edges of $G$ may be labeled with a permutation of $\{k, k+1, \ldots, m+k-1\}$ in such a way that the vertex sums distinguish all pairs of adjacent vertices.

Immediately from this result we obtain an upper bound for a local antimagic chromatic number for disjoint union of arbitrary graphs.

Theorem 15. Let $G_{i}, i=1,2, \ldots, n$, be a graph with no isolated edge. Then

$$
\chi_{l a}\left(\bigcup_{i=1}^{n} G_{i}\right) \leq \min \left\{\chi_{l a}\left(G_{t}\right)+\sum_{i=1}^{n}\left|V\left(G_{i}\right)\right|-\left|V\left(G_{t}\right)\right|: t=1,2, \ldots, n\right\}
$$

For some graphs we can obtain a better upper bound.
Theorem 16. Let $G_{i}, i=1,2$, be a graph with no isolated edge. Let $G_{2}$ be a graph such that all vertices but leaves have the same degree. Then

$$
\chi_{l a}\left(G_{1} \cup G_{2}\right) \leq \chi_{l a}\left(G_{1}\right)+\chi_{l a}\left(G_{2}\right)+l_{2}
$$

where $l_{2}$ is the number of leaves in $G_{2}$.
Proof. Let $G_{2}$ be a graph such that all vertices but leaves have the same degree $r, r \geq 2$ and let $l_{2}$ be the number of leaves in $G_{2}$. Let $f_{i}, i=1,2$, be a local vertex antimagic edge labeling of $G_{i}$ that uses $\chi_{l a}\left(G_{i}\right)$ colors. We define an edge labeling $g$ of $G_{1} \cup G_{2}$ such that

$$
g(e)= \begin{cases}f_{1}(e), & \text { if } e \in E\left(G_{1}\right) \\ f_{2}(e)+\left|E\left(G_{1}\right)\right|, & \text { if } e \in E\left(G_{2}\right)\end{cases}
$$

As $f_{1}$ and $f_{2}$ are bijections evidently also $g$ is a bijection. For the vertex weights under the labeling $g$ we obtain the following. If $v \in V\left(G_{1}\right)$ then

$$
w t_{g}(v)=\sum_{u v \in E\left(G_{1}\right)} g(u v)=\sum_{u v \in E\left(G_{1}\right)} f_{1}(u v)=w t_{f_{1}}(v)
$$

Thus, the weights of adjacent vertices in $G_{1}$ are distinct and they induce $\chi_{l a}\left(G_{1}\right)$ colors. If $v \in V\left(G_{2}\right)$ and $\operatorname{deg}_{G_{2}}(v)=r$ then

$$
\begin{aligned}
w t_{g}(v) & =\sum_{u v \in E\left(G_{2}\right)} g(u v)=\sum_{u v \in E\left(G_{2}\right)}\left(f_{2}(u v)+\left|E\left(G_{1}\right)\right|\right) \\
& =\sum_{u v \in E\left(G_{2}\right)} f_{2}(u v)+r\left|E\left(G_{1}\right)\right|=w t_{f_{2}}(v)+r\left|E\left(G_{1}\right)\right| .
\end{aligned}
$$

If $v \in V\left(G_{2}\right)$ and $\operatorname{deg}_{G_{2}}(v)=1$ then

$$
\begin{aligned}
w t_{g}(v) & =\sum_{u v \in E\left(G_{2}\right)} g(u v)=\sum_{u v \in E\left(G_{2}\right)}\left(f_{2}(u v)+\left|E\left(G_{1}\right)\right|\right)=f_{2}(u v)+\left|E\left(G_{1}\right)\right| \\
& =w t_{f_{2}}(v)+\left|E\left(G_{1}\right)\right|
\end{aligned}
$$

This means that also the weights of adjacent vertices in $G_{2}$ are distinct. Moreover, we obtain that the labeling $g$ induces at most $\chi_{l a}\left(G_{2}\right)+l_{2}$ colors as the number of colors assigned to the vertices of degree at least 2 is the same and all the leaves could be assigned with the colors different from the colors of non leaves.
Combining the previous we obtain that the labeling $g$ induces at most $\chi_{l a}\left(G_{1}\right)+\chi_{l a}\left(G_{2}\right)+l_{2}$ colors.

Theorem 17. Let $G$ be a graph with no isolated edge and with l leaves. Then for every positive integer $m, m \geq 1$ holds

$$
l+2 m+1 \leq \chi_{l a}\left(G \cup m P_{3}\right) \leq \chi_{l a}(G)+2 m+1
$$

Proof. Let $G$ be a graph with no isolated edge and with $l$ leaves. The lower bound follows from Lemma 2. The upper bound is based on the fact that there exists a local antimagic labeling of $m P_{3}$ that induces $2 m+1$ colors such that the color of every vertex of degree 2 in $m P_{3}$ will have the same color $2 m+1$. Thus, the labeling $g$ of $m P_{3} \cup G$ described in the proof of Theorem 16 induces also $2 m+1$ colors for vertices in $m P_{3}$. These colors are $|E(G)|+1,|E(G)|+2, \ldots,|E(G)|+2 m$ and $2|E(G)|+2 m+1$. In general, these colors are distinct from colors of vertices in $G_{1}$ induced by the labeling $g$. This concludes the proof.
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#### Abstract

Often for understanding a structure, other closely related structures with the former are associated. An example of this is the study of hyperspaces. In this paper, we give necessary and sufficient conditions for the existence of finitely-dimensional maximal free cells in the hyperspace $C(G)$ of a dendrite $G$; then, we give necessary and sufficient conditions so that the aforementioned result can be applied when $G$ is a dendroid. Furthermore, we prove that the arc is the unique arcwise connected, compact, and metric space $X$ for which the anchored hyperspace $C_{p}(X)$ is an arc for some $p \in X$.


Keywords: hyperspace; graph; dendroid; dendrite

## 1. Introduction

In the study of a mathematical structure, sometimes other structures that allow for visualizing problems in different ways are built.

One of the theories developed using this type of study is the Theory of Hyperspaces; this theory began with the investigations of F. Hausdorff and L. Vietoris. Given a topological space $X$, the $2^{X}$ hyperspace of all nonempty and closed subsets of $X$ was introduced by L. Vietoris in 1922, and he proved basic facts about $2^{X}$ _for example, compactness of $X$ implies compactness of $2^{X}$ and vice versa; $2^{X}$ is connected if and only if $X$ is connected. When $X$ is a metric space, $2^{X}$ can be endowed with the Hausdorff metric (defined by F. Hausdorff in 1914).

The hyperspace of all nonempty, closed and connected subsets of $X$ is denoted by $C(X)$ and considered as a subspace of $2^{X}$. In turn, the hyperspace of all nonempty, closed, and connected sets of $X$ containing a point $p$, which is denoted by $C_{p}(X)$, is a subspace of $C(X)$.

The hyperspaces $C(X)$ and $C_{p}(X)$ are subjects of study for many researchers. Among several topics about hyperspace, one of the most interesting is to recognize a hyperspace as homeomorphic to some known space: Ref. [1] presents a special class of spaces $X$ for which $C(X)$ is homeomorphic to the infinite cylinder $X \times \mathbb{R}_{\geq 0}$. Another interesting topic is to analyze topological properties: for compact, connected, and metric $X$, the hyperspaces $C_{p}(X)$ are locally connected for all $p \in X$ [2].

Graphs have been widely and deeply studied (see [3-7]) and have proved to be an excellent tool for representing and modeling different structures in several areas of discrete mathematics and computation (see $[8,9]$ ). As far as hyperspace is concerned, there exist some works relating both subjects. For example, Duda [10] proved that a space $X$ is a finite graph if and only if $C(X)$ is a polyhedral. In a dendroid $X$ smooth in a point $p, C_{p}(X)$ is homeomorphic to the Hilbert cube if and only if $p$ is not in the interior of a finite tree in $X$, a result due to Carl Eberhart [11]. Recently, Reyna et al. proved that, in a local space $X$, $C_{p}(X)$ is a polyhedral for all $p$ if and only if $X$ is a finite graph [12].

In this paper, we are concerned with fully determining the existence of maximal finite dimensional free cells in the hyperspace $C(X)$, first of a dendrite and then a dendroid $X$,
as well as examining necessary and sufficient conditions for the hyperspace $C_{p}(X)$ if an arc provided $X$ is an arc-wise connected space.

## 2. Definitions

Throughout this paper, the term space is meant to be a connected, compact, and metric space, and a subspace is understood to be a subset of a space which is a space itself. Given a space $X$, the symbol $2^{X}$ denotes the hyperspace of non-empty closed subsets of $X$, and $C(X)$ is the hyperspace of non empty subspaces of $X$ both endowed with the Hausdorff's metric, two models of hyperspaces are shown in Figure 1. Notice that $X$ is naturally embedded in $2^{X}$ via the map $x \mapsto\{x\}$ (compare with ([13] [0.48]).


Figure 1. The hyperspaces $C(M)$ for the path $P_{2}$ and the star $S_{3}$.
Given a point $p \in X$, the anchored hyperspace of $X$ at $p$, denoted by $C_{p}(X)$, is the subspace of $C(X)$ consisting of those elements containing $p$. Note that $C_{p}(X)$ is a subspace of $C(X)$, which in turn is a subspace of $2^{X}$.

A space $X$ is unicoherent if, for any $A, B \subset X$ subspaces such that $X=A \cup B$, we have that $A \cap B$ is connected. The space $X$ is called hereditary unicoherent if each subspace is unicoherent.

A graph $G$, consisting of a set $V(G)$, called the vertices of $G$ and a set $E(G)$ of unordered pairs of elements of $V(G)$, called the edges of $G$. Letting $G$ be a graph, if two vertices $x$ and $y$ of $G$ form an edge, we say that they are adjacent, and this is denoted by $x \sim y$. This fact is also expressed by saying that $x$ and $y$ are neighbors. A vertex of $G$ is called a ramification vertex if it has three or more neighbors and a terminal vertex if it has exactly one neighbor. $G$ is called simple if it contains no loops (a vertex adjacent to itself) and possesses at most one edge between any two vertices. A path between two vertices $u$ and $v$ of $G$ is a finite sequence of consecutive adjacent vertices such that the first one is $u$ and the last one is $v$. $G$ is connected if there is a path between any two vertices. A cycle in $G$ is a finite sequence of at least three consecutively adjacent vertices such that the first one and the last one are adjacent. In this paper, we consider simple and connected graphs without cycles whose vertices are ramification or terminal vertices, that is, there are no vertices with exactly two neighbors.

In order to consider a graph $G$ as a metric space, if we use the notation $[u, v]$ for the edge joining the vertices $u$ and $v$, we must identify any edge $[u, v] \in E(G)$ with the closed interval $[0, l]$ (if $l:=L([u, v])$; therefore, any point in the interior of any edge is a point of $G$ and, if we consider the edge $[u, v]$ as a graph with just one edge, then it is identified with the closed interval $[0, l]$. A connected graph $G$ is naturally equipped with a distance defined on its points, induced by taking shortest paths in $G$. Then, we see $G$ as a metric graph (see $[10,14]$ ); according to this, a dendroid is a simple and connected graph without cycles which is a hereditary unicoherent space; the comb and the harmonic fan are examples of dendroids (see Figure 2). By dendrite, we mean a locally connected dendroid. Any tree, the $F_{\omega}$, and the Gehmann dendrite are examples of these types of graphs (see Figure 3). Throughout this paper, $G$ denotes a dendroid or a dendrite.


Figure 2. The comb and harmonic fan dendroids.


Figure 3. The $F_{\omega}$ and Gehmann dendrites.
A point $p \in G$ is called essential of type $I$ if it is a vertex with infinitely many neighbors or essential of type II if there exists an infinite sequence of ramification vertices $\left(p_{n}\right)$ such that $p_{n} \rightarrow p$. We use the word essential to mean essential of type I or II. A point which is not a vertex, nor an essential point, is called an ordinary point; we denote $T(G), O(G)$, $R(G)$, and $E S(G)$ the sets of terminal vertices, ordinary points, ramification vertices, and essential points, respectively.

The order of a point $x$ in a dendroid $G$ is defined as follows:

$$
o_{G}(x)= \begin{cases}1, & \text { if } x \text { is a terminal vertex; } \\ 2, & \text { if } x \text { is an ordinary point } \\ n, & \text { if } x \text { has exactly } n \text { neighbors; } \\ \infty, & \text { if } x \text { is an essential point }\end{cases}
$$

An $m$-dimensional cell (or $m$-cell for short) in a space $X$ is a subspace $M$ homeomorphic to $[0,1]^{m}$, the part of $M$ homeomorphic to $(0,1)^{m}$ is called the interior manifold of $M$, and it is denoted by $M^{\circ}$, while $M-M^{\circ}$ is denoted with $\partial M$, and it is called the boundary manifold of $M$. If it occurs that the interior manifold $M^{\circ}$ is actually an open set of $X$, then $M$ is called a free cell of $X$; Figure 4 shows a space with some free cells. In Theorem 2, we establish sufficient and necessary conditions for the existence of a maximal free $m$-cell in the hyperspace $C(G)$ for a dendrite $G$. Furthermore, in Theorem 3, we establish sufficient and necessary conditions so that Theorem 2 can be applied when $G$ is an arbitrary dendroid.


Figure 4. Free cells.

## 3. Preliminaries

Given $m \leq n$, let $A$ and $B$ be $m, n$-cells, respectively, with $A \subseteq B$. If $m=n, A^{\circ}$ is an open subset of $B^{\circ}$. On the other hand, if $m<n$, then $A^{\circ}$ is not an open subset of $B^{\circ}$ because non-empty neighborhoods of $B^{\circ}$ contain $m$-dimensional open balls, and none of these can be contained in $A^{\circ}$. Therefore, the next lemma follows at once.

Lemma 1. (a) If a cell is contained in a higher dimensional cell, then the first one is not a free cell. (b) Each $m$-cell contained in a free $m$-cell is a free $m$-cell.

In order to show that the cells that we are going to locate in hyperspace $C(G)$ of the dendrite $G$ are maximal, we need Corollary 1 and Lemmas $2-5$; in all of these, except Lemma 3, it is assumed that $A \subseteq B$ are $m$-cells.

Recall that Int $A$ and $\mathrm{Bd} A$ designate, respectively, the topological interior and topological boundary of the set $A$.

Lemma 2. If $\partial A=\partial B$, then $A=B$.
Proof. Since $A^{\circ} \subseteq B^{\circ}$, it remains to show that $B^{\circ} \subseteq A^{\circ}$. Let $x \in B^{\circ}$ and suppose $x \notin A^{\circ}$. Now, if we take $y \in A^{\circ}$, then $x, y \in B^{\circ}$. Let $\alpha$ be an arc from $x$ to $y$ contained in $B^{\circ}$. Then, the arc $\alpha$ contains an end point in $B-A$ and the other end point in $A^{\circ}$. It necessarily occurs that $\alpha \cap \partial A \neq \varnothing$, and this is absurd.

Recall that the Borsuk-Ulam Theorem establishes that, for any continuous map $f$ : $S^{n} \rightarrow \mathbb{R}^{n}$, there must exist some point $x \in S^{n}$ such that $f(x)=f(-x)$. This theorem, in particular, implies that no such maps can be one to one, and this is the key piece in the proof of next lemma.

Lemma 3. The unique homemorphic copy of $S^{n}$ contained in $S^{n}$ is $S^{n}$ itself.
Proof. Let $A$ be a proper homeomorphic subspace of $S^{n}$; notice that we can suppose that the North Pole is not contained in $A$ (otherwise, apply a suitable rotation to $S^{n}$ ). If $\psi: S^{n} \rightarrow A$ is a homeomorphism and $\sigma$ is the usual stereographic projection of $S^{n}$ to $\mathbb{R}^{n}$ restricted to $A$, then $\sigma \circ \psi: S^{n} \rightarrow \mathbb{R}^{n}$ is a continuous one to one map, a contradiction.

Corollary 1. If $\partial A \subseteq \partial B$, then $A=B$.
Lemma 4. If $B^{\circ} \subseteq A$, then $A=B$.
Proof. Let $x \in \partial B$ and let $U$ be a neighborhood of $x$ in $B$. Since $U \cap B^{\circ} \neq \varnothing, U \cap A \neq \varnothing$, and hence $x \in \bar{A}=A$.

Lemma 5. Let $x \in \partial A$, if $x \notin \partial B$, then $x \in B d A$.
Proof. Suppose $x \notin \operatorname{Bd} A$; then, $x \in \operatorname{Int} A$ and hence $\operatorname{Int} A \cap B^{\circ}$ is an open set in $B$ containing $x$. Thus, there must exist a neighborhood $V$ of $x$ homeomorphic to $(0,1)^{m}$ contained in Int $A \cap B^{\circ}$, and the latter shows that $x$ cannot belong to any face of $A$. In other words, $x \notin \partial A$.

If $J=\left[p_{1}, p_{2}\right]$ is an arc, it is a well known fact that $C(J)$ is a 2-cell whose interior manifold are all subsets in the form $A=[a, b]$, where $a \neq b$ and none of these points equal to $p_{1}$ or $p_{2}$ (see [10]).

## 4. Free Cells in Hyperspaces of Dendrites

### 4.1. The Case $n=2$

We are close to announcing Theorem 2 where necessary and sufficient conditions are given for the existence of a maximal finite dimensional free $n$-cells in the hyperspace $C(G)$ of a dendrite $G$. The free cell built in its proof has the property that all of their elements contain a certain subspace $A$. In this particular case, the maximal free cells are the hyperspaces $C(J)$ with $J$ an edge, and none of these cells have such a property. Therefore, the case $n=2$ needs to be treated separately. However, first, it is necessary to state the following known property about locally connected topological spaces.

Lemma 6. In any locally connected topological space, the components of open sets are open sets.
Theorem 1. The hyperspace $C(G)$ of a dendrite $G$ contains a maximal free 2 -cell $\mathcal{B}$ if and only if $\mathcal{B}=C(J)$ for some edge $J$ of $G$.

Proof. Let $J$ be an edge of $G$ and $p_{1}, p_{2}$ their extremes, consider an element $A=[a, b] \in$ $(C(J))^{\circ}$ and let $\varepsilon>0$ such that $N_{\varepsilon}(A) \subseteq J^{\circ}$ (where $N_{\varepsilon}(A)$ is the union of all open balls $B(x, \varepsilon)$ as $x$ ranges over all points of $A$ ). Hence, if $B(A, \varepsilon)$ is the open ball (in the Hausdorff metric of $C(G)$ ) centered at $A$, then $B(A, \varepsilon) \subseteq(C(J))^{\circ}$ and $C(J) \subset C(G)$ is a free 2-cell.

Now, we see that the free cell $C(J)$ is maximal. Let $\mathcal{A}$ be a free 2-cell in $C(G)$ containing $C(J)$. If $A \in \partial C(J)$, we have (i) $A=\left[p_{j}, x\right],(j=1$ or $j=2)$ or else (ii) $A=\{x\}$ with $x \in\left[p_{1}, p_{2}\right]$. We claim that $A \in \partial \mathcal{A}$. If $A$ is as (i), we have three sub-cases:
(1) The point $p_{j}$ is a ramification vertex. Suppose with no loss of generality that $j=1$. If $A \notin \partial \mathcal{A}$, then $A \in \mathcal{A}^{\circ}$ and hence there must exist $\varepsilon>0$ with $B(A, \varepsilon) \subseteq \mathcal{A}^{\circ}$. Take $x_{1}, x_{2} \in N_{\varepsilon}(A)-A$ such that $\left[x_{1}, p_{1}\right] \cap\left[x_{2}, p_{1}\right]=\left\{p_{1}\right\},\left[x_{i}, p_{1}\right] \subseteq B\left(p_{1}, \varepsilon\right)(i \in\{1,2\})$ and a point $u \in\left(x, p_{2}\right)$ such that $[u, x] \subseteq B(x, \varepsilon)$. The set

$$
\mathcal{B}=\left\{A \cup\left[w_{1}, p_{1}\right] \cup\left[w_{2}, p_{1}\right] \cup\left[x, w_{3}\right] \mid w_{1} \in\left[x_{1}, p_{1}\right], w_{2} \in\left[x_{2}, p_{1}\right], w_{3} \in[u, x]\right\}
$$

is a 3-cell (see [13] [Theorem 1.100]) contained in $B(A, \varepsilon) \subseteq \mathcal{A}^{\circ}$, and this is absurd.
(2) The point $p_{j}$ is essential.

A similar analysis as the previous case shows that a 3-cell contained in $B(A, \varepsilon)$ could be built.
(3) The point $p_{j}$ is a terminal vertex, and $x$ is an ordinary point or a terminal vertex. In this case, we have $A \in \operatorname{Int} C(J)$, and this contradicts Lemma 5 .

The above shows that $A \in \partial \mathcal{A}$ as desired. For the case ii), if we assume that $A=\{x\}$ and $A \notin \partial \mathcal{A}$, take $H \in \mathcal{A}^{\circ}-C(J)$ (see Lemma 4) and notice that $H$ does not contain ramification points or essential points; otherwise, in a neighborhood of $H$ contained in $\mathcal{A}^{\circ}, 3$-cells or even Hilbert cubes can be located (in the proof of Theorem 2, it is shown in detail how is this possible). Hence, $H$ is an arc and let $q_{1}$ and $q_{2}$ denote their end points; according to this, it must be $p_{1} \in\left[x, q_{1}\right]$ or else $p_{2} \in\left[x, q_{1}\right]$. Suppose $p_{1} \in\left[x, q_{1}\right]$, and, using the fact that $H \neq\{x\}$ and $\mathcal{A}^{\circ}$ is arcwise connected, take $\alpha \subseteq \mathcal{A}^{\circ}$ an arc from $\{x\}$ to $H$. We claim that there exists $L \in \alpha$ such that $p_{1} \in L$. Otherwise, we have $\alpha \subseteq C(G)-C_{p_{1}}(G)$. Let $U$ be the component of $G-\left\{p_{1}\right\}$ containing $x$, let $V$ be the union of the remaining components and notice that $H \subseteq V$. By Lemma $6, U$ and $V$ are open sets, hence $\mathcal{U}=\{B \in C(G) \mid B \subseteq U\}$ and $\mathcal{V}=\{B \in C(G) \mid B \subseteq V\}$ are non-empty, disjoint open sets in $C(G)-C_{p_{1}}(G)$ (compare with [15] [Theorem 4.5]) and therefore the sets $\alpha \cap \mathcal{U}$ and $\alpha \cap \mathcal{V}$ form a separation of $\alpha$, which is impossible, being $\alpha$ connected. This proves the existence of the desired $L$.

The point $p_{1}$ is a ramification vertex or an essential point; since $L \in \mathcal{A}^{\circ}$, as in the sub-cases (1) and (2) for some suitable $\varepsilon^{\prime}>0$, it is possible to find a 3-cell contained in $B\left(L, \varepsilon^{\prime}\right) \subseteq \mathcal{A}^{\circ}$, and this is a contradiction once again. Therefore, in this case, it must be $A \in \partial \mathcal{A}$ and the result now follows from Corollary 1.

For the converse, let $\mathcal{B} \subseteq C(G)$ be a maximal free 2-cell and let $A \in \mathcal{B}^{\circ}$. Notice that $A$ does not contain ramification vertices or essential points. The above remarks result in $A$ needing to be an arc; if $J=\left[p_{1}, p_{2}\right]$ (where $p_{1}, p_{2}$ are vertices of $G$ ) is the edge containing $A$, we claim that $\mathcal{B} \subseteq C(J)$. Otherwise, let $B \in \mathcal{B}-C(J)$. Hence, for each $x \in B$ and for each $y \in A$, it occurs that a) $p_{1} \in[x, y]$ or b) $p_{2} \in[x, y]$. Suppose without loss of generality that a) occurs and let $\alpha$ be an arc in $\mathcal{B}$ from $B$ to $A$ such that $\alpha-\{B\} \subseteq \mathcal{B}^{\circ}$. Since $B \in C(J)$ and $A \in C(J)$, there must exist $C \in \alpha \cap \partial C(J)$. Hence, $C$ has the form [ $\left.p_{1}, a\right]$. If $\varepsilon>0$ is such that $B(C, \varepsilon) \subseteq \mathcal{B}^{\circ}$, then $B(C, \varepsilon)$ contains a 3-cell (if $p_{1}$ is a ramification point) or even a Hilbert cube (if $p_{1}$ is an essential point). This is a contradiction in any case. This shows that $B \in C(J)$ and therefore $\mathcal{B}=C(J)$.

### 4.2. The Case $n>2$

We need to introduce some terminology about the hyperspace $C(K)$ for a tree $K$ (for more details, see [10,12]).

An internal tree $T$ of a tree $K$ is a subgraph which is a tree not containing terminal vertices of $K$. Let $I T(K)$ denote the set of internal trees of $K$. For $T \in I T(K)$, let $I_{1}, \ldots, I_{n}$ be those edges of $K$ such that $I_{i} \cap T \neq \varnothing$ and $I_{i}$ is not contained in $T$. We define

$$
D(1, T)=T \cup\left(\bigcup_{i=1}^{n} I_{i}\right)
$$

and we say that this is the canonical representation of $D(1, T)$. Given an internal tree $T \subset K$, let $\mathfrak{M}(T)$ be the family of all subspaces of $K$ in the form

$$
\left(\left(c_{i}\right)_{i=1}^{n}\right)_{T}=T \cup\left(\bigcup_{i=1}^{n}\left[0_{I_{i}}, c_{i}\right]\right),
$$

where $0_{I_{i}}$ is the vertex of $I_{i}$ contained in $T$, and $\left[0_{I_{i}}, c_{i}\right]$ is the subarc of $I_{i}$ joining $0_{I_{i}}$ with $c_{i}$.
Lemma 7. Let $K$ be a tree, then
(i) For each internal tree $T \subset K$, the family $\mathfrak{M}(T)$ is a $n$-cell.
(ii) The hyperspace of $C(K)$ is

$$
C(K)=\left[\bigcup_{T \in I T(K)} \mathfrak{M}(T)\right] \cup\left[\bigcup_{I \in E(K)} C(I)\right]
$$

Theorem 2. The hyperspace $C(G)$ of a dendrite $G$ contains a maximal free $n$-cell $(n>2)$ if and only if there exists a tree $K \subseteq G$ satisfying the following conditions:
(i) $T(K)=\left\{p_{1}, \ldots, p_{n}\right\} \subseteq R(G) \cup T(G) \cup E S(G)$,
(ii) for all $x \in K-T(K), o_{K}(x)=o_{G}(x)$.

Proof. For each $p_{i} \in T(K)$, let $r_{i} \in R(K)$ such that $\left[r_{i}, p_{i}\right] \cap R(K)=\left\{r_{i}\right\}$.
Put $A=K-\left(\bigcup_{i=1}^{n}\left(r_{i}, p_{i}\right]\right)$ and for each $\mathbf{x}=\left(x_{i}\right)_{i=1}^{n} \in \prod_{i=1}^{n}\left[r_{i}, p_{i}\right]$ let $C_{\mathbf{x}}$ denote the set $A \cup\left(\bigcup_{i=1}^{n}\left[r_{i}, x_{i}\right]\right)$. We claim that the family $\mathfrak{M}(A)=\left\{C_{\mathbf{x}} \mid \mathbf{x} \in \prod_{i=1}^{n}\left[r_{i}, p_{i}\right]\right\}$ is a maximal free $n$-cell in $C(G)$.

That $\mathfrak{M}(A)$ is actually a $n$-cell is due to [13], [Theorem 1.100]; therefore, we only need to verify the maximal and free properties.

Let $C_{\mathbf{x}} \in(\mathfrak{M}(A))^{\circ}$ and define $L=(G-K) \cup\left\{p_{1}, p_{2}, \ldots, p_{n}\right\}$. Put $\alpha=d\left(C_{\mathbf{x}}, L\right)=$ $\inf \left\{d(c, l) \mid c \in C_{\mathbf{x}}, l \in L\right\}, \alpha_{i}=d\left(x_{i}, A\right), \beta_{i j}=d\left(x_{i},\left[r_{j}, p_{j}\right]\right)$, where $i \neq j$ and $i, j \in$ $\{1,2, \ldots, n\}$. Since all these quantities are positive, take $\varepsilon>0$ less than all those and $Y \in B\left(C_{\mathbf{x}}, \varepsilon\right)$. For each $i \in\{1,2, \ldots, n\}$, choose $z_{i} \in B\left(x_{i}, \varepsilon\right) \cap Y$ and notice that $z_{i} \notin$ $A \cup L \cup\left[r_{j}, p_{j}\right]$ if $i \neq j$, and hence $z_{i} \in\left(r_{i}, p_{i}\right)$. Now, if $x \in A$, there exists $z_{i}, z_{j}$ which are in different components of $K-\{x\}$. Then, $x \in\left[z_{i}, z_{j}\right]$, which shows that $A \subseteq \bigcup_{i, j}\left[z_{i}, z_{j}\right]$; since $Y$ is arcwise connected, $\bigcup_{i, j}\left[z_{i}, z_{j}\right] \subseteq Y$ and therefore $A \subseteq Y$; in particular, no point belonging to $A$ is a terminal vertex of $Y$.

We want to see that $Y$ contains exactly $n$ terminal vertices and these are contained in the $\operatorname{arcs}\left(r_{i}, p_{i}\right)$. Let $y \in Y$ be a terminal vertex of $Y$. Since $y \notin L$, we have $y \neq p_{i}$ for all $1 \leq i \leq n$ and $y \notin A$ gives $y \in\left(r_{i}, p_{i}\right)$ for some $i$. For the above argument, it follows that
$Y$ contains at most $n$ terminal vertices; otherwise, two of them must belong to a same arc $\left(r_{i}, p_{i}\right)$ which is not possible.

Now, given $1 \leq i \leq n, G_{i}=Y \cup\left[r_{i}, p_{i}\right]$ is a subspace of $G$. Since $G$ is hereditary unicoherent, $Y \cap\left[r_{i}, p_{i}\right]$ is connected and non-degenerate (i.e., contains more than one point) because the arc $\left[r_{i}, z_{i}\right]$ is contained in the intersection and therefore such intersection is an arc whose extremes are $r_{i}$ and say $y_{i}$. The point $y_{i}$ is a terminal vertex of $Y$. This shows that $Y$ contains at least $n$ terminal vertices. We conclude $Y=C_{\mathbf{y}} \in(\mathfrak{M}(A))^{\circ}$, where $y=\left(y_{i}\right)_{i=1}^{n}$.

Let us verify that $n$-cell $\mathfrak{M}(A)$ is actually maximal; for this purpose, suppose there exists a free $n$-cell $\mathcal{A} \subseteq C(G)$ such that $\mathfrak{M}(A) \subseteq \mathcal{A}$ with $\mathfrak{M}(A) \neq \mathcal{A}$. By Corollary 1 , it must occur that there exists some point $C_{\mathbf{x}} \in \partial \mathfrak{M}(A)$ such that $C_{\mathbf{x}} \in \mathcal{A}^{\circ}$. Take $\varepsilon>0$ such that $B\left(C_{\mathbf{x}}, \varepsilon\right) \subseteq \mathcal{A}^{\circ}$.

Now, there are several cases to consider about the point $C_{\mathbf{x}}$. The first one arises when we suppose $C_{\mathbf{x}}=A \cup\left(\bigcup_{i=1}^{n}\left[r_{i}, x_{i}\right]\right)$, where, for some index, say $i=1$, we have $x_{1}=p_{1}$ is a terminal vertex of $K$ and, at the same time, a ramification vertex of the dendrite $G$.

Let $u_{i} \in\left[r_{i}, x_{i}\right]$ (for $2 \leq i \leq n$ ) be points such that $\left[u_{i}, x_{i}\right] \subseteq B\left(x_{i}, \varepsilon\right)$ and let $L_{1}, L_{n+1}$ be two different edges of $G$ such that $L_{1} \cap L_{n+1} \cap K=\left\{p_{1}\right\}$. Consider also points $u_{1} \in L_{1}$ and $u_{n+1} \in L_{n+1}$ such that $\left[u_{1}, p_{1}\right] \subseteq B\left(p_{1}, \varepsilon\right)$ and $\left[u_{n+1}, p_{1}\right] \subseteq B\left(p_{1}, \varepsilon\right)$.

For $y_{1} \in\left[p_{1}, u_{1}\right], y_{i} \in\left[u_{i}, x_{i}\right](2 \leq i \leq n)$ and $y_{n+1} \in\left[p_{1}, u_{n+1}\right]$, let $A_{1}=\left[p_{1}, y_{1}\right], A_{i}=$ $\left[u_{i}, y_{i}\right]$ and $A_{n+1}=\left[p_{i}, y_{n+1}\right]$. The family of all subspaces of the form $A \cup\left(\bigcup_{i=1}^{n+1} A_{i}\right)$ is an $(n+1)$-cell contained in $B\left(C_{\mathbf{x}}, \varepsilon\right) \subseteq \mathcal{A}^{\circ}$, and this is a contradiction. Similar considerations show that, if $x_{i}$ is an essential point for some $i$, then it is possible find an $(n+1)$-cell contained in $\mathcal{A}^{\circ}$.

A second case is obtained when, for some index $i$, say $i=1$, it occurs that $x_{1}=r_{1}$. In this case, $C_{\mathbf{x}}$ can not belong to Int $(\mathfrak{M}(A))$ since this contradicts Lemma 5. However, if $C_{\mathbf{x}} \in \operatorname{Fr}(\mathfrak{M}(A))$, consider the decomposition $C(K)=\left(\bigcup_{T \in I T(K)} \mathfrak{M}(T)\right) \cup\left(\bigcup_{I \in E(K)} C(I)\right)$ of Lemma 7 (ii). We claim that we may suppose $C_{\mathbf{x}} \in\left(\bigcup_{T \neq A} \mathfrak{M}(T)\right) \cup\left(\bigcup_{I \in E(K)} C(I)\right)$, where $T$ runs over all internal trees of $K$ different from $A$. Otherwise, there exists an open set $\mathcal{U}$ of $C(G)$ such that $C_{\mathbf{x}} \in \mathcal{U} \subseteq C(G)-\left(\bigcup_{T \neq A} \mathfrak{M}(T)\right) \cup\left(\bigcup_{I \in E(K)} C(I)\right)$.

Let $N$ be the first positive integer such that $B\left(C_{\mathbf{x}}, \frac{1}{N}\right) \subseteq \mathcal{A}^{\circ} \cap \mathcal{U}$. Thus, for each $m \geq N$, there exists $Y_{m} \in C(G)-C(K)$, such that $H\left(Y_{m}, C_{\mathbf{x}}\right)<\frac{1}{m}$. For each $m \geq N$, take a point $y_{m} \in Y_{m}-K$ and a point $x_{m} \in C_{\mathrm{X}}$ such that $d\left(y_{m}, x_{m}\right)<\frac{1}{m}$. Since $G$ is compact, the sequence $\left(y_{m}\right)$ contains a convergent subsequence. We can suppose without loss of generality that $\left(y_{m}\right)$ is actually convergent, say, to $y$. We claim that $y \in C_{\mathbf{x}}$. Indeed, given $\varepsilon>0$, choose $M \in \mathbb{N}$ such that $y_{m} \in B\left(y, \frac{\varepsilon}{2}\right)$ for all $m \geq M$. If $m \geq M$ satisfies $\frac{1}{m}<\frac{\varepsilon}{2}$, then $d\left(x_{m}, y\right) \leq d\left(x_{m}, y_{m}\right)+d\left(y_{m}, y\right)<\frac{1}{m}+\frac{\varepsilon}{2}<\varepsilon$, that is, $x_{m} \in C_{\mathbf{x}} \cap B(y, \varepsilon)$. With $\varepsilon>0$ being arbitrary, we conclude that $y \in C_{\mathbf{x}}$.

The above argument shows that $y$ is a cluster point of $G-K$; this implies that $y=p_{i}$ for some index $i$, where $p_{i} \in R(G) \cup E S(G)$, and this case has already been analyzed. Thus, we may suppose $C_{\mathbf{x}} \in\left(\bigcup_{T \neq A} \mathfrak{M}(T)\right) \cup\left(\bigcup_{I \in E(K)} C(I)\right)$. In fact, by [10], [6.2, 6.3] or [12], [Lemma 2.6], we must suppose $C_{\mathbf{x}} \in\left(\bigcup_{T \neq A} \partial \mathfrak{M}(T)\right) \cup\left(\bigcup_{I \in E(K)} \partial C(I)\right)$. Supposing first that $C_{\mathbf{x}} \in \partial C(I)$ since the points belonging to the boundary manifold of a cell are
cluster points of their interior manifold, we must have $\mathcal{A}^{\circ} \cap(C(I))^{\circ} \neq \varnothing$. Now, this set is open in $\mathcal{A}$, and, on the other hand, is contained in $C(I)$; this is impossible since $\operatorname{Dim}(\mathcal{A})=n>2=\operatorname{Dim}(C(I))$.

Suppose now $C_{\mathbf{x}} \in \partial \mathfrak{M}(T)$. Recall that $A$ is the internal tree obtained from $K$ by removing their terminal edges. It follows by [10], [5.3,7.1] that $\operatorname{Dim}(\mathfrak{M}(T))<\operatorname{Dim}(\mathfrak{M}(A))$. On the other hand, since $C_{\mathbf{x}}$ is a cluster point of $(\mathfrak{M}(T))^{\circ}$, it must occur that $(\mathcal{A})^{\circ} \cap$ $(\mathfrak{M}(T))^{\circ} \neq \varnothing$ and notice that this set is open in $C(G)$ and therefore open in $\mathcal{A}^{\circ}$. Hence, there exists a homeomorphic copy of $[0,1]^{n}$ contained in $(\mathfrak{M}(T))^{\circ}$, which is impossible regarding the dimension of $\mathfrak{M}(T)$.

The final case to consider is obtained when, for some index $i, x_{i}=p_{i}$ with $p_{i} \in T(G)$ or else $x_{i} \in\left(r_{i}, p_{i}\right)$. In this case, it is not difficult see that $C_{\mathbf{x}} \in \operatorname{Int}(\mathfrak{M}(T))$ contradicting Lemma 5 . This shows that $\mathfrak{M}(A)$ is a maximal free $n$-cell as desired.

Conversely, let $\mathcal{A}$ be a free $n$-cell, $B \in \mathcal{A}^{\circ}$ and let us analyze how $B$ looks. Let $T(B)=\left\{p_{1}, \ldots, p_{k}\right\}$ and let $r_{1}, \ldots, r_{s} \in B-T(B)$ be the points such that $o_{B}\left(r_{i}\right)<o_{G}\left(r_{i}\right)$. Put $\alpha_{i}=o_{G}\left(r_{i}\right)-o_{B}\left(r_{i}\right)$ and assume that $k+\sum_{i=1}^{s} \alpha_{i}=m>n$. Consider $\varepsilon>0$ such that $B(B, \varepsilon) \subseteq \mathcal{A}^{\circ}$ and for each $1 \leq i \leq s$ consider also $\operatorname{arcs}\left[u_{i_{1}}, r_{i}\right], \ldots,\left[u_{i_{\alpha_{i}}}, r_{i}\right]$ such that $\left[u_{i j}, r_{i}\right] \subseteq B\left(r_{i}, \varepsilon\right)$ and $\left[u_{i_{j}}, r_{i}\right] \cap B=\left\{r_{i}\right\}$. In addition, take points $v_{t}$ on the terminal edges of $B$ such that $\left[v_{t}, p_{t}\right] \subseteq B\left(p_{t}, \varepsilon\right)$ for $1 \leq t \leq k$.

Letting $B_{1}=B-\left(\bigcup_{i=1}^{n}\left[p_{t}, v_{t}\right]\right)$, we obtain that the family $\mathcal{H}$ of all subspaces of $G$ has the form:

$$
B_{1} \cup\left(\bigcup_{t=1}^{k}\left[v_{t}, x_{t}\right]\right) \cap\left(\bigcup_{i=1}^{s}\left(\bigcup_{j=1}^{\alpha_{i}}\left[r_{i}, y_{i_{j}}\right]\right)\right)
$$

where $x_{t} \in\left[v_{t}, p_{t}\right]$ and $y_{i_{j}} \in\left[r_{i}, u_{i_{j}}\right]$ is a $m$-cell contained in $\mathcal{A}$, which is absurd. Notice that the above argument in particular shows that $B-T(B)$ does not contain $I$-essential points. A similar reasoning shows that $B-T(B)$ also does not contain $I I$-essential points. Now, assume that $m<n$. If $p_{1}, p_{2}, \ldots, p_{q}$ are the terminal vertices of $B$ which are ordinal points of $G$, for each $1 \leq t \leq q$, let $J_{t}$ be the edge of $G$ such that $p_{t} \in J_{t}$ and for each $i \in\{1, \ldots, s\}$, let $I_{i_{1}}, I_{i_{2}}, \ldots, I_{i_{\alpha_{i}}}$ be the edges of $G$ such that $J_{i_{j}} \cap B=\left\{r_{i}\right\}$. Hence, the tree $K=B \cup\left(\bigcup_{t=1}^{q} J_{t}\right) \cup\left(\bigcup_{i=1}^{s}\left(\bigcup_{j=1}^{\alpha_{i}} I_{i j}\right)\right)$ has $m$ terminal points and satisfies conditions (i) and (ii) and, by the only if part, we have already seen how to get a maximal free $m$-cell containing the above $m$-cell $\mathcal{H}$. Now, on the one hand, by Lemma 1, the cell $\mathcal{H}$ is free; on the other hand, since $\mathcal{H} \subseteq \mathcal{A}^{\circ}$, Lemma 1 (a) gives that $\mathcal{H}$ is not a free cell and, again, this is absurd. Thus, we conclude that $m=n$ and $K$ is the desired tree.

## 5. Free Cells in Hyperspace of Dendroids

In this section, necessary and sufficient conditions are given so that Theorem 2 can be applied for dendroids. For this purpose, the notion of convergence space is required.

A non degenerated subspace $A$ of a space $X$ is called convergence space if there exists a sequence $A_{n}$ of subspaces of $X$ such that:
(1) $\lim A_{n}=A$,
(2) $A_{n} \cap A=\varnothing$.

The subspaces $A_{n}$ can be chosen to be mutually disjoint (see [13] [5.11]).
Theorem 3. Let $G$ be a dendroid, a tree $K \subseteq G$, which satisfies the following conditions:
(i) $T(K)=\left\{p_{1}, \ldots, p_{n}\right\} \subseteq R(G) \cup T(G) \cup E S(G)$,
(ii) for all $x \in K-T(K), o_{K}(x)=o_{G}(x)$.

If $A$ is the tree obtained from $K$ by removing their terminal edges, then $A$ induces a maximal free $n$-cell $\mathfrak{M}(A)$ if and only if this cell does not contain convergence subspaces.

Proof. The cell $\mathfrak{M}(A)$ is constructed as in the proof of Theorem 2. It is not hard to see that, if $C_{\mathbf{x}} \in(\mathfrak{M}(A))^{\circ}$ is a convergence subspace, then $\mathfrak{M}(A)$ can not be a free $n$-cell. On the other hand, if $\mathfrak{M}(A)$ is not a free $n$-cell, then there exists $Y=C_{\mathbf{x}} \in(\mathfrak{M}(A))^{\circ}$ such that, for each $\varepsilon>0$, there exists $Z \in C(G)-(\mathfrak{M}(A))^{\circ}$ with $H(Y, Z)<\varepsilon$.

Consider $\alpha_{i}=d\left(Y, p_{i}\right), \beta=H(Y, \partial(\mathfrak{M}(A))), \gamma_{T^{\prime}}=H(Y,(\mathfrak{M}(A)))$ and $\delta_{I}=H(Y, C(I))$ (where $T$ runs over the set of internal trees of K with $T \neq A$ and $I$ runs over the set of edges of $K)$. Since all these quantities are positive, take $\varepsilon>0$ less than all of them and take $Z_{1} \in C(X)-(\mathfrak{M}(A))$ such that $H\left(Z_{1}, Y\right)<\varepsilon$. If $Z_{1} \cap Y \neq \varnothing$, we have the following cases:
(i) $Z_{1}-K \neq \varnothing$,
in this case $p_{i} \in Z_{1}$ for some $i$. Hence, the ball $B\left(p_{i}, \varepsilon_{1}\right)$ intersects $Y$, and this contradicts the choice of $\varepsilon_{1}$.
(ii) $\mathrm{Z}_{1} \subseteq K$,
in this case, $\left.Z_{1} \in C(K)=\left[\bigcup_{T \in I T(K)} \mathfrak{M}(T)\right] \cup\left[\bigcup_{I \in E(K)} C(I)\right]\right]$.
If $Z_{1} \in \partial \mathfrak{M}(A), Z_{1} \in \mathfrak{M}(T)$ with $T \neq A$ or $Z_{1} \in C(I)$, again this contradicts the choice of $\varepsilon_{1}$. Therefore, $Z_{1}$ and $Y$ are disjoint. Taking $0<\varepsilon_{2}<H\left(Z_{1}, Y\right)$, in a similar way, we can obtain a subspace $Z_{2}$ with no points in common with $Y$ and such that $H\left(Z_{2}, Y\right)<\varepsilon_{2}$. Continuing with this process, we obtain a sequence $\left(Z_{n}\right)$ of mutually disjoint subspaces convergent to $Y$.

## 6. Characterization of the Arc in Terms of Anchored Hyperspaces

The aim of this section is to prove that the arc is the unique arcwise connected space $X$, for which $C_{p}(X)$ is an arc for some $p \in X$ (Theorem 4). An important tool in the proof of this theorem is the use of order arcs. An order arc in $2^{X}$ is an arc $\alpha$ contained in $2^{X}$ such that, for any $A, B \in \alpha, A \subseteq B$ or $B \subseteq A$. The concepts and results we use for order arcs can be found in [13]. We use freely the notation found in there.

Proposition 1. The anchored hyperspace $C_{p}(X)$ is an arc if and only if it is an order arc.
Proof. Let $\alpha$ an order arc in $C(X)$ from $\{p\}$ to $X$. Since $p \in A$ for all $A \in \alpha$, we have $\alpha \subseteq C_{p}(C X)$. Now, it is sufficient to show that $\{p\}$ and $X$ are also the end points of $C_{p}(X)$, and this will be done by proving that neither $\{p\}$ nor $X$ are cut points of $C_{p}(X)$ (see [16], [Theorem 1, Pag. 179]). Take different points $A, B \in C_{p}(X)-\{p\}$ if $\beta$ and $\gamma$ are order arcs from $A$ to $A \cup B$ and from $B$ to $A \cup B$ respectively, then $\beta \cup \gamma \subseteq C_{p}(X)-\{p\}$ is an arc containing the points $A$ and $B$; this shows that $\{p\}$ is not a cut point of $C_{p}(X)$. Similarly, if $A, B \in C_{p}(X)-\{X\}$, taking $\beta$ and $\gamma$ order arcs from $\{p\}$ to $A$ and from $\{p\}$ to $B$, one obtains that $X$ is not a cut point either and therefore $\alpha=C_{p}(X)$. The converse is obvious.

A point $p$ of a space $X$ is an irreducibility point of $X$ if there exists another point $q$ such that no proper subspace contains both points. The following result is due to Kuratoski and is a handy tool in the proof of Theorem 4.

Lemma 8 (Kuratoski's Theorem, [15]). Let $X$ be a space and let $p \in X$. Then, $p$ is point of irreducibility of $X$ if and only if $X$ is not the union of two proper subspaces both of which contain $p$.

Theorem 4. Let $X$ be an arcwise connected space. Then, $C_{p}(X)$ is an arc for some $p \in X$ if and only if $X$ is an arc.

Proof. By Proposition $1, C_{p}(X)$ is an order arc from $\{p\}$ to $X$. It follows that $X$ is not the union of two proper subspaces both containing the point $p$. By Lemma 8, it turns out that
$p$ is an irreducibility point of $X$, if $q \in X$ is another point such that no proper subspace of $X$ contains the points $p$ and $q$; the arcwise connectedness implies that $X=[p, q]$.

For the converse, suppose without loss of generality that $X=[0,1]$. Letting $p=0$, the map

$$
x \mapsto[p, x],
$$

is a homeomorphism from $X$ to $C_{p}(X)$.
The arcwise connectedness hypothesis is necessary in the above theorem (see [13] [Example 1.1]).

## 7. Comparative Studies and Conclusions

Some of the main goals on hyperspace research from a theoretical approach are: to obtain topological models corresponding to familiar or not difficult to handle spaces, to find relations between hyperspaces and their underlying spaces, uniqueness of hyperspaces, i.e., to investigate which spaces are the only ones whose hyperspaces possess a given structure. Motivated by the studies carried out in $[17,18]$, the present work was deemed convenient by the authors. In the aforementioned works, the existence of cells in hyperspaces is characterized. Our work is carried out on infinite graphs and describes when such cells are free.

In [19], the arc is characterized in terms of anchored hyperspaces within the class of trees. In our work, we conduct a similar study but within a broader class of spaces, the arc-connected spaces.

Question: If the class of anchored hyperspaces of an arcwise connected space $X$ matches the class of anchored hyperspaces of a connected graph $G$, does it follow that $X$ and $G$ are homeomorphic?
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#### Abstract

Let $G=(V, E)$ be a simple graph. A vertex labeling $f: V(G) \rightarrow\{1,2, \ldots, k\}$ is defined to be a local inclusive (respectively, non-inclusive) $d$-distance vertex irregular labeling of a graph $G$ if for any two adjacent vertices $x, y \in V(G)$ their weights are distinct, where the weight of a vertex $x \in V(G)$ is the sum of all labels of vertices whose distance from $x$ is at most $d$ (respectively, at most $d$ but at least 1). The minimum $k$ for which there exists a local inclusive (respectively, non-inclusive) $d$-distance vertex irregular labeling of $G$ is called the local inclusive (respectively, non-inclusive) $d$-distance vertex irregularity strength of $G$. In this paper, we present several basic results on the local inclusive $d$-distance vertex irregularity strength for $d=1$ and determine the precise values of the corresponding graph invariant for certain families of graphs.
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## 1. Introduction

All graphs considered in this paper are simple finite. We use $V(G)$ for the vertex set and $E(G)$ for the edge set of a graph $G$. The neighborhood $N_{G}(x)$ of a vertex $x \in V(G)$ is the set of all vertices adjacent to $x$, which is a set of vertices whose distance from $x$ is 1 . Otherwise, $N_{G}[x]$ denotes the set of all neighbors of a vertex $x \in V(G)$ including $x$, which is the set of vertices whose distance from $x$ is at most 1 . We are following the standard notation and the terminology presented in [1].

The notion of the irregularity strength was introduced by Chartrand et al. in [2]. For a given edge $k$-labeling $\alpha: E(G) \rightarrow\{1,2, \ldots, k\}$, where $k$ is a positive integer, the associated weight of a vertex $x \in V(G)$ is $w_{\alpha}(x)=\sum_{y \in N_{G}(x)} \alpha(x y)$. Such a labeling $\alpha$ is called irregular if $w_{\alpha}(x) \neq w_{\alpha}(y)$ for every pair $x, y$ of vertices of $G$. The smallest integer $k$ for which an irregular labeling of $G$ exists is known as the irregularity strength of $G$. This parameter has attracted much attention, see [3-5].

Inspired by irregularity strength and distance magic labeling defined in [6] and investigated in [7], Slamin [8] introduced the concept of a distance vertex irregular labeling of graphs. A distance vertex irregular labeling of a graph is a mapping $\beta: V(G) \rightarrow\{1,2, \ldots, k\}$ such that the set of vertex weights consists of distinct numbers, where the weight of a vertex $x \in V(G)$ under the labeling $\beta$ is defined as $w t_{\beta}(x)=\sum_{y \in N_{G}(x)} \beta(y)$. The minimum $k$ for which a graph $G$ has a distance vertex irregular labeling is called the distance vertex irregularity strength of $G$ and is denoted by $\operatorname{dis}(G)$.

In [8], Slamin determined the exact value of the distance vertex irregularity strength for complete graphs, paths, cycles and wheels, namely $\operatorname{dis}\left(K_{n}\right)=n$, for $n \geq 3, \operatorname{dis}\left(P_{n}\right)=$ $\lceil n / 2\rceil$, for $n \geq 4, \operatorname{dis}\left(C_{n}\right)=\lceil(n+1) / 2\rceil$, for $n \equiv 0,1,2,3(\bmod 8)$ and $\operatorname{dis}\left(W_{n}\right)=$
$\lceil(n+1) / 2\rceil$, for $n \equiv 0,1,2,5(\bmod 8)$. Completed results for cycles and wheels are proved in [9].

Bong et al. [10] generalized the concept of a distance vertex irregular labeling to inclusive and non-inclusive $d$-distance vertex irregular labelings. The difference between inclusive and non-inclusive labeling depends on the way whether the vertex label is included in the vertex weight or not. The symbol $d$ represents how far the neighborhood is considered. Thus, an inclusive (respectively, non-inclusive) $d$-distance vertex irregular labeling of a graph $G$ is a mapping $\beta$ such that the set of vertex weights consists of distinct numbers, where the weight of a vertex $x \in V(G)$ is the sum of all labels of vertices whose distance from $x$ is at most $d$ (respectively, at most $d$ but at least 1 ). The minimum $k$ for which there exists an inclusive (respectively, non-inclusive) $d$-distance vertex irregular labeling of a graph $G$ is called the inclusive (respectively, non-inclusive) d-distance vertex irregularity strength of $G$. The non-inclusive 1-distance vertex irregularity strength of a graph $G$ is using Slamin's [8] terminology known as the distance vertex irregularity strength of $G$, denoted by $\operatorname{dis}(G)$. For the inclusive 1-distance vertex irregularity strength, we will use notation $\operatorname{idis}(G)$.

In [10] is determined the inclusive 1-distance vertex irregularity strength for paths $P_{n}, n \equiv 0(\bmod 3)$, stars, double stars $S(m, n)$ with $m \leq n$, a lower bound for caterpillars, cycles, and wheels. In [11] is established a lower bound of the inclusive 1-distance vertex irregularity strength for any graph and determined the exact value of this parameter for several families of graphs, namely for complete and complete bipartite graphs, paths, cycles, fans, and wheels. More results on triangular ladder and path for $d \geq 1$ has been proved in $[12,13]$.

Motivated by a distance vertex labeling [8], an irregular labeling [2] and a recent paper on a local antimagic labeling [14], we introduce in this paper the concept of local inclusive and local non-inclusive $d$-distance vertex irregular labelings.

A vertex labeling $f: V(G) \rightarrow\{1,2, \ldots, k\}$ is defined to be a local inclusive (respectively, non-inclusive) d-distance vertex irregular labeling of a graph $G$ if for any two adjacent vertices $x, y \in V(G)$ their weights are distinct, where the weight of a vertex $x \in V(G)$ is the sum of all labels of vertices whose distance from $x$ is at most $d$ (respectively, at most $d$ but at least 1). The minimum $k$ for which there exists a local inclusive (respectively, non-inclusive) $d$ distance vertex irregular labeling of $G$ is called the local inclusive (respectively, non-inclusive) $d$-distance vertex irregularity strength of $G$ and denoted by $\operatorname{lidis}_{d}(G)$ (respectively, $\operatorname{ldis}_{d}(G)$ ). If there is no such labeling for the graph $G$ then the value of $\operatorname{lidis}_{d}(G)$ is defined as $\infty$. In the case when $d=1$ the index $d$ can be omitted, thus lidis ${ }_{1}(G)=\operatorname{lidis}(G)$ (respectively, $\operatorname{ldis}_{1}(G)=\operatorname{ldis}(G)$ ). In this paper, we only discuss the case for inclusive labeling with $d=1$. Note that the concept of a local non-inclusive distance vertex irregular labeling has been introduced earlier in [15] with a different name. For more information about labeled graphs see [16].

In this paper, we present several basic results and some estimations on the local inclusive 1-distance vertex irregularity strength and determine the precise values of the corresponding graph invariant for several families of graphs.

## 2. Basic Properties

In the following observations, we give several basic properties of lidis $(G)$. The first observation gives a relation between the local inclusive distance vertex irregularity strength, lidis $(G)$, and the inclusive distance vertex irregularity strength, idis $(G)$. The second and third observations give the requirement for giving the label of two vertices which have a common neighbor.

Observation 1. For a graph $G$, it holds that $\operatorname{lidis}(G) \leq \operatorname{idis}(G)$.
Observation 2. If there exists an edge $u v$ in a graph $G$ such that $N_{G}(u)-\{v\}=N_{G}(v)-\{u\}$, then for any local non-inclusive distance vertex irregular labeling $f$ of a graph $G$ holds $f(u) \neq f(v)$.

Observation 3. If there exists an edge $u v$ in a graph $G$ such that $N_{G}(u)-\{v\}=N_{G}(v)-\{u\}$, then $\operatorname{lidis}(G)=\infty$.

The next theorem gives a sufficient and necessary condition for $\operatorname{lidis}(G)<\infty$. Note that the graph $G$ is not necessarily connected.

Theorem 1. For a graph $G$, it holds that $\operatorname{lidis}(G)=\infty$ if and only if there exists an edge $u v \in E(G)$ such that $N_{G}[u]=N_{G}[v]$.

Proof. If there exists an edge $u v \in E(G)$ such that $N_{G}[u]=N_{G}[v]$, then immediately follows Observation 3 and we obtain $\operatorname{lidis}(G)=\infty$. On the other hand, if $\operatorname{lidis}(G)=\infty$ then there exist at least two vertices $u$ and $v$ in $G$ that have the same weight under any vertex labeling. It is only happened if $N_{G}[u]=N_{G}[v]$.

Immediately from the previous theorem we obtain the following result.
Corollary 1. If there exist two distinct vertices $u, v$ in $G$ such that $\operatorname{deg}_{G}(u)=\operatorname{deg}_{G}(v)=$ $|V(G)|-1$, then $\operatorname{lidis}(G)=\infty$.

Thus, for complete graphs we obtain
Corollary 2. Let $n$ be a positive integer. Then

$$
\operatorname{lidis}\left(K_{n}\right)= \begin{cases}1, & \text { if } n=1 \\ \infty, & \text { if } n \geq 2\end{cases}
$$

Now, we present a sufficient and necessary condition for $\operatorname{lidis}(G)=1$.
Theorem 2. Let $G$ be a graph. Then $\operatorname{lidis}(G)=1$ if and only if for every edge uv $\in E(G)$, $\operatorname{deg}(u) \neq \operatorname{deg}(v)$.

Proof. Consider a labeling that assigns number 1 to every vertex of a graph $G$. Under this labeling, the weight of any vertex $v$ in $G$ is $w t(v)=\operatorname{deg}_{G}(v)+1$. Thus, adjacent vertices can have distinct weights if and only if they have distinct degrees.

The chromatic number of a graph $G$, denoted by $\chi(G)$, is the smallest number of colors needed to color the vertices of $G$ so that no two adjacent vertices share the same color, see [1]. The following result gives a trivial lower bound for the number of distinct induced vertex weights under any local inclusive distance vertex irregular labeling of a graph $G$.

Theorem 3. For a graph $G$, the number of distinct induced vertex weights under any local inclusive distance vertex irregular labeling is at least $\chi(G)$.

## 3. Local Inclusive Distance Vertex Irregularity Strength for Several Families of Graphs

In this section, we provide the exact values of local inclusive distance vertex irregularity strengths of some standard graphs such as paths, cycles, complete bipartite graphs, complete multipartite graphs, and caterpillars. We also give results on several products of graphs, such as corona graphs, union graphs, and join product graphs.

Theorem 4. Let $C_{n}$ be a cycle on $n$ vertices $n \geq 3$. Then

$$
\operatorname{lidis}\left(C_{n}\right)= \begin{cases}\infty, & \text { if } n=3 \\ 2, & \text { if } n \text { is even } \\ 3, & \text { if } n \text { is odd }, n \geq 5\end{cases}
$$

Proof. Let $V\left(C_{n}\right)=\left\{v_{i}: i=1,2, \ldots, n\right\}$ be the vertex set and let $E\left(C_{n}\right)=\left\{v_{i} v_{i+1}\right.$ : $i=1,2, \ldots, n-1\} \cup\left\{v_{1} v_{n}\right\}$ be the edge set of a cycle $C_{n}$. The lower bound for the local inclusive distance vertex irregularity strength of $C_{n}$ follows from Theorem 3 as

$$
\chi\left(C_{n}\right)= \begin{cases}3, & \text { if } n \text { is odd } \\ 2, & \text { if } n \text { is even }\end{cases}
$$

As $C_{3}$ is isomorphic to $K_{3}$ we use Corollary 2 in this case.
For $n$ even, we label the vertices of $C_{n}$ as follows

$$
f\left(v_{i}\right)= \begin{cases}1, & \text { if } i \text { is odd } \\ 2, & \text { if } i \text { is even }\end{cases}
$$

Then, for the vertex weights we obtain

$$
w t_{f}\left(v_{i}\right)= \begin{cases}5, & \text { if } i \text { is odd } \\ 4, & \text { if } i \text { is even }\end{cases}
$$

Thus, for $n$ even we obtain lidis $\left(C_{n}\right)=2$.
For $n=5$, we label the vertices such that $f\left(v_{1}\right)=f\left(v_{2}\right)=1, f\left(v_{3}\right)=3$ and $f\left(v_{4}\right)=$ $f\left(v_{5}\right)=2$. Then, $w t_{f}\left(v_{1}\right)=4, w t_{f}\left(v_{2}\right)=w t_{f}\left(v_{5}\right)=5, w t_{f}\left(v_{3}\right)=6$ and $w t_{f}\left(v_{4}\right)=7$. Thus, $\operatorname{lidis}\left(C_{5}\right)=3$.

For $n$ odd, $n \geq 7$, the vertices are labeled in the following way

$$
f\left(v_{i}\right)= \begin{cases}1, & \text { if } i \text { is odd, } 1 \leq i \leq n-4 \\ 2, & \text { if } i \text { is even, } 2 \leq i \leq n-3 \\ 3, & \text { if } i=n-2, n-1, n\end{cases}
$$

The weights of vertices are

$$
w t_{f}\left(v_{i}\right)= \begin{cases}6, & \text { if } i=1, n-3 \\ 5, & \text { if } i \text { is odd, } 3 \leq i \leq n-4, \\ 4, & \text { if } i \text { is even, } 2 \leq i \leq n-5, \\ 8, & \text { if } i=n-2, \\ 9, & \text { if } i=n-1, \\ 7, & \text { if } i=n\end{cases}
$$

As adjacent vertices have distinct weights we obtain lidis $\left(C_{n}\right)=3$ for $n$ odd. The above explanation concludes the proof.

Corollary 3. Let $P_{n}$ be a path on $n$ vertices $n \geq 2$. Then

$$
\operatorname{lidis}\left(P_{n}\right)= \begin{cases}\infty, & \text { if } n=2 \\ 2, & \text { if } n \geq 3\end{cases}
$$

Proof. Let $V\left(P_{n}\right)=\left\{v_{i}: i=1,2, \ldots, n\right\}$ be the vertex set and let $E\left(P_{n}\right)=\left\{v_{i} v_{i+1}: i=\right.$ $1,2, \ldots, n-1\}$ be the edge set of a path $P_{n}$. The result for $n=2$ follows from Corollary 2.

For $n \geq 3$, according to Theorem 3, the lidis $\left(P_{n}\right)$ should be more than one. Using the vertex labels for $n$ even as in Theorem 4 and the corresponding vertex weights are

$$
w t_{f}\left(v_{i}\right)= \begin{cases}3, & \text { if } i=1, n \\ 4, & \text { if } i \text { is even, } i \neq n \\ 5, & \text { if } i \text { is odd, } i \neq 1 \text { and } i \neq n\end{cases}
$$

Thus, $\operatorname{lidis}\left(P_{n}\right)=2$.
The following result deals with complete multipartite graphs.
Theorem 5. Let $K_{n_{1}, n_{2}, \ldots, n_{m}}$ be a complete multipartite graph, $n_{i} \geq 1, i=1,2, \ldots, m, m \geq 2$. Then,

$$
\operatorname{lidis}\left(K_{n_{1}, n_{2}, \ldots, n_{m}}\right)= \begin{cases}\infty, & \text { if } 1=n_{1}=n_{2} \\ 1, & \text { if } n_{1}<n_{2}<\cdots<n_{m} \\ m, & \text { if } 2 \leq n_{1}=n_{2}=\cdots=n_{m}\end{cases}
$$

Proof. Let us denote the vertices in the independent set $V_{i}, i=1,2, \ldots, m$ of a complete multipartite graph $K_{n_{1}, n_{2}, \ldots, n_{m}}$ by symbols $v_{i}^{1}, v_{i}^{2}, \ldots, v_{i}^{n_{i}}$.

If $1=n_{1}=n_{2}$, then the vertices $v_{1}^{1}$ and $v_{2}^{1}$ have the same degrees

$$
\operatorname{deg}\left(v_{1}^{1}\right)=\operatorname{deg}\left(v_{2}^{1}\right)=\sum_{j=3}^{m} n_{j}+1=\left|V\left(K_{n_{1}, n_{2}, \ldots, n_{m}}\right)\right|-1
$$

and thus, by Corollary 1 we obtain lidis $\left(K_{n_{1}, n_{2}, \ldots, n_{m}}\right)=\infty$.
If $n_{1}<n_{2}<\cdots<n_{m}$, then all adjacent vertices have distinct degrees. More precisely, the degree of a vertex $v_{i}^{j}, i=1,2, \ldots, m, j=1,2, \ldots, n_{i}$ is $\operatorname{deg}\left(v_{i}^{j}\right)=\sum_{j=1}^{m} n_{j}-n_{i}+1$. Thus, by Theorem 2, we obtain $\operatorname{lidis}\left(K_{n_{1}, n_{2}, \ldots, n_{m}}\right)=1$.

If $2 \leq n_{1}=n_{2}=\cdots=n_{m}=n$ consider a vertex labeling $f$ of $K_{n_{1}, n_{2}, \ldots, n_{m}}$ defined such that

$$
f\left(v_{i}^{j}\right)=i
$$

for $i=1,2, \ldots, m, j=1,2, \ldots, n$ and the corresponding vertex weights are

$$
w t_{f}\left(v_{i}^{j}\right)=\frac{n m(m+1)}{2}-(n-1) i .
$$

Thus, all adjacent vertices have distinct weights. Thus, lidis $\left(K_{n_{1}, n_{2}, \ldots, n_{m}}\right) \leq m$. Using mathematical induction, it is not complicated to show that $\operatorname{lidis}\left(K_{n_{1}, n_{2}, \ldots, n_{m}}\right) \geq m$. This concludes the proof.

The following corollary gives the exact value of the studied parameter for complete bipartite graphs.

Corollary 4. Let $K_{m, n}, 1 \leq m \leq n$, be a complete bipartite graph. Then

$$
\operatorname{lidis}\left(K_{m, n}\right)= \begin{cases}\infty, & \text { if } m=n=1 \\ 2, & \text { if } m=n \geq 2 \\ 1, & \text { if } m \neq n\end{cases}
$$

The corona product of $G$ and $H$ is the graph $G \odot H$ obtained by taking one copy of $G$, called the center graph along with $|V(G)|$ copies of $H$, called the outer graph, and making the $i$ th vertex of $G$ adjacent to every vertex of the $i$ th copy of $H$, where $1 \leq i \leq|V(G)|$. For arbitrary graphs $G$, we can prove the following result.

Theorem 6. Let $r$ be a positive integer. Then, for $r \geq 2$ holds

$$
\operatorname{lidis}\left(G \odot \overline{K_{r}}\right) \leq \operatorname{lidis}(G)
$$

Moreover, if $G$ is a graph with no component of order 1 then also $\operatorname{lidis}\left(G \odot K_{1}\right) \leq \operatorname{lidis}(G)$.

Proof. If lidis $(G)=\infty$ then by Theorem 1 there exists at least one edge $u v \in E(G)$ such that $N_{G}[u]=N_{G}[v]$. However, as for $r \geq 2$ or for $r=1$ if $G$ has no component of order 1, in $G \odot \overline{K_{r}}$ all vertices have distinct closed neighborhood and thus $\operatorname{lidis}\left(G \odot \overline{K_{r}}\right)<\infty$.

Now, consider that lidis $(G)<\infty$ and let $f$ be a local inclusive distance vertex irregular labeling of $G$. We define a labeling $g$ of $G \odot \overline{K_{r}}$ such that

$$
\begin{array}{ll}
g(v)=f(v), & \text { if } v \in V(G) \\
g(v)=1, & \text { if } \operatorname{deg}_{G \odot \overline{K_{r}}}(v)=1
\end{array}
$$

For the vertex weights, we obtain

$$
\begin{array}{ll}
w t_{g}(v)=w t_{f}(v)+r, & \text { if } v \in V(G), \\
w t_{g}(v)=1+f(u), & \text { if } \operatorname{deg}_{G \odot \overline{K_{r}}}(v)=1 \text { and } u v \in E\left(G \odot \overline{K_{r}}\right) .
\end{array}
$$

Evidently, for $r \geq 2$ or for $r=1$ if $G$ has no component of order 1, i.e., $\operatorname{deg}_{G}(v) \geq 1$ for every $v \in V(G)$, we obtain that under the labeling $g$ the vertex weights of adjacent vertices are different.

Moreover, we can prove that the parameter $\operatorname{lidis}\left(G \odot \overline{K_{r}}\right)$ is finite except the case when $G \odot \overline{K_{r}}$ contains a component isomorphic to $K_{2}$.

Theorem 7. Let $r$ be a positive integer. Then,

$$
\operatorname{lidis}\left(G \odot \overline{K_{r}}\right) \leq|V(G)|
$$

except the case when $r=1$ and the graph $G$ contains a component of order 1 .
Proof. Let us denote the vertices of a graph $G$ by symbols $v_{1}, v_{2}, \ldots, v_{|V(G)|}$ such that for every $i=1,2, \ldots,|V(G)|-1$ holds

$$
\operatorname{deg}_{G}\left(v_{i}\right) \leq \operatorname{deg}_{G}\left(v_{i+1}\right)
$$

and let $v_{i}^{j}, j=1,2, \ldots, r$ be the vertices of degree 1 adjacent to $v_{i}, i=1,2, \ldots,|V(G)|$, in $G \odot \overline{K_{r}}$. Now, we define a labeling $f$ that assigns 1 to every vertex of $G$. Thus, for every $i=1,2, \ldots,|V(G)|$

$$
w t_{f}\left(v_{i}\right)=\operatorname{deg}_{G}\left(v_{i}\right)+1
$$

We extend the labeling $f$ of the graph $G$ to the labeling $g$ of the graph $G \odot \overline{K_{r}}$ in the following way

$$
\begin{array}{ll}
g\left(v_{i}\right)=f\left(v_{i}\right), & \text { if } i=1,2, \ldots,|V(G)| \\
g\left(v_{i}^{j}\right)=i, & \text { if } i=1,2, \ldots,|V(G)|, j=1,2, \ldots, r
\end{array}
$$

The induced vertex weights are

$$
\begin{array}{ll}
w_{g}\left(v_{i}\right)=\operatorname{deg}_{G}\left(v_{i}\right)+1+r i, & \text { if } i=1,2, \ldots,|V(G)| \\
w_{g}\left(v_{i}^{j}\right)=1+i, & \text { if } i=1,2, \ldots,|V(G)|, j=1,2, \ldots, r
\end{array}
$$

For $r \geq 2$ and for $r=1$ if the graph $G$ has no component of order 1, i.e., $\operatorname{deg}\left(v_{i}\right) \geq 1$ for every $i=1,2, \ldots,|V(G)|$, we obtain that all adjacent vertices have distinct weights.

Note that the upper bound in the previous theorem is tight, since lidis $\left(K_{n} \odot K_{1}\right)=n$. Immediately, from Theorem 2, we have the following result

Theorem 8. For $r \geq 2$ it holds $\operatorname{lidis}\left(G \odot \overline{K_{r}}\right)=1$ if and only if $\operatorname{lidis}(G)=1$.

Moreover, when $G$ has no component of order 1 then $\operatorname{lidis}\left(G \odot \overline{K_{1}}\right)=1$ if and only if $\operatorname{lidis}(G)=1$.

Now, we present results for corona product of paths, cycles, and complete graphs with totally disconnected graph $\overline{K_{r}}, r \geq 1$. Combining Theorems 3 and 6 , we obtain

Theorem 9. Let $P_{n}$ be a path on $n$ vertices $n \geq 2$ and let $r$ be a positive integer. Then

$$
\operatorname{lidis}\left(P_{n} \odot \overline{K_{r}}\right)=2
$$

Theorem 10. Let $C_{n}$ be a cycle on $n$ vertices $n \geq 3$ and let $r$ be a positive integer. Then

$$
\operatorname{lidis}\left(C_{n} \odot \overline{K_{r}}\right)= \begin{cases}3, & \text { if } n=3 \text { and } r=1 \\ 2, & \text { otherwise }\end{cases}
$$

Proof. Let

$$
V\left(C_{n} \odot \overline{K_{r}}\right)=\left\{v_{i}: i=1,2, \ldots, n\right\} \cup\left\{v_{i}^{j}: i=1,2, \ldots, n ; j=1,2, \ldots, r\right\}
$$

be the vertex set and let

$$
\begin{aligned}
E\left(C_{n} \odot \overline{K_{r}}\right)= & \left\{v_{i} v_{i+1}: i=1,2, \ldots, n-1\right\} \cup\left\{v_{1} v_{n}\right\} \\
& \cup\left\{v_{i} v_{i}^{j}: i=1,2, \ldots, n ; j=1,2, \ldots, r\right\}
\end{aligned}
$$

be the edge set of $C_{n} \odot \overline{K_{r}}$.
For even $n$ the result follows from Theorems 4 and 6 . For $n=3$ and $r=1$ consider the labeling illustrated on Figure 1.


Figure 1. A local inclusive distance vertex irregular labeling of $C_{3} \odot \overline{K_{1}}$.
For odd $n$ and $(n, r) \neq(3,1)$, we define a vertex labeling $f$ of $C_{n} \odot \overline{K_{r}}$ such that

$$
\begin{aligned}
& f\left(v_{i}\right)= \begin{cases}2, & \text { for } i=1, \\
1, & \text { for } i=2,3, \ldots, n\end{cases} \\
& f\left(v_{i}^{j}\right)= \begin{cases}2, & \text { for } i=2,4, \ldots, n-1, n \text { and } j=1 \\
1, & \text { otherwise. }\end{cases}
\end{aligned}
$$

The weights of vertices of degree $r+2$ are

$$
w t_{f}\left(v_{i}\right)= \begin{cases}r+3, & \text { for } i=3,5, \ldots, n-2 \\ r+4, & \text { for } i=1,4,6, \ldots, n-1, \\ r+5, & \text { for } i=2, n\end{cases}
$$

As the weights of vertices of degree one are either 2 or 3, we obtain that adjacent vertices have distinct weights.

Theorem 11. Let $n, r$ be positive integers. Then

$$
\operatorname{lidis}\left(K_{n} \odot \overline{K_{r}}\right)= \begin{cases}\infty, & \text { if } n=1, r=1 \\ 1+\left\lceil\frac{n-1}{r}\right\rceil, & \text { otherwise } .\end{cases}
$$

Proof. As the graph $K_{1} \odot \overline{K_{1}}$ is isomorphic to the complete graph $K_{2}$ we use Corollary 2 in this case.

Let $(n, r) \neq(1,1)$. Let the vertex set and the edge set of $K_{n} \odot \overline{K_{r}}$ be the following

$$
\begin{aligned}
V\left(K_{n} \odot \overline{K_{r}}\right)= & \left\{v_{i}, v_{i}^{j}: i=1,2, \ldots, n ; j=1,2, \ldots, r\right\}, \\
E\left(K_{n} \odot \overline{K_{r}}\right)= & \left\{v_{i} v_{j}: i=1,2, \ldots, n-1 ; j=i+1, i+2, \ldots, n\right\} \\
& \cup\left\{v_{i} v_{i}^{j}: i=1,2, \ldots, n ; j=1,2, \ldots, r\right\} .
\end{aligned}
$$

We define a vertex labeling $f$ of $K_{n} \odot \overline{K_{r}}$ such that

$$
\begin{aligned}
& f\left(v_{i}\right)=1+\left\lceil\frac{n-1}{r}\right\rceil, \quad \text { if } i=1,2, \ldots, n, \\
& f\left(v_{i}^{j}\right)= \begin{cases}1+\left\lceil\frac{i-1}{r}\right\rceil, & \text { if } i=1,2, \ldots, n, j=1,2, \ldots, A_{i}, \\
1+\left\lfloor\frac{i-1}{r}\right\rfloor, & \text { if } i=1,2, \ldots, n, j=A_{i}+1, A_{i}+2, \ldots, r,\end{cases}
\end{aligned}
$$

where for every $i=1,2, \ldots, n$ the parameter $A_{i}, 1 \leq A_{i} \leq r$, is defined such that

$$
i-1 \equiv A_{i} \quad(\bmod r)
$$

For the vertex weights, we obtain

$$
\begin{aligned}
& w t_{f}\left(v_{i}\right)=n\left(1+\left\lceil\frac{n-1}{r}\right\rceil\right)+r+i-1, \quad \text { if } i=1,2, \ldots, n, \\
& w t_{f}\left(v_{i}^{j}\right)= \begin{cases}\left\lceil\frac{n-1}{r}\right\rceil+2+\left\lceil\frac{i-1}{r}\right\rceil, & \text { if } i=1,2, \ldots, n, j=1,2, \ldots, A_{i}, \\
\left\lceil\frac{n-1}{r}\right\rceil+2+\left\lfloor\frac{i-1}{r}\right\rceil, \quad \text { if } i=1,2, \ldots, n, j=A_{i}+1, A_{i}+2, \ldots, r .\end{cases}
\end{aligned}
$$

Evidently adjacent vertices have distinct weights. Thus, as the maximal vertex label is $1+\lceil(n-1) / r\rceil$, the proof is completed.

A caterpillar is a graph derived from a path by hanging any number of leaves from the vertices of the path. We denote the caterpillar as $S_{n_{1}, n_{2}, \ldots, n_{r}}$, where the vertex set is $V\left(S_{n_{1}, n_{2}, \ldots, n_{r}}\right)=\left\{c_{i}: 1 \leq i \leq r\right\} \cup \bigcup_{i=1}^{r}\left\{u_{i}^{j}: 1 \leq j \leq n_{i}\right\}$, and the edge set is $E\left(S_{n_{1}, n_{2}, \ldots n_{r}}\right)=$ $\left\{c_{i} c_{i+1}: 1 \leq i \leq r-1\right\} \cup \bigcup_{i=1}^{r}\left\{c_{i} u_{i}^{j}: 1 \leq j \leq n_{i}\right\}$.

Theorem 12. For every caterpillar $S_{n_{1}, n_{2}, \ldots, n_{r}}$ with at least 3 vertices holds $\operatorname{lidis}\left(S_{n_{1}, n_{2}, \ldots, n_{r}}\right) \leq 2$.
Proof. For a regular caterpillar, thus the case $n_{1}=n_{2}=\ldots=n_{r}=n$, using Theorem 9, we obtain that $\operatorname{lidis}\left(S_{n, n, \ldots, n}\right)=2$.

For the other cases, label the vertices of a caterpillar $S_{n_{1}, n_{2}, \ldots, n_{r}}$ using the following algorithm.
Step 1: Label all vertices with 1.
Then the weights of vertices $c_{i}, i=1,2, \ldots, r$ are $\operatorname{deg}\left(c_{i}\right)$ and all vertices of degree 1 have weight 2.
Step 2: Find the smallest index $s, 2 \leq s \leq r-1$, such that $w t\left(c_{s+1}\right)=w t\left(c_{s}\right)$.
Step 3: If such number does not exist, it means that adjacent vertices have distinct degrees and thus lidis $\left(S_{n_{1}, n_{2}, \ldots, n_{r}}\right)=1$. We are done.

Step 4: If such number exists either relabel a leaf of adjacent to $c_{s+1}$ (if a leaf exists) from 1 to 2 or relabel the vertex $c_{s+2}$ from 1 to 2 . Then $w t\left(c_{s+1}\right)=w t\left(c_{s}\right)+1$.
Note that this relabeling will not have an effect on weights of vertices $c_{i}$ for every $i \leq s$.
Step 5: Find the smallest index $t, s+1 \leq t \leq r-1$, such that $w t\left(c_{t+1}\right)=w t\left(c_{t}\right)$.
Step 6: If such number does not exist, it means that adjacent vertices have distinct degrees and thus $\operatorname{lidis}\left(S_{n_{1}, n_{2}, \ldots, n_{r}}\right)=2$. We are finished.
Step 7: If such number exists either relabel a leaf of adjacent to $c_{t+1}$ (if a leaf exists) from 1 to 2 or relabel the vertex $c_{t+2}$ from 1 to 2 . Then $w t\left(c_{s+1}\right)=w t\left(c_{t}\right)+1$.
Step 8: Return to Step 5.
After a finite number of steps, the algorithm stops and the weights of the vertices are always different from the weights of their neighbors.

A similar algorithm can be used to obtain a result for closed caterpillars, which are graphs where the removal of all pendant vertices gives a cycle. We denote the closed caterpillar as $C S_{n_{1}, n_{2}, \ldots, n_{r}}$, where the vertex set is $V\left(C S_{n_{1}, n_{2}, \ldots, n_{r}}\right)=\left\{c_{i}: 1 \leq i \leq r\right\} \cup$ $\bigcup_{i=1}^{r}\left\{u_{i}^{j}: 1 \leq j \leq n_{i}\right\}$, and the edge set is $E\left(\operatorname{CS}_{n_{1}, n_{2}, \ldots n_{r}}\right)=\left\{c_{i} c_{i+1}: 1 \leq i \leq r-1\right\} \cup$ $\left\{c_{1} c_{r}\right\} \cup \bigcup_{i=1}^{r}\left\{c_{i} u_{i}^{j}: 1 \leq j \leq n_{i}\right\}$.

Theorem 13. For closed caterpillar $C S_{n_{1}, n_{2}, \ldots, n_{r}}$ holds

$$
\operatorname{lidis}\left(C S_{n_{1}, n_{2}, \ldots, n_{r}}\right)= \begin{cases}\infty, & \text { if } r=3 \text { and }\left\{n_{1}, n_{2}, n_{3}\right\}=\{n, 0,0\}, \text { where } n \geq 0 \\ 3, & \text { if } r=3 \text { and }\left(n_{1}, n_{2}, n_{3}\right)=(1,1,1) \\ 3, & \text { if } r=3+6 k, k \geq 1 \text { and }\left\{n_{1}, n_{2}, \ldots, n_{r}\right\}=\{1,0, \ldots, 0\} \\ \leq 2, & \text { otherwise. }\end{cases}
$$

The proof of the next result for the disjoint union of graphs, follows from the fact that there are no edges between the distinct components.

Theorem 14. Let $G_{i}, i=1,2, \ldots, m$ be arbitrary graphs. Then

$$
\operatorname{lidis}\left(\bigcup_{i=1}^{m} G_{i}\right)=\max \left\{\operatorname{lidis}\left(G_{i}\right): i=1,2, \ldots, m\right\}
$$

Immediately from the previous theorem, we obtain the following result.
Corollary 5. Let $n$ be a non-negative integer and let $G$ be a graph. Then, $\operatorname{lidis}\left(G \cup n K_{1}\right)=$ lidis( $G$ ).

The join $G \oplus H$ of the disjoint graphs $G$ and $H$ is the graph $G \cup H$ together with all the edges joining vertices of $V(G)$ and vertices of $V(H)$. Let $\Delta(G)$ denote the maximal degree of the graph $G$.

Theorem 15. For any graph $G$ holds

$$
\operatorname{lidis}\left(G \oplus K_{1}\right)= \begin{cases}\infty, & \text { if } \Delta(G)=|V(G)|-1, \\ \operatorname{lidis}(G), & \text { if } \Delta(G)<|V(G)|-1 .\end{cases}
$$

Proof. Let $w$ be the vertex of $K_{1}$. In a graph $G \oplus K_{1}$ the vertex $w$ is adjacent to all vertices in $G$ we immediately get that $\operatorname{lidis}\left(G \oplus K_{1}\right) \geq \operatorname{lidis}(G)$.

If $\Delta(G)=|V(G)|-1$ then in $G \oplus K_{1}$ there are at least two vertices of degree $|V(G)|=$ $\left|V\left(G \oplus K_{1}\right)\right|-1$ and thus by Corollary 1 we have $\operatorname{lidis}\left(G \oplus K_{1}\right)=\infty$.

Let $\Delta(G)<|V(G)|-1$. If $\operatorname{lidis}(G)=\infty$ then by Theorem 1 there exists at least two vertices, say $u$ and $v$ in $G$ such that $N_{G}[u]=N_{G}[v]$. However, these vertices have the same closed neighborhood also in the graph $G \oplus K_{1}$ as

$$
N_{G \oplus K_{1}}[u]=N_{G}[u] \cup\{w\}=N_{G}[v] \cup\{w\}=N_{G \oplus K_{1}}[v] .
$$

However, this implies that

$$
\operatorname{lidis}\left(G \oplus K_{1}\right)=\infty=\operatorname{lidis}(G)
$$

Now, consider that lidis $(G)<\infty$ and let $f$ be a corresponding local inclusive distance vertex irregular graph of $G$. We define a labeling $g$ of $G \oplus K_{1}$ in the following way

$$
g(v)= \begin{cases}1, & \text { if } v=w \\ f(v), & \text { if } v \in V(G)\end{cases}
$$

The induced vertex weights are

$$
w t_{g}(v)= \begin{cases}\sum_{u \in V(G)} f(u)+1, & \text { if } v=w \\ w t_{f}(v)+1, & \text { if } v \in V(G) .\end{cases}
$$

As $\Delta(G)<|V(G)|-1$ we get that for any vertex $v \in V(G)$ is

$$
w t_{f}(v)=\sum_{u \in N_{G}(v)} f(u)<\sum_{u \in V(G)} f(u)
$$

Thus, all adjacent vertices have distinct weights. This means that $g$ is a local inclusive distance vertex irregular labeling of $G \oplus K_{1}$. As vertex $w$ is adjacent to every vertex in $G$ we get $\operatorname{lidis}\left(G \oplus K_{1}\right)=\operatorname{lidis}(G)$ in this case. This concludes the proof.

The graph in the previous theorem is not necessarily connected.
Theorem 16. Let $G_{i}, i=1,2, \ldots, m, m \geq 2$ be arbitrary graphs. Then

$$
\operatorname{lidis}\left(\left(\bigcup_{i=1}^{m} G_{i}\right) \oplus K_{1}\right)=\max \left\{\operatorname{lidis}\left(G_{i}\right): i=1,2, \ldots, m\right\}
$$

Proof. The proof follows from Theorems 14 and 15.
A wheel $W_{n}$ with $n$ spokes is isomorphic to the graph $C_{n} \oplus K_{1}$. A fan graph $F_{n}$ is isomorphic to the graph $P_{n} \oplus K_{1}$, while a generalized fan graph is isomorphic to the graph $k P_{n} \oplus K_{1}$. The following results are immediate corollaries of the previous theorems.

Corollary 6. Let $W_{n}$ be a wheel on $n+1$ vertices $n \geq 3$. Then

$$
\operatorname{lidis}\left(W_{n}\right)= \begin{cases}\infty, & \text { if } n=3 \\ 2, & \text { if } n \text { is even }, \\ 3, & \text { if } n \text { is odd }, n \geq 5 .\end{cases}
$$

Corollary 7. Let $F_{n}$ be a fan on $n+1$ vertices $n \geq 2$. Then

$$
\operatorname{lidis}\left(F_{n}\right)= \begin{cases}\infty, & \text { if } n=2 \\ 2, & \text { if } n \geq 3\end{cases}
$$

Corollary 8. Let $k P_{n} \oplus K_{1}$ be a generalized fan graph, $k, n \geq 2$. Then

$$
\operatorname{lidis}\left(k P_{n} \oplus K_{1}\right)=2
$$

If $\operatorname{lidis}(G)=\infty$ then by Theorem 1 there exist at least two vertices, say $u$ and $v$ in $G$ such that they have the same closed neighborhood $N_{G}[u]=N_{G}[v]$. Thus, we immediately get

$$
\begin{aligned}
N_{G \oplus \overline{K_{r}}}[u] & =N_{G}[u] \cup\left\{w_{i}: i=1,2, \ldots, r\right\} \\
& =N_{G}[v] \cup\left\{w_{i}: i=1,2, \ldots, r\right\}=N_{G \oplus \overline{K_{r}}}[v],
\end{aligned}
$$

where $w_{i}, i=1,2, \ldots, r$, are the vertices of $\overline{K_{r}}$. Thus, $\operatorname{lidis}\left(G \oplus \overline{K_{r}}\right)=\infty$ for every positive integer $r$. Now we will deal with the case when $\operatorname{lidis}(G)<\infty$ and $r \geq 2$.

Theorem 17. Let $r \geq 2$ be a positive integer and let $G$ be not isomorphic to a totally disconnected graph. If lidis $(G)<\infty$ and $r \geq|V(G)| \cdot \operatorname{lidis}(G)$ then $\operatorname{lidis}\left(G \oplus \overline{K_{r}}\right)=\operatorname{lidis}(G)$.

Proof. Let us denote the vertices $\overline{K_{r}}$ by the symbols $w_{i}, i=1,2, \ldots, r$ and let $r \geq 2$. Thus, $V\left(G \oplus \overline{K_{r}}\right)=V(G) \cup\left\{w_{i}: i=1,2, \ldots, r\right\}$. In a graph $G \oplus \overline{K_{r}}$ all the vertices $w_{i}$, $i=1,2, \ldots, r$ are adjacent to all vertices in $G$ thus we immediately get that $\operatorname{lidis}\left(G \oplus \overline{K_{r}}\right) \geq$ lidis( $G$ ).

Let lidis $(G)<\infty$ and let $f$ be a corresponding local inclusive distance vertex irregular labeling of $G$. We define a labeling $g$ of $G \oplus \overline{K_{r}}$ in the following way

$$
g(v)= \begin{cases}1, & \text { if } v=w_{i}, i=1,2, \ldots, r \\ f(v), & \text { if } v \in V(G)\end{cases}
$$

Then, the vertex weights are

$$
w \operatorname{t}_{g}(v)= \begin{cases}\sum_{u \in V(G)} f(u)+1, & \text { if } v=w_{i}, i=1,2, \ldots, r \\ w t_{f}(v)+r, & \text { if } v \in V(G)\end{cases}
$$

Evidently, under the labeling $g$, all adjacent vertices in $V(G)$ have distinct weights. We need also to prove that no vertex in $V(G)$ has the same weight as in $V\left(\overline{K_{r}}\right)$. Consider that

$$
r \geq|V(G)| \cdot \operatorname{lidis}(G)
$$

As $G$ is not isomorphic to a totally disconnected graph then for the weight of any vertex $v$ in $V(G)$ we have

$$
w t_{g}(v)=w t_{f}(v)+r \geq 1+|V(G)| \cdot \operatorname{lidis}(G)>1+\sum_{u \in V(G)} f(u)=w t_{g}\left(w_{i}\right)
$$

for every $i=1,2, \ldots, r$. Thus, $g$ is a local inclusive distance vertex irregular graph of $G \oplus \overline{K_{r}}$ and hence $\operatorname{lidis}\left(G \oplus \overline{K_{r}}\right) \leq \operatorname{lidis}(G)$.

Note that for small $r$ the previous theorem is not necessarily true. Consider the graph $G$ illustrated on Figure 2, evidently lidis $(G)=1$. However, $\operatorname{lidis}\left(G \oplus \overline{K_{3}}\right)=2$.


Figure 2. A local inclusive distance vertex irregular labeling of a graph $G$.

## 4. Conclusions

In this paper, we introduced the local inclusive distance vertex irregularity strength of graphs and gave some basic results and also some constructions of the feasible labelings for several families of graphs. We still have some open problems and conjecture as follows:

Problem 1. Find lidis $\left(K_{n_{1}, n_{2}, \ldots, n_{m}}\right)$ for general case, which is for the case $n_{1} \leq n_{2} \leq \cdots \leq n_{m}$, where $m>2$.

Problem 2. Characterize graphs for which $\operatorname{lidis}\left(G \odot \overline{K_{r}}\right)=\operatorname{lidis}(G)$.
Conjecture 1. For arbitrary tree $T$ with $T \neq K_{2}, \operatorname{lidis}(T)=1$ or 2 .
Author Contributions: Conceptualization, K.A.S., D.R.S., M.B. and A.S.-F.; methodology, K.A.S., D.R.S., M.B. and A.S.-F.; validation, K.A.S., D.R.S., M.B. and A.S.-F.; investigation, K.A.S., D.R.S., M.B. and A.S.-F.; resources, K.A.S., D.R.S., M.B. and A.S.-F.; writing-original draft preparation, K.A.S., and A.S.-F.; writing-review and editing, K.A.S., D.R.S., M.B. and A.S.-F.; supervision, K.A.S. and A.S.-F.; project administration, K.A.S., M.B. and A.S.-F.; funding acquisition, K.A.S., D.R.S., M.B. and A.S.-F. All authors have read and agreed to the published version of the manuscript.

Funding: This research has supported by PUTI KI-Universitas Indonesia 2020 Research Grant No. NKB-779/UN2.RST/HKP.05.00/2020. This work was also supported by the Slovak Research and Development Agency under the contract No. APVV-19-0153 and by VEGA 1/0233/18.

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.
Conflicts of Interest: The authors declare no conflict of interest.

## References

1. West, D.B. Introduction to Graph Theory, 2nd ed.; Prentice-Hall: Hoboken, NJ, USA, 2000.
2. Chartrand, G.; Jacobson, M.S.; Lehel, J.; Oellermann, O.R.; Ruiz, S.; Saba, F. Irregular networks. Congr. Numer. 1988, 64, 187-192.
3. Frieze, A.; Gould, R.J.; Karonski, M.; Pfender, F. On graph irregularity strength. J. Graph Theory 2002, 41, 120-137. [CrossRef]
4. Kalkowski, M.; Karonski, M.; Pfender, F. A new upper bound for the irregularity strength of graphs. SIAM J. Discrete Math. 2011, 25, 1319-1321. [CrossRef]
5. Majerski, P.; Przybyło, J. On the irregularity strength of dense graphs. SIAM J. Discrete Math. 2014, 28, 197-205. [CrossRef]
6. Miller, M.; Rodger, C.; Simanjuntak, R. Distance magic labelings of graphs. Australas. J. Combin. 2003, 28, 305-315.
7. Arumugam, S.; Fronček, D.; Kamatchi, N. Distance magic graphs—A survey. J. Indones. Math. Soc. 2011, 11-26. [CrossRef]
8. Slamin, S. On distance irregular labelings of graphs. Far East J. Math. Sci. 2017, 102, 919-932.
9. Bong, N.H.; Lin, Y.; Slamin, S. On distance-irregular labelings of cycles and wheels. Australas. J. Combin. 2017, 69, 315-322.
10. Bong, N.H.; Lin, Y.; Slamin, S. On inclusive and non-inclusive vertex irregular $d$-distance vertex labelings. submitted.
11. Bača, M.; Semaničová-Feňovčíková, A.; Slamin, S.; Sugeng, K.A. On inclusive distance vertex irregular labelings. Electron. J. Graph Theory Appl. 2018, 6, 61-83. [CrossRef]
12. Utami, B.; Sugeng, K.A.; Utama, S. On inclusive $d$-distance irregularity strength on triangular ladder graph and path. AKCE Int. J. Graphs Comb. 2020, 17, 810-819. [CrossRef]
13. Utami, B.; Sugeng, K.A.; Utama, S. Inclusive vertex irregular 1-distance labelings on triangular ladder graphs. AIP Conf. Proc. 2021, 2018, 060006. [CrossRef]
14. Arumugam, S.; Premalatha, K.; Bača, M.; Semaničová-Feňovčíková, A. Local antimagic vertex coloring of a graph. Graphs Combin. 2017, 33, 275-285. [CrossRef]
15. Czerwiński, S.; Grytczuk, J.; Żelazny, W. Lucky labelings of graphs. Inform. Process. Lett. 2009, 109, 1078-1081. [CrossRef]
16. Gallian, J.A. A dynamic survey of graph labeling. Electron. J. Combin. 2019, \#DS6. Available online: https:/ /www.combinatorics. org/ojs/index.php/eljc/article/view/DS6/pdf (accessed on 13 July 2021)

## Article

# On the Quasi-Total Roman Domination Number of Graphs 

Abel Cabrera Martínez ${ }^{1}$, Juan C. Hernández-Gómez ${ }^{2}$ and José M. Sigarreta ${ }^{2, *}$<br>1 Departament d'Enginyeria Informàtica i Matemàtiques, Universitat Rovira i Virgili, Av. Països Catalans 26, 43007 Tarragona, Spain; abel.cabrera@urv.cat<br>2 Facultad de Matemáticas, Universidad Autónoma de Guerrero, Carlos E. Adame No. 54, Col. Garita, Acapulco 39650, Mexico; jcarloshg@gmail.com<br>* Correspondence: josemariasigarretaalmira@hotmail.com

Citation: Martínez, A.C.; Hernández-Gómez, J.C.; Sigarreta, J.M. On the Quasi-Total Roman Domination Number of Graphs. Mathematics 2021, 9, 2823. https:/ / doi.org/10.3390/math 9212823

Academic Editor: Frank Werner

Received: 28 September 2021
Accepted: 2 November 2021
Published: 6 November 2021

Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.


Copyright: © 2021 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

Domination theory is a well-established topic in graph theory, as well as one of the most active research areas. Interest in this area is partly explained by its diversity of applications to real-world problems, such as facility location problems, computer and social networks, monitoring communication, coding theory, and algorithm design, among others. In the last two decades, the functions defined on graphs have attracted the attention of several researchers. The Romandominating functions and their variants are one of the main attractions. This paper is a contribution to the Roman domination theory in graphs. In particular, we provide some interesting properties and relationships between one of its variants: the quasi-total Roman domination in graphs.
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## 1. Introduction

Domination in graphs was first defined as a graph-theoretical concept in 1958. This area has attracted the attention of many researchers due to its diversity of applications to real-world problems, such as problems with the location of facilities, computing and social networks, communication monitoring, coding theory, and algorithm design, among others. In that regard, this topic has experienced rapid growth, resulting in over 5000 papers being published. We refer to [1,2] for theoretical results and practical applications.

Given a graph $G$, a dominating set is a subset $D \subseteq V(G)$ of vertices, such that every vertex not in $D$ is adjacent to at least one vertex in $D$. The minimum cardinality among all dominating sets of $G$ is called the domination number of $G$. The number of works, results and open problems that exist on this parameter and its variants provide a very wide range of work directions to consider, which come from their very theoretical aspects to a significant number of practical applications, passing through a large number of relationships and connections between some invariants of graph theory itself.

In the last two decades, the interest in research concerning dominating functions in graphs has increased. One of the reasons for this is that dominating functions generalize the concept of dominating sets. In particular, the Roman dominating functions (defined in [3], due to historical reasons arising from the ancient Roman Empire and described in [4,5]), and their variants, are one of the main attractions. At present, more than 300 papers have been published on this topic.

In 2019, Cabrera García et al. [6] defined and began the study of an interesting variant of Roman-dominating functions: the quasi-total Roman-dominating functions. This paper deals precisely with this style of domination, and our goal is to continue with the study of this novel parameter in graphs.

## Definitions, Notation and Organization of the Paper

We begin this subsection by stating the main basic terminology which will be used in the whole work. Let $G=(V(G), E(G))$ be a simple graph with no isolated vertex. Given
a vertex $v \in V(G), N(v)=\{x \in V(G): x v \in E(G)\}$ and $N[v]=N(v) \cup\{v\}$. A vertex $v \in V(G)$ is called a leaf vertex if $|N(v)|=1$. Given a set $D \subseteq V(G), N(D)=\cup_{v \in D} N(v)$, $N[D]=N(D) \cup D$ and $\partial(D)=N(D) \backslash D$. Moreover, given a set $D \subseteq V(G)$ and a vertex $v \in D, \operatorname{epn}(v, D)=\{u \in V(G) \backslash D: N(u) \cap D=\{v\}\}$. Also, and as is commonly defined, $G-D$ denotes the graph obtained from $G$ such that $V(G-D)=V(G) \backslash D$ and $E(G-D)=E(G) \backslash\{u v \in E(G): u \in D$ or $v \in D\}$. Moreover, the subgraph of $G$ induced by $D \subseteq V(G)$ will be denoted by $G[D]$.

We say that $G$ is $F$-free if it contains no copy of $F$ as an induced subgraph. A set $D \subseteq V(G)$ is a 2-packing if $N[x] \cap N[y] \neq \varnothing$ for every pair $x, y \in D$. The 2-packing number of $G$, denoted by $\rho(G)$, is defined as $\max \{|D|: D$ is a 2-packing of $G\}$. A 2-packing of cardinality $\rho(G)$ is called a $\rho(G)$-set. We will assume an analogous correspondence when referring to the optimal sets or functions derived from other parameters used in the article.

Let $f: V(G) \rightarrow\{0,1,2\}$ be a function on $G$. Observe that $f$ generates three sets $V_{0}, V_{1}$ and $V_{2}$, where $V_{i}=\{v \in V(G): f(v)=i\}$ for $i \in\{0,1,2\}$. In this sense, we will write $f\left(V_{0}, V_{1}, V_{2}\right)$ to refer to the function $f$. Given a set $D \subseteq V(G), f(D)=\sum_{v \in D} f(v)$. The weight of $f$ is defined as $\omega(f)=f(V(G))=\left|V_{1}\right|+2\left|V_{2}\right|$. We shall also use the following notations: $V_{1,2}=\left\{v \in V_{1}: N(v) \cap V_{2} \neq \varnothing\right\}, V_{1,0}=\left\{v \in V_{1}: N(v) \subseteq V_{0}\right\}$ and $V_{1,1}=V_{1} \backslash\left(V_{1,2} \cup V_{1,0}\right)$. A function $f\left(V_{0}, V_{1}, V_{2}\right)$ on $G$ is a dominating function if $N(v) \cap\left(V_{1} \cup V_{2}\right) \neq \varnothing$ for every vertex $v \in V_{0}$. Moreover, $f$ is a total dominating function (TDF) if $N(v) \cap\left(V_{1} \cup V_{2}\right) \neq \varnothing$ for every vertex $v \in V(G)$. Next, we highlight some particular cases of known domination parameters, which we define here in terms of (total) dominating functions.

- A set $D \subseteq V(G)$ is a (total) dominating set of $G$ if there exists a (total) dominating function $f\left(V_{0}, V_{1}, V_{2}\right)$ such that $f(x)>0$ if, and only if, $x \in D$. The (total) domination number of $G$, denoted by $\left(\gamma_{t}(G)\right) \gamma(G)$, is the minimum cardinality among all (total) dominating sets of $G$. For more information on domination and total domination see the books [1,2,7], the survey [8] and the recent works [9-11].
- A function $f\left(V_{0}, V_{1}, V_{2}\right)$ is a Roman-dominating function if $N(v) \cap V_{2} \neq \varnothing$ for every $v \in V_{0}$. The Roman domination number of $G$, denoted by $\gamma_{R}(G)$, is the minimum weight among all Roman-dominating functions on $G$. For more information on Roman domination and its varieties, see the articles [3,12].
- A TDF $f\left(V_{0}, V_{1}, V_{2}\right)$ is a total Roman-dominating function (TRDF) on a graph $G$ without isolated vertices if $N(v) \cap V_{2} \neq \varnothing$ for every vertex $v \in V_{0}$. The total Roman domination number, denoted by $\gamma_{t R}(G)$, is the minimum weight among all TRDFs on $G$. For recent results on the total Roman domination in graphs we cite [13-20].
- A quasi-total Roman-dominating function (QTRDF) on a graph $G$ is a dominating function $f\left(V_{0}, V_{1}, V_{2}\right)$ such that $N(x) \cap V_{2} \neq \varnothing$ for every $x \in V_{0}$; and $N(y) \cap\left(V_{1} \cup V_{2}\right) \neq \varnothing$ for every $y \in V_{2}$. The minimum weight among all QTRDFs on $G$ is called the quasi-total Roman domination number, and is denoted by $\gamma_{q t R}(G)$. This parameter was introduced by Cabrera Martínez et al. [6].
As consequence of the above definitions and the well-known inequalities $\rho(G) \leq \gamma(G)$ (see [1]), $\gamma_{t}(G) \leq \gamma_{R}(G)$ (see [21]) and $\gamma_{t R}(G) \leq \gamma_{R}(G)+\gamma(G)$ (see [14]), we establish an inequality chain involving the previous parameters.

Theorem 1. If $G$ is a graph with no isolated vertex, then

$$
\rho(G) \leq \gamma(G) \leq \gamma_{t}(G) \leq \gamma_{R}(G) \leq \gamma_{q t R}(G) \leq \gamma_{t R}(G) \leq \gamma_{R}(G)+\gamma(G)
$$

For instance, for the graphs $G_{1}$ and $G_{2}$ given in Figure 1 we deduce the next inequality chains. In that regard, the labels of (gray and black) coloured vertices describe the positive weights of a $\gamma_{q t R}\left(G_{i}\right)$-function, for $i \in\{1,2\}$.

- $\rho\left(G_{1}\right)=1<3=\gamma\left(G_{1}\right)<4=\gamma_{t}\left(G_{1}\right)<5=\gamma_{R}\left(G_{1}\right)<6=\gamma_{q t R}\left(G_{1}\right)<7=$ $\gamma_{t R}\left(G_{1}\right)$.
- $\rho\left(G_{2}\right)=1<3=\gamma\left(G_{2}\right)<4=\gamma_{t}\left(G_{2}\right)<6=\gamma_{R}\left(G_{2}\right)<7=\gamma_{q t R}\left(G_{2}\right)=\gamma_{t R}\left(G_{2}\right)$.


Figure 1. The labels of (gray and black) coloured vertices describe the positive weights of a $\gamma_{q+R}\left(G_{i}\right)-$ function, for $i \in\{1,2\}$.

As mentioned before, the goal of this work is continue the study of the quasi-total Roman domination number of graphs. In that regard, the paper is organized as follows. First, we obtain new, tight bounds for this parameter. Such bounds can also be seen as relationships between this novel parameter and several other classical domination parameters such as the (total) domination and (total) Roman domination numbers. Finally, and as a consequence of this previous study, we derive new results on the total Roman domination number of a graph.

## 2. Bounds and Relationships with Other Parameters

Let $G$ be a disconnected graph and let $G_{1}, \ldots, G_{r}(r \geq 2)$ be the components of $G$. Observe that any QTRDF $f\left(V_{0}, V_{1}, V_{2}\right)$ on $G$ satisfies that $f$ restricted to $V\left(G_{j}\right)$ is a QTRDF on $G_{j}$, for every $j \in\{1, \ldots, r\}$. Therefore, the following result is obtained for the case of disconnected graphs.

Remark 1 ([6]). Let $G_{1}, \ldots, G_{r}(r \geq 2)$ be the components of a disconnected graph $G$. Then

$$
\gamma_{q t R}(G)=\sum_{i=1}^{r} \gamma_{q t R}\left(G_{i}\right)
$$

As a consequence of the above remark, throughout this paper, we only consider nontrivial connected graphs. Next, we give two useful lemmas, which provide some tools to deduce some of the results.

Lemma 1. Let $G$ be a nontrivial connected graph. If $f\left(V_{0}, V_{1}, V_{2}\right)$ is a $\gamma_{q t R}(G)$-function, then the following statements hold.
(i) $f^{\prime}\left(V_{0}^{\prime}=V_{0}, V_{1}^{\prime}=V_{1} \backslash V_{1,0}, V_{2}^{\prime}=V_{2}\right)$ is a $\gamma_{t R}\left(G-V_{1,0}\right)$-function.
(ii) $\operatorname{epn}\left(v, V_{2}\right) \cap V_{0} \neq \varnothing$, for every $v \in V_{2}$.
(iii) If $\gamma_{q t R}(G)=\gamma_{R}(G)$, then $V_{1,2}=\varnothing$.

Proof. Let $f\left(V_{0}, V_{1}, V_{2}\right)$ be a $\gamma_{q t R}(G)$-function. First, we proceed to prove (i). Notice that $G-V_{1,0}$ has no isolated vertex. Hence, the function $f^{\prime}\left(V_{0}^{\prime}, V_{1}^{\prime}, V_{2}^{\prime}\right)$, defined by $V_{0}^{\prime}=V_{0}$, $V_{1}^{\prime}=V_{1} \backslash V_{1,0}$ and $V_{2}^{\prime}=V_{2}$, is a TRDF on $G-V_{1,0}$. Hence, $\gamma_{t R}\left(G-V_{1,0}\right) \leq \omega\left(f^{\prime}\right)$. Now, if $\gamma_{t R}\left(G-V_{1,0}\right)<\omega\left(f^{\prime}\right)$, then from any $\gamma_{t R}\left(G-V_{1,0}\right)$-function and the set $V_{1,0}$, we can construct a QTRDF on $G$ of weight less than $\omega(f)=\gamma_{q t R}(G)$, which is a contradiction. Therefore, the function $f^{\prime}$ is a $\gamma_{t R}\left(G-V_{1,0}\right)$-function, as required.

Now, we proceed to prove (ii). Let $v \in V_{2}$. Obviously, $N(v) \cap V_{0} \neq \varnothing$. If epn $\left(v, V_{2}\right) \cap$ $V_{0}=\varnothing$, then the function $f^{\prime}\left(V_{0}^{\prime}, V_{1}^{\prime}, V_{2}^{\prime}\right)$, defined by $V_{1}^{\prime}=V_{1} \cup\{v\}, V_{2}^{\prime}=V_{2} \backslash\{v\}$ and $V_{0}^{\prime}=V_{0}$, is a QTRDF on $G$ of weight $\omega\left(f^{\prime}\right)<\omega(f)=\gamma_{q t R}(G)$, which is a contradiction. Therefore, $\operatorname{epn}\left(v, V_{2}\right) \cap V_{0} \neq \varnothing$, which completes the proof of (ii).

Finally, we proceed to prove (iii). Assume that $\gamma_{q t R}(G)=\gamma_{R}(G)$. First, suppose that $V_{1,2} \neq \varnothing$. It is easy to see that the function $f^{\prime}\left(V_{0}^{\prime}, V_{1}^{\prime}, V_{2}^{\prime}\right)$, defined by $V_{1}^{\prime}=V_{1} \backslash V_{1,2}, V_{2}^{\prime}=V_{2}$ and $V_{0}^{\prime}=V_{0} \cup V_{1,2}$, is a Roman-dominating function on $G$. Hence, $\gamma_{R}(G) \leq \omega\left(f^{\prime}\right)<$
$\omega(f)=\gamma_{q t R}(G)$, which is a contradiction. Therefore, $V_{1,2}=\varnothing$, which completes the proof of (iii).

Lemma 2. Let $G$ be a nontrivial connected graph. If $f\left(V_{0}, V_{1}, V_{2}\right)$ is a $\gamma_{q+R}(G)$-function such that $\left|V_{1}\right|$ is minimum, then one of the following conditions holds.
(i) $V_{1,0}=\varnothing$.
(ii) $V_{1,0}$ is a 2 -packing of $G$.

Proof. Let $f\left(V_{0}, V_{1}, V_{2}\right)$ be a $\gamma_{q t R}(G)$-function, such that $\left|V_{1}\right|$ is minimal. Assume that $V_{1,0} \neq \varnothing$. It is clear by definition that $V_{1,0}$ is an independent set. Now, suppose that $V_{1,0}$ is not a 2-packing of $G$. Therefore, two vertices $u, v \in V_{1,0}$ exist at distance two. Let $w \in N(u) \cap N(v)$. Notice that $w \in V_{0}$ and $N(w) \cap V_{2} \neq \varnothing$. With these conditions in mind, observe that the function $f^{\prime}\left(V_{0}^{\prime}, V_{1}^{\prime}, V_{2}^{\prime}\right)$, defined by $V_{1}^{\prime}=V_{1} \backslash\{u, v\}, V_{2}^{\prime}=V_{2} \cup\{w\}$ and $V_{0}^{\prime}=V(G) \backslash\left(V_{1}^{\prime} \cup V_{2}^{\prime}\right)$, is a QTRDF on $G$ of weight $\omega\left(f^{\prime}\right)=\omega(f)$ and $\left|V_{1}^{\prime}\right|<\left|V_{1}\right|$, which is a contradiction. Therefore, $V_{1,0}$ is a 2 -packing of $G$, which completes the proof.

We continue with one of the main results of this paper.
Theorem 2. If $G$ is a nontrivial connected graph, then at least one of the following statements holds.
(i) $\quad \gamma_{q t R}(G)=\gamma_{t R}(G)$.
(ii) $\quad \gamma_{q t R}(G)=\min \left\{\gamma_{t R}(G-S)+|S|: S\right.$ is a 2 -packing of $\left.G\right\}$.

Proof. Let $f\left(V_{0}, V_{1}, V_{2}\right)$ be a $\gamma_{q t R}(G)$-function such that $\left|V_{1}\right|$ is minimum. If $V_{1,0}=\varnothing$, then by Lemma 1 -(i) we deduce that $f$ is also a $\gamma_{t R}(G)$-function, which implies that $\gamma_{q t R}(G)=\gamma_{t R}(G)$. Hence, from now on, we assume that $V_{1,0} \neq \varnothing$. By Lemma 2, it follows that $V_{1,0}$ is a 2-packing of $G$. Moreover, by Lemma 1-(i) we have the function $f^{\prime}\left(V_{0}^{\prime}=V_{0}, V_{1}^{\prime}=V_{1} \backslash V_{1,0}, V_{2}^{\prime}=V_{2}\right)$ is a $\gamma_{t R}\left(G-V_{1,0}\right)$-function. Therefore, $\gamma_{q t R}(G)=$ $\gamma_{t R}\left(G-V_{1,0}\right)+\left|V_{1,0}\right| \geq \min \left\{\gamma_{t R}(G-S)+|S|: S\right.$ is a 2-packing of $\left.G\right\}$. We only need to prove that $\gamma_{q t R}(G) \leq \min \left\{\gamma_{t R}(G-S)+|S|: S\right.$ is a 2-packing of $\left.G\right\}$. In such a sense, let $S$ be a 2-packing of $G$ for which $\gamma_{t R}(G-S)+|S|$ is minimum, and let $g^{\prime}\left(W_{0}^{\prime}, W_{1}^{\prime}, W_{2}^{\prime}\right)$ be a $\gamma_{t R}(G-S)$-function. Observe that the function $g\left(W_{0}, W_{1}, W_{2}\right)$, defined by $W_{0}=W_{0}^{\prime}$, $W_{1}=W_{1}^{\prime} \cup S$ and $W_{2}=W_{2}^{\prime}$, is a QTRDF on $G$. Therefore, $\gamma_{q t R}(G) \leq \omega(g)=\min \left\{\gamma_{t R}(G-\right.$ $S)+|S|: S$ is a 2-packing of $G\}$, which completes the proof.

The next proposition is a direct consequence of Theorem 2.
Proposition 1. If $G$ is a nontrivial connected graph, then

$$
\gamma_{q t R}(G) \geq \gamma_{t R}(G)-\rho(G)
$$

Proof. If $\gamma_{q t R}(G)=\gamma_{t R}(G)$, then the inequality holds. Assume that $\gamma_{q t R}(G)<\gamma_{t R}(G)$. By Theorem 2 there exists a 2-packing $S$ of $G$ such that $\gamma_{q t R}(G)=\gamma_{t R}(G-S)+|S|$. Let $f^{\prime}\left(V_{0}^{\prime}, V_{1}^{\prime}, V_{2}^{\prime}\right)$ be a $\gamma_{t R}(G-S)$-function and let $S^{\prime} \subseteq N(S)$ be a set of cardinality $|S|$ such that $N(x) \cap S^{\prime} \neq \varnothing$ for every vertex $x \in S$. Observe that the function $f\left(V_{0}, V_{1}, V_{2}\right)$, defined by $V_{2}=V_{2}^{\prime}, V_{1}=V_{1}^{\prime} \cup S \cup\left(S^{\prime} \backslash V_{2}^{\prime}\right)$ and $V_{0}=V(G) \backslash\left(V_{1} \cup V_{2}\right)$, is a TRDF on $G$. Therefore, $\gamma_{t R}(G) \leq \omega(f) \leq \omega\left(f^{\prime}\right)+|S|+\left|S^{\prime}\right|=\gamma_{t R}(G-S)+2|S|=\gamma_{q t R}(G)+|S| \leq$ $\gamma_{q t R}(G)+\rho(G)$, which completes the proof.

The bound above is tight. For instance, it is achieved for the graph $G$ given in the Figure 2. Notice that this figure describes the positive weights of a $\gamma_{q t R}(G)$-function. In addition, it is easy to see that $\rho(G)=2$ and $\gamma_{t R}(G)=8$. Hence, $\gamma_{q t R}(G)=6=$ $\gamma_{t R}(G)-\rho(G)$, as required.


Figure 2. The labels of (gray and black) coloured vertices describe the positive weights of a $\gamma_{q t R}(G)$-function.

It is well-known that $\gamma_{t R}(G) \geq 2 \gamma(G) \geq \gamma_{R}(G)$ for any graph $G$ with no isolated vertex (see $[3,15]$ ). From this inequality chain, we deduce the following result.

Theorem 3. For any nontrivial connected graph $G$,

$$
2 \gamma(G)-\rho(G) \leq \gamma_{q t R}(G) \leq 3 \gamma(G)
$$

Proof. By combining the bound $\gamma_{t R}(G) \geq 2 \gamma(G)$ and the bound given in Proposition 1, we deduce that $\gamma_{q t R}(G) \geq 2 \gamma(G)-\rho(G)$.

Now, from the bound $\gamma_{R}(G) \leq 2 \gamma(G)$ and the inequality $\gamma_{q t R}(G) \leq \gamma_{R}(G)+\gamma(G)$ given in Theorem 1 we obtain $\gamma_{q t R}(G) \leq \gamma_{R}(G)+\gamma(G) \leq 3 \gamma(G)$, as desired.

The lower bounds given in the two previous results are tight. We will show later that, as a consequence of Lemma 3, the graphs $G_{a, 0} \in \mathcal{G}$ satisfy the equality established in Proposition 1, while the graph $G_{2,0}$ satisfies the equality given in Theorem 3.

With respect to the equality in the bound $\gamma_{q t R}(G) \leq 3 \gamma(G)$ above, we can see that this bound is tight. For instance, it is achieved for the graph $G$ given in the Figure 3. Notice that this figure describes the positive weights of a $\gamma_{q t R}(G)$-function, and as a consequence, we deduce that $\gamma_{q t R}(G)=6=3 \gamma(G)$, as required.


Figure 3. The labels of (gray and black) coloured vertices describe the positive weights of a $\gamma_{q t R}(G)$-function.

In addition, we can deduce the following connection. To this end, we need to say that a graph $G$ is called a Roman graph if $\gamma_{R}(G)=2 \gamma(G)$.

Proposition 2. If $G$ is a graph such that $\gamma_{q t R}(G)=3 \gamma(G)$, then $G$ is a Roman graph.
Proof. From the proof of Theorem 3, we have that $3 \gamma(G)=\gamma_{q t R}(G) \leq \gamma_{R}(G)+\gamma(G) \leq$ $3 \gamma(G)$. Thus, we have equalities in the inequality chain above. In particular, $\gamma_{R}(G)=$ $2 \gamma(G)$, which completes the proof.

Notice that the opposed to the proposition above is not necessarily true. For instance, the graph $G_{2}$ given in Figure 1 is a Roman graph, but it does not satisfy the equality $\gamma_{q t R}\left(G_{2}\right)=3 \gamma\left(G_{2}\right)$.

The following result gives a lower bound for the quasi-total Roman domination number and characterizes the class of connected graphs for which $\gamma_{q t R}(G) \in\{\gamma(G)+$ $1, \gamma(G)+2\}$.

Theorem 4. For any nontrivial connected graph $G$ of order $n$,

$$
\gamma_{q t R}(G) \geq \gamma(G)+1
$$

## Furthermore,

(i) $\gamma_{q t R}(G)=\gamma(G)+1$ if and only if $G \cong P_{2}$.
(ii) $\quad \gamma_{q t R}(G)=\gamma(G)+2$ if and only if one of the following conditions holds.
(a) $\quad G \not \neq P_{2}$ has a vertex of degree $n-\gamma(G)$.
(b) $\quad G$ has two adjacent vertices $u, v$ such that $|\partial(\{u, v\})|=n-\gamma(G)$.

Proof. If $G \cong P_{2}$, then it is clear that $\gamma_{q t R}(G)=\gamma(G)+1$. From now on, assume that $G \nsupseteq P_{2}$. Let $f\left(V_{0}, V_{1}, V_{2}\right)$ be a $\gamma_{q t R}(G)$-function, such that $\left|V_{1}\right|$ is minimum. Note that $\left(V_{1} \backslash V_{1,2}\right) \cup V_{2}$ is a dominating set of $G$, and $\left|V_{2}\right| \geq 1$. Hence, $\gamma_{q t R}(G)=2\left|V_{2}\right|+\left|V_{1}\right| \geq$ $\left(\left|V_{2}\right|+\left|V_{1} \backslash V_{1,2}\right|\right)+\left|V_{2}\right| \geq \gamma(G)+1$, and the lower bound follows.

Now, suppose that $\gamma_{q t R}(G)=\gamma(G)+1$. So, we have equalities in the inequality chain above. In particular, $V_{1,2}=\varnothing$ and $\left|V_{2}\right|=1$, which is a contradiction. Therefore, if $G \not \not P_{2}$, then $\gamma_{q t R}(G) \geq \gamma(G)+2$, and, as a consequence, (i) follows.

We next proceed to prove (ii). First, suppose that $\gamma_{q t R}(G)=\gamma(G)+2$. Notice that,

$$
\gamma(G)+2=\omega(f) \geq\left(\left|V_{2}\right|+\left|V_{1} \backslash V_{1,2}\right|\right)+\left|V_{2}\right| \geq \gamma(G)+\left|V_{2}\right| .
$$

This implies that $\left|V_{2}\right| \in\{1,2\}$, and, in such a case, we consider the following two cases. Case 1. $\left|V_{2}\right|=1$. In this case, we have that $\left|V_{1}\right|=\gamma(G)$. Let $V_{2}=\{v\}$. Now, as $\left|N(v) \cap V_{1}\right|=1$ and $V_{0} \subseteq N(v)$, we deduce that $|N(v)|=\left|V_{0}\right|+1=\left(n-\left|V_{1}\right|-\left|V_{2}\right|\right)+$ $1=n-\gamma(G)$, which implies that condition (a) follows.
Case 2. $\left|V_{2}\right|=2$. Let $V_{2}=\{u, v\}$. In this case we have that $\left|V_{1}\right|=\gamma(G)-2$, and we have equalities in the inequality chain above. As a consequence, $V_{1,2}=\varnothing$, which implies that $u$ and $v$ are adjacent vertices. Hence, $\partial(\{u, v\})=V_{0}$ and, therefore, $|\partial(\{u, v\})|=\left|V_{0}\right|=$ $n-\left|V_{1}\right|-\left|V_{2}\right|=n-\gamma(G)$. Therefore, condition (b) follows.

On the other hand, suppose that one of the conditions (a) and (b) holds. In such a sense, we consider the next two cases. Recall that $\gamma_{q t R}(G) \geq \gamma(G)+2$ since $G \not \approx P_{2}$.
Case 1. Suppose that (a) holds. Let $v \in V(G)$ such that $|N(v)|=n-\gamma(G)$ and $w \in N(v)$. Notice that the function $f^{\prime}\left(V_{0}^{\prime}, V_{1}^{\prime}, V_{2}^{\prime}\right)$, defined by $V_{2}^{\prime}=\{v\}, V_{0}^{\prime}=N(v) \backslash\{w\}$ and $V_{1}^{\prime}=$ $V(G) \backslash\left(V_{0}^{\prime} \cup V_{2}^{\prime}\right)$, is a QTRDF on $G$. Hence, $\gamma_{q t R}(G) \leq \omega\left(f^{\prime}\right)=2\left|V_{2}^{\prime}\right|+\left|V_{1}^{\prime}\right|=2+\gamma(G)$, which implies that $\gamma_{q t R}(G)=\gamma(G)+2$, as required.
Case 2. Suppose that (b) holds. Let $u, v$ be two adjacent vertices such that $|\partial(\{u, v\})|=n-$ $\gamma(G)$. Observe that the function $f^{\prime \prime}\left(V_{0}^{\prime \prime}, V_{1}^{\prime \prime}, V_{2}^{\prime \prime}\right)$, defined by $V_{2}^{\prime \prime}=\{u, v\}, V_{0}^{\prime \prime}=\partial(\{u, v\})$ and $V_{1}^{\prime \prime}=V(G) \backslash\left(V_{0}^{\prime \prime} \cup V_{2}^{\prime \prime}\right)$, is a QTRDF on $G$. Hence, $\gamma_{q t R}(G) \leq \omega\left(f^{\prime \prime}\right)=2\left|V_{2}^{\prime \prime}\right|+\left|V_{1}^{\prime \prime}\right|=$ $4+(\gamma(G)-2)=\gamma(G)+2$, which implies that $\gamma_{q t R}(G)=\gamma(G)+2$, as required.

Therefore, the proof is complete.
Cabrera Martínez et al. [6] in 2019, established that $\gamma_{q t R}(G) \leq n-\rho(G)(\delta(G)-2)$ for any nontrivial graph $G$ of order $n$ and minimum degree $\delta(G)$. The following bounds for the total Roman domination number and the domination number, respectively, are direct consequences of the previous inequality, Proposition 1 and Theorem 3.

Theorem 5. The following statements hold for any nontrivial connected graph $G$ of order $n$ and $\delta(G) \geq 4$.
(i) $\quad \gamma_{t R}(G) \leq n-\rho(G)(\delta(G)-3)$.
(ii) $\quad \gamma(G) \leq \frac{n-\rho(G)(\delta(G)-3)}{2}$.

From Proposition 1 and Theorem 1, we obtain the following useful inequality chain.

$$
\begin{equation*}
\gamma_{t R}(G)-\rho(G) \leq \gamma_{q t R}(G) \leq \gamma_{t R}(G) \tag{1}
\end{equation*}
$$

An interesting question that arises from the inequality chain above is the following. Can the differences $\gamma_{q t R}(G)-\left(\gamma_{t R}(G)-\rho(G)\right)$ and $\gamma_{t R}(G)-\gamma_{q t R}(G)$ be as large as possible? Next, we provide an affirmative answer to the previous question. For this purpose, we
need to introduce the following family of graphs. Given two integers $a, b \geq 0(a+b \geq 2)$, a graph $G_{a, b} \in \mathcal{G}$ is defined as follows.

- We begin with a nontrivial connected graph $G$ of order $|V(G)|=a+b$ with vertex set $V(G)=\left\{u_{1}, \ldots, u_{a}, v_{1}, \ldots, v_{b}\right\}$.
- Attach a path $P_{4}=x_{1} x_{2} x_{3} x_{4}$ to every $u_{i} \in V(G), i \in\{1, \ldots, a\}$, by adding an edge between $u_{i}$ and every vertex in $\left\{x_{1}, x_{2}, x_{4}\right\}$.
- Attach a double star $S_{1,2}$ to every $v_{j} \in V(G), j \in\{1, \ldots, b\}$, by adding an edge between $v_{j}$ and every leaf vertex of $S_{1,2}$.
The Figure 4 shows the graph $G_{2,3}$ by taking $G \cong P_{5}$. We next give exact formulas for the total Roman domination number, the quasi-total Roman domination number and the packing number of the graphs of the family $\mathcal{G}$. These results are almost straightforward to deduce and, according to this fact, the proofs are left to the reader.


Figure 4. The graph $G_{2,3}$ by taking $G$ as the path graph $P_{5}$. The labels of (gray and black) coloured vertices describe the positive weights of a $\gamma_{q t R}\left(G_{2,3}\right)$-function.

Lemma 3. Let $a, b \geq 0$ be two integers, such that $a+b \geq 2$. If $G$ is a connected graph such that $|V(G)|=a+b$, then the following equalities hold.
(i) $\gamma_{t R}\left(G_{a, b}\right)=4 a+4 b$.
(ii) $\gamma_{q t R}\left(G_{a, b}\right)=3 a+4 b$.
(iii) $\rho\left(G_{a, b}\right)=a+b$.

According to the lemma above, for any integers $a, b \geq 0(a+b \geq 2)$, we obtain that any graph $G_{a, b} \in \mathcal{G}$ satisfies

$$
\gamma_{q t R}\left(G_{a, b}\right)-\left(\gamma_{t R}\left(G_{a, b}\right)-\rho\left(G_{a, b}\right)\right)=b \quad \text { and } \quad \gamma_{t R}\left(G_{a, b}\right)-\gamma_{q t R}\left(G_{a, b}\right)=a
$$

which provides the answer to our previous question. In addition, and as a consequence of Lemma 3, we deduce that the lower and upper bounds given in Inequality chain (1) are tight. For instance, any graph $G_{a, 0} \in \mathcal{G}$ satisfies that $\gamma_{q t R}\left(G_{a, 0}\right)=\gamma_{t R}\left(G_{a, 0}\right)-\rho\left(G_{a, 0}\right)$, while any graph $G_{0, b} \in \mathcal{G}$ satisfies that $\gamma_{q t R}\left(G_{0, b}\right)=\gamma_{t R}\left(G_{0, b}\right)$.

It is well known that $\rho(G)=1$ for every graph $G$ with a diameter of, at most, two. In this sense, and as direct consequence of the Inequality chain (1), we have that $\gamma_{q t R}(G) \in$ $\left\{\gamma_{t R}(G)-1, \gamma_{t R}(G)\right\}$ for every graph $G$ with diameter of, at most, two. We next show some subclasses which satisfy the equality $\gamma_{q t R}(G)=\gamma_{t R}(G)$. For this, we need to cite the following result.

Theorem 6 ([6]). The following statements hold for any nontrivial graph $G$.
(i) $\gamma_{q t R}(G)=2$ if and only if $G \cong P_{2}$.
(ii) $\gamma_{q t R}(G)=3$ if and only if $G \not \approx P_{2}$ and $\gamma(G)=1$.
(iii) $\gamma_{q t R}(G)=4$ if and only if $\gamma_{t}(G)=\gamma(G)=2$.

The join of two graphs $G_{1}$ and $G_{2}$, denoted by $G_{1}+G_{2}$, is the graph obtained from $G_{1}$ and $G_{2}$ with vertex set $V\left(G_{1}+G_{2}\right)=V\left(G_{1}\right) \cup V\left(G_{2}\right)$ and edge set $E\left(G_{1}+G_{2}\right)=E\left(G_{1}\right) \cup$ $E\left(G_{2}\right) \cup\left\{u v: u \in V\left(G_{1}\right), v \in V\left(G_{2}\right)\right\}$. Observe that $\operatorname{diam}\left(G_{1}+G_{2}\right) \leq 2$ by definition.

The following result, which is a consequence of Theorem 6, shows that $\gamma_{t R}\left(G_{1}+G_{2}\right)=$ $\gamma_{q t R}\left(G_{1}+G_{2}\right)$.

Theorem 7. For any nontrivial graphs $G_{1}$ and $G_{2}$,

$$
\gamma_{q t R}\left(G_{1}+G_{2}\right)=\gamma_{t R}\left(G_{1}+G_{2}\right)= \begin{cases}3, & \text { if } \min \left\{\gamma\left(G_{1}\right), \gamma\left(G_{2}\right)\right\}=1 \\ 4, & \text { otherwise }\end{cases}
$$

We continue analysing other subclasses of graphs with a diameter of two. The following results consider the planar graphs with a diameter of two.

Theorem 8 ([22]). If $G$ is a planar graph with $\operatorname{diam}(G)=2$, then the following statements hold.
(i) $\gamma(G) \leq 2$ or $G=G 9$, where $G 9$ is the graph given in Figure 5 .
(ii) $\quad \gamma_{t}(G) \leq 3$.


Figure 5. The planar graph $G_{9}$ with $\operatorname{diam}\left(G_{9}\right)=2$ and $\gamma_{t}\left(G_{9}\right)=\gamma\left(G_{9}\right)=3$.
Theorem 9. For any planar graph $G$ with $\operatorname{diam}(G)=2$,

$$
\gamma_{q t R}(G)=\gamma_{t R}(G)= \begin{cases}3, & \text { if } \gamma(G)=1 ; \\ 4, & \text { if } \gamma(G)=\gamma_{t}(G)=2 ; \\ 5, & \text { if } \gamma_{t}(G)=\gamma(G)+1=3 ; \\ 6, & \text { if } G=G 9 .\end{cases}
$$

Proof. If $G=G_{9}$, then it is easy to check that $\gamma_{q t R}(G)=\gamma_{t R}(G)=6$. From now on, let $G \neq$ $G_{9}$ be a planar graph with $\operatorname{diam}(G)=2$. It is straightforward that $\gamma_{q t R}(G)=\gamma_{t R}(G)=3$ if and only if $\gamma(G)=1$. Hence, assume that $\gamma(G) \geq 2$. By Theorem 8, it follows that $\gamma(G)=2$ and $\gamma_{t}(G) \in\{2,3\}$. Next, we analyse these two cases.
Case 1. $\gamma_{t}(G)=2$. By Theorems 6 and 1 and the well-known bound $\gamma_{t R}(G) \leq 2 \gamma_{t}(G)$ (see [15]) we obtain that $4=\gamma_{q t R}(G) \leq \gamma_{t R}(G) \leq 2 \gamma_{t}(G)=4$. Thus, $\gamma_{q t R}(G)=\gamma_{t R}(G)=4$.
Case 2. $\gamma_{t}(G)=3$. As a consequence of the Theorem 6 we have that $\gamma_{q t R}(G) \geq 5$. Let $\{u, v\}$ be a $\gamma(G)$-set. Since $\gamma_{t}(G)=3$ and $\operatorname{diam}(G)=2$, it follows that $u$ and $v$ are at distance two. Let $w \in N(u) \cap N(v)$. Notice that the function $f$, defined by $f(u)=f(v)=2$, $f(w)=1$ and $f(x)=0$ for every $x \in V(G) \backslash\{u, v, w\}$, is a TRDF on $G$, which implies that $\gamma_{t R}(G) \leq \omega(f)=5$. Hence, by the fact that $\gamma_{q t R}(G) \leq \gamma_{t R}(G)$ we deduce that $\gamma_{q t R}(G)=\gamma_{t R}(G)=5$.

Therefore, the proof is complete.
However, for the case of non-planar graphs with a diameter of two, there are graphs that satisfy $\gamma_{q t R}(G)=\gamma_{t R}(G)$ or $\gamma_{q t R}(G)=\gamma_{t R}(G)-1$. For instance, for the graphs $G_{1}$ and $G_{2}$ given in Figure 1 we have that $\gamma_{q t R}\left(G_{1}\right)=6=\gamma_{t R}\left(G_{1}\right)-1$ and $\gamma_{q t R}\left(G_{2}\right)=7=\gamma_{t R}\left(G_{2}\right)$. In connection with this fact, we pose the following open problem.

Problem 1. Characterize the families of non-planar graphs $G$ with diameter two for which $\gamma_{q t R}(G)=\gamma_{t R}(G)$ or $\gamma_{q t R}(G)=\gamma_{t R}(G)-1$.

Notice that, as consequence of the Inequality chain (1), any new result for the total Roman domination number gives us a new result for the quasi-total Roman domination number and vice versa. In such a sense, we continue with two new bounds for the total Roman domination number. Before this, we need to introduce the following definition.

A set $S$ of vertices of a graph $G$ is a vertex cover if every edge of $G$ is incident with at least one vertex in $S$. The vertex cover number of $G$, denoted by $\beta(G)$, is the minimum cardinality among all vertex covers of $G$.

Theorem 10. For any $K_{1,3}$-free graph $G$ with $\delta(G) \geq 3$,

$$
\gamma_{t R}(G) \leq \beta(G)+\gamma(G)
$$

Proof. Let $D$ be a $\gamma(G)$-set and $S$ a $\beta(G)$-set. Let $f\left(V_{0}, V_{1}, V_{2}\right)$ be a function defined by $V_{0}=V(G) \backslash(D \cup S), V_{1}=(D \cup S) \backslash(D \cap S)$ and $V_{2}=D \cap S$. Now, we proceed to prove that $f$ is a TRDF on $G$. We first note that $S$ is a total dominating set because $G$ is $K_{1,3}$-free. Hence, $V_{1} \cup V_{2}=D \cup S$ is a total dominating set of $G$. Let $v \in V_{0}=V(G) \backslash(D \cup S)$. So, $N(v) \subseteq S$ and $N(v) \cap D \neq \varnothing$. Hence $N(v) \cap D \cap S \neq \varnothing$, i.e., $N(v) \cap V_{2} \neq \varnothing$. Therefore, $f$ is a TRDF on $G$, as desired. Thus, $\gamma_{t R}(G) \leq \omega(f) \leq|(D \cup S) \backslash(D \cap S)|+2|D \cap S|=$ $\beta(G)+\gamma(G)$, which completes the proof.

Lemma 4 ([15]). If $G$ is a graph with no isolated vertex, then there exists a $\gamma_{t R}(G)$-function $f\left(V_{0}, V_{1}, V_{2}\right)$ such that either $V_{2}$ is a dominating set of $G$, or the set $S$ of vertices not dominated by $V_{2}$ satisfies $G[S]=k K_{2}$ for some $k \geq 1$, where $S \subseteq V_{1}$ and $\partial(S) \subseteq V_{0}$.

Theorem 11. If $G$ is a $\left\{K_{1,3}, K_{1,3}+e\right\}$-free graph such that $\delta(G) \geq 3$, then there exists a $\gamma_{t R}(G)$ function $f\left(V_{0}, V_{1}, V_{2}\right)$ such that $V_{2}$ is a dominating set of $G$, and, as a consequence,

$$
\gamma_{t R}(G) \geq \gamma_{t}(G)+\gamma(G)
$$

Proof. Suppose that there is no $\gamma_{t R}(G)$-function $f\left(V_{0}^{\prime}, V_{1}^{\prime}, V_{2}^{\prime}\right)$ such that $V_{2}^{\prime}$ is a dominating set of $G$. By Lemma 4, there exists a $\gamma_{t R}(G)$-function $f\left(V_{0}, V_{1}, V_{2}\right)$ such that $V_{1,1}$ satisfies that $G\left[V_{1,1}\right]=k K_{2}$ for some $k \geq 1$ and $\partial\left(V_{1,1}\right) \subseteq V_{0}$. We can assume that $\left|V_{1}\right|$ is minimum among all $\gamma_{t R}(G)$-functions because it is a requirement for the existence of the function $f$ (see the proof of Lemma 4). Let $u, v \in V_{1,1}$ be two adjacent vertices. Hence, $\partial(\{u, v\}) \subseteq V_{0}$. Since $\delta(G) \geq 3$, there are two vertices $w_{1}, w_{2} \in N(v) \cap V_{0}$, and as $G$ is a $\left\{K_{1,3}, K_{1,3}+e\right\}$-free graph, we deduce that at least one of these vertices is also adjacent to $u$. Hence, and without loss of generality, assume that $\{u, v\} \subseteq N\left(w_{1}\right)$. Observe that the function $g\left(W_{0}, W_{1}, W_{2}\right)$, defined by $W_{2}=V_{2} \cup\left\{w_{1}\right\}, W_{1}=V_{1} \backslash\{u, v\}$ and $W_{0}=V(G) \backslash\left(W_{1} \cup W_{2}\right)$, is a TRDF on $G$ of weight $\omega(g)=\omega(f)$ and $\left|W_{1}\right|<\left|V_{1}\right|$, which is a contradiction. Therefore, there exists a $\gamma_{t R}(G)$-function $f\left(V_{0}, V_{1}, V_{2}\right)$ such that $V_{2}$ is a dominating set of $G$. Since $V_{1} \cup V_{2}$ is a total dominating set of $G$, we deduce that $\gamma_{t}(G)+\gamma(G) \leq\left|V_{1} \cup V_{2}\right|+\left|V_{2}\right|=2\left|V_{2}\right|+\left|V_{1}\right|=$ $\gamma_{t R}(G)$, which completes the proof.

Observe that, if $G$ is a $\left\{K_{1,3}, K_{1,3}+e\right\}$-free graph of minimum degree at least three with $\beta(G)=\gamma_{t}(G)$, then the bounds given in the two previous theorems are achieved. Moreover, let $G$ be a $(n-2)$-regular graph obtained from the complete graph $K_{n}$ ( $n$ even) by deleting the edges of a perfect matching. Notice that $G$ is $\left\{K_{1,3}, K_{1,3}+e\right\}$-free and satisfies that $\gamma_{t R}(G)=4=\gamma_{t}(G)+\gamma(G)$.

Theorem 12. If $G$ is a connected $\left\{K_{1,3}, K_{1,3}+e\right\}$-free graph such that $\delta(G) \geq 3$, then the following statements hold.
(i) $\quad \gamma_{t}(G)+\gamma(G)-\rho(G) \leq \gamma_{q t R}(G) \leq \beta(G)+\gamma(G)$.
(ii) If $\gamma_{t R}(G)=\gamma_{R}(G)$, then $\gamma_{q t R}(G)=2 \gamma_{t}(G)$.

Proof. Statement (i) is a direct consequence of combining Inequality chain (1) and Theorems 10 and 11. Finally, we proceed to prove (ii). By Theorem 11 there exists a $\gamma_{t R}(G)-$ function $f\left(V_{0}, V_{1}, V_{2}\right)$ such that $V_{2}$ is a dominating set of $G$. Hence, $V_{1,1}=\varnothing$. Moreover, as $\gamma_{t R}(G)=\gamma_{R}(G)$, we deduce that $f$ is also a $\gamma_{q t R}(G)$-function and Lemma 1 (iii)-(a) leads
to $V_{1,2}=\varnothing$. Therefore $V_{1}=\varnothing$, which implies that $V_{2}$ is a total dominating set of $G$. Hence, $2 \gamma_{t}(G) \leq 2\left|V_{2}\right|=\gamma_{q t R}=\gamma_{t R} \leq 2 \gamma_{t}(G)$. Therefore, $\gamma_{q t R}=2 \gamma_{t}(G)$, as required.

## 3. Conclusions and Open Problems

This paper is a contribution to the graph domination theory. We have studied the quasitotal Roman domination in graphs. For instance, we have shown the close relationship that exists between this novel parameter and other invariants, such as (total) domination number, (total) Roman domination number and 2-packing number.

We conclude by proposing some open problems.

- Settle Problem 1.
- Characterize the graphs that satisfy the following equalities.

$$
\begin{array}{lll}
- & \gamma_{q t R}(G) & =\gamma_{t R}(G) \\
- & \gamma_{q t R}(G) & =\gamma_{t R}(G)-\rho(G) \\
- & \gamma_{q t R}(G) & =3 \gamma(G)
\end{array}
$$

- We have shown that if $G$ is a $\left\{K_{1,3}, K_{1,3}+e\right\}$-free graph with minimum degree $\delta(G) \geq$ 3, then $\gamma_{q t R}(G) \geq \gamma_{t}(G)+\gamma(G)-\rho(G)$. We conjecture that the previous bound holds for any graph with no isolated vertex.
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#### Abstract

A double Roman dominating function on a graph $G=(V, E)$ is a function $f: V \rightarrow\{0,1,2,3\}$ satisfying the condition that every vertex $u$ for which $f(u)=0$ is adjacent to at least one vertex assigned 3 or at least two vertices assigned 2 , and every vertex $u$ with $f(u)=1$ is adjacent to at least one vertex assigned 2 or 3 . The weight of $f$ equals $w(f)=\sum_{v \in V} f(v)$. The double Roman domination number $\gamma_{d R}(G)$ of a graph $G$ equals the minimum weight of a double Roman dominating function of $G$. We obtain closed expressions for the double Roman domination number of generalized Petersen graphs $P(5 k, k)$. It is proven that $\gamma_{d R}(P(5 k, k))=8 k$ for $k \equiv 2,3 \bmod 5$ and $8 k \leq \gamma_{d R}(P(5 k, k)) \leq$ $8 k+2$ for $k \equiv 0,1,4 \bmod 5$. We also improve the upper bounds for generalized Petersen graphs $P(20 k, k)$.


Keywords: double Roman domination; generalized Petersen graph; discharging method; graph cover; double Roman graph

## 1. Introduction

Double Roman domination of graphs was first studied in [1], motivated by a number of applications of Roman domination in present time and in history [2]. The initial studies of Roman domination [3,4] have been motivated by a historical application. In the 4th century, Emperor Constantine was faced with a difficult problem of how to defend the Roman Empire with limited resources. His decision was to allocate two types of armies to the provinces in such a way that all the provinces in the empire will be safe. Some military units were well trained and capable of moving rapidly from one city to another in order to respond to any attack. Other legions consisted of a local militia and they were permanently positioned in a given province. The Emperor decreed that no legion could ever leave a province to defend another if in this case they left the province undefended. Thus, at some provinces two units were stationed, a local militia units were stationed at others, and some provinces had no army. While the problem is still of interest in military operations research [5], it also has applications in cases where a time-critical service is to be provided with some backup. For example, a fire station should never send all emergency vehicles to answer a call.

Similar reasoning applies in any emergency service. Hence positioning the fire stations, first aid stations, etc. at optimal positions improves the public services without increasing the cost. A natural generalization, in particular in the case of emergency services, is the $k$-Roman domination [6], where in the district not one, but $k$ emergency teams are expected to be quickly available in case of multiple emergency calls. Special case $k=2$, the double Roman domination, is considered in this work. It is well-known that the decision version of the double Roman domination problem (MIN-DOUBLE-RDF) is NP-complete, even when restricted to planar graphs, chordal graphs, bipartite graphs, undirected path graphs, chordal bipartite graphs and to circle graphs [7-9]. It is therefore of interest to study the complexity of the problem for other families of graphs. For example, linear time
algorithms exist for interval graphs and block graphs [8], for trees [10], for proper interval graphs [11] and for unicyclic graphs [9]. Another avenue of research that is motivated by high complexity of the problem is to obtain closed expressions for the double Roman domination number of some families of graphs. In particular, generalized Petersen graphs and certain subfamilies of generalized Petersen graphs have been studied extensively in recent years. The results listed in subsection on related previous work include closed expressions for the double Roman domination number of some, and tight bounds for other subfamilies [12-15]. For more results on double Roman domination we refer to recent papers [16-19] and the references there.

The rest of the paper is organized as follows. In Section 2, we recall some basic definitions and known results that will be used in the following sections. In the last part of Section 2 our main results, Theorems 6 and 7, are presented. In Section 3, we present upper and lower bounds for double Roman domination number in generalized Petersen graphs $P(5 k, k)$. Finally, in Section 4, we give an improved upper bounds for double Roman domination number of generalized Petersen graphs $P(20 k, k)$, using the notion of covering graphs.

## 2. Preliminaries

### 2.1. Graphs and Double Roman Domination

Let $G=(V, E)$ be a graph without loops and multiple edges. As usual, we denote with $V=V(G)$ the vertex set of $G$ and with $E=E(G)$ its edge set.

A set $D \subseteq V(G)$ is a dominating set if every vertex in $V(G) \backslash D$ has at least one neighbor in $D$. The domination number $\gamma(G)$ is the cardinality of a minimum dominating set of $G$. A double Roman dominating function (DRDF) on a graph $G=(V, E)$ is a function $f: V \rightarrow\{0,1,2,3\}$ with the following properties:
(1) every vertex $u$ with $f(u)=0$ is adjacent to at least one vertex assigned 3 or at least two vertices assigned 2 , and
(2) every vertex $u$ with $f(u)=1$ is adjacent to at least one vertex assigned 2 or 3 under $f$.

Define $f(U)=\sum_{u \in U} f(u)$ as the weight of $f$ on an arbitrary subset $U \subseteq V(G)$. Then, the weight of $f$ equals $w(f)=f(V(G))=\sum_{v \in V(G)} f(v)$. The double Roman domination number $\gamma_{d R}(G)$ of a graph $G$ is the minimum weight of a double Roman dominating function of $G$. A DRD function $f$ is called a $\gamma_{d R}$-function of $G$ if $w(f)=\gamma_{d R}(G)$.

For any double Roman dominating function $f$, defined on $G$ we define a partition of the vertex set $V=V_{0} \cup V_{1} \cup V_{2} \cup V_{3}$, where $V_{i}=V_{i}^{f}=\{u \mid f(u)=i\}$.

The study of the double Roman domination in graphs was initiated by Beeler et al. [1]. It was proved that $2 \gamma(G) \leq \gamma_{d R}(G) \leq 3 \gamma(G)$. Furthermore, Beeler at al. defined a graph $G$ to be double Roman if $\gamma_{d R}(G)=3 \gamma(G)$, where $\gamma(G)$ is the domination number of $G$. For a later reference we recall the following result, also obtained by Beeler et al.

Proposition 1 ([1]). In a double Roman dominating function $f$ of weight $\gamma_{d R}(G)$, no vertex needs to be assigned the value 1.

Domination in graphs with its many varieties has been extensively studied in the past [20-23]. Roman domination and double Roman domination is a rather new variety of interest [1,2,7,24-27].

### 2.2. Generalized Petersen Graphs

The generalized Petersen graph $P(n, k)$ is a graph with vertex set $U \cup V$ and edge set $E_{1} \cup E_{2} \cup E_{3}$, where $U=\left\{u_{0}, u_{1}, \cdots, u_{n-1}\right\}, V=\left\{v_{0}, v_{1}, \cdots, v_{n-1}\right\}, E_{1}=\left\{u_{i} u_{i+1} \mid i=\right.$ $0,1, \ldots, n-1\}, E_{2}=\left\{u_{i} v_{i} \mid i=0,1, \ldots, n-1\right\}, E_{3}=\left\{v_{i} v_{i+k} \mid i=0,1, \ldots, n-1\right\}$, and subscripts are reduced modulo $n$, see Figure 1. Thus, we identify integers $i$ and $j$ iff $i \equiv j \bmod n$. (As usual, $m \equiv r \bmod n$ means that $m=k n+r$, or equivalently, $m-r=k n$ for some integer $k \in \mathbb{Z}$.


Figure 1. A generalized Petersen graph $P(n, k)$.
It is well known that the graphs $P(n, k)$ are 3-regular unless $k=\frac{n}{2}$ and that $P(n, k)$ are highly symmetric [28,29]. As $P(n, k)$ and $P(n, n-k)$ are isomorphic, it is natural to restrict attention to $P(n, k)$ with $n \geq 3$ and $k, 1 \leq k<\frac{n}{2}$.

Petersen graphs are among the most interesting examples when considering nontrivial graph invariants. The domination and its variations (such as vertex domination, exact domination, rainbow domination, double Roman domination and other) of generalized Petersen graphs have been extensively studied in recent years, see for example [14,30-36].

### 2.3. Related Previous Work

The domination number for the generalized Petersen graphs $P(c k, k)$ for integer constants $c \geq 3$ was studied by Zhao et al. [37]. They obtained upper bound on $\gamma(P(c k, k))$ for general $c$.

Theorem 1 ([37]). For any $k \geq 1$ and $c \geq 3$

$$
\gamma(P(c k, k)) \leq \begin{cases}\frac{c}{3}\left\lceil\frac{5 k}{3}\right\rceil, & c \equiv 0 \bmod 3 \\ \left\lceil\frac{c}{3}\right\rceil\left\lceil\frac{5 k}{3}\right\rceil-\left\lceil\frac{2 k}{3}\right\rceil, & c \equiv 1 \bmod 3 \\ \left\lceil\frac{c}{3}\right\rceil\left\lceil\frac{5 k}{3}\right\rceil-\left\lceil\frac{2 k}{3}\right\rceil+\left\lceil\frac{k}{3}\right\rceil, & c \equiv 2 \bmod 3\end{cases}
$$

Shao et al. [14] determine the exact value of $\gamma_{d R}(P(n, 1))$, and Jiang et al. [13] determine $\gamma_{d R}(P(n, 2))$.

Theorem $2([13,14])$. Let $n \geq 3$. Then we have

$$
\gamma_{d R}(P(n, 1))= \begin{cases}\frac{3 n}{2}, & n \equiv 0 \bmod 4 \\ \frac{3 n+3}{2}, & n \equiv 1,3 \bmod 4 \\ \frac{3 n+4}{2}, & n \equiv 2 \bmod 4\end{cases}
$$

and for $n \geq 5$

$$
\gamma_{d R}(P(n, 2))= \begin{cases}\left\lceil\frac{8 n}{5}\right\rceil, & n \equiv 0 \bmod 5 \\ \left\lceil\frac{8 n}{5}\right\rceil+1, & n \equiv 1,2,3,4 \bmod 5\end{cases}
$$

Shao et al. in [14] obtained also a general lower bound on double Roman domination numbers for arbitrary graphs of a maximum degree greater or equal one.

Theorem 3 ([14]). If $G$ is a graph of maximum degree $\triangle \geq 1$, then

$$
\gamma_{d R}(G) \geq\left\lceil\frac{3 V(G)}{\triangle+1}\right\rceil .
$$

Clearly, as the generalized Petersen graph $P(n, k)$ is 3-regular and has $2 n$ vertices.
Corollary 1 ([14]). In Petersen graphs $P(n, k), \gamma_{d R}(P(n, k)) \geq\left\lceil\frac{3 n}{2}\right\rceil$.
Gao et al. [12] determined the exact value of $\gamma_{d R}(P(n, k))$ for $n \equiv 0 \bmod 4$ and $k \equiv 1 \bmod 2$, and presented an improved upper bound for $\gamma_{d R}(P(n, k))$ in other cases. The results are summarized in the next theorem.

Theorem 4 ([12]). For $k \geq 3, \gamma_{d R}(P(n, k))=\frac{3 n}{2}, k \equiv 1 \bmod 2, n \equiv 0 \bmod 4$.

$$
\left\lceil\frac{3 n}{2}\right\rceil \leq \gamma_{d R}(P(n, k)) \leq \begin{cases}\frac{3 n}{2}+\frac{5 k+5}{4}, & k \equiv 1 \bmod 4, n \not \equiv 0 \bmod 4 \\ \frac{3 n}{2}+\frac{5 k+7}{4}, & k \equiv 3 \bmod 4, n \not \equiv 0 \bmod 4 \\ \frac{3 n}{2} \frac{(3 k+2)}{(3 k+1)}, & k \equiv 0 \bmod 4, n \equiv 0 \bmod (3 k+1), \\ \left\lceil\frac{3 n}{2} \frac{(3 k+2)}{(3 k+1)}\right\rceil+\frac{5 k+4}{4}, & k \equiv 0 \bmod 4, n \not \equiv 0 \bmod (3 k+1), \\ \frac{3 n}{2} \frac{(3 k)}{(3 k-1)}, & k \equiv 2 \bmod 4, n \equiv 0 \bmod (3 k-1), \\ \left\lceil\frac{3 n}{2} \frac{(3 k)}{(3 k-1)}\right\rceil+\frac{5 k+6}{4}, & k \equiv 2 \bmod 4, n \not \equiv 0 \bmod (3 k-1) .\end{cases}
$$

Double Roman domination of families $P(c k, k)$ has been studied recently for small $k$, including $c=3,4$, and 5. Shao et al. [15] considered the double Roman domination number in generalized Petersen graphs $P(3 k, k)$ and constructed solutions providing the upper bounds, which gives exact values for $\gamma_{d R}(P(3 k, k))$.

Theorem 5 ([15]).

$$
\gamma_{d R}(P(3 k, k))= \begin{cases}5 k+1, & k \in\{1,2,4\} \\ 5 k, & \text { otherwise }\end{cases}
$$

For small cases in the families $P(4 k, k)$ and $P(5 k, k)$, the known facts are summarized in the next proposition.

Proposition 2. $\gamma_{d R}(P(4,1))=6, \gamma_{d R}(P(8,2))=14[13], \gamma_{d R}(P(12,3))=18$ and $\gamma_{d R}(P(5,1))=9[14], \gamma_{d R}(P(10,2))=16[13], 23 \leq \gamma_{d R}(P(15,3)) \leq 26$ [12].

Wang et al. in [38] showed that $\gamma(P(4 k, k))=\left\{\begin{array}{ll}2 k ; & k \equiv 1 \bmod 2, \\ 2 k+1 ; & k \equiv 0 \bmod 2\end{array}\right.$, and $\gamma(P(5 k, k))=3 k$ for all $k \geq 1$. Furthermore, recall the lower bound given in Corollary 1 and recall that Theorem 4 implies $\gamma_{d R}(P(4 k, k))=6 k$ for $k \equiv 1 \bmod 2$. Thus, we can write the known facts regarding $\gamma_{d R}(P(4 k, k))$ and $\gamma_{d R}(P(5 k, k))$ in the next two propositions.

Proposition 3. Let $k \geq 1$. If $k \equiv 1 \bmod 2$, then $\gamma_{d R}(P(4 k, k))=6 k$, and if $k \equiv 0 \bmod 2$ then $6 k \leq \gamma_{d R}(P(4 k, k)) \leq 6 k+3$.

Proposition 4. Let $k \geq 3$. Then $7 k+\left\lceil\frac{k}{2}\right\rceil \leq \gamma_{d R}(P(5 k, k)) \leq 9 k$.

### 2.4. Our Results

The main result of our paper are either exact values or narrow bounds for the double Roman domination numbers of all Petersen graphs $P(5 k, k)$. More precisely, we will show that the following theorem holds.

Theorem 6. Let $k \geq 2$.

$$
8 k \leq \gamma_{d R}(P(5 k, k)) \leq \begin{cases}8 k, & k \equiv 2,3 \bmod 5 \\ 8 k+2, & \text { otherwise }\end{cases}
$$

As mentioned earlier, a graph $G$ is double Roman if $\gamma_{d R}(G)=3 \gamma(G)$. Using the known equality $\gamma(P(5 k, k))=3 k$ for all $k \geq 1$ [38], we can conclude that the only double Roman graph in the set of generalized Petersen graphs $P(5 k, k)$ is $P(5,1)$.

Corollary 2. There is no double Roman graphs in the set of generalized Petersen graphs $P(5 k, k)$ for $k \geq 2$. The graph $P(5,1)$ is a double Roman graph.

We also show that certain generalized Petersen graphs are covering graphs of other generalized Petersen graphs (Proposition 7). This provides a method for establishing new upper bounds, see Proposition 8. In particular, we elaborate the case $P(20 k, k)$ to obtain exact values in some, and tight bounds in other cases.

Theorem 7. $\gamma_{d R}(P(20,1)) \leq 40, \gamma_{d R}(P(40,2)) \leq 64, \gamma_{d R}(P(60,3)) \leq 96$. Furthermore, let $k>3$. Then, for odd $k$, we have

$$
\begin{equation*}
\gamma_{d R}(P(20 k, k))=30 k \tag{1}
\end{equation*}
$$

and for $k$ even,

$$
\begin{equation*}
30 k \leq \gamma_{d R}(P(20 k, k)) \leq 30 k+15 \tag{2}
\end{equation*}
$$

By Proposition 1, we can only consider the DRDF of a graph $G$ with no vertex assigned the value 1.

## 3. Constructions and Proofs

In this section, the constructions of double Roman dominating functions providing upper bounds for the double Roman dominating numbers are given. We start by introducing some convenient notation for representing the DRDFs and providing some basic constructions.

In order to present the double Roman dominating functions of generalized Petersen graphs as concise as possible we use two different notations. For smaller graphs, we use the notation in brackets, showing weights on outer and inner cycles in two lines:

$$
\left(\begin{array}{llll}
f\left(u_{0}\right) & f\left(u_{1}\right) & \ldots & f\left(u_{n-1}\right) \\
f\left(v_{0}\right) & f\left(v_{1}\right) & \ldots & f\left(v_{n-1}\right)
\end{array}\right) .
$$

For example, a DRD function showing $\gamma_{d R}(P(4,1))=6$ is the following:

$$
\left(\begin{array}{llll}
0 & 0 & 3 & 0 \\
3 & 0 & 0 & 0
\end{array}\right) .
$$

For bigger graphs we use the notation that provides only the values on the outer cycle, see Table 1. (In this case, the assignment on the inner cycles is completed such that the weight is minimal, see Lemma 1 for details.)

The columns correspond to the sets $U_{i}=\left\{u_{i}, u_{i+k}, u_{i+2 k}, \ldots, u_{i+(c-1) k}\right\}$, and we assume that the inner cycles, sets $V_{i}=\left\{v_{i}, v_{i+k}, v_{i+2 k}, \ldots, v_{i+(c-1) k}\right\}$, are completed such that
the whole assignment presents a DRD function. As we can see from Table 1 below, the first two and the last two columns provide the same information on DRD function, namely the values at $U_{0}=U_{k}$, and $U_{1}=U_{k+1}$. We will use this property observing certain patterns appearing in case of optimal assignment -it will hold exactly when columns 0 and $k$ will match, taking into account the shift of rows as indicated in Table 1.

Table 1. A DRD function of $U_{i}$ for $P(4 k, k)$.

| $f\left(u_{0}\right)$ | $f\left(u_{1}\right)$ | $\ldots$ | $f\left(u_{i}\right)$ | $\ldots$ | $f\left(u_{k-1}\right)$ | $f\left(u_{k}\right)$ | $f\left(u_{k+1}\right)$ | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f\left(u_{k}\right)$ | $f\left(u_{k+1}\right)$ | $\ldots$ | $f\left(u_{k+i}\right)$ | $\ldots$ | $f\left(u_{2 k-1}\right)$ | $f\left(u_{2 k}\right)$ | $f\left(u_{2 k+1}\right)$ | $\ldots$ |
| $f\left(u_{2 k}\right)$ | $f\left(u_{2 k+1}\right)$ | $\ldots$ | $f\left(u_{2 k+i}\right)$ | $\ldots$ | $f\left(u_{3 k-1}\right)$ | $f\left(u_{3 k}\right)$ | $f\left(u_{3 k+1}\right)$ | $\ldots$ |
| $f\left(u_{3 k}\right)$ | $f\left(u_{3 k+1}\right)$ | $\ldots$ | $f\left(u_{3 k+i}\right)$ | $\ldots$ | $f\left(u_{4 k-1}\right)$ | $f\left(u_{4 k}\right)=f\left(u_{0}\right)$ | $f\left(u_{1}\right)$ | $\ldots$ |
| 0 | 1 | $\ldots$ | $i$ | $\ldots$ | $k-1$ | $k$ | $k+1$ | $\ldots$ |

To better understand the notation in tables, consider the pattern in Table 2 that provides DRDF(double Roman dominating function) for $P(12,3)$ and $P(28,7)$.

Table 2. An optimal $\operatorname{DRDF}$ (double Roman dominating function) of $U_{i}$ for $P(4 k, k)$. The first column provides a DRD function for $P(4,1)$, the first 3 columns provide a DRD function for $P(12,3)$, and the first 7 columns provide a DRD function for $P(28,7)$.

| 0 | 0 | 3 | 0 | 0 | 0 | 3 | 0 | $\ldots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 3 | 0 | 0 | 0 | 3 | $\ldots$ |
| 3 | 0 | 0 | 0 | 3 | 0 | 0 | 0 | $\ldots$ |
| 0 | 3 | 0 | 0 | 0 | 3 | 0 | 0 | $\cdots$ |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | $\ldots$ |

Considering closely the graph $P(12,3)$ and using the fact that the columns 0 and 4 correspond to the same set of vertices, $U_{0}=U_{4}$, and that the column 4 equals column 0 shifted one row downwards (see Table 1), we can see that the pattern is well defined on the outer cycle of $P(12,3)$. Obviously, the vertices on the inner cycles could be assigned with three more weights of 3 , so we have a DRDF of $P(12,3)$ of weight $9+9=18$. Similarly, regarding $P(28,7)$, we have $U_{0}=U_{7}$, and the same reasoning applies. Recalling Theorem 4, the constructions are best possible (compare the bounds in Theorem 3.)

### 3.1. Basic Constructions for $P(5 k, k)$.

Recall that $\gamma_{d R}(P(5,1))=9$ [14]. A simple DRD function showing $\gamma_{d R}(P(5,1)) \leq 9$ is the following:

$$
\left(\begin{array}{lllll}
3 & 0 & 0 & 0 & 3 \\
0 & 0 & 3 & 0 & 0
\end{array}\right)
$$

For larger graphs among $P(5 k, k)$, we are going to use the notation introduced in Table 3.
Table 3. A DRD function of $U_{i}$ for $P(5 k, k)$.

| $f\left(u_{0}\right)$ | $f\left(u_{1}\right)$ | $\ldots$ | $f\left(u_{i}\right)$ | $\ldots$ | $f\left(u_{k-1}\right)$ | $f\left(u_{k}\right)$ | $f\left(u_{k+1}\right)$ | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f\left(u_{k}\right)$ | $f\left(u_{k+1}\right)$ | $\ldots$ | $f\left(u_{k+i}\right)$ | $\ldots$ | $f\left(u_{2 k-1}\right)$ | $f\left(u_{2 k}\right)$ | $f\left(u_{2 k+1}\right)$ | $\ldots$ |
| $f\left(u_{2 k}\right)$ | $f\left(u_{2 k+1}\right)$ | $\ldots$ | $f\left(u_{2 k+i}\right)$ | $\ldots$ | $f\left(u_{3 k-1}\right)$ | $f\left(u_{3 k}\right)$ | $f\left(u_{3 k+1}\right)$ | $\ldots$ |
| $f\left(u_{3 k}\right)$ | $f\left(u_{3 k+1}\right)$ | $\ldots$ | $f\left(u_{3 k+i}\right)$ | $\ldots$ | $f\left(u_{4 k-1}\right)$ | $f\left(u_{4 k}\right)$ | $f\left(u_{4 k+1}\right)$ | $\ldots$ |
| $f\left(u_{4 k}\right)$ | $f\left(u_{4 k+1}\right)$ | $\ldots$ | $f\left(u_{4 k+i}\right)$ | $\ldots$ | $f\left(u_{5 k-1}\right)$ | $f\left(u_{5 k}\right)=f\left(u_{0}\right)$ | $f\left(u_{1}\right)$ | $\ldots$ |
| 0 | 1 | $\ldots$ | $i$ | $\ldots$ | $k-1$ | $k$ | $k+1$ | $\ldots$ |

The next two examples provide constructions of DRDF that show $\gamma_{d R}(P(10,2)) \leq 16$ and $\gamma_{d R}(P(35,7)) \leq 56$.

We proceed with two comments on Table 4.

- First, note that the columns in Table 4 have the following properties: each column has two consecutive vertices that are assigned two legions: say $u_{i}$ and $u_{i+k}$ for some $i$. Then, in the column $i$, vertices $u_{i+2 k}$ and $u_{i+4 k}$ have one neighbor and the vertex $u_{i+3 k}$ has two neighbors in the outer cycle that are assigned 2. Clearly, the missing legions can be provided by assigning weight 2 to vertices $v_{i+2 k}$ and $v_{i+4 k}$ on the inner cycle. In this assignment, each of the vertices $u_{i+2 k}, u_{i+3 k}$ and $u_{i+4 k}$ is adjacent to two vertices of weight 2 . Hence we have weight 8 for each column.
- Second, observe that columns 2 and 7 coincide. Recalling the convention given in Table 3, note that for $k=2$, column 2 is column 0 shifted one row upwards (cyclicaly). Similarly, for $k=7$, and columns 0 and 7 .

Table 4. A DRDF of $U_{i}$ that implies $\gamma_{d R}(P(10,2)) \leq 16$ and $\gamma_{d R}(P(35,7)) \leq 56$.

| 2 | 0 | 2 | 0 | 0 | 2 | 0 | 2 | $\ldots$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 0 | 0 | 2 | 0 | 2 | 0 | 0 | $\ldots$ |  |
| 0 | 2 | 0 | 2 | 0 | 0 | 2 | 0 | $\ldots$ |  |
| 0 | 2 | 0 | 0 | 2 | 0 | 2 | 0 | $\ldots$ |  |
| 0 | 0 | 2 | 0 | 2 | 0 | 0 | 2 | $\ldots$ |  |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | $\ldots$ |

These constructions are optimal, which will follow from the lower bound that will be proved below. Recall that $\gamma_{d R}(P(10,2))=16$ [13], therefore the RDF for $\gamma_{d R}(P(10,2))$ given in Table 4 is best possible.

A symmetrical construction, given in Table 5 shows $\gamma_{d R}(P(15,3)) \leq 24$ and $\gamma_{d R}(P(40,8)) \leq 64$.

Table 5. A DRDF of $U_{i}$ that implies $\gamma_{d R}(P(15,3)) \leq 24$ and $\gamma_{d R}(P(40,8)) \leq 64$.

| 2 | 0 | 0 | 2 | 0 | 2 | 0 | 0 | 2 | $\ldots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 0 | 2 | 0 | 0 | 2 | 0 | 2 | 0 | $\ldots$ |
| 0 | 0 | 2 | 0 | 2 | 0 | 0 | 2 | 0 | $\ldots$ |
| 0 | 2 | 0 | 0 | 2 | 0 | 2 | 0 | 0 | $\ldots$ |
| 0 | 2 | 0 | 2 | 0 | 0 | 2 | 0 | 2 | $\ldots$ |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | $\ldots$ |

### 3.2. Double Roman Domination in $P(5 k, k)$-Upper Bounds

Observe that the patterns used in Tables 4 and 5 have period five (columns). This implies the next proposition.

Proposition 5. Let $k \equiv 2 \bmod 5$ or $k \equiv 3 \bmod 5$. Then $\gamma_{d R}(P(5 k, k)) \leq 8 k$.
Proof. Recall from previous considerations (Table 4) that $\gamma_{d R}(P(10,2)) \leq 16$ and $\gamma_{d R}(P(35,7)) \leq 56$. Observe that if we repeat the columns 2-6 in Table 4, we obtain a DRDF showing $\gamma_{d R}(P(60,12)) \leq 96$. By induction, it follows that $\gamma_{d R}(P(5(5 i+2),(5 i+2)) \leq$ $8(5 i+2)$ for all integers $i \geq 0$. Thus, $\gamma_{d R}(P(5 k, k)) \leq 8 k$ for $k \equiv 2 \bmod 5$.

The statement for $k \equiv 3 \bmod 5$ follows from Table 5 by analogous argument.
The next table provides a DRDF for $P(25,5)$. It is obtained from Table 4 by deleting columns 3 and 4 and altering only one entry in the original column 5, see Table 6.

Table 6. A DRDF of $U_{i}$ that implies $\gamma_{d R}(P(25,5)) \leq 42$.

| 2 | 0 | 2 | $\mathbf{2}$ | 0 | 2 | $\ldots$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 0 | 0 | $\mathbf{2}$ | 0 | 0 | $\ldots$ |  |
| 0 | 2 | 0 | $\mathbf{2}$ | 2 | 0 | $\ldots$ |  |
| 0 | 2 | 0 | $\mathbf{0}$ | 2 | 0 | $\ldots$ |  |
| 0 | 0 | 2 | $\mathbf{0}$ | 0 | 2 | $\ldots$ |  |
| 0 | 1 | 2 | $\mathbf{3 , 4 , 5}$ | 6 | 7 | $\ldots$ | merged columns |
| 0 | 1 | 2 | 3 | 4 | 5 | $\ldots$ | columns renamed |

It is straightforward to check that the table provides a DRDF. Observe that we can in this way delete two columns and alter one column to obtain a DRDF of $\gamma_{d R}(P(5(5 i), 5 i) \leq$ $8(5 i)+2$ from $\gamma_{d R}(P(5(5 i+2), 5 i+2) \leq 8(5 i+2)$ for all integers $i \geq 0$.

The same idea, applied to Table 5 gives a DRDF of $P(30,6)$ of weight 50 . We omit the details. Using the periodicity of the basic pattern, we have a construction that gives RDF showing $\gamma_{d R}\left(P(5(5 i+1), 5 i+1) \leq 8(5 i+1)+2\right.$ from $\gamma_{d R}(P(5(5 i+3),(5 i+3)) \leq 8(5 i+3)$ for all integers $i \geq 0$.

Similarly, inserting two columns in the pattern comes with additional cost of $8+8+2=18$ legions, thus increasing the total weight by 18 . For example, see Table 7.

Table 7. An alternative $\operatorname{DRDF}$ of $U_{i}$ that shows $\gamma_{d R}(P(25,5)) \leq 42$ and $\gamma_{d R}(P(50,10)) \leq 82$.

| 2 | 0 | 0 | $\mathbf{2}$ | $\mathbf{0}$ | 2 | 0 | $\mathbf{2}$ | 0 | 0 | 2 | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 0 | 2 | $\mathbf{0}$ | $\mathbf{2}$ | 0 | 0 | 2 | 0 | 2 | 0 | $\ldots$ |
| 0 | 0 | 2 | $\mathbf{0}$ | $\mathbf{2}$ | 0 | 2 | 0 | 0 | 2 | 0 | $\ldots$ |
| 0 | 2 | 0 | $\mathbf{2}$ | $\mathbf{0}$ | 0 | 2 | 0 | 2 | 0 | 0 | $\ldots$ |
| 0 | 2 | 0 | $\mathbf{2}$ | $\mathbf{0}$ | 2 | 0 | 0 | 2 | 0 | 2 | $\ldots$ |
| 0 | 1 | 2 | $\mathbf{3}^{\prime}$ | $\mathbf{2}^{\prime}$ | 3 | 4 | 5 | 6 | 7 | 8 | $\ldots$ |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | columns renamed |

For completeness, in Table 8 we give a RDF of $P(20,4)$ proving that $\gamma_{d R}(P(20,4)) \leq 34$. The construction starts with RDF of weight 16 for $\gamma_{d R}(P(10,2))$, and inserts two columns as in Table 7. In more detail, note that column 4 is a copy of column 2 and column 3 is a copy of column 1 . Then, additional two legions are assigned to vertex $u_{17}$ in column 1 . It follows that $\gamma_{d R}(P(5(5 i+4),(5 i+4)) \leq 8(5 i+4)+2$ for all integers $i \geq 0$.

Table 8. A DRDF of $U_{i}$ that implies $\gamma_{d R}(P(20,4)) \leq 34$.

| 2 | 0 | $\mathbf{2}$ | 0 | 2 |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 0 | 0 | 0 | 0 |  |
| 0 | $\mathbf{2}$ | 0 | 2 | 0 |  |
| 0 | $\mathbf{2}$ | 0 | 2 | 0 |  |
| 0 | $\mathbf{2}$ | $\mathbf{2}$ | 0 | 2 |  |
| 0 | $\mathbf{1}^{\prime}$ | $\mathbf{2}^{\prime}$ | 1 | 2 |  |
| 0 | 1 | 2 | 3 | 4 | columns renamed |

Summarizing the arguments, we have a proof of the next proposition.
Proposition 6. Let $k \equiv 0,1,4 \bmod 5$. Then $\gamma_{d R}(P(5 k, k)) \leq 8 k+2$.

### 3.3. Double Roman Domination in $P(5 k, k)$-Lower Bound

The proof of lower bound in Theorem 8 is based on several technical lemmas. In all proofs below we assume that $f$ is a DRDF and there are no vertices with $f(v)=1$. As before, let $U_{i}=\left\{u_{i}, u_{i+k}, u_{i+2 k}, u_{i+3 k}, u_{i+4 k}\right\}$ and $V_{i}=\left\{v_{i}, v_{i+k}, v_{i+2 k}, v_{i+3 k}, v_{i+4 k}\right\}$. Let us denote with $W_{i}$ the weight of $H_{i}=V_{i} \cup U_{i}, W_{i}=f\left(H_{i}\right)=f\left(V_{i} \cup U_{i}\right)$.

Lemma 1. Let $f$ be $D R D F f$. Then
if $f\left(U_{i}\right)=0$ then $f\left(V_{i}\right) \geq 6$ and $W_{i} \geq 6$,
if $f\left(U_{i}\right)=2$ then $f\left(V_{i}\right) \geq 5$ and $W_{i} \geq 7$,
if $f\left(U_{i}\right)=3$ then $f\left(V_{i}\right) \geq 5$ and $W_{i} \geq 8$,
if $f\left(U_{i}\right)=4$ then $f\left(V_{i}\right) \geq 4$ and $W_{i} \geq 8$,
if $f\left(U_{i}\right)=5$ then $f\left(V_{i}\right) \geq 4$ and $W_{i} \geq 9$,
if $f\left(U_{i}\right)=6$ then $f\left(V_{i}\right) \geq 3$ and $W_{i} \geq 9$,
if $f\left(U_{i}\right)=7$ then $f\left(V_{i}\right) \geq 4$ and $W_{i} \geq 11$,
if $f\left(U_{i}\right)=8$ then $f\left(V_{i}\right) \geq 3$ and $W_{i} \geq 11$, and
if $f\left(U_{i}\right) \geq 9$ then $W_{i} \geq 12$.
Proof. We will list all possible examples (up to the isomorphism), using the following notation:

$$
\left(\begin{array}{lllll}
f\left(u_{i}\right) & f\left(u_{i+k}\right) & f\left(u_{i+2 k}\right) & f\left(u_{i+3 k}\right) & f\left(u_{i+4 k}\right) \\
f\left(v_{i}\right) & f\left(v_{i+k}\right) & f\left(v_{i+2 k}\right) & f\left(v_{i+3 k}\right) & f\left(v_{i+4 k}\right)
\end{array}\right) .
$$

- Case $f\left(U_{i}\right) \geq 9$. First, assume $f\left(U_{i}\right)=9$. Excluding weights 1, the sum 9 can be achieved as $9=3+3+3$ or $9=3+2+2+2$. In the first case, three vertices among five can be chosen in two ways, either the two zeros are at adjacent columns or not. Similarly, in the second case, the 0 can either be next to 3 , or not. Thus, we have 4 cases listed below. The values on $V_{i}$ are chosen so that the total weight is minimal.

$$
\left(\begin{array}{lllll}
3 & 3 & 3 & 0 & 0 \\
0 & 0 & 0 & 3 & 0
\end{array}\right), \quad\left(\begin{array}{lllll}
3 & 3 & 0 & 3 & 0 \\
0 & 0 & 0 & 3 & 0
\end{array}\right), \quad\left(\begin{array}{lllll}
3 & 2 & 2 & 2 & 0 \\
0 & 0 & 2 & 0 & 2
\end{array}\right), \quad\left(\begin{array}{lllll}
3 & 2 & 2 & 0 & 2 \\
0 & 1 & 0 & 2 & 0
\end{array}\right) .
$$

In all cases we have $f\left(V_{i}\right) \geq 3$, thus $W_{i} \geq 9+3=12$.
Furthermore, if $f\left(U_{i}\right)=10$ or $f\left(U_{i}\right)=11$ then observe that $f\left(V_{i}\right) \geq 2$, and hence $W_{i} \geq 12$.

- Case $f\left(U_{i}\right)=8$. Possible subcases with $8=3+3+2=2+2+2+2$ are

$$
\left(\begin{array}{lllll}
3 & 3 & 2 & 0 & 0 \\
0 & 0 & 0 & 3 & 0
\end{array}\right),\left(\begin{array}{lllll}
3 & 3 & 0 & 2 & 0 \\
0 & 0 & 0 & 3 & 0
\end{array}\right),\left(\begin{array}{lllll}
3 & 2 & 3 & 0 & 0 \\
0 & 0 & 2 & 0 & 2
\end{array}\right),\left(\begin{array}{lllll}
3 & 2 & 0 & 3 & 0 \\
0 & 0 & 2 & 0 & 2
\end{array}\right)
$$

and

$$
\left(\begin{array}{lllll}
2 & 2 & 2 & 2 & 0 \\
0 & 2 & 0 & 0 & 2
\end{array}\right) .
$$

In all cases, $f\left(V_{i}\right) \geq 3$, thus $W_{i} \geq 8+3=11$.

- Case $f\left(U_{i}\right)=7$. There is only one possibility, $7=3+2+2$, and we have the following subcases:

$$
\left(\begin{array}{lllll}
3 & 2 & 2 & 0 & 0 \\
0 & 0 & 2 & 0 & 2
\end{array}\right),\left(\begin{array}{lllll}
3 & 2 & 0 & 2 & 0 \\
0 & 0 & 2 & 0 & 2
\end{array}\right),\left(\begin{array}{lllll}
3 & 2 & 0 & 0 & 2 \\
0 & 0 & 2 & 2 & 0
\end{array}\right),\left(\begin{array}{lllll}
3 & 0 & 2 & 2 & 0 \\
0 & 2 & 0 & 0 & 2
\end{array}\right) .
$$

It is obvious that $f\left(V_{i}\right) \geq 4$ and $W_{i} \geq 7+4=11$.

- Case $f\left(U_{i}\right)=6$. This sum can be achieved as $6=3+3=2+2+2$. There are four subcases:

$$
\left(\begin{array}{lllll}
3 & 3 & 0 & 0 & 0 \\
0 & 0 & 0 & 3 & 0
\end{array}\right), \quad\left(\begin{array}{lllll}
3 & 0 & 3 & 0 & 0 \\
0 & 2 & 0 & 0 & 3
\end{array}\right), \quad\left(\begin{array}{lllll}
2 & 2 & 2 & 0 & 0 \\
0 & 0 & 2 & 0 & 2
\end{array}\right), \quad\left(\begin{array}{lllll}
2 & 2 & 0 & 2 & 0 \\
0 & 0 & 2 & 0 & 2
\end{array}\right) .
$$

In all cases the value $f\left(V_{i}\right)$ is at least 3 , which implies $W_{i} \geq 6+3=9$.

- Case $f\left(U_{i}\right)=5$. We have $5=3+2$, and two possibilities.

$$
\left(\begin{array}{lllll}
3 & 2 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 2
\end{array}\right),\left(\begin{array}{lllll}
3 & 0 & 2 & 0 & 0 \\
0 & 2 & 0 & 3 & 0
\end{array}\right) .
$$

Clearly, in both cases $f\left(V_{i}\right)$ must be at least 4, which implies $W_{i} \geq 5+4=9$.

- Case $f\left(U_{i}\right)=4$. As $4=2+2$, we have two cases:

$$
\left(\begin{array}{lllll}
2 & 2 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 2
\end{array}\right),\left(\begin{array}{lllll}
2 & 0 & 2 & 0 & 0 \\
0 & 2 & 0 & 3 & 0
\end{array}\right) .
$$

As $f\left(V_{i}\right) \geq 4$ in both cases, we have $W_{i} \geq 4+4=8$.

- Case $f\left(U_{i}\right)=3$. There is only one possible subcase $\left(\begin{array}{lllll}3 & 0 & 0 & 0 & 0 \\ 0 & 0 & 3 & 0 & 2\end{array}\right)$ with $f\left(V_{i}\right)=5$, thus $W_{i} \geq 3+5=8$.
- Case $f\left(U_{i}\right)=2$. The only possible subcase is $\left(\begin{array}{lllll}2 & 0 & 0 & 0 & 0 \\ 0 & 2 & 0 & 3 & 0\end{array}\right)$ with $f\left(V_{i}\right)=5$, thus $W_{i} \geq 2+5=7$.
- Case $f\left(U_{i}\right)=0$ has two possible subcases,

$$
\left(\begin{array}{lllll}
0 & 0 & 0 & 0 & 0 \\
0 & 3 & 0 & 0 & 3
\end{array}\right),\left(\begin{array}{lllll}
0 & 0 & 0 & 0 & 0 \\
2 & 2 & 0 & 2 & 0
\end{array}\right)
$$

with $f\left(V_{i}\right)=6$, thus $W_{i} \geq 0+6=6$.
This concludes the proof of lemma.
In order to prove the lower bound in Theorem 8, we will need to consider the $H_{i}$ with $W_{i}<8$, thus by Lemma 1, the cases $W_{i}=7\left(f\left(U_{i}\right)=2\right.$, and $\left.f\left(U_{i}\right)=0\right)$ or $W_{i}=6$ $\left(f\left(U_{i}\right)=0\right)$. In the Figure 2 below all cases (up to the isomorphism) with $W_{i}=6$ and $W_{i}=7$ are drawn.



Figure 2. The standard drawing of $H_{i}$ (left) and the case $f\left(H_{i}\right)=W_{i}=7$ with $f\left(U_{i}\right)=2$ (right).
First we consider the cases where two adjacent $H_{i}$ have weights less than 8 . Note that the proof of the next lemma also implies that it is not possible to have a DRDF with more that two consecutive $W_{i}<8$.

## Lemma 2.

(a) If $W_{i}=6$ and $W_{i+1}=6$ then $W_{i-1} \geq 12$ and $W_{i+2} \geq 12$.
(b) If $W_{i}=7$ and $W_{i+1}=7$ then $W_{i-1} \geq 11$ and $W_{i+2} \geq 11$.
(c) If $W_{i}=6$ and $W_{i+1}=7$ then $W_{i-1} \geq 11, W_{i+2} \geq 11$, and $W_{i-1}+W_{i+2} \geq 23$.

Proof. The proof will be derived in several steps using the notation introduced in Table 3. We only give the values on the outer cycle, and in addition, in some cases (for sets $H_{i}$ and $\left.H_{i+1}\right)$ the values on the inner cycles are provided in parenthesis, as $\mathbf{f}\left(\mathbf{u}_{\mathbf{j}}\right)\left(f\left(v_{j}\right)\right)$. For other neighbor sets $H_{*}$, we will assume that the inner cycles $V_{*}$ are completed such that the whole assignment is a DRD function. The weights $W_{i}$ are estimated using the results of Lemma 1.
(a) Case $W_{i}=6$ and $W_{i+1}=6$ obviously implies that $f\left(U_{i}\right)=0$ and $f\left(U_{i+1}\right)=0$. There are two cases (see Figure 3), for which Table 9 (columns A1 and A2) show the minimal demands that the two neighboring vertices in $U_{i-1} \cup U_{i+1}$ have to fulfil. Without loss of generality, consider first $H_{i}$. Since $f\left(U_{i+1}\right)=0$, we read from Table 9 that at least three vertices of $U_{i-1}$ must have weights 3 , thus $f\left(U_{i-1}\right) \geq 9$ and $W_{i-1} \geq 9+3=12$. By analogous reasoning, $W_{i+2} \geq 9+3=12$.
(b) Case $W_{i}=7$ and $W_{i+1}=7$ (see Figure 4). First, consider the case when $f\left(U_{i+1}\right)=0$. Then, from Table 9 (columns A3 and A4) there are at least two vertices of $U_{i-1}$ which must have weights 3 , and two more vertices with weights at least two, thus $f\left(U_{i-1}\right) \geq$ 10 and $W_{i-1} \geq 12$. By symmetry, $f\left(U_{i}\right)=0$ implies $W_{i+2} \geq 12$.
Therefore, we may assume that $f\left(U_{i}\right)=2$ and $f\left(U_{i+1}\right)=2$. The DRDF for $H_{i}$ is in Figure 2 (right). Considering neighbor sets $H_{i-1}$ and $H_{i+2}$ we have all subcases listed in Tables 10 and 11.
In Tables 10 and 11, we fix DRDF on $H_{i}$ (second column), and consider all possible DRDF with $W_{i+1}=7$ and $f\left(U_{i+1}\right)=2$ (third column). The first and fourth columns provide the minimal $f$ values in $H_{i-1}$ and $H_{i+2}$, respectively. The labeled graph $H_{i+1}$ in this case has no symmetries, hence we have to consider five rotations, and in each case two cases due to reflexion. Thus, we have ten cases in total, b1 to b10, outlined in Tables 10 and 11.



Figure 3. The two cases with $f\left(H_{i}\right)=W_{i}=6$.


Figure 4. The two cases with $f\left(H_{i}\right)=W_{i}=7$ and $f\left(U_{i}\right)=0$.

Table 9. Demands for $U_{i-1} \cup U_{i+1}$ when $W_{i}=6$ or $W_{i}=7$ and $f\left(U_{i}\right)=0$.

| (A1) |  | (A2) |  | (A3) |  | (A4) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{0}(0)$ | $3+0 / 2+2$ | $\mathbf{0}(2)$ | $0+2$ | $\mathbf{0}(0)$ | $3+0 / 2+2$ | $\mathbf{0}(0)$ | $3+0 / 2+2$ |
| $\mathbf{0}(3)$ | 0 | $\mathbf{0}(2)$ | $0+2$ | $\mathbf{0}(3)$ | 0 | $\mathbf{0}(3)$ | 0 |
| $\mathbf{0}(0)$ | $3+0 / 2+2$ | $\mathbf{0}(0)$ | $3+0 / 2+2$ | $\mathbf{0}(0)$ | $3+0 / 2+2$ | $\mathbf{0}(2)$ | $2+0$ |
| $\mathbf{0}(0)$ | $3+0 / 2+2$ | $\mathbf{0}(2)$ | $0+2$ | $\mathbf{0}(2)$ | $2+0$ | $\mathbf{0}(0)$ | $3+0 / 2+2$ |
| $\mathbf{0}(3)$ | 0 | $\mathbf{0}(0)$ | $3+0 / 2+2$ | $\mathbf{0}(2)$ | $2+0$ | $\mathbf{0}(2)$ | $2+0$ |

Table 10. Subcases of $f\left(U_{i-1}\right), f\left(U_{i}\right), f\left(U_{i+1}\right)$ and $f\left(U_{i+2}\right)$ with $W_{i}=7, W_{i+1}=7$ and $f\left(U_{i+1}\right)=2$ (first part).

| (b1) |  |  |  | (b2) |  |  |  | (b3) |  |  |  | (b4) |  |  | (b5) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 2(0) | 2(0) | 0 | 0 | 2(0) | 0(0) | 2 | 0 | 2(0) | 0(3) | 0 | 0 | 2(0) | 0(0) | 2 | 0 | 2(0) | 0(2) | 0 |
| 2 | 0(2) | 0(2) | 2 | 0 | 0(2) | 2(0) | 0 | 2 | 0(2) | 0 (0) | 3 | 2 | 0(2) | 0(3) | 0 | 2 | 0(2) | 0(0) | 3 |
| 3 | 0 (0) | 0(0) | 3 | 3 | 0 (0) | 0(2) | 2 | 2 | 0(0) | 2(0) | 0 | 3 | 0 (0) | 0(0) | 3 | 3 | 0(0) | 0(3) | 0 |
| 0 | 0(3) | 0(3) | 0 | 0 | 0(3) | 0(0) | 3 | 0 | 0(3) | 0(2) | 2 | 0 | 0(3) | 2(0) | 0 | 0 | 0(3) | 0(0) | 3 |
| 3 | 0(0) | 0(0) | 3 | 3 | 0(0) | 0(3) | 0 | 3 | 0(0) | 0(0) | 3 | 3 | 0(0) | 0(2) | 2 | 3 | 0(0) | 2(0) | 0 |

Table 11. Subcases of $f\left(U_{i-1}\right), f\left(U_{i}\right), f\left(U_{i+1}\right)$ and $f\left(U_{i+2}\right)$ with $W_{i}=7, W_{i+1}=7$ and $f\left(U_{i+1}\right)=2$ (second part).

| (b6) |  |  |  | (b7) |  |  |  | (b8) |  |  |  | (b9) |  |  |  | (b10) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 2(0) | 0(2) | 2 | 0 | 2(0) | 0 (0) | 2 | 0 | 2(0) | 0 (3) | 0 | 0 | 2(0) | 0(0) | 2 | 0 | 2(0) | 2(0) | 0 |
| 2 | 0(2) | 2(0) | 0 | 0 | 0(2) | 0(2) | 2 | 2 | 0(2) | 0(0) | 3 | 2 | 0(2) | 0(3) | 0 | 2 | 0(2) | 0(0) | 3 |
| 3 | 0(0) | 0(0) | 3 | 3 | 0(0) | 2(0) | 0 | 2 | 0(0) | 0(2) | 2 | 3 | 0(0) | 0(0) | 3 | 3 | 0(0) | 0(3) | 0 |
| 0 | 0(3) | 0(3) | 0 | 0 | 0(3) | 0(0) | 3 | 0 | 0(3) | 2(0) | 0 | 0 | 0(3) | 0(2) | 2 | 0 | 0(3) | 0(0) | 3 |
| 3 | 0(0) | 0(0) | 3 | 3 | 0(0) | 0(3) | 0 | 3 | 0(0) | 0(0) | 3 | 3 | 0(0) | 2(0) | 0 | 3 | 0(0) | 0(2) | 2 |

From Tables 10 and 11 using the results of Lemma 1 we can estimate the weights $W_{i}$ : (b1) $W_{i-1} \geq 8+4=12, W_{i+2} \geq 8+4=12$ (b2) $W_{i-1} \geq 6+5=11, W_{i+2} \geq$ $7+4=11$, (b3) $W_{i-1} \geq 7+4=11, W_{i+2} \geq 8+4=12$, (b4) $W_{i-1} \geq 8+4=12$, $W_{i+2} \geq 7+4=11$, (b5) $W_{i-1} \geq 8+4=12, W_{i+2} \geq 6+5=11$, (b6) $W_{i-1} \geq$ $8+4=12, W_{i+2} \geq 8+4=12$, (b7) $W_{i-1} \geq 6+5=11, W_{i+2} \geq 7+4=11$, (b8) $W_{i-1} \geq 7+4=11, W_{i+2} \geq 8+4=12$ (b9) $W_{i-1} \geq 8+4=12, W_{i+2} \geq 7+4=11$, (b10) $W_{i-1} \geq 8+4=12, W_{i+2} \geq 8+4=12$.
(c) Case $W_{i}=6$ and $W_{i+1}=7$. First, observe that in the case when $f\left(U_{i+1}\right)=0$, the reasoning in case (a) and (b) implies that $W_{i-1} \geq 12$ and $W_{i+2} \geq 11$. So we can assume that $f\left(U_{i+1}\right)=2$. As seen in Figure 3, three vertices in $V_{i}$ could have weights 2 or two of them have weights 3 . As we know, one vertex in $U_{i+1}$ has weight 3 and the other one (two steps further) has weight 2, see Figure 2. We thus fix the assignment in $H_{i}$ (second column), add all possible assignments in $H_{i+1}$ (third column) and write the minimal weights on $H_{i-1}$ and $H_{i+2}$ in the first and fourth column. As each of the two assignments of $H_{i}$ is reflexion symmetric, it is clear that there are exactly 10 different cases. All possible outcomes for sets $H_{i-1} \cup H_{i} \cup H_{i+1}$ are given below, Tables 12 and 13.
In Table 12, we find all subcases (c1 to c5) when two vertices in $V_{i}$ have weights 3.
Table 12. First five subcases of $f\left(U_{i-1}\right), f\left(U_{i}\right), f\left(U_{i+1}\right)$ and $f\left(U_{i+2}\right)$ with $W_{i}=6$ and $W_{i+1}=7$.


In Table 13, we have all subcases ( c 6 to c10) when three vertices in $V_{i}$ have weights 2.

Table 13. Second five subcases of $f\left(U_{i-1}\right), f\left(U_{i}\right), f\left(U_{i+1}\right)$ and $f\left(U_{i+2}\right)$ with $W_{i}=6$ and $W_{i+1}=7$.


Similarly, as in case (b), we can estimate the weights $W_{i}$ from Tables 12 and 13 using the results of Lemma 1: (c1) $W_{i-1} \geq 8+3=11, W_{i+2} \geq 8+4=12$, (c2) $W_{i-1} \geq 9+3=12, W_{i+2} \geq 8+4=12$, (c3) $W_{i-1} \geq 8+4=12, W_{i+2} \geq 8+4=12$, (c4) $W_{i-1} \geq 8+4=12, W_{i+2} \geq 8+4=12$, (c5) $W_{i-1} \geq 9+3=12, W_{i+2} \geq 8+4=12$, (c6) $W_{i-1} \geq 10+4=14, W_{i+2} \geq 8+4=12$, (c7) $W_{i-1} \geq 10+4=14, W_{i+2} \geq$ $8+4=12$, (c8) $W_{i-1} \geq 11+4=15, W_{i+2} \geq 8+4=12$, (c9) $W_{i-1} \geq 10+4=14$, $W_{i+2} \geq 8+4=12$ ( $\mathbf{c} 10$ ) $W_{i-1} \geq 11+4=15, W_{i+2} \geq 8+4=12$.

## Lemma 3.

(a) If $W_{i}=6$ and $W_{i-1} \geq 8, W_{i+1} \geq 8$ then either $\left(W_{i-1}+W_{i+1} \geq 20\right)$ or $\left(W_{i-2}+W_{i-1} \geq 19, W_{i+1}+W_{i+2} \geq 19\right.$, and $\left.W_{i-2}+W_{i-1}+W_{i+1}+W_{i+2} \geq 39\right)$.
(b) If $W_{i}=7$ and $W_{i-1} \geq 8, W_{i+1} \geq 8$ then either $\left(W_{i-1}+W_{i+1} \geq 18\right)$ or $\left(W_{i-2}+W_{i-1} \geq 18\right.$ and $\left.W_{i+1}+W_{i+2} \geq 18\right)$.

Proof. As in the proof of Lemma 2, we will use the notation introduced in Table 3. We give only the values on the outer cycle, and in some cases the values on the inner cycles are provided in parenthesis, as $\mathbf{f}\left(\mathbf{u}_{\mathbf{j}}\right)\left(f\left(v_{j}\right)\right)$. For other neighbor sets $H_{*}$ we will assume that the inner cycles $V_{*}$ are completed such that the whole assignment is a DRD function.
(a) Case $W_{i}=6$ implies $f\left(U_{i}\right)=0$ (Figure 3). Recall that either three vertices in $V_{i}$ have weight 2 or two of them have weight 3, and that Table 9 gives the demands that need to be fulfilled by the neighboring $H_{*}$. As $W_{i-1} \geq 8$ and $W_{i+1} \geq 8$, according to lemma 1, we have $f\left(U_{i-1}\right) \geq 3$ and $f\left(U_{i+1}\right) \geq 3$. We may also assume that $f\left(U_{i-1}\right) \leq f\left(U_{i+1}\right)$. Thus, we have $f\left(U_{i-1}\right) \in\{3,4,5,6\}$, and all cases are analyzed in Tables 14-16. Note that there is only one case for $f\left(U_{i-1}\right)=6=2+2+2$ (and $\left.f\left(U_{i+1}\right)=6=2+2+2\right)$, because if $f\left(U_{i-1}\right)=6=3+3$ then $f\left(U_{i+1}\right)=3<6$.

Table 14. Subcases of $f\left(U_{i-1}\right), f\left(U_{i}\right)$ and $f\left(U_{i+1}\right)$ with $W_{i}=6=3+3$.

| (A1-1)* |  |  | (A1-2)* |  |  | (A1-3)* |  |  | (A1-4)* |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 0(0) | 0 | 0 | 0(0) | 3 | 0 | 0(0) | 3 | 0 | 0(0) | 3 |
| 0 | 0(3) | 0 | 0 | 0(3) | 0 | 0 | 0(3) | 0 | 0 | 0(3) | 0 |
| 0 | 0(0) | 3 | 3 | 0(0) | 0 | 3 | 0(0) | 0 | 2 | 0(0) | 2 |
| 0 | 0(0) | 3 | 0 | 0(0) | 3 | 2 | 0(0) | 2 | 2 | 0(0) | 2 |
| 0 | 0(3) | 0 | 0 | 0(3) | 0 | 0 | 0(3) | 0 | 0 | 0(3) | 0 |
|  | (A1-5)* |  |  | (A1-6) |  |  | (A1-7) |  |  | (A1-8) |  |
| 3 | 0(0) | 0 | 2 | 0(0) | 2 | 2 | 0(0) | 2 | 2 | 0(0) | 2 |
| 0 | 0(3) | 0 | 0 | 0(3) | 0 | 0 | 0(3) | 0 | 0 | 0(3) | 0 |
| 2 | 0(0) | 2 | 3 | 0(0) | 0 | 2 | 0(0) | 2 | 2 | 0(0) | 2 |
| 0 | 0(0) | 3 | 0 | 0(0) | 3 | 0 | 0(0) | 3 | 2 | 0(0) | 2 |
| 0 | 0(3) | 0 | 0 | 0(3) | 0 | 0 | 0(3) | 0 | 0 | 0(3) | 0 |

Reading Table 14 we observe that weights are (A1-1)* $W_{i-1} \geq 3+5=8, W_{i+1} \geq$ $6+3=9$, (A1-2)* $W_{i-1} \geq 3+5=8, W_{i+1} \geq 6+5=11$, (A1-3)* $W_{i-1} \geq 5+4=9$, $W_{i+1} \geq 5+5=10,(\mathbf{A 1}-4)^{*} W_{i-1} \geq 4+4=8, W_{i+1} \geq 7+4=11$, (A1-5)* $W_{i-1} \geq$ $5+5=10, W_{i+1} \geq 5+4=9$, (A1-6) $W_{i-1} \geq 5+5=10, W_{i+1} \geq 5+5=10$, (A1-7) $W_{i-1} \geq 4+5=9, W_{i+1} \geq 7+4=11$, (A1-8) $W_{i-1} \geq 6+4=10, W_{i+1} \geq 6+4=10$, so in cases (A1-6), (A1-7), and (A1-8), $W_{i-1}+W_{i+1} \geq 20$. However, in the first five
cases (labelled with asterisk), $W_{i-1}+W_{i+1}<20$, and therefore we need to consider $H_{i-2}$ and $H_{i+2}$ to conclude the proof of assertion (a) of Lemma 3, see Table 15.

Table 15. Subcases* of $f\left(U_{i-2}\right), f\left(U_{i-1}\right), f\left(U_{i}\right), f\left(U_{i+1}\right)$ and $f\left(U_{i+2}\right)$ with $W_{i-1}+W_{i+1}<20$.


From Table 15 we can estimate weights (A1-1)* $W_{i-2} \geq 8+4=12, W_{i-1} \geq 3+5=8$, $W_{i+1} \geq 6+3=9, W_{i+2} \geq 6+5=11$, (A1-2)* $W_{i-2} \geq 8+4=12, W_{i-1} \geq 3+5=8$, $W_{i+1} \geq 6+5=11, W_{i+2} \geq 5+5=10$, (A1-3)* $W_{i-2} \geq 7+4=11, W_{i-1} \geq 5+4=9$, $W_{i+1} \geq 5+5=10, W_{i+2} \geq 5+5=10$, (A1-4)* $W_{i-2} \geq 7+4=11, W_{i-1} \geq 4+4=8$, $W_{i+1} \geq 7+4=11, W_{i+2} \geq 4+5=9$, (A1-5)* $W_{i-2} \geq 5+5=10, W_{i-1} \geq 5+5=10$, $W_{i+1} \geq 5+4=9, W_{i+2} \geq 7+4=11$. Here, in all cases, $W_{i-2}+W_{i-1} \geq 19$, $W_{i+1}+W_{i+2} \geq 19$ and $W_{i-2}+W_{i-1}+W_{i+1}+W_{i+2} \geq 39$.

Table 16. Subcases of $f\left(U_{i-1}\right), f\left(U_{i}\right)$ and $f\left(U_{i+1}\right)$ with $W_{i}=6=2+2+2$.

| (A2-1) |  |  |  | (A2-2) |  | (A2-3) |  |  | (A2-4) |  |  | (A2-5) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0(2) | 2 | 0 | 0(2) | 2 | 2 | 0(2) | 0 | 0 | 0(2) | 2 | 0 | 0(2) | 2 |
| 0 | 0(2) | 2 | 0 | 0(2) | 2 | 0 | 0(2) | 2 | 0 | 0(2) | 2 | 0 | 0(2) | 2 |
| 3 | 0(0) | 0 | 2 | 0(0) | 2 | 2 | 0(0) | 2 | 2 | 0(0) | 2 | 2 | 0(0) | 2 |
| 0 | 0(2) | 2 | 2 | 0(2) | 0 | 0 | 0(2) | 2 | 0 | 0(2) | 2 | 0 | 0(2) | 2 |
| 3 | 0(0) | 0 | 2 | 0(0) | 2 | 2 | 0(0) | 2 | 2 | 0(0) | 2 | 3 | 0(0) | 0 |
| (A2-6) |  |  |  | (A2-7) |  |  | (A2-8) |  |  | (A2-9) |  | (A2-10) |  |  |
| 0 | 0(2) | 2 | 2 | 0(2) | 0 | 0 | 0(2) | 2 | 2 | 0(2) | 0 | 2 | 0(2) | 0 |
| 0 | 0(2) | 2 | 0 | 0(2) | 2 | 0 | 0(2) | 2 | 0 | 0(2) | 2 | 2 | 0(2) | 0 |
| 3 | 0(0) | 0 | 3 | 0(0) | 0 | 3 | 0(0) | 0 | 2 | 0(0) | 2 | 2 | 0(0) | 2 |
| 2 | 0(2) | 0 | 0 | 0(2) | 2 | 0 | 0(2) | 2 | 2 | 0(2) | 0 | 0 | 0(2) | 2 |
| 0 | 0(0) | 3 | 0 | 0(0) | 3 | 0 | 0(0) | 3 | 0 | 0(0) | 3 | 0 | 0(0) | 3 |
| (A2-11) |  |  |  | (A2-12) |  |  | (A2-13) |  |  | (A2-14) |  | (A2-15) |  |  |
| 0 | 0(2) | 2 | 2 | 0(2) | 0 | 2 | 0(2) | 0 | 2 | 0(2) | 0 | 2 | 0(2) | 0 |
| 0 | 0(2) | 2 | 0 | 0(2) | 2 | 2 | 0(2) | 0 | 0 | 0(2) | 2 | 2 | 0(2) | 0 |
| 2 | 0(0) | 2 | 2 | 0(0) | 2 | 0 | 0(0) | 3 | 0 | 0(0) | 3 | 0 | 0(0) | 3 |
| 2 | 0(2) | 0 | 0 | 0 (2) | 2 | 2 | 0(2) | 0 | 2 | 0(2) | 0 | 0 | 0(2) | 2 |
| 0 | 0(0) | 3 | 0 | 0(0) | 3 | 0 | 0(0) | 3 | 0 | 0(0) | 3 | 0 | 0(0) | 3 |

Reading Table 16 we observe that (A2-1) $W_{i-1} \geq 6+5=11, W_{i+1} \geq 6+4=10$, (A2-2) $W_{i-1} \geq 6+4=10, W_{i+1} \geq 8+4=12$, (A2-3) $W_{i-1} \geq 6+4=10, W_{i+1} \geq$ $8+4=12$, (A2-4) $W_{i-1} \geq 4+5=9, W_{i+1} \geq 10+4=14$, (A2-5) $W_{i-1} \geq 5+5=10$, $W_{i+1} \geq 8+4=12$, (A2-6) $W_{i-1} \geq 5+4=9, W_{i+1} \geq 7+4=11$, (A2-7) $W_{i-1} \geq$ $5+5=10, W_{i+1} \geq 7+4=11$, (A2-8) $W_{i-1} \geq 3+5=8, W_{i+1} \geq 9+3=12$, (A2-9) $W_{i-1} \geq 6+4=10, W_{i+1} \geq 7+4=11$, (A2-10) $W_{i-1} \geq 6+4=10, W_{i+1} \geq 7+4=11$, (A2-11) $W_{i-1} \geq 4+4=8, W_{i+1} \geq 9+4=13$, (A2-12) $W_{i-1} \geq 4+5=9, W_{i+1} \geq$ $9+4=13$, (A2-13) $W_{i-1} \geq 6+4=10, W_{i+1} \geq 6+5=11$, (A2-14) $W_{i-1} \geq 4+5=9$, $W_{i+1} \geq 8+4=12$, (A2-15) $W_{i-1} \geq 4+4=8, W_{i+1} \geq 8+4=12$, so in all cases $W_{i-1}+W_{i+1} \geq 20$, which proves the assertion (a) of Lemma 3.
(b) Case $W_{i}=7$. First, assume that $f\left(U_{i}\right)=2$ (see Figure 2), so one vertex in $U_{i}$ has weight 3 and the other one has weight 2. Possible (due to symmetry) solutions for the whole set $H_{i-1} \cup H_{i} \cup H_{i+1}$ are considered in the following Table 17.

Table 17. Possible values for $f\left(U_{i-1}\right), f\left(U_{i}\right)$ and $f\left(U_{i+1}\right)$ with $W_{i}=7$ and $f\left(U_{i}\right)=2$.

|  |  | (B1) |  | - |
| :---: | :---: | :---: | :---: | :---: |
| - | 0 | $\mathbf{2}(0)$ | 0 | - |
| - | $2 / 0$ | $\mathbf{0}(2)$ | $3 / 0 / 2$ | - |
| - | $0 / 3 / 2$ | $\mathbf{0}(0)$ | 0 | - |
| - | 0 | $\mathbf{0}(3)$ | $3 / 0 / 2$ | - |
| - | $0 / 3 / 2$ | $i$ | $i+1$ | $i+2$ |
| $i-2$ | $i-1$ | $i$ |  |  |

Without loss of generality, assume that $f\left(U_{i-1}\right) \leq f\left(U_{i+1}\right)$. As $W_{i-1} \geq 8$ and $W_{i+1} \geq 8$ we have the following subcases (see Table 18).

Table 18. Subcases of $f\left(U_{i-1}\right), f\left(U_{i}\right)$ and $f\left(U_{i+1}\right)$ with $W_{i}=7, f\left(U_{i}\right)=2, W_{i-1} \geq 8$ and $W_{i+1} \geq 8$.

| (B1-1) |  |  | (B1-2) |  |  | (B1-3) |  |  | (B1-4)* |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 2(0) | 0 | 0 | 2(0) | 0 | 0 | 2(0) | 0 | 0 | 2(0) | 0 |
| 2 | 0(2) | 0 | 2 | 0(2) | 0 | 2 | 0(2) | 0 | 0 | 0(2) | 2 |
| 0 | 0(0) | 3 | 0 | 0(0) | 3 | 2 | 0(0) | 2 | 0 | 0(0) | 3 |
| 0 | 0(3) | 0 | 0 | 0(3) | 0 | 0 | 0(3) | 0 | 0 | 0(3) | 0 |
| 3 | 0(0) | 0 | 2 | 0(0) | 2 | 0 | 0(0) | 3 | 3 | 0(0) | 0 |
|  | (B1-5) |  |  | (B1-6) |  |  |  |  |  |  |  |
| 0 | 2(0) | 0 | 0 | 2(0) | 0 |  |  |  |  |  |  |
| 0 | 0(2) | 2 | 0 | 0(2) | 2 |  |  |  |  |  |  |
| 3 | 0(0) | 0 | 2 | 0(0) | 2 |  |  |  |  |  |  |
| 0 | 0(3) | 0 | 0 | 0(3) | 0 |  |  |  |  |  |  |
| 0 | 0 (0) | 3 | 2 | 0(0) | 2 |  |  |  |  |  |  |

Reading Table 18 we observe that in all cases except one (B1-4) we have $W_{i-1}+W_{i+1} \geq$ 18. Indeed, in (B1-1) $W_{i-1} \geq 5+5=10, W_{i+1} \geq 3+5=8$, (B1-2) $W_{i-1} \geq 4+5=9$, $W_{i+1} \geq 5+5=10$, (B1-3) $W_{i-1} \geq 4+4=8, W_{i+1} \geq 5+5=10$, (B1-4)* $W_{i-1} \geq$ $3+5=8, W_{i+1} \geq 5+4=9$, (B1-5) $W_{i-1} \geq 3+5=8, W_{i+1} \geq 5+5=10$, (B1-6) $W_{i-1} \geq 4+5=9, W_{i+1} \geq 6+4=10$. In case (B1-4) we need to consider weights on $H_{i-2}$ and $H_{i+2}$ to conclude the proof of assertion (b) of Lemma 3.
As seen from Table 19, in case (B1-4) we can confirm $W_{i-2}+W_{i-1} \geq 18$ and $W_{i+1}+$ $W_{i+2} \geq 18$.

Table 19. Subcase (B1-4) with $W_{i-2} \geq 7+4=11, W_{i-1} \geq 3+5=8, W_{i+1} \geq 5+4=9$ and $W_{i+2} \geq 5+4=9$.

| $\mathbf{( B 1 - 4 )}^{*}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $0(0)$ | $\mathbf{2}(0)$ | $0(2)$ | 0 |
| 0 | $0(3)$ | $\mathbf{0}(2)$ | $2(0)$ | 0 |
| 3 | $0(0)$ | $\mathbf{0}(0)$ | $3(0)$ | 0 |
| 2 | $0(2)$ | $\mathbf{0}(3)$ | $0(2)$ | 2 |
| 0 | $3(0)$ | $\mathbf{0}(0)$ | $0(0)$ | 3 |

Finally, if $f\left(U_{i}\right)=0$ (see Figure 4), then observe that in comparison to the case $f\left(U_{i}\right)=2$, there must be at least one more vertex of weight 2 in $U_{i-1} \cup U_{i+1}$. We omit detailed analysis of the cases that confirm $W_{i-1}+W_{i+1} \geq 18$.

Theorem 8. For all $k$ we have $\gamma_{d R}(P(5 k, k)) \geq 8 k$.

Proof. We use the discharging method (see [14]). The basic idea is as follows. Assume that we have a DRDF. Consider certain subgraphs, in our case the subgraphs $H_{i}$, that are induced on $V_{i} \cup U_{i}$. Define some rules how the weights of heavy subgraphs are discharged to the neighbors such that the total weight does not change. Observe the weights of subgraphs after discharging.

In our case, the discharging rule is simple: If $f\left(H_{i}\right)=W_{i}>8$ then $H_{i}$ sends $\frac{1}{2}\left(W_{i}-8\right)$ to $H_{i-i}$ and to $H_{i-i}$. The new charge of $H_{i}$ is thus 8 . We denote the charges after the first round by $W_{i}^{*}$.

Now we show that if $f\left(H_{i}\right)<8$ then, after at most four rounds of discharging, the new charge $W_{i}^{* * * *}$ of $H_{i}$ is at least 8 . Note that once the charge of $H_{i}$ is at least 8, discharging will never decrease its charge below 8 .
First, let us consider the cases of Lemma 2.
(a) If $W_{i}=6$ and $W_{i+1}=6$ then $W_{i-1} \geq 12$ and $W_{i+2} \geq 12$. After discharging, $W_{i}^{*}=8$ and $W_{i+1}^{*}=8$, as needed.
(b) If $W_{i}=7$ and $W_{i+1}=7$ then $W_{i-1} \geq 11$ and $W_{i+2} \geq 11$. After discharging we have $W_{i}^{*}=7+\frac{3}{2} \geq 8$ and $W_{i+1}^{*}=7+\frac{3}{2} \geq 8$.
(c) If $W_{i}=6$ and $W_{i+1}=7$ then $W_{i-1} \geq 11, W_{i+2} \geq 11$, and $W_{i-1}+W_{i+2} \geq 23$. Assume that $W_{i-1} \geq 11, W_{i+2} \geq 12$. After the first round of discharging, we get $W_{i}^{*} \geq 6+\frac{3}{2}=7+\frac{1}{2}$ and $W_{i+1}^{*} \geq 7+2=9$. However, after the second round of discharging, we have $W_{i}^{* *} \geq 7+\frac{1}{2}+\frac{1}{2}=8$.
If $W_{i-1} \geq 12, W_{i+2} \geq 11$, then observe that already $W_{i}^{*} \geq 8$ and $W_{i+1}^{*} \geq 8$.
Next, we consider the cases of Lemma 3.
(a) $\quad W_{i}=6$ and $W_{i-1} \geq 8, W_{i+1} \geq 8$. If $W_{i-1}+W_{i+1} \geq 20$, then $W_{i}^{*} \geq 6+\frac{(20-16)}{2}=8$, and we are done. Otherwise, by Lemma 3, $W_{i-2}+W_{i-1} \geq 19, W_{i+1}+W_{i+2} \geq 19$, and $W_{i-2}+W_{i-1}+W_{i+1}+W_{i+2} \geq 39$. Assume that $W_{i-2}+W_{i-1}=19$ and distinguish two cases.
(a11) $W_{i-1}=9$ and $W_{i-2}=10$. In the first round of discharging, $H_{i}$ receives $\frac{1}{2}$ from $H_{i-1}$, and $W_{i-1}^{*}=9-2 \cdot \frac{1}{2}+1=9$. In the second round of discharging, $H_{i}$ again receives $\frac{1}{2}$ from $H_{i-1}$, and in total $H_{i}$ receives charge 1 from the left side.
(a12) $W_{i-1}=8$ and $W_{i-2}=11$. After the first round of discharging, $W_{i-1}^{*}=8+\frac{3}{2}$. In the second round of discharging, $H_{i-1}$ sends $\frac{3}{4}$ to its neighbors. Thus, $H_{i}$ receives $\frac{3}{4}$ from the left side.
Recall that by Lemma 3, $W_{i-2}+W_{i-1}=19$ implies $W_{i+1}+W_{i+2} \geq 20$, and distinguish two cases.
(a21) $W_{i+1}=9$ and $W_{i+2} \geq 11$. In the first round of discharging, $H_{i}$ receives $\frac{1}{2}$ from $H_{i+1}$, and $W_{i+1}^{*}=9-2 \cdot \frac{1}{2}+\frac{3}{2}=8+\frac{3}{2}$. In the second round of discharging, $H_{i}$ again receives $\frac{3}{4}$ from $H_{i+1}$, so in total $H_{i}$ receives charge $\frac{5}{4}$ from the right side.
(a22) $W_{i+1}=8$ and $W_{i+2} \geq 12$. After the first round of discharging, $W_{i+1}^{*} \geq 8+2=10$. In the second round of discharging, $H_{i}$ receives charge 1 from $H_{i+1}$, and also $W_{i+2}^{* *} \geq 8+1=9$. Thus, after the third round $W_{i+1}^{* * *} \geq 8+\frac{1}{2}$, and, in the fourth round $H_{i}$ receives charge $\frac{1}{4}$ from $H_{i+1}$. So, in total $H_{i}$ receives charge $\frac{5}{4}$ from the right side.
Summarizing, $H_{i}$ receives charge at least $\frac{3}{4}$ from the left side, and at least $\frac{5}{4}$ from the right side. Hence $W_{i}^{* * * *} \geq 6+2=8$, as claimed.
(b) $W_{i}=7$ and $W_{i-1} \geq 8, W_{i+1} \geq 8$. If $W_{i-1}+W_{i+1} \geq 18$ then $W_{i}^{*} \geq 7+(18-16) \frac{1}{2}=8$, as needed. Otherwise, $W_{i-2}+W_{i-1} \geq 18$ and $W_{i+1}+W_{i+2} \geq 18$. We now show that $W_{i-2}+W_{i-1}=18$ implies that $H_{i}$ will in two rounds receive at least $\frac{1}{2}$ charge from the left side. Consider two cases.
(b1) $W_{i-1}=9$. In the first round of discharging, $H_{i}$ receives $\frac{1}{2}$ from the left side.
(b2) If $W_{i-1}=8$, then $W_{i-2} \geq 10$. After the first round of discharging, $W_{i-1}^{*} \geq 8+1$. In the second round of discharging, $H_{i-1}$ sends at least $\frac{1}{2}$ to its neighbors.

Thus, $H_{i}$ receives at least $\frac{1}{2}$ from the left side. By analogous reasoning, $W_{i+1}+W_{i+2} \geq$ 18 implies that $H_{i}$ receives at least $\frac{1}{2}$ from the right side. Consequently, in total $H_{i}$ receives at least $\frac{1}{2}+\frac{1}{2}$, as claimed.
Therefore, after discharging, each subgraph $H_{i}$ has weight $W_{i}$ at least 8 , and consequently, the total weight is at least $8 k$, as claimed.

## 4. Domination in Generalized Petersen Graphs $P(20 k, k)$

In this section, we discuss how the constructions, and the corresponding upper bounds can be extended from $P\left(c_{0} k, k\right)$ to $P\left(\left(h c_{0}\right) k, k\right)$, for $h=2,3, \ldots$. In particular, we obtain improved upper bounds for $P(20 k, k)$ from upper bounds for $P(4 k, k)$ and $P(5 k, k)$.

First, we recall the notion of covering graph and $h$-lift to observe that $P(20 k, k)$ is a covering graph of both $P(4 k, k)$ and $P(5 k, k)$. For basic information on covering graphs see [39]. Here we follow the approach used in [40]. Let $G=\left(V_{1}, E_{1}\right)$ and $H=\left(V_{2}, E_{2}\right)$ be two graphs, and let $p: V_{2} \rightarrow V_{1}$ be a surjection. We will call $p$ a covering map from $H$ to $G$ if for each $v \in V_{2}$, the restriction of $p$ to the neighborhood of $v \in V_{2}$ is a bijection onto the neighborhood of $p(v)$ in $G$. In other words, $p$ maps edges incident to $v$ one-to-one onto edges incident to $p(v)$. $H$ is called a covering graph, or a lift, of $G$ if there exists a covering map from $H$ to $G$. Assuming $H$ is a lift of $G$ with a covering map $p$. If $p$ has a property that for every vertex $v \in V(G)$, its fiber $p^{-1}(v)$ has exactly $h$ elements, we call $H$ a $h$-lift of $G$.

Obviously, a long cycle may be a covering graph of shorter cycles. For example, the cycle $C_{100}$ is a 2-lift of $C_{50}$, considering the surjection $p\left(v_{i}\right)=v_{i \bmod 50}$. Furthermore, $C_{100}$ is also a 25 -lift of $C_{4}$, etc.

Proposition 7. Let $k \geq 1, c_{0} \geq 3$, and $h \geq 2$. Petersen graph $P\left(\left(h c_{0}\right) k, k\right)$ is a h-lift of $P\left(c_{0} k, k\right)$.
Proof. Consider the surjection $p: V\left(P\left(\left(h c_{0}\right) k, k\right)\right) \rightarrow V\left(P\left(c_{0} k, k\right)\right)$ defined by $p\left(v_{i}\right)=$ $v_{i \bmod h}$, and $p\left(u_{i}\right)=u_{i \bmod h}$.

Proposition 8. $\gamma_{d R}\left(P\left(\left(h c_{0}\right) k, k\right)\right) \leq h \gamma_{d R}\left(P\left(c_{0} k, k\right)\right)$.
Proof. Let $f$ be a DRDF of $P\left(c_{0} k, k\right)$. Define $\tilde{f}$ as $\tilde{f}(v)=f(p(v))$ and observe that $\tilde{f}$ is a DRDF of $P\left(\left(h c_{0}\right) k, k\right)$. Clearly, the weight $\tilde{f}\left(P\left(\left(h c_{0}\right) k, k\right)\right)$ is exactly $h \tilde{f}\left(P\left(\left(c_{0} k, k\right)\right)\right.$. We omit the details.

Corollary 3. $\gamma_{d R}(P(20 k, k)) \leq 5 \gamma_{d R}(P(4 k, k)) \leq 30 k+15$.
As $\gamma_{d R}(P(20 k, k)) \geq \frac{3}{2} 20 k=30 k$ by Corollary 1 , we also have
Corollary 4. If $k \equiv 1 \bmod 2$, then $\gamma_{d R}(P(20 k, k))=30 k$.
Applying Proposition 8 to the case $P(20 k, k)$ and $P(5 k, k)$, we obtain another Corollary.
Corollary 5. $\gamma_{d R}(P(20 k, k)) \leq 4 \gamma_{d R}(P(5 k, k))=32 k+8$.
Clearly, the upper bound in Corollary 5 is only better for $k=1,2$, and 3 . In these cases, we obtain

$$
\begin{equation*}
\gamma_{d R}(P(20,1)) \leq 40, \quad \gamma_{d R}(P(40,2)) \leq 64, \quad \gamma_{d R}(P(60,3)) \leq 96, \tag{3}
\end{equation*}
$$

which, together with Corollary 3 and Theorem 3 implies Theorem 7.
Note that this bound is a considerable improvement over the general bounds given in Theorem 4 [12]. Indeed, the upper bound (2) grows as $\mathcal{O}(30 k)$. The bounds in Theorem 4 are of the from $\frac{3}{2}(20 k) F(k)+\frac{5 k}{4}+C$, where $\lim _{k \rightarrow \infty} F(k)=1$, so the asymptotic growth is $\mathcal{O}\left(30 k+\frac{5 k}{4}\right)$.

## 5. Conclusions and Future Work

In this paper, we have extended the known results on double Roman domination of families $P(c k, k)$ of generalized Petersen graphs, by adding either exact values or bounds with gap at most 2 for the family $P(5 k, k)$. This naturally continues previous work, where the families $P(3 k, k)$ and $P(4 k, k)$ were studied.

There are several interesting related questions that open avenues for future work. For example:

- Find closed expressions or good lower and upper bounds for $\gamma_{d R}(P(6 k, k))$. Which graphs among $P(6 k, k)$ are double Roman?
- The method used here to improve bounds for $\gamma_{d R}(P(20 k, k))$ using $\gamma_{d R}(P(4 k, k))$ and $\gamma_{d R}(P(5 k, k))$ may be used to improve bounds for $\gamma_{d R}(P(c k, k))$ for larger $c$.
- Can the small gaps between lower and upper bounds for $\gamma_{d R}(P(5 k, k))$ (and, also for $\left.\gamma_{d R}(P(4 k, k))\right)$ be resolved by finding and proving exact values?
The authors believe that this study has solved the problem on $P(5 k, k)$ to the limits of the standard method. These methods may be sufficient to handle the problem, e.g., on $P(6 k, k)$, but probably can not be applied to much larger $c$. Covering graphs, as indicated in Section 4, may provide a tool to provide improved bounds for larger $c$. On the other hand, the gaps between the lower and upper bounds in some cases may be solved by other methods, see for example [41] and the references there.

More generally, this work again shows the power of the discharging method. The discharging method is most well known for its central role in the proof of the four color theorem. This proof technique was extensively applied to study various graph coloring problems, in particular on planar graphs. In [14], it is shown that a suitably altered discharging technique can also be used on domination type problems and is illustrated on the double Roman domination on some generalized Petersen graphs. Here, we apply the method to another family of graphs and the same problem. This may encourage future applications to other domination type problems.
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#### Abstract

Recently, a novel degree-based molecular structure descriptor, called Sombor index was introduced. Let $G=(V(G), E(G))$ be a graph. Then, the Sombor index of $G$ is defined as $S O(G)=\sum_{u v \in E(G)} \sqrt{d_{G}^{2}(u)+d_{G}^{2}(v)}$. In this paper, we give some lemmas that can be used to compare the Sombor indices between two graphs. With these lemmas, we determine the graph with maximum SO among all cacti with $n$ vertices and $k$ cut edges. Furthermore, the unique graph with maximum SO among all cacti with $n$ vertices and $p$ pendant vertices is characterized. In addition, we find the extremal graphs with respect to $S O$ among all quasi-unicyclic graphs.


Keywords: topological index; vertex degree; Sombor index; cactus; quasi-unicyclic graph

## 1. Introduction

In this paper, we only consider simple undirected graphs. Let $G=(V(G), E(G))$ be a graph with $n$ vertices and $m$ edges. If $m=n+k-1$, then $G$ is called a $k$-cyclic graph. A 1 -cyclic graph is usually called a unicyclic graph. The complement $G^{c}$ of $G$ is the graph with the vertex set $V(G)$, and $x y \in E\left(G^{c}\right) \Leftrightarrow x y \notin E(G)$. The degree of a vertex $v$ in $G$, denoted by $d_{G}(v)$, is the number of edges incident with $v$. A vertex of degree one is called a pendant vertex of $G$, while the edge incident with a pendant vertex is known as a pendant edge. The vertex adjacent to a pendant vertex is usually called a support vertex. To subdivide an edge $e$ is to delete $e$, add a new vertex $x$, and join $x$ to the end-vertices of $e$. Suppose $D \subseteq E(G)$. Then, denote by $G-D$ the graph obtained from $G$ by deleting all the elements in $D$. If $D=\{e\}$, we write $G-e$ for $G-\{e\}$ for simplicity. For a connected graph $G$, if $G-e$ is disconnected, then $e$ is called a cut edge. If $D \subseteq E\left(G^{c}\right)$, denote by $G+D$ the graph obtained from $G$ by adding all of elements in $D$ to the graph $G$.

A graph invariant is a numerical quantity which is invariant under graph isomorphism. It is usually referred to as a topological index in chemical graph theory. It is shown that some topological indices can be used to reflect physico-chemical and biological properties of molecules in quantitative structure-activity relationship (QSAR) and quantitative structureproperty relationship (QSPR) studies [1-3]. Among various topological indices, degree-based and distance-based topological indices have been extensively investigated (see in [4-7]).

In 2021, a novel degree-based topological index was introduced by I. Gutman in [8], called the Sombor index. It was inspired by the geometric interpretation of degree-radii of the edges and defined as

$$
S O(G)=\sum_{u v \in E(G)} \sqrt{d_{G}^{2}(u)+d_{G}^{2}(v)}
$$

for a graph G. I. Gutman [8] also defined the reduced Sombor index as

$$
S O_{r e d}(G)=\sum_{u v \in E(G)} \sqrt{\left(d_{G}(u)-1\right)^{2}+\left(d_{G}(v)-1\right)^{2}}
$$

Later, K. C. Das et al. [9] proposed the following index:

$$
S O^{\ddagger}(G)=\sum_{u v \in E(G)} \sqrt{\left(d_{G}(u)+1\right)^{2}+\left(d_{G}(v)+1\right)^{2}} .
$$

We name it as the increased Sombor index in this paper.
Recently, the Sombor index has received a lot of attention within mathematics and chemistry. For example, the chemical applicability of the Sombor index, especially the predictive and discriminative potentials was investigated in [10,11]. The results indicate that the Sombor index may be successfully applied for the modeling of thermodynamic properties of compounds and confirm the suitability of this new index in QSPR analysis. For more chemical applications, the readers may see in [12-14] for reference. K. C. Das et al. $[15,16]$ obtained some lower and upper bounds on $S O$ in terms of graph parameters. They also presented some relations between SO and the Zagreb indices. The relations between SO and other degree-based indices were examined in [17]. Graphs having maximum Sombor index among all connected $k$-cyclic graphs of order $n$, where $1 \leq k \leq n-2$, were investigated in [9,18]. R. Cruz et al. [19] characterized the extremal graphs with respect to $S O$ over all (connected) chemical graphs, chemical trees, and hexagonal systems. H. Liu [20] determined the extremal graphs with maximum SO among all cacti with fixed number of cycles and perfect matchings. N. Ghanbari et al. [21] studied this index for certain graphs and also examined the effects on $S O(G)$ when $G$ is modified by operations on vertex and edge of $G$. Inspired by these works, we establish some new extremal results of the Sombor index.

Recall that a connected graph is a cactus if any two of its cycles have at most one common vertex. A connected graph $G$ is called a quasi-unicyclic graph if there is a vertex $v \in V(G)$ such that $G-v$ is unicyclic. Let $G_{1}$ and $G_{2}$ be two graphs with no vertices in common. The join of $G_{1}$ and $G_{2}$, denoted by $G_{1} \vee G_{2}$, is the graph with $V\left(G_{1} \vee G_{2}\right)=$ $V\left(G_{1}\right) \cup V\left(G_{2}\right)$ and $E\left(G_{1} \vee G_{2}\right)=E\left(G_{1}\right) \cup E\left(G_{2}\right) \cup\left\{x_{1} x_{2}: x_{1} \in V\left(G_{1}\right), x_{2} \in V\left(G_{2}\right)\right\}$. Let $P_{n}, C_{n}$ and $S_{n}$ be the path, cycle and the star with $n$ vertices, respectively.

This paper is organized as follows. In Section 2, some lemmas are introduced to compare the Sombor indices between two graphs. As applications, in Section 3, the unique graph with maximum $S O$ among all cacti with $n$ vertices and $k$ cut edges is determined. Furthermore, the unique graph with maximum $S O$ among all cacti with $n$ vertices and $p$ pendant vertices is characterized. In Section 4, we present the minimum and maximum SO of quasi-unicyclic graphs.

## 2. Preliminaries

For convenience, let $f(x, y)=\sqrt{x^{2}+y^{2}}$, where $x, y \geq 1$. For $f(x, y)$, we have the following result.

Lemma 1 ([20,22]). Let $h(x, y)$ be defined for $x \geq 1, y \geq 1$ as

$$
h(x, y)=f(x+1, y)-f(x, y)=\sqrt{(x+1)^{2}+y^{2}}-\sqrt{x^{2}+y^{2}}
$$

Then, for any value of $y \geq 1, h$ is increasing as a function of $x$; for any value of $x \geq 1, h$ is decreasing as a function of $y$.

Let $P=u u_{1} \cdots u_{k}$ be a path in a graph $G$ with $d_{G}(u) \geq 3, d_{G}\left(u_{1}\right)=\cdots=d_{G}\left(u_{k-1}\right)=$ 2 and $d_{G}\left(u_{k}\right)=1$. Then, $P$ is called a pendant path in $G$ and $u$ is called the origin of $P$. In [23], B. Horoldagva et al. showed the following transformation.

Lemma 2 ([23]). Let $P$ and $Q$ be two pendant paths with origins $u$ and $v$ in graph $G$, respectively. Let $x$ be a neighbor vertex of $u$ who lies on $P$ and $y$ be the pendant vertex on $Q$. Denote $G^{\prime}=(G-u x)+x y$. Then, $S O(G)>S O\left(G^{\prime}\right)$.

Now, we introduce some new transformations which increase the Sombor index of a graph.

Lemma 3. Let $G$ be a graph and $e=u v$ an edge of $G$ with $N_{G}(u) \cap N_{G}(v)=\varnothing$. Let $G^{\prime}$ be the graph obtained from $G$ by first deleting the edge $e$ and identifying $u$ with $v$, and then attaching a pendant vertex $w$ to the common vertex (see Figure 1). If $d_{G}(u) \geq 2$ and $d_{G}(v) \geq 2$, then $S O(G)<S O\left(G^{\prime}\right)$.


G

$G^{\prime}$

Figure 1. Graphs $G$ and $G^{\prime}$.
Proof of Lemma 3. Suppose $d_{G}(u)=p+1, d_{G}(v)=q+1, N_{G}(u)=\left\{v, u_{1}, u_{2}, \ldots, u_{p}\right\}$ and $N_{G}(v)=\left\{u, v_{1}, v_{2}, \ldots, v_{q}\right\}$. Then, $p, q \geq 1$. Therefore,

$$
\begin{aligned}
S O\left(G^{\prime}\right)-S O(G)= & f(p+q+1,1)-f(p+1, q+1) \\
& +\sum_{i=1}^{p}\left[f\left(p+q+1, d_{G^{\prime}}\left(u_{i}\right)\right)-f\left(p+1, d_{G}\left(u_{i}\right)\right)\right] \\
& +\sum_{i=1}^{q}\left[f\left(p+q+1, d_{G^{\prime}}\left(v_{i}\right)\right)-f\left(q+1, d_{G}\left(v_{i}\right)\right)\right] \\
> & f(p+q+1,1)-f(p+1, q+1) \\
> & 0 .
\end{aligned}
$$

Lemma 4. Let $G$ be a graph and $G_{u, v}(p, q)$ the graph obtained from $G$ by attaching $p$ and $q$ pendant edges to $u$ and $v$, respectively, where $u, v \in V(G)$ and $p \geq q \geq 1$. Suppose $\left|N_{G}(u) \backslash\{v\}\right|=$ $\left|N_{G}(v) \backslash\{u\}\right|=a$. Let $N_{G}(u) \backslash\{v\}=\left\{x_{1}, x_{2}, \ldots, x_{a}\right\}$ and $N_{G}(v) \backslash\{u\}=\left\{y_{1}, y_{2}, \ldots, y_{a}\right\}$. If $d_{G}\left(x_{i}\right)=d_{G}\left(y_{i}\right)$ for each $1 \leq i \leq a$, then $S O\left(G_{u, v}(p, q)\right)<S O\left(G_{u, v}(p+1, q-1)\right)$.

Proof of Lemma 4. If $u v \in E(G)$, then by Lemma 1,

$$
\begin{aligned}
& S O\left(G_{u, v}(p+1, q-1)\right)-S O\left(G_{u, v}(p, q)\right) \\
= & f(a+p+2, a+q)-f(a+p+1, a+q+1) \\
& +\sum_{i=1}^{a}\left[f\left(a+p+2, d_{G}\left(x_{i}\right)\right)-f\left(a+p+1, d_{G}\left(x_{i}\right)\right)\right] \\
& +\sum_{i=1}^{a}\left[f\left(a+q, d_{G}\left(y_{i}\right)\right)-f\left(a+q+1, d_{G}\left(y_{i}\right)\right)\right] \\
& +(p+1) f(a+p+2,1)-p f(a+p+1,1)+(q-1) f(a+q, 1)-q f(a+q+1,1) \\
> & \sum_{i=1}^{a}\left[h\left(a+p+1, d_{G}\left(x_{i}\right)\right)-h\left(a+q, d_{G}\left(y_{i}\right)\right)\right]+f(a+p+2,1)-f(a+q, 1) \\
& +p[f(a+p+2,1)-f(a+p+1,1)]-q[f(a+q+1,1)-f(a+q, 1)] \\
\geq & f(a+p+2,1)-f(a+q, 1)+p h(a+p+1,1)-q h(a+q, 1) \\
> & 0 .
\end{aligned}
$$

Now, suppose $u v \notin E(G)$. Then $d_{G}(u)=d_{G}(v)=a$. Therefore,

$$
\begin{aligned}
& S O\left(G_{u, v}(p+1, q-1)\right)-S O\left(G_{u, v}(p, q)\right) \\
= & \sum_{i=1}^{a}\left[f\left(a+p+1, d_{G}\left(x_{i}\right)\right)-f\left(a+p, d_{G}\left(x_{i}\right)\right)\right] \\
& +\sum_{i=1}^{a}\left[f\left(a+q-1, d_{G}\left(y_{i}\right)\right)-f\left(a+q, d_{G}\left(y_{i}\right)\right)\right] \\
& +(p+1) f(a+p+1,1)-p f(a+p, 1)+(q-1) f(a+q-1,1)-q f(a+q, 1) \\
= & \sum_{i=1}^{a}\left[h\left(a+p, d_{G}\left(x_{i}\right)\right)-h\left(a+q-1, d_{G}\left(y_{i}\right)\right)\right]+f(a+p+1,1)-f(a+q-1,1) \\
& +p[f(a+p+1,1)-f(a+p, 1)]-q[f(a+q, 1)-f(a+q-1,1)] \\
\geq & f(a+p+1,1)-f(a+q-1,1)+p h(a+p, 1)-q h(a+q-1,1) \\
> & 0 .
\end{aligned}
$$

Lemma 5. Let $G$ be a graph and $C_{4}=v_{1} v_{2} v_{3} v_{4} v_{1}$ a 4-cycle in $G$. Suppose $N_{G}\left(v_{1}\right) \cap N_{G}\left(v_{3}\right)=$ $\left\{v_{2}, v_{4}\right\}$. Let $N_{G}\left(v_{1}\right) \backslash\left\{v_{2}, v_{4}\right\}=\left\{v_{11}, v_{12}, \ldots, v_{1 n_{1}}\right\}$ and $N_{G}\left(v_{3}\right) \backslash\left\{v_{2}, v_{4}\right\}=\left\{v_{31}, v_{32}\right.$, $\left.\ldots, v_{3 n_{3}}\right\}$, where $n_{1}=d_{G}\left(v_{1}\right)-2>0$ and $n_{3}=d_{G}\left(v_{3}\right)-2>0$. Let $G^{\prime}=(G-$ $\left.\left\{v_{1} v_{11}, \ldots, v_{1} v_{1 n_{1}}\right\}\right)+\left\{v_{3} v_{11}, \ldots, v_{3} v_{1 n_{1}}\right\}$. Then, $S O(G)<S O\left(G^{\prime}\right)$.

Proof of Lemma 5. Suppose $d_{G}\left(v_{2}\right)=n_{2}+2$ and $d_{G}\left(v_{4}\right)=n_{4}+2$, where $n_{2}, n_{4} \geq 0$. By Lemma 1,

$$
\begin{aligned}
& S O\left(G^{\prime}\right)-S O(G) \\
= & \sum_{i=1}^{n_{1}}\left[f\left(n_{1}+n_{3}+2, d_{G}\left(v_{1 i}\right)\right)-f\left(n_{1}+2, d_{G}\left(v_{1 i}\right)\right)\right] \\
& +\sum_{j=1}^{n_{3}}\left[f\left(n_{1}+n_{3}+2, d_{G}\left(v_{3 j}\right)\right)-f\left(n_{3}+2, d_{G}\left(v_{3 j}\right)\right)\right] \\
& +f\left(n_{1}+n_{3}+2, n_{2}+2\right)-f\left(n_{3}+2, n_{2}+2\right)-\left[f\left(n_{1}+2, n_{2}+2\right)-f\left(2, n_{2}+2\right)\right] \\
& +f\left(n_{1}+n_{3}+2, n_{4}+2\right)-f\left(n_{3}+2, n_{4}+2\right)-\left[f\left(n_{1}+2, n_{4}+2\right)-f\left(2, n_{4}+2\right)\right] \\
> & f\left(n_{1}+n_{3}+2, n_{2}+2\right)-f\left(n_{3}+2, n_{2}+2\right)-\left[f\left(n_{1}+2, n_{2}+2\right)-f\left(2, n_{2}+2\right)\right] \\
& +f\left(n_{1}+n_{3}+2, n_{4}+2\right)-f\left(n_{3}+2, n_{4}+2\right)-\left[f\left(n_{1}+2, n_{4}+2\right)-f\left(2, n_{4}+2\right)\right] \\
= & \sum_{i=2}^{n_{1}+1}\left[h\left(n_{3}+i, n_{2}+2\right)-h\left(i, n_{2}+2\right)\right]+\sum_{i=2}^{n_{1}+1}\left[h\left(n_{3}+i, n_{4}+2\right)-h\left(i, n_{4}+2\right)\right] \\
> & 0 .
\end{aligned}
$$

Lemma 6. Let $G$ be a graph and $C_{3}=v_{1} v_{2} v_{3} v_{1}$ be a 3-cycle in $G$. Suppose $N_{G}\left(v_{1}\right) \cap N_{G}\left(v_{2}\right)=$ $\left\{v_{3}\right\}$. Let $N_{G}\left(v_{1}\right) \backslash\left\{v_{2}, v_{3}\right\}=\left\{v_{11}, v_{12}, \ldots, v_{1 n_{1}}\right\}$ and $N_{G}\left(v_{2}\right) \backslash\left\{v_{1}, v_{3}\right\}=\left\{v_{21}, v_{22}, \ldots, v_{2 n_{2}}\right\}$, where $n_{1}=d_{G}\left(v_{1}\right)-2>0$ and $n_{2}=d_{G}\left(v_{2}\right)-2>0$. Denote $G^{\prime}=\left(G-\left\{v_{1} v_{11}, \ldots, v_{1} v_{1 n_{1}}\right\}\right)+$ $\left\{v_{2} v_{11}, \ldots, v_{2} v_{1 n_{1}}\right\}$. Then, $S O(G)<S O\left(G^{\prime}\right)$.

Proof of Lemma 6. Suppose $d_{G}\left(v_{3}\right)=n_{3}+2$, where $n_{3} \geq 0$. By Lemma 1,

$$
\begin{aligned}
\operatorname{SO}\left(G^{\prime}\right)-S O(G)= & \sum_{i=1}^{n_{1}}\left[f\left(n_{1}+n_{2}+2, d_{G}\left(v_{1 i}\right)\right)-f\left(n_{1}+2, d_{G}\left(v_{1 i}\right)\right)\right] \\
& +\sum_{j=1}^{n_{2}}\left[f\left(n_{1}+n_{2}+2, d_{G}\left(v_{2 j}\right)\right)-f\left(n_{2}+2, d_{G}\left(v_{2 j}\right)\right)\right] \\
& +f\left(n_{1}+n_{2}+2,2\right)-f\left(n_{1}+2, n_{2}+2\right) \\
& +f\left(n_{1}+n_{2}+2, n_{3}+2\right)-f\left(n_{2}+2, n_{3}+2\right) \\
& -\left[f\left(n_{1}+2, n_{3}+2\right)-f\left(2, n_{3}+2\right)\right] \\
> & f\left(n_{1}+n_{2}+2, n_{3}+2\right)-f\left(n_{2}+2, n_{3}+2\right) \\
& -\left[f\left(n_{1}+2, n_{3}+2\right)-f\left(2, n_{3}+2\right)\right] \\
= & \sum_{i=2}^{n_{1}+1}\left[h\left(n_{2}+i, n_{3}+2\right)-h\left(i, n_{3}+2\right)\right] \\
> & 0 .
\end{aligned}
$$

Remark 1. By the definitions of $S O$ and $S O^{\ddagger}$, it is easy to see that Lemmas 3-6 also hold if we replace $S O$ with $S O^{\ddagger}$ in these lemmas.

By Remark 1, we easily get the following result which will be used later.
Theorem 1. Let $G$ be the graph with maximum increased Sombor index among all unicyclic graphs of order $n$. Then $G \cong C_{3}(n-3,0,0)$, where $C_{3}(n-3,0,0)$ is obtained from a 3-cycle $C_{3}$ by attaching $n-3$ pendant vertices to one vertex of $C_{3}$.

Proof of Theorem 1. By considering the version of $S O^{\ddagger}$ of Lemma 3, each cut edge of $G$ is pendant and the girth of $G$ is 3 . Moreover, all pendant vertices are adjacent to one common vertex by Lemma 6 . Therefore, $G \cong C_{3}(n-3,0,0)$.

## 3. Sombor Index of Cacti

Denote by $\mathcal{C}_{n}^{k}$ the set of all cacti of order $n$ with $k$ cut edges, and $\mathcal{C}(n, p)$ the set of all cacti of order $n$ with $p$ pendant vertices. Then, $0 \leq k \leq n-1$ and $k \neq n-2$. In this section, we investigate the maximal values of the Sombor index over the sets $\mathcal{C}_{n}^{k}$ and $\mathcal{C}(n, p)$.

Given two integers $k$ and $n$ with $0 \leq k \leq n-1$ and $k \neq n-2$, if $n-k$ is even, denote by $G_{1}$ the graph obtained from a star $S_{n-1}$ by first adding $\frac{n-k-2}{2}$ new edges between its pendant vertices such that no two of the new edges are adjacent, and then subdividing one new edge; if $n-k$ is odd, denote by $G_{2}$ the graph obtained from a star $S_{n}$ by adding $\frac{n-k-1}{2}$ new edges between its pendant vertices such that no two of the new edges are adjacent (see Figure 2).

$G_{1}$

$G_{2}$

Figure 2. Graphs $G_{1}$ and $G_{2}$.
The following theorem shows that the graph $S_{n}$ has maximum Sombor index over $\mathcal{C}_{n}^{n-1}$. Therefore, we assume $k \neq n-1$ in the following.

Theorem 2 ([8]). For any tree $T$ of order $n$,

$$
S O\left(P_{n}\right) \leq S O(T) \leq S O\left(S_{n}\right)
$$

Equality holds if and only if $T \cong P_{n}$ or $T \cong S_{n}$.
Theorem 3. For graphs in $\mathcal{C}_{n}^{k}$, where $0 \leq k \leq n-3$,
(1) if $n-k$ is even, $G_{1}$ is the unique graph with maximum Sombor index;
(2) if $n-k$ is odd, $G_{2}$ is the unique graph with maximum Sombor index, where $G_{1}$ and $G_{2}$ are depicted in Figure 2.

Proof of Theorem 3. Let $G$ be the graph with maximum Sombor index in $\mathcal{C}_{n}^{k}$. By Lemma 3, each cut edge of $G$ is pendant. We show that the following propositions hold for $G$.

Proposition 1. Each cycle in $G$ is of length 3 or 4.
Proof of Proposition 1. Suppose to the contrary that $G$ has a cycle $C=v_{1} v_{2} \cdots v_{t} v_{1}$ of length $t \geq 5$. Without loss of generality, we assume that $d_{G}\left(v_{1}\right)=\max \left\{d_{G}\left(v_{i}\right) \mid 1 \leq i \leq t\right\}$. Define $G^{\prime}=\left(G-v_{3} v_{4}\right)+\left\{v_{1} v_{3}, v_{1} v_{4}\right\}$. Then, $G^{\prime} \in \mathcal{C}_{n}^{k}$ and

$$
\begin{aligned}
& S O\left(G^{\prime}\right)-S O(G) \\
> & f\left(d_{G^{\prime}}\left(v_{1}\right), d_{G^{\prime}}\left(v_{3}\right)\right)+f\left(d_{G^{\prime}}\left(v_{1}\right), d_{G^{\prime}}\left(v_{4}\right)\right)-f\left(d_{G}\left(v_{3}\right), d_{G}\left(v_{4}\right)\right) \\
= & f\left(d_{G}\left(v_{1}\right)+2, d_{G}\left(v_{3}\right)\right)+f\left(d_{G}\left(v_{1}\right)+2, d_{G}\left(v_{4}\right)\right)-f\left(d_{G}\left(v_{3}\right), d_{G}\left(v_{4}\right)\right) \\
> & 0
\end{aligned}
$$

a contradiction to the choice of $G$. Therefore, Proposition 1 holds.
Proposition 2. Each 4-cycle has at most one vertex of degree larger than 2 in $G$.
Proof of Proposition 2. Suppose there is a 4 -cycle $C=v_{1} v_{2} v_{3} v_{4} v_{1}$ containing at least two vertices of degree larger than 2 . Since $G$ has maximum Sombor index, any two vertices of $C$ with degree larger than 2 must be adjacent by Lemma 5 . Thus, $C$ contains exactly two adjacent vertices of degree 2 . Without loss of generality, we assume that $d_{G}\left(v_{1}\right)=n_{1}+2>2, d_{G}\left(v_{2}\right)=n_{2}+2>2$ and $d_{G}\left(v_{3}\right)=d_{G}\left(v_{4}\right)=2$. Suppose $N_{G}\left(v_{1}\right) \backslash$ $\left\{v_{2}, v_{4}\right\}=\left\{v_{11}, v_{12}, \ldots, v_{1 n_{1}}\right\}$ and $N_{G}\left(v_{2}\right) \backslash\left\{v_{1}, v_{3}\right\}=\left\{v_{21}, v_{22}, \ldots, v_{2 n_{2}}\right\}$. Let $G^{\prime}=(G-$ $\left.\left\{v_{2} v_{21}, v_{2} v_{22}, \ldots, v_{2} v_{2 n_{2}}\right\}\right)+\left\{v_{1} v_{21}, v_{1} v_{22}, \ldots, v_{1} v_{2 n_{2}}\right\}$. Then, $G^{\prime} \in \mathcal{C}_{n}^{k}$ and

$$
\begin{aligned}
S O\left(G^{\prime}\right)-S O(G)> & f\left(n_{1}+n_{2}+2,2\right)-f\left(n_{1}+2, n_{2}+2\right) \\
& +f\left(n_{1}+n_{2}+2,2\right)-f\left(n_{1}+2,2\right)-\left[f\left(n_{2}+2,2\right)-f(2,2)\right] \\
= & f\left(n_{1}+n_{2}+2,2\right)-f\left(n_{1}+2, n_{2}+2\right)+\sum_{i=2}^{n_{2}+1}\left[h\left(n_{1}+i, 2\right)-h(i, 2)\right] \\
> & 0,
\end{aligned}
$$

a contradiction.
By Lemma 6, each 3-cycle has at most one vertex of degree larger than 2. Combining it with Propositions 1 and 2, $G$ is obtained from $s$ copies of $C_{4}$ and $t$ copies of $C_{3}$ by first taking one vertex of each of them and fusing them together into a new common vertex $v$, and then attaching $k$ pendant vertices at $v$, where $3 s+2 t+k+1=n$. Suppose $s \geq 2$. Then, there are at least two 4-cycles $C=v x_{1} y_{1} z_{1} v$ and $C^{\prime}=v x_{2} y_{2} z_{2} v$. Let $G^{\prime}=$ $\left(G-\left\{x_{1} y_{1}, x_{2} y_{2}\right\}\right)+\left\{x_{1} x_{2}, y_{1} v, y_{2} v\right\}$. Then $G^{\prime} \in \mathcal{C}_{n}^{k}$ and $S O\left(G^{\prime}\right)-S O(G)>\left(6 f\left(d_{G}(v)+\right.\right.$ $2,2)+3 f(2,2))-\left(4 f\left(d_{G}(v), 2\right)+4 f(2,2)\right)>0$, a contradiction. This implies $0 \leq s \leq 1$. Therefore, $s=1$ if $n-k$ is even and $s=0$ otherwise, i.e., $G \cong G_{1}$ if $n-k$ is even and $G \cong G_{2}$ otherwise.

Next, we find the maximal graph with respect to the Sombor index among $\mathcal{C}(n, p)$ with $n$ vertices and $p$ pendant vertices. As $S_{n-1}$ is the only graph with $n-1$ pendant vertices, we assume $0 \leq p \leq n-2$ in the following. Before we give our main result, we show a lemma.

Lemma 7. Let $G$ be a graph and $e=u v \in E(G)$ with $N_{G}(u) \cap N_{G}(v)=\varnothing$. Suppose $N_{G}(u) \backslash$ $\{v\}=\left\{x_{1}, \ldots, x_{s}, w_{1}, \ldots, w_{p}\right\}$ and $N_{G}(v) \backslash\{u\}=\left\{y_{1}, \ldots, y_{t}, z_{1}, \ldots, z_{q}\right\}$, where $d\left(x_{1}\right)=$ $\cdots=d\left(x_{s}\right)=2, d\left(w_{1}\right)=\cdots=d\left(w_{p}\right)=1, d\left(y_{1}\right)=\cdots=d\left(y_{t}\right)=2$ and $d\left(z_{1}\right)=$ $\cdots=d\left(z_{q}\right)=1$. Suppose $s \geq 2$. Let $G^{\prime}$ be obtained from $G$ by first deleting the edge $e$ and identifying $u$ with $v$, and then subdividing the edge $u x_{1}$. If $t+q \geq 2$, or $t=0$ with $q=1$, then $S O(G)<S O\left(G^{\prime}\right)$.

Proof of Lemma 7. By direct calculation, we get

$$
\begin{align*}
& S O\left(G^{\prime}\right)-S O(G) \\
= & (p+q) f(s+p+t+q, 1)-p f(s+p+1,1)-q f(t+q+1,1) \\
& +(s+t) f(s+p+t+q, 2)-s f(s+p+1,2)-t f(t+q+1,2) \\
& +f(2,2)-f(t+q+1, s+p+1) \\
\geq & q[f(s+p+t+q, 1)-f(t+q+1,1)]+s[f(s+p+t+q, 2)-f(s+p+1,2)] \\
& +t[f(s+p+t+q, 2)-f(t+q+1,2)]  \tag{1}\\
& -[f(t+q+1, s+p+1)-f(2, s+p+1)+f(s+p+1,2)-f(2,2)] \\
= & q \sum_{i=2}^{s+p} h(t+q+i-1,1)+t \sum_{i=2}^{s+p} h(t+q+i-1,2)-\sum_{i=2}^{s+p} h(i, 2) \\
& +s[f(s+p+t+q, 2)-f(s+p+1,2)] \\
& -[f(t+q+1, s+p+1)-f(2, s+p+1) .
\end{align*}
$$

We denote the right side of equation (1) by $A$. Then, by Lemma 1,

$$
\begin{aligned}
A> & s[f(s+p+t+q, 2)-f(s+p+1,2)] \\
& -[f(t+q+1, s+p+1)-f(2, s+p+1)] \\
= & s \sum_{i=2}^{t+q} h(s+p+i-1,2)-\sum_{i=2}^{t+q} h(i, s+p+1) \\
> & 0
\end{aligned}
$$

if $t+q \geq 2$. Now, suppose $t=0$ and $q=1$. Then, $A=\sum_{i=2}^{s+p}[h(i, 1)-h(i, 2)]>0$ by Lemma 1, which completes the proof.

Denote by $D S_{p, q}$ the double star obtained from a star $S_{p+2}$ by attaching $q$ pendant vertices to one pendant vertex. Then $D S_{p, q}$ has $n=p+q+2$ vertices.

Theorem 4. For graphs in $\mathcal{C}(n, p)$, where $0 \leq p \leq n-2$ and $n \geq 5$,
(1) if $p=n-2, D S_{n-3,1}$ is the unique graph with maximum Sombor index;
(2) if $p \leq n-3$ and $n-p$ is even, $G_{1}$ is the unique graph with maximum Sombor index;
(3) if $p \leq n-3$ and $n-k$ is odd, $G_{2}$ is the unique graph with maximum Sombor index, where $G_{1}$ and $G_{2}$ are depicted in Figure 2.

Proof of Theorem 4. If $p=n-2$, then any graph in $\mathcal{C}(n, p)$ is a double star. By Lemma 4, $D S_{n-3,1}$ is the unique graph with maximum Sombor index. Now suppose $p \leq n-3$. Let $G$ be the graph with maximum Sombor index in $\mathcal{C}(n, p)$. Then, the following claims hold.

Claim 1. G must contain a cycle.

Proof of Claim 1. Suppose not. Then, $G$ is a tree. As $p \leq n-3$, there are two nonpendant vertices $u$ and $v$ of $G$ with $u v \notin E(G)$. Let $G^{\prime}=G+u v$. Then, $G^{\prime} \in \mathcal{C}(n, p)$ and $S O\left(G^{\prime}\right)>S O(G)$, a contradiction to the choice of $G$.

By the same argument as that of Theorem 3, each cycle in $G$ is of length 3 or 4 . Moreover, each cycle of $G$ has at most one vertex of degree larger than 2 . Let $T$ be the graph obtained from $G$ by deleting all vertices of degree 2 in each cycle. Then, $T$ is a tree. Let $d(T)$ be the diameter of $T$.

Claim 2. $d(T) \leq 3$.
Proof of Claim 2. Suppose $d(T) \geq 4$. Then there are two non-pendant vertices $u$ and $v$ of $T$ with $u v \notin E(T)$. Let $G^{\prime}=G+u v$. Then $G^{\prime} \in \mathcal{C}(n, p)$ and $S O\left(G^{\prime}\right)>S O(G)$, a contradiction, which implies Claim 2 holds.

Similarly, we have
Claim 3. For any two cycles $C_{1}$ and $C_{2}$ in $G$, the length of the path connecting them is 0 or 1 .
Proof of Claim 3. Suppose there are two cycles $C_{1}$ and $C_{2}$ such that the length of the path $P$ connecting them is larger than 1. Let $P=u_{0} u_{1} \cdots u_{l}$, where $u_{0} \in V\left(C_{1}\right)$ and $u_{l} \in V\left(C_{2}\right)$. Then $l>1$. Define $G^{\prime}=G+u_{0} u_{l}$. Then $G^{\prime} \in \mathcal{C}(n, p)$ and $S O\left(G^{\prime}\right)>S O(G)$, a contradiction, which implies Claim 3 holds.

Claim 4. Any two cycles of $G$ have one common vertex.
Proof of Claim 4. Suppose there are two cycles $C_{1}$ and $C_{2}$ having no vertices in common. Then by Claim 3, the length of the path $P$ connecting them is 1 . Suppose $P=u_{1} v_{1}$, where $u_{1} \in V\left(C_{1}\right)$ and $v_{1} \in V\left(C_{2}\right)$. As each cycle of $G$ has at most one vertex of degree larger than $2, N_{G}\left(u_{1}\right) \cap N_{G}\left(v_{1}\right)=\varnothing$.

We show that for each vertex $w \in\left(N_{G}\left(u_{1}\right) \backslash\left\{v_{1}\right\}\right) \cup\left(N_{G}\left(v_{1}\right) \backslash\left\{u_{1}\right\}\right), d_{G}(w) \in\{1,2\}$. Without loss of generality, suppose there is a vertex $w \in N_{G}\left(v_{1}\right) \backslash\left\{u_{1}\right\}$ with $d_{G}(w) \geq$ 3. Then $w \in V(T)$. Let $G^{\prime}=G+u_{1} w$. Then, $G^{\prime} \in \mathcal{C}(n, p)$ and $S O\left(G^{\prime}\right)>S O(G)$, a contradiction.

Now let $u_{2} \in V\left(C_{1}\right) \cap N_{G}\left(u_{1}\right)$. Let $G^{\prime}$ be obtained from $G$ by first deleting the edge $u_{1} v_{1}$ and identifying $u_{1}$ with $v_{1}$, and then subdividing the edge $u_{1} u_{2}$. Then $G^{\prime} \in \mathcal{C}(n, p)$ and $S O\left(G^{\prime}\right)>S O(G)$ by Lemma 7, a contradiction. Therefore, Claim 4 holds.

Claim 5. All pendant vertices in $G$ are adjacent to $u$, where $u$ is the common vertex of all cycles in $G$.

Proof of Claim 5. Suppose there is a support vertex $v \neq u$. Let $d_{G}(u, v)$ be the distance between $u$ and $v$ in $G$. Then $d_{G}(u, v) \in\{1,2\}$ by Claim 2. If $d_{G}(u, v)=2$, by letting $G^{\prime}=G+u v$, we get $G^{\prime} \in \mathcal{C}(n, p)$ and $S O\left(G^{\prime}\right)>S O(G)$, a contradiction. Therefore, $d_{G}(u, v)=1$.

Suppose for each vertex $w \in N_{G}(v) \backslash\{u\}, d_{G}(w)=1$. Then by Claim 1, there are at least two vertices of degree 2 adjacent to $u$ except $v$. Let $u_{1} \in N_{G}(u) \backslash\{v\}$ with $d_{G}\left(u_{1}\right)=2$. Denote by $G^{\prime}$ the graph obtained from $G$ by first deleting the edge $u v$ and identifying $u$ with $v$, and then subdividing the edge $u u_{1}$. Then $G^{\prime} \in \mathcal{C}(n, p)$ and $S O\left(G^{\prime}\right)>S O(G)$ by Lemma 7, a contradiction. Therefore, we may assume that there is a vertex $v_{1} \in N_{G}(v) \backslash\{u\}$ with $d_{G}\left(v_{1}\right) \geq 2$. Let $G^{\prime}=G+u v_{1}$. Then $G^{\prime} \in \mathcal{C}(n, p)$ and $S O\left(G^{\prime}\right)>S O(G)$, a contradiction. This completes the proof of Claim 5.

By the same argument as that of Theorem 3, there is at most one 4 -cycle in G. Therefore, $G$ is obtained from $s$ copies of $C_{4}$ and $t$ copies of $C_{3}$ by first taking one vertex of each of them and fusing them together into a new common vertex $u$, and then attaching $p$ pendant vertices at $u$, where $3 s+2 t+p+1=n$ and $0 \leq s \leq 1$. Therefore, $s=1$ if $n-p$ is even and $s=0$ otherwise, i.e., $G \cong G_{1}$ if $n-p$ is even and $G \cong G_{2}$ otherwise.

## 4. Sombor Index of Quasi-Unicyclic Graphs

Let $\mathcal{Q U}(n)$ be the set of all quasi-unicyclic graphs of order $n$. Denote by $\infty(p, l, q)$ the graph obtained from two cycles $C_{p}$ and $C_{q}$ by connecting a vertex $u \in V\left(C_{p}\right)$ and a vertex $v \in V\left(C_{q}\right)$ by a path $v_{0} v_{1} \cdots v_{l}$ of length $l$ (identifying $u$ with $v$ if $l=0$ ), where $v_{0}=u$, $v_{l}=v$ and $p+q+l=n+1$. Let $\Theta(s, t, r)$ be a union of three paths $P_{s+1}, P_{t+1}, P_{r+1}$ resp. with common end vertices, where $s+t+r+1=n, s \geq t \geq r \geq 1$ and at most one of them is 1 .

Theorem 5. Let $G \in \mathcal{Q U}(n)$ be the graph with minimum Sombor index, where $n \geq 4$. Then $G \cong \Theta(s, t, 1)$ or $\infty(p, 1, q)$, and $S O(G)=(2 n-5) \sqrt{2}+4 \sqrt{13}$.

Proof of Theorem 5. As $G \in \mathcal{Q U}(n)$, there is a vertex $v_{n}$ in $G$ such that $G-v_{n}=H$ is a unicyclic graph. Let $d_{G}\left(v_{n}\right)=k$. Then $k \geq 2$. As $G$ has the minimum Sombor index, $k=2$. Let $N_{G}\left(v_{n}\right)=\left\{v_{1}, v_{2}\right\}$.

We first show that $H$ has at most two pendant vertices. Suppose $H$ has at least three pendant vertices. If $\max \left\{d_{H}\left(v_{1}\right), d_{H}\left(v_{2}\right)\right\} \geq 2$, then $G$ has at least two pendant paths, say $P=u u_{1} \cdots u_{s}$ and $Q=w w_{1} \cdots w_{t}$, where $d_{G}(u), d_{G}(w) \geq 3$. Let $G^{\prime}=\left(G-u u_{1}\right)+u_{1} w_{t}$. Then, $G^{\prime} \in \mathcal{Q U}(n)$ and $S O\left(G^{\prime}\right)<S O(G)$ by Lemma 2, a contradiction. Therefore, we may assume that $d_{H}\left(v_{1}\right)=d_{H}\left(v_{2}\right)=1$. Then, there is a pendant path $P=x x_{1} \cdots x_{l}$ in $G$, where $d_{G}(x)=a \geq 3, d_{G}\left(x_{1}\right)=\cdots=d_{G}\left(x_{l-1}\right)=2$ and $d_{G}\left(x_{l}\right)=1$. Define $G^{\prime}=\left(G-\left\{x x_{1}, v_{1} v_{n}\right\}\right)+\left\{v_{1} x_{1}, x_{l} v_{n}\right\}$. Then, $G^{\prime} \in \mathcal{Q U}(n)$. By direct calculation, we get $S O\left(G^{\prime}\right)-S O(G)<f(2,2)-f(1, a)<0$ if $l=1$, and

$$
\begin{aligned}
S O\left(G^{\prime}\right)-S O(G) & <2 f(2,2)-(f(a, 2)+f(1,2)) \\
& =f(2,2)-f(1,2)-[f(a, 2)-f(2,2)] \\
& =h(1,2)-\sum_{i=2}^{a-1} h(i, 2) \\
& <0
\end{aligned}
$$

if $l \geq 2$. This contradicts to the definition of $G$. Therefore, there are at most two pendant vertices in $H$.

Now, we show that every pendant vertex in $H$ is adjacent to $v_{n}$ in $G$. Suppose there is a pendant vertex $v$ in $H$ with $v \notin\left\{v_{1}, v_{2}\right\}$. Then there is one vertex in $\left\{v_{1}, v_{2}\right\}$, say $v_{1}$, such that $d_{G}\left(v_{1}\right)=a \geq 3$. Let $w$ be the neighbor of $v$ in $G$. Obviously, $d_{G}(w)=b \geq 2$. If $w \in\left\{v_{1}, v_{2}\right\}$, let $G^{\prime}=\left(G-w v_{n}\right)+v v_{n}$. Then, $G^{\prime} \in \mathcal{Q U}(n)$ and $S O\left(G^{\prime}\right)<S O(G)$ by Lemma 3, a contradiction. Therefore, $w \neq v_{1}, v_{2}$. Now, let $G^{\prime}=\left(G-v_{n} v_{1}\right)+v_{n} v$. Then, $G^{\prime} \in \mathcal{Q U}(n)$ and

$$
\begin{aligned}
S O\left(G^{\prime}\right)-S O(G) & <f(2,2)+f(2, b)-[f(2, a)+f(1, b)] \\
& =f(2, b)-f(1, b)-[f(a, 2)-f(2,2)] \\
& =h(1, b)-\sum_{i=2}^{a-1} h(i, 2) \\
& <0
\end{aligned}
$$

a contradiction.
From the above, $G$ is a bicyclic graph with no pendant vertices. i.e., $G \cong \Theta(s, t, r)$ or $\infty(p, l, q)$. By direct calculation, we have $S O(\Theta(s, t, r))=(n-5) f(2,2)+6 f(2,3)$ if $r \geq 2, S O(\Theta(s, t, r))=(n-4) f(2,2)+4 f(2,3)+f(3,3)$ if $r=1, S O(\infty(p, l, q))=$ $(n-3) f(2,2)+4 f(2,4)$ if $l=0, S O(\infty(p, l, q))=(n-5) f(2,2)+6 f(2,3)$ if $l \geq 2$ and $S O(\infty(p, l, q))=(n-4) f(2,2)+4 f(2,3)+f(3,3)$ if $l=1$. Since $(n-3) f(2,2)+4 f(2,4)>$ $(n-5) f(2,2)+6 f(2,3)>(n-4) f(2,2)+4 f(2,3)+f(3,3)$, we get $G \cong \Theta(s, t, 1)$ or $\infty(p, 1, q)$, and $S O(G)=(n-4) f(2,2)+4 f(2,3)+f(3,3)=(2 n-5) \sqrt{2}+4 \sqrt{13}$.

Here, we recall some theory of majorization.
A subset $X \subseteq \mathbb{R}^{n}$ is a convex set if for any $x, y \in X$ and any $\lambda$ with $0<\lambda<1$, $\lambda x+(1-\lambda) y \in X$. Let $X \subseteq \mathbb{R}^{n}$ be a convex set. For a function $f: X \rightarrow \mathbb{R}$, if for any $x, y \in X$ and any $\lambda$ with $0<\lambda<1, f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y)$, then $f$ is called a convex function. If the inequality above is strict for all $x, y \in X$ with $x \neq y$, then $f$ is a strictly convex function. Let $I$ be an interval and $f: I \rightarrow \mathbb{R}$ be a real twice-differentiable function on $I$, then it is well-known that $f$ is convex if and only if $f^{\prime \prime}(x) \geq 0$ for all $x \in I$, and $f$ is strictly convex if $f^{\prime \prime}(x)>0$ for all $x \in I$.

For each vector $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, consider the decreasing rearrangement of it, i.e., we always assume that $x_{1} \geq x_{2} \geq \cdots \geq x_{n}$. Then we have the following definition and majorization inequality.

Definition 1 ([24]). For $x, y \in \mathbb{R}^{n}$,

$$
x \prec y \text { if }\left\{\begin{array}{l}
\sum_{i=1}^{k} x_{i} \leq \sum_{i=1}^{k} y_{i}, \quad k=1,2, \ldots, n-1, \\
\sum_{i=1}^{n} x_{i}=\sum_{i=1}^{n} y_{i} .
\end{array}\right.
$$

When $x \prec y, x$ is said to be majorized by $y$ ( $y$ majorizes $x$ ).
Lemma 8 ([25]). Let $I \subseteq \mathbb{R}$ be an interval and $f: I \rightarrow \mathbb{R}$ a strictly convex function. Let $c=\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ and $d=\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ be two vectors in $\mathbb{R}^{n}$ with $c_{i}, d_{i} \in I$ for each $i=1,2, \ldots, n$. If $c \prec d$, then $\sum_{i=1}^{n} f\left(c_{i}\right) \leq \sum_{i=1}^{n} f\left(d_{i}\right)$, with equality if and only if $c=d$.

Theorem 6. Let $G \in \mathcal{Q U}(n)$. Then,

$$
S O(G) \leq 2(n-4) \sqrt{(n-1)^{2}+4}+4 \sqrt{(n-1)^{2}+9}+(n+2) \sqrt{2}
$$

with equality if and only if $G \cong C_{3}(n-4,0,0) \vee K_{1}$, where $C_{3}(n-4,0,0)$ is obtained from a 3 -cycle $C_{3}$ by attaching $n-4$ pendant vertices to one vertex of $C_{3}$.

Proof of Theorem 6. Let $v_{n}$ be a vertex in $G$ such that $G-v_{n}=H$ is a unicyclic graph. Let $V(H)=\left\{v_{1}, v_{2}, \ldots, v_{n-1}\right\}$ and $d_{G}\left(v_{n}\right)=k$. Then, $2 \leq k \leq n-1$. By the definition of the Sombor index, we get

$$
S O(G) \leq \sum_{i=1}^{n-1} \sqrt{(n-1)^{2}+\left(d_{H}\left(v_{i}\right)+1\right)^{2}}+\sum_{v_{i} v_{j} \in E(H)} \sqrt{\left(d_{H}\left(v_{i}\right)+1\right)^{2}+\left(d_{H}\left(v_{j}\right)+1\right)^{2}}
$$

Moreover, the equality holds if and only if $d_{G}\left(v_{n}\right)=n-1$. First we consider the maximum value of $\sum_{v_{i} v_{j} \in E(H)} \sqrt{\left(d_{H}\left(v_{i}\right)+1\right)^{2}+\left(d_{H}\left(v_{j}\right)+1\right)^{2}}$. By Theorem 1 ,

$$
\sum_{v_{i} v_{j} \in E(H)} \sqrt{\left(d_{H}\left(v_{i}\right)+1\right)^{2}+\left(d_{H}\left(v_{j}\right)+1\right)^{2}}=S O^{\ddagger}(H) \leq S O^{\ddagger}\left(C_{3}(n-4,0,0)\right),
$$

with equality if and only if $H \cong C_{3}(n-4,0,0)$.
Now, we calculate the maximum value of $\sum_{i=1}^{n-1} \sqrt{(n-1)^{2}+\left(d_{H}\left(v_{i}\right)+1\right)^{2}}$. Consider the function

$$
g(x)=\sqrt{(n-1)^{2}+(x+1)^{2}}, 1 \leq x \leq n-2 .
$$

Then, $g^{\prime \prime}(x)=\frac{2(n-1)^{2}+(x+1)^{2}}{2\left((n-1)^{2}+(x+1)^{2}\right)^{\frac{3}{2}}}>0,1 \leq x \leq n-2$. Therefore, $g(x)$ is strictly convex on $1 \leq x \leq n-2$. Note that $H$ is a unicyclic graph and $\sum_{i=1}^{n-1} d_{H}\left(v_{i}\right)=2(n-1)$, by [26], the degree sequence $d(H)=\left(d_{H}\left(v_{1}\right),\left(d_{H}\left(v_{2}\right), \ldots,\left(d_{H}\left(v_{n-1}\right)\right)\right.\right.$ satisfies $d(H) \prec$ $(n-2,2,2, \underbrace{1, \ldots, 1}_{n-4})$. By Lemma $8, \sum_{i=1}^{n-1} g\left(\left(d_{H}\left(v_{i}\right)\right) \leq g(n-2)+2 g(2)+(n-4) g(1)\right.$, that is,

$$
\begin{aligned}
& \sum_{i=1}^{n-1} \sqrt{(n-1)^{2}+\left(\left(d_{H}\left(v_{i}\right)+1\right)^{2}\right.} \\
\leq & \sqrt{(n-1)^{2}+(n-2+1)^{2}}+2 \sqrt{(n-1)^{2}+(2+1)^{2}} \\
& +(n-4) \sqrt{(n-1)^{2}+(1+1)^{2}} \\
= & (n-1) \sqrt{2}+2 \sqrt{(n-1)^{2}+9}+(n-4) \sqrt{(n-1)^{2}+4} .
\end{aligned}
$$

Moreover, equality holds if and only if $d(H)=(n-2,2,2, \underbrace{1, \ldots, 1}_{n-4})$, i.e., $H \cong$ $C_{3}(n-4,0,0)$.

Based on the above,

$$
\begin{aligned}
& S O(G) \\
\leq & (n-1) \sqrt{2}+2 \sqrt{(n-1)^{2}+9}+(n-4) \sqrt{(n-1)^{2}+4} \\
& +(n-4) \sqrt{(n-1)^{2}+2^{2}}+2 \sqrt{(n-1)^{2}+3^{2}}+\sqrt{3^{2}+3^{2}} \\
= & 2(n-4) \sqrt{(n-1)^{2}+4}+4 \sqrt{(n-1)^{2}+9}+(n+2) \sqrt{2}
\end{aligned}
$$

Moreover, the equality holds if and only if $G \cong C_{3}(n-4,0,0) \vee K_{1}$.

## 5. Conclusions

As graph invariants, topological indices are used for QSAR and QSPR studies. Therefore, it is very important to study the extremal graphs with respect to topological indices in chemical graph theory. Until now, many topological indices have been introduced and several of them have been found various applications. As a novel index, the Sombor index has received a lot of attention within mathematics and chemistry. In this paper, we give some transformations to compare the Sombor indices between two graphs. With these transformations, we present the maximum Sombor index among cacti $\mathcal{C}_{n}^{k}$ and $\mathcal{C}(n, p)$. Moreover, the maximum and minimum Sombor index among all quasi-unicyclic graphs are characterized. It is interesting to consider the minimum Sombor index of cacti with some graph parameters. We will consider it for future study.
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#### Abstract

The bipartite Ramsey number $B\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ is the least positive integer $b$, such that any coloring of the edges of $K_{b, b}$ with $t$ colors will result in a monochromatic copy of $K_{n_{i}, n_{i}}$ in the $i$-th color, for some $i, 1 \leq i \leq t$. The values $B(2,5)=17, B(2,2,2,2)=19$ and $B(2,2,2)=11$ have been computed in several previously published papers. In this paper, we obtain the exact values of the bipartite Ramsey number $B(2,2,3)$. In particular, we prove the conjecture on $B(2,2,3)$ which was proposed in 2015-in fact, we prove that $B(2,2,3)=17$.


Keywords: Ramsey numbers; bipartite Ramsey numbers; Zarankiewicz number

## 1. Introduction

The bipartite Ramsey number $B\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ is the least positive integer $b$, such that any coloring of the edges of $K_{b, b}$ with $t$ colors will result in a monochromatic copy of $K_{n_{i}, n_{i}}$ in the $i$-th color, for some $i, 1 \leq i \leq t$. The existence of such a positive integer is guaranteed by a result of Erdős and Rado [1].

The Zarankiewicz number $z\left(K_{m, n}, t\right)$ is defined as the maximum number of edges in any subgraph $G$ of the complete bipartite graph $K_{m, n}$, such that $G$ does not contain $K_{t, t}$ as a subgraph. Zarankiewicz numbers and related extremal graphs have been studied by many authors, including Kóvari [2], Reiman [3], and Goddard, Henning, and Oellermann in [4].

The study of bipartite Ramsey numbers was initiated by Beineke and Schwenk in 1976 [5], and continued by others, in particular Exoo [6], Hattingh, and Henning [7]. The following exact values have been established: $B(2,5)=17[8], B(2,2,2,2)=19[9], B(2,2,2)=11$ [6]. In the smallest open case for five colors, it is known that $26 \leq B(2,2,2,2,2) \leq 28$ [9]. One can refer to [2,9-14] and it references for further studies. Collins et al. in [8] showed that $17 \leq B(2,2,3) \leq 18$, and in the same source made the following conjecture:

Conjecture 1 ([8]). $B(2,2,3)=17$.
We intend to get the exact value of the multicolor bipartite Ramsey numbers $B(2,2,3)$. We prove the following result:

Theorem 1. $B(2,2,3)=17$.
In this paper, we are only concerned with undirected, simple, and finite graphs. We follow [15] for terminology and notations not defined here. Let $G$ be a graph with vertex set $V(G)$ and edge set $E(G)$. The degree of a vertex $v \in V(G)$ is denoted by $\operatorname{deg}_{G}(v)$, or simply by $\operatorname{deg}(v)$. The neighborhood $N_{G}(v)$ of a vertex $v$ is the set of all vertices of $G$ adjacent to $v$ and satisfies $\left|N_{G}(v)\right|=\operatorname{deg}_{G}(v)$. The minimum and maximum degrees of vertices of $G$ are denoted by $\delta(G)$ and $\Delta(G)$, respectively. Additionally, the complete bipartite graph with bipartition $(X, Y)$, where $|X|=m$ and $|Y|=n$, is denoted by $K_{m, n}$. We use $[X, Y]$ to denote the set of edges between the bipartition $(X, Y)$ of $G$. Let $G=(X, Y)$ be a bipartite graph
and $Z \subseteq X$ or $Z \subseteq Y$, the degree sequence of $Z$ denoted by $D_{G}(Z)=\left(d_{1}, d_{2}, \ldots, d_{|Z|}\right)$, is the list of the degrees of all vertices of $Z$. The complement of a graph $G$, denoted by $\bar{G}$, is a graph with same vertices such that two distinct vertices of $\bar{G}$ are adjacent if and only if they are not adjacent in G. $H$ is $n$-colorable to $\left(H_{1}, H_{2}, \ldots, H_{t}\right)$ if there exists a $t$-coloring of the edges of $H$ such that $H_{i} \nsubseteq H^{i}$ for each $1 \leq i \leq t$, where $H^{i}$ is the spanning subgraph of $H$ with edges of the $i$-th color.

## 2. Some Preliminary Results

To prove our main result-namely, Theorem 1-we need to establish some preliminary results. We begin with the following proposition:

Proposition 1 ([8,13]). The following results about the Zarankiewicz number are true:

- $z\left(K_{17,17}, 2\right)=74$.
- $z\left(K_{16,17}, 2\right) \leq 71$.
- $\quad z\left(K_{17,17}, 3\right) \leq 141$.
- $\quad z\left(K_{16,17}, 3\right) \leq 133$.
- $\quad z\left(K_{13,17}, 3\right) \leq 110$.
- $z\left(K_{12,17}, 3\right) \leq 103$.
- $z\left(K_{11,17}, 3\right) \leq 96$.

Proof of Proposition 1. By using the bounds in Table 3 and Table 4 of [8] and Table C. 3 of [13], the proposition holds.

Theorem 2 ([8]). $17 \leq B(2,2,3) \leq 18$.
Proof of Theorem 2. The lower bound witness is found in Table 2 of [8]. The upper bound is implied by using the bounds in Table 3 and Table 4 of [8]. We know that $z\left(K_{18,18}, 2\right)=81$, $z\left(K_{18,18}, 3\right) \leq 156$, and $2 \times 81+156=318<324=\left|E\left(K_{18,18}\right)\right|$.

Suppose that $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K_{17,17}$, where $K_{2,2} \nsubseteq G^{r}, K_{2,2} \nsubseteq G^{b}$ and $K_{3,3} \nsubseteq G^{g}$; in the following theorem, we specify some properties of the subgraph with color g . The properties are regarding $\Delta\left(G^{g}\right), \delta\left(G^{g}\right), E\left(G^{g}\right)$, and degree sequence of vertices $X, Y$ in the induced graph with color $g$.

Theorem 3. Assume that $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K_{17,17}$, where $K_{2,2} \nsubseteq G^{r}, K_{2,2} \nsubseteq G^{b}$, and $K_{3,3} \nsubseteq G^{g}$. So:
(a) $\left|E\left(G^{g}\right)\right|=141$.
(b) $\Delta\left(G^{g}\right)=9$ and $\delta\left(G^{g}\right)=8$.
(c) $D_{\mathrm{G}^{g}}(X)=D_{\mathrm{G}^{g}}(Y)=(9,9,9,9,9,8,8, \ldots, 8)$.

Proof of Theorem 3. Assume that $X=\left\{x_{1}, x_{2}, \ldots, x_{17}\right\}, Y=\left\{y_{1}, y_{2}, \ldots, y_{17}\right\}$ is a partition set of $K=K_{17,17}$ and $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K$, where $K_{2,2} \nsubseteq G^{r}, K_{2,2} \nsubseteq G^{b}$, and $K_{3,3} \nsubseteq G^{g}$. Since $|E(K)|=289$, if $\left|E\left(G^{g}\right)\right| \leq 140$ then $\left|E\left(\overline{G^{g}}\right)\right| \geq 149$-that is, either $\left|E\left(G^{r}\right)\right| \geq 75$ or $\left|E\left(G^{b}\right)\right| \geq 75$. In any case, by Proposition 1 , either $K_{2,2} \subseteq G^{r}$ or $K_{2,2} \subseteq G^{b}$, a contradiction. Hence, assume that $\left|E\left(G^{g}\right)\right| \geq 141$. If $\left|E\left(G^{g}\right)\right| \geq 142$ then by Proposition 1, $K_{3,3} \subseteq G^{g}$, a contradiction again; that is, $\left|E\left(G^{g}\right)\right|=141$ and part $(a)$ is true.

To prove part $(b)$, since $\left|E\left(G^{g}\right)\right|=141$ by part (a), we can check that $\Delta\left(G^{g}\right) \geq 9$. Assume that there exists a vertex of $V(K)$ say $x$, such that $\left|N_{G^{g}}(x)\right| \geq 10$-that is, $\Delta\left(G^{g}\right) \geq$ 10. Consider $x$ and set $G_{1}^{g}=G^{g} \backslash\{x\}$, hence by part $(a),\left|E\left(G_{1}^{g}\right)\right| \leq 141-10=131$. Therefore, since $\left|E\left(K_{16,17}\right)\right|=272$, so $\left|E\left(\overline{G_{1}^{g}}\right)\right| \geq 141$-that is, either $\left|E\left(G_{1}^{r}\right)\right| \geq 71$ or $\left|E\left(G_{1}^{b}\right)\right| \geq 71$. In any case, by Proposition 1 either $K_{2,2} \subseteq G_{1}^{r} \subseteq G^{r}$ or $K_{2,2} \subseteq G_{1}^{b} \subseteq G^{b}$, a contradiction. So, $\Delta\left(G^{g}\right)=9$. To prove $\delta\left(G^{g}\right)=8$, assume that $M=\left\{x \in X,\left|N_{G} g(x)\right|=\right.$ $9\}$ and $N=\left\{x \in X,\left|N_{G^{g}}(x)\right|=8\right\}$; by part (a) one can say that $|M| \geq 5$, if $|M|=6$, then $\delta\left(G^{g}\right) \leq 7$-that is, there is a vertex of $X$ (say $x$ ) such that $\left|N_{G^{g}}(x)\right| \leq 7$; therefore,
$|N| \leq 10$. If $|N|=10$, then $\left|E\left(G^{g}[M \cup N, Y]\right)\right|=134$, so by Proposition $1, K_{3,3} \subseteq G^{g}$, a contradiction. Now assume that $|N| \leq 9$, thus $\left|E\left(G^{g}\right)\right| \leq(6 \times 9)+(9 \times 8)+(2 \times 7)=140$, a contradiction again. For $|M|=7$ if $|N| \geq 6$, then $\left|E\left(G^{g}\left[M \cup N^{\prime}, Y\right]\right)\right|=111$, where $N^{\prime} \subseteq N$ and $\left|N^{\prime}\right|=6$, so by Proposition $1, K_{3,3} \subseteq G^{g}$, a contradiction. Hence assume that $|N| \leq 5$; therefore, $\left|E\left(G^{g}\right)\right| \leq(7 \times 9)+(5 \times 8)+(5 \times 7)=138$, a contradiction again. For $|M|=8$ if $|N| \geq 5$, then $\left|E\left(G^{g}\left[M \cup N^{\prime}, Y\right]\right)\right|=112$, where $N^{\prime} \subseteq N$ and $\left|N^{\prime}\right|=5$; therefore, by Proposition $1, K_{3,3} \subseteq G^{g}$, a contradiction, so assume that $|N| \leq 4$-that is, $\left|E\left(G^{g}\right)\right| \leq(8 \times 9)+(4 \times 8)+(5 \times 7)=139$, a contradiction again. For $|M|=9$ if $|N| \geq 3$, then $\left|E\left(G^{g}\left[M \cup N^{\prime}, Y\right]\right)\right|=105$, where $N^{\prime} \subseteq N$ and $\left|N^{\prime}\right|=3$, so by Proposition $1, K_{3,3} \subseteq G^{g}$, a contradiction. Thus $|N| \leq 2$-that is, $\left|E\left(G^{g}\right)\right| \leq(9 \times 9)+(2 \times 8)+(6 \times 7)=139$, which is a contradiction again. For $|M|=10$, if $|N| \geq 1$, then $\left|E\left(G^{g}\left[M \cup N^{\prime}, Y\right]\right)\right|=98$, where $N^{\prime} \subseteq N$ and $\left|N^{\prime}\right|=1$; so, by Proposition $1 K_{3,3} \subseteq G^{g}$, a contradiction. Thus, assume that $|N|=0$, so $\left|E\left(G^{g}\right)\right| \leq(10 \times 9)+(7 \times 7)=139$, a contradiction again. Therefore, $|M|=5$ and $|N|=12$-that is, $\delta\left(G^{g}\right)=8$, and part $(b)$ is true.

Now, by parts (a) and (b) it is straightforward to say that $D_{G^{g}}(X)=D_{G^{g}}(Y)=$ $(9,9,9,9,9,8,8, \ldots, 8)$-that is, part $(c)$ is true, and this completes the proof.

## 3. Proof of the Main Theorem

In this section, by using the results of Section 2, we will prove the main theorem.
Suppose that $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K_{17,17}$, where $K_{2,2} \nsubseteq G^{r}, K_{2,2} \nsubseteq G^{b}$ and $K_{3,3} \nsubseteq G^{g}$. In the following theorem, we discuss the maximum number of common neighbors of $G^{g}(x)$ and $G^{g}\left(x^{\prime}\right)$ for $x, x^{\prime} \in X$.

Theorem 4. Assume that $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K_{17,17}$, where $K_{2,2} \nsubseteq G^{r}, K_{2,2} \nsubseteq G^{b}$ and $K_{3,3} \nsubseteq G^{g}$. Let $\left|N_{G^{g}}(x)\right|=9$ and $N_{G^{g}}(x)=Y_{1}$; the following results are true:
(a) For each $x \in X \backslash\left\{x_{1}\right\}$, we have $\left|N_{G^{g}}(x) \cap Y_{1}\right| \leq 5$.
(b) Assume that $n=\sum_{i=1}^{i=17}\left|N_{G^{8}}\left(x_{i}\right) \cap Y_{1}\right|$, then $72 \leq n \leq 73$.

Proof of Theorem 4. Assume that $X=\left\{x_{1}, x_{2}, \ldots, x_{17}\right\}, Y=\left\{y_{1}, y_{2}, \ldots, y_{17}\right\}$ is a partition set of $K=K_{17,17}$, and $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K$, where $K_{2,2} \nsubseteq G^{r}, K_{2,2} \nsubseteq G^{b}$ and $K_{3,3} \nsubseteq G^{8}$. Without loss of generality (W...g.) assume that $x=x_{1}$ and $Y_{1}=\left\{y_{1}, \ldots, y_{9}\right\}$. To prove part (a), by contrast assume that there exists a vertex of $X \backslash\left\{x_{1}\right\}$ (say $x$ ) such that $\left|N_{G^{g}}(x) \cap \Upsilon_{1}\right| \geq 6$. W.l.g., suppose that $x=x_{2}$ and $\Upsilon_{2}=\left\{y_{1}, y_{2}, \ldots, y_{6}\right\} \subseteq N_{G^{g}}\left(x_{2}\right)$. Since $K_{3,3} \nsubseteq G^{g}$, for each $x \in X \backslash\left\{x_{1}, x_{2}\right\}$, so $\left|N_{G^{g}}(x) \cap Y_{2}\right| \leq 2$-that is, $\sum_{i=1}^{i=17}\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{2}\right| \leq$ $6+6+(15 \times 2) \leq 42$. Now, since $\left|E\left(G^{g}\left[X, Y_{2}\right]\right)\right| \leq 42$, one can check that there exists at least one vertex of $Y_{2}$ (say $y$ ), such that $\left|N_{G^{g}}(y)\right| \leq 7$, a contradiction to part (c) of Theorem 3. Hence, $\left|N_{G^{g}}(x) \cap Y_{1}\right| \leq 5$ for each $x \in X \backslash\left\{x_{1}\right\}$-that is, part $(a)$ is true.

To prove part (b), if $n \leq 71$, then by part (c) of Theorem 3 , it can be checked that there exists at least one vertex of $Y_{1}$ (say $y$ ), such that $\left|N_{G^{g}}(y)\right| \leq 7$, a contradiction. Therefore, $n \geq 72$. Assume that $n \geq 74$ and let $D_{G^{g}}\left(Y_{1}\right)=\left(d_{1}, d_{2}, \ldots, d_{9}\right)$. Since $\sum_{i=1}^{i=17}\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{1}\right| \geq$ 74, there exist at least two vertices of $Y_{1}$ (say $y^{\prime}, y^{\prime \prime}$ ), such that $\left|N_{G^{g}}\left(y^{\prime}\right)\right|=\left|N_{G^{g}}\left(y^{\prime \prime}\right)\right|=9$. Since $n \geq 74$ and $\left|X \backslash\left\{x_{1}\right\}\right|=16$, there exists at least one vertex of $X \backslash\left\{x_{1}\right\}$ (say $x^{\prime}$ ), such that $\left|N_{G^{g}}\left(x^{\prime}\right) \cap Y_{1}\right|=5$. W.l.g., suppose that $x^{\prime}=x_{2}$ and $N_{G^{g}}\left(x_{2}\right) \cap Y_{1}=\Upsilon_{2}=\left\{y_{1}, \ldots, y_{5}\right\}$. Now we have the following claims:

Claim 1. For each $x \in X \backslash\left\{x_{1}, x_{2}\right\}$, we have $\left|N_{G^{g}}(x) \cap Y_{2}\right|=2$ and $D_{G^{g}}\left(Y_{2}\right)=(8,8,8,8,8)$.
Proof of Claim 1. Since $K_{3,3} \nsubseteq G^{g}$ for each $x \in X \backslash\left\{x_{1}, x_{2}\right\}$, thus $\left|N_{G^{g}}(x) \cap Y_{2}\right| \leq 2$-that is, $\sum_{i=1}^{i=17}\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{2}\right| \leq 5+5+(15 \times 2) \leq 40$. Now, since $\left|E\left(G^{g}\left[X, Y_{2}\right]\right)\right| \leq 40$ and $\left|Y_{2}\right|=5$, if there exists a vertex of $\left.X_{1}\right)\left(\right.$ say $\left.x^{\prime}\right)$, such that $\left|N_{G^{g}}(x) \cap Y_{2}\right| \leq 1$, then $\left|E\left(G^{g}\left[X, Y_{2}\right]\right)\right| \leq$

39; therefore, there exists at least one vertex of $Y_{2}$ (say $y$ ), such that $\left|N_{G g}(y)\right| \leq 7$, a contradiction to part (c) of Theorem 3. So, $\left|N_{G g}(x) \cap Y_{2}\right|=2$ and $\sum_{y \in Y_{2}}\left|N_{G g}(y)\right|=40$, therefore by part (c) of Theorem $3 D_{G^{g}}\left(Y_{2}\right)=(8,8,8,8,8)$, and the proof of the claim is complete.

Claim 2. $D_{G^{g}}\left(X_{1}\right)=(5,4,4, \ldots, 4)$ where $X_{1}=X \backslash\left\{x_{1}\right\}$, in other word $\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{1}\right|=4$ for each $i \in\{3,4, \ldots, 17\}$.

Proof of Claim 2. By contradiction, assume that there exists a vertex of $X \backslash\left\{x_{1}, x_{2}\right\}$ (say $x$ ), such that $\left|N_{G^{g}}(x) \cap Y_{1}\right|=5$. W.l.g suppose that $x=x_{3}$ and $N_{G^{g}}\left(x_{3}\right) \cap \Upsilon_{1}=Y_{3}$, now by Claim 1, $\left|N_{G^{g}}\left(x_{3}\right) \cap Y_{2}\right|=$ 2. W.l.g., assume that $Y_{3}=\left\{y_{1}, y_{2}, y_{6}, y_{7}, y_{8}\right\}$, thus by Claim 1, $D_{G^{g}}\left(Y_{3}\right)=(8,8,8,8,8)$-that is, $\left|N_{G^{g}}(y)\right|=8$ for each $y \in Y_{1} \backslash\left\{y_{9}\right\}$. Since $\Delta\left(G^{g}\right)=9$, we can check that $n=\sum_{i=1}^{i=17}\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{1}\right|=\sum_{i=1}^{i=9}\left|N_{G^{g}}\left(y_{i}\right)\right| \leq(8 \times 8)+9=73$, a contradiction. So, $D_{G}\left(X_{1}\right)=(5,4,4, \ldots, 4)$, and the proof of the claim is complete.

Assume that $N_{G^{g}}\left(x_{2}\right) \cap Y_{1}=Y_{2}=\left\{y_{1} \ldots, y_{5}\right\}$, by Claim $1 D_{G^{g}}\left(Y_{2}\right)=(8,8,8,8,8)$. Since there exist at lest two vertices of $Y_{1}$ (say $y^{\prime}, y^{\prime \prime}$ ), such that $\left|N_{G^{g}}\left(y^{\prime}\right)\right|=\left|N_{G^{g}}\left(y^{\prime \prime}\right)\right|=9$, thus $y^{\prime}, y^{\prime \prime} \in\left\{y_{6}, y_{7}, y_{8}, y_{9}\right\}$. W.l.g., we can suppose that $y^{\prime}=y_{6}$ and $N_{G 8}\left(y_{6}\right)=X_{2}=$ $\left\{x_{1}, x_{3}, \ldots, x_{10}\right\}$. By Claim 2, $\left|N_{G^{g}}(x) \cap Y_{1}\right|=4$ and $\left|N_{G^{g}}(x) \cap \Upsilon_{2}\right|=2$ for each $x \in$ $X_{2} \backslash\left\{x_{1}\right\}$-that is, $\left|N_{G^{g}}(x) \cap\left\{y_{7}, y_{8}, y_{9}\right\}\right|=1$ for each $x \in X_{2} \backslash\left\{x_{1}\right\}$. Since $\left|X_{2} \backslash\left\{x_{1}\right\}\right|=8$ and $\left|N_{G^{g}}(x) \cap\left\{y_{7}, y_{8}, y_{9}\right\}\right|=1$, by the pigeon-hole principle, there exists a vertex of $\left\{y_{7}, y_{8}, y_{9}\right\}$ (say $y$ ), such that $\left|N_{G^{g}}(y) \cap X_{2} \backslash\left\{x_{1}\right\}\right| \geq 3$. W.l.g., we can suppose that $y=y_{7}$ and $\left\{x_{3}, x_{4}, x_{5}\right\} \subseteq N_{G^{g}}\left(y_{7}\right) \cap X_{2} \backslash\left\{x_{1}\right\}$. As $\left|Y_{2}\right|=5$ and $\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{2}\right|=2$ for $i=3,4,5$, there exist $i, i^{\prime} \in\{3,4,5\}$, such that $\left|N_{G^{g}}\left(x_{i}\right) \cap N_{G^{g}}\left(x_{i^{\prime}}\right) \cap \Upsilon_{2}\right| \neq 0$. W.l.g., suppose that $i=$ $3, i^{\prime}=4$ and $y_{1} \in N_{G^{g}}\left(x_{3}\right) \cap N_{G^{g}}\left(x_{4}\right) \cap Y_{2}$. Therefore, $K_{3,3} \subseteq G^{g}\left[\left\{x_{1}, x_{3}, x_{4}\right\},\left\{y_{1}, y_{6}, y_{7}\right\}\right]$, a contradiction. So, $n \leq 73$ and the proof of the theorem is complete.

In part (b) of Theorem 4, we showed that $72 \leq n=\sum_{i=1}^{i=17}\left|N_{G} g\left(x_{i}\right) \cap Y_{1}\right| \leq 73$. Now we consider these two cases independently.

### 3.1. The Case That $n=73$

In the following theorem, we prove that in any 3-edge coloring of $K_{17,17}$ (say $\left(G^{r}, G^{b}, G^{g}\right)$, where $K_{2,2} \nsubseteq G^{r}, K_{2,2} \nsubseteq G^{b}$ ), if there exists a vertex of $V(K)$ (say $x$ ), such that $\left|N_{G^{g}}(x)\right|=9$ and $\sum_{x_{i} \in X \backslash\{x\}}\left|N_{G}\left(x_{i}\right) \cap N_{G^{g}}(x)\right|=64$, then $K_{3,3} \subseteq G^{g}$.

Theorem 5. Assume that $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K=K_{17,17}$, such that $K_{2,2} \nsubseteq G^{r}$, $K_{2,2} \nsubseteq G^{b}$. Assume that there exists a vertex of $V(K)$ (say $x$ ), such that $\left|N_{G^{g}}(x)\right|=9$. If $\sum_{i=1}^{i=17}\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{1}\right|=73$ where $Y_{1}=N_{G^{g}}(x)$, then $K_{3,3} \subseteq G^{g}$.

Proof of Theorem 5. By contradiction, assume that $K_{3,3} \nsubseteq G^{g}$. Therefore, by Theorem 3 and Theorem 4, we have the following results:
(a) $\left|E\left(G^{g}\right)\right|=141$.
(b) $\Delta\left(G^{g}\right)=9$ and $\delta\left(G^{g}\right)=8$.
(c) $D_{\mathrm{G}^{g}}(X)=D_{\mathrm{G}^{g}}(Y)=(9,9,9,9,9,8,8, \ldots, 8)$.
(d) For each $x^{\prime} \in X \backslash\{x\}$ we have $\left|N_{G^{g}}(x) \cap N_{G^{g}}\left(x^{\prime}\right)\right| \leq 5$.
(e) If $A=\left\{x \in X,\left|N_{G^{g}}(x)\right|=9\right\}$, then $|A|=5$ and $72 \leq \sum_{y \in N_{G^{g}}(x)}\left|N_{G^{g}}(y)\right| \leq 73$, for each $x \in A$.
Assume that $X=\left\{x_{1}, x_{2}, \ldots, x_{17}\right\}, Y=\left\{y_{1}, y_{2}, \ldots, y_{17}\right\}$ is the partition set of $K=$ $K_{17,17}$, and $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K$, where $K_{2,2} \nsubseteq G^{r}, K_{2,2} \nsubseteq G^{b}$ and $K_{3,3} \nsubseteq G^{g}$.
W.l.g., assume that $x=x_{1}, Y_{1}=\left\{y_{1}, y_{2}, \ldots, y_{9}\right\}$, and $n=\sum_{i=1}^{i=17}\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{1}\right|=73$. Since $n=73$, by $(c)$ we can say that $D_{\mathrm{G} g}\left(Y_{1}\right)=\left(d_{1}, d_{2}, \ldots, d_{9}\right)=(9,8,8, \ldots, 8)$-that is, there exists a vertex of $Y_{1}$ (say $y$ ), such that $\left|N_{G^{g}}(y)\right|=9$. By (d), $\left|N_{G^{g}}\left(x_{1}\right) \cap N_{G^{g}}(x)\right| \leq 5$ for each $x \in X\left\{\backslash x_{1}\right\}$. Set $C=\left\{x \in X,\left|N_{G^{g}}(x) \cap N_{G^{g}}\left(x_{1}\right)\right|=5\right\}$. Now by argument similar to the proof of Claim 1, we have the following claim:

Claim 3. Assume that $x \in C$ and $N_{G^{g}}(x) \cap Y_{1}=Y^{\prime}$, then for each $x^{\prime} \in X \backslash\left\{x_{1}, x\right\}$, we have $\left|N_{G^{g}}\left(x^{\prime}\right) \cap Y^{\prime}\right|=2$ and $D_{G^{g}}\left(Y^{\prime}\right)=(8,8,8,8,8)$.

Here there exists a claim about $|C|$ as follows:
Claim 4. $|C| \leq 2$.
Proof of Claim 4. By contradiction, assume that $|C| \geq 3$. W.1.g., suppose that $\left\{x_{2}, x_{3}, x_{4}\right\} \subseteq$ $C$ and $N_{G^{g}}\left(x_{2}\right) \cap Y_{1}=Y_{2}=\left\{y_{1}, \ldots, y_{5}\right\}$. By Claim 3, $\left|N_{G^{g}}(x) \cap Y_{2}\right|=2$ for each $x \in X \backslash\left\{x_{1}, x_{2}\right\}$. W.l.g., suppose that $N_{G^{8}}\left(x_{3}\right) \cap Y_{1}=Y_{3}=\left\{y_{1}, y_{2}, y_{6}, y_{7}, y_{8}\right\}$. Since $x_{4} \in C$ and $\left|N_{G^{g}}\left(x_{4}\right) \cap Y_{i}\right|=2$ for $i=2,3, y_{9} \in N_{G^{g}}\left(x_{4}\right) \cap Y_{1}$. Hence, for each $y \in Y_{1}$, there is at least one $i \in\{2,3,4\}$ such that $y \in N_{G^{g}}\left(x_{i}\right)$; therefore, by Claim 3, $D_{G^{g}}\left(Y_{1}\right)=$ $(8,8,8,8,8,8,8,8,8)$, which is in contrast to $\sum_{i=1}^{i=17}\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{1}\right|=\sum_{i=1}^{i=9}\left|N_{G^{g}}\left(y_{i}\right)\right|=73$, so $|C| \leq 2$.

Now by considering $|C|$ there are three cases as follows:
Case 1: $|C|=0$. Since $n=73,\left|Y_{1}\right|=9$ and $|C|=0, D_{G^{g}}\left(X \backslash\left\{x_{1}\right\}\right)=(4,4, \ldots, 4,4)$, $D_{G^{g}}\left(Y_{1}\right)=(9,8,8,8,8,8,8,8,8), \sum_{i=1}^{i=17}\left|N_{G^{g}}\left(x_{i}\right) \cap Y^{\prime}\right|=68$, and $D_{G^{g}}\left(Y^{\prime}\right)=(9,9,9,9,8,8,8,8)$, where $Y^{\prime}=Y \backslash Y_{1}$. Set $B=\left\{y \in Y^{\prime=1},\left|N_{G^{g}}(y)\right|=9\right\}$, so $|B|=4$.
Now we are ready to prove the following claim:
Claim 5. There exists a vertex of $A \backslash\left\{x_{1}\right\}$ (say $x$ ), such that:

$$
\sum_{y \in N_{G^{g}}(x)}\left|N_{G^{g}}(y)\right| \geq 74
$$

in which $A=\left\{x \in X,\left|N_{G^{g}}(x)\right|=9\right\}$.
Proof of Claim 5. $D_{G^{g}}\left(X_{1}\right)=(4,4, \ldots, 4,4)$ and $D_{G^{g}}\left(Y_{1}\right)=(9,8,8,8,8,8,8,8,8)$ for each $x \in A \backslash\left\{x_{1}\right\}$; thus:

$$
\sum_{y \in N_{G^{g}}(x) \cap \Upsilon_{1}}\left|N_{\mathrm{G}^{g}}(y)\right| \geq 32
$$

As $\left|Y^{\prime}\right|=8,|B|=4$, and $\left|N_{G^{g}}\left(x_{i}\right) \cap Y^{\prime}\right|=5$ for each $x \in A \backslash\left\{x_{1}\right\}$, there exists at least one vertex of $A \backslash\left\{x_{1}\right\}$ (say $x$ ), such that $\left|N_{G^{g}}(x) \cap B\right| \geq 2$, otherwise $K_{3,3} \subseteq G^{g}\left[A, Y^{\prime} \backslash B\right]$, a contradiction. Hence, w.l.g., suppose that $x_{2} \in A$, where $\left|N_{G^{g}}\left(x_{2}\right) \cap B\right| \geq 2$. So:

$$
\sum_{y \in N_{G^{g}}\left(x_{2}\right) \cap \gamma^{\prime}}\left|N_{G^{g}}(y)\right| \geq 42 .
$$

That is,

$$
\sum_{y \in N_{G^{g}}\left(x_{2}\right)}\left|N_{G^{g}}(y)\right|=\sum_{y \in N_{G^{g}}\left(x_{2}\right) \cap Y^{\prime}}\left|N_{G^{g}}(y)\right|+\sum_{y \in N_{G^{g}}(x) \cap \gamma_{1}}\left|N_{G^{g}}(y)\right| \geq 42+32=74 .
$$

Now by considering $x_{2}$ and $N_{G^{g}}\left(x_{2}\right)$ and by (e) (or part (b) of Theorem 4) $K_{3,3} \subseteq G^{g}$, a contradiction again.

Case 2: $|C|=1$. W.l.g., suppose that $C=\left\{x_{2}\right\}, N_{G} g\left(x_{2}\right) \cap \Upsilon_{1}=\Upsilon_{2}=\left\{y_{1}, \ldots, y_{5}\right\}$. By Claim 3, $\left|N_{G^{g}}\left(x_{2}\right) \cap N_{G^{g}}(x) \cap Y_{1}\right|=2$ for each $x \in X \backslash\left\{x_{1}, x_{2}\right\}$ and $\left|N_{G^{g}}\left(y_{i}\right)\right|=8$ for each $i \in\{1,2, \ldots, 5\}$. Since there exists a vertex of $Y_{1}$ named $y$, such that $\left|N_{G^{g}}(y)\right|=9$, w.l.g. we can suppose that $y=y_{6}$ and $N_{G}\left(y_{6}\right)=\left\{x_{1}, x_{3}, x_{4} \ldots, x_{10}\right\}$. Since $n=73$ and $|C|=1, D_{G^{g}}\left(X_{1}\right)=(5,4,4, \ldots, 4,3)$-that is, there exist at least seven vertices of $N_{\mathrm{G}^{g}}\left(y_{6}\right) \backslash\left\{x_{1}\right\}$ (say $X_{3}=\left\{x_{3}, x_{4} \ldots, x_{9}\right\}$ ), such that $\left|N_{G^{g}}(x) \cap Y_{1}\right|=4$ for each $x \in X_{3}$. Since $\left|X_{3}\right|=7,\left|Y_{2}\right|=5,\left|N_{G^{g}}(x) \cap Y_{1}\right|=4$ and $\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{2}\right|=2$ for each $x \in X_{3}$, $\left|N_{G}(x) \cap\left\{y_{7}, y_{8}, y_{9}\right\}\right|=1$ for each $x \in X_{3}$. Therefore, by the pigeon-hole principle there exists a vertex of $\left\{y_{7}, y_{8}, y_{9}\right\}$ (say $y^{\prime}$ ), such that $\left|N_{G^{g}}\left(y^{\prime}\right) \cap X_{3}\right| \geq 3$. W.l.g., suppose that $y^{\prime}=y_{7}$ and $\left\{x_{3}, x_{4}, x_{5}\right\} \subseteq N_{G^{8}}\left(y_{7}\right)$. Therefore, since $\left|Y_{2}\right|=5$, there exists $i, i^{\prime} \in$ $\{3,4,5\}$ such that $\left|N_{G^{g}}\left(x_{i}\right) \cap N_{G^{g}}\left(x_{i^{\prime}}\right) \cap Y_{2}\right| \neq 0$. W.l.g., suppose that $i=3, i^{\prime}=4$ and $y_{1} \in N_{G^{g}}\left(x_{3}\right) \cap N_{G^{g}}\left(x_{4}\right) \cap Y_{2}$. Therefore, $K_{3,3} \subseteq G^{g}\left[\left\{x_{1}, x_{3}, x_{4}\right\},\left\{y_{1}, y_{6}, y_{7}\right\}\right]$, which is a contradiction.

Case 3: $|C|=2$. W.l.g., suppose that $C=\left\{x_{2}, x_{3}\right\}, N_{G^{g}}\left(x_{2}\right) \cap Y_{1}=Y_{2}=\left\{y_{1}, \ldots, y_{5}\right\}$. By Claim 3, $\left|N_{G^{g}}\left(x_{2}\right) \cap N_{G^{g}}\left(x_{3}\right) \cap Y_{1}\right|=2$. So, w.l.g. we can suppose that $N_{G^{g}}\left(x_{3}\right) \cap$ $Y_{1}=Y_{3}=\left\{y_{1}, y_{2}, y_{6}, y_{7}, y_{8}\right\}$. Now, by Claim 3, $\left|N_{G^{g}}\left(y_{i}\right)\right|=8$ for each $i \in\{1,2, \ldots, 8\}$. Since there is a vertex of $Y_{1}$ named $y$, such that $\left|N_{G^{g}}(y)\right|=9, y=y_{9}$. W.l.g., we can assume that $N_{G} g\left(y_{9}\right)=X_{2}=\left\{x_{1}, x_{4}, x_{5} \ldots, x_{11}\right\}$. Since $n=73$ and $|C|=2, D_{G^{g}}\left(X_{1}\right)=$ $(5,5,4,4, \ldots, 4,3,3)$-that is, there exist two vertices of $X$ (say $x, x^{\prime}$ ), such that $\mid N_{G^{g}}(x) \cap$ $Y_{1} \mid=3$. If $\left|N_{G^{g}}\left(y_{9}\right) \cap\left\{x, x^{\prime}\right\}\right| \leq 1$, then there exist at least seven vertices of $N_{G^{g}}\left(y_{9}\right) \backslash\left\{x_{1}\right\}$, such that $\left|N_{G^{g}}(x) \cap \Upsilon_{1}\right|=4$; in this case, the proof is the same as Case 1. Hence, assume that $x, x^{\prime} \in N_{G^{g}}\left(y_{9}\right)$. Since $\left|N_{G^{g}}(x) \cap Y_{2}\right|=\left|N_{G}\left(x^{\prime}\right) \cap Y_{2}\right|=2$, one can check that $\left|N_{G^{g}}(x) \cap\left\{y_{6}, y_{7}, y_{8}\right\}\right|=\left|N_{G^{g}}\left(x^{\prime}\right) \cap\left\{y_{6}, y_{7}, y_{8}\right\}\right|=0$. Assume that $X_{i}=N_{G^{g}}\left(y_{i}\right)$ for $i=$ $6,7,8$. Since $\left|X_{i}\right|=8$ and $x, x^{\prime} \notin X_{i}$, then for each $x \in X_{i} \backslash\left\{x_{1}\right\}$ we have $\left|N_{G^{g}}(x) \cap Y_{1}\right|=4$. Therefore, by considering $X_{i} \backslash\left\{x_{1}\right\}$ and $y_{i}$ for each $i \in\{6,7,8\}$, the proof is the same as Case 1 and $K_{3,3} \subseteq G^{g}$, a contradiction again.

Therefore, by Cases 1, 2, and 3 the assumption does not hold-that is, $K_{3,3} \subseteq G^{g}$ and this completes the proof of the theorem.

### 3.2. The Case That $n=72$

In the following theorem, we prove that in any 3-edge coloring of $K_{17,17}$ (say $\left(G^{r}, G^{b}, G^{g}\right)$, where $K_{2,2} \nsubseteq G^{r}, K_{2,2} \nsubseteq G^{b}$ ), if there exists a vertex of $V(K)$ (say $\left.x\right)$, such that $\left|N_{G} g(x)\right|=9$ and $\sum_{x_{i} \in X \backslash\{x\}}\left|N_{G^{g}}\left(x_{i}\right) \cap N_{G^{g}}(x)\right|=63$, then $K_{3,3} \subseteq G^{g}$.

Theorem 6. Assume that $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K=K_{17,17}$, where $K_{2,2} \nsubseteq G^{r}$, $K_{2,2} \nsubseteq G^{b}$. Suppose that there exists a vertex of $V(K)$ (say $x$ ), such that $\left|N_{G}(x)\right|=9$. If $\sum_{i=1}^{i=17}\left|N_{\mathrm{G}^{g}}\left(x_{i}\right) \cap Y_{1}\right|=72$, where $Y_{1}=N_{G^{g}}(x)$, then $K_{3,3} \subseteq G^{g}$.

Proof of Theorem 6. By contradiction, assume that $K_{3,3} \nsubseteq G^{g}$. Therefore, by Theorems 3 and 4 , we have the following results:
(a) $\left|E\left(G^{g}\right)\right|=141$.
(b) $\Delta\left(G^{g}\right)=9$ and $\delta\left(G^{g}\right)=8$.
(c) $D_{\mathrm{G}^{g}}(X)=D_{\mathrm{G}^{g}}(Y)=(9,9,9,9,9,8,8, \ldots, 8)$.
(d) For each $x \in X \backslash\left\{x_{1}\right\}$, we have $\left|N_{G^{g}}(x) \cap Y_{1}\right| \leq 5$.
(e) If $A=\left\{x \in X,\left|N_{G^{g}}(x)\right|=9\right\}$, then $|A|=5$ and $72 \leq \sum_{y \in N_{G} g}(x)$ $\left|N_{G^{g}}(y)\right| \leq 73$, for each $x \in A$.
Assume that $X=\left\{x_{1}, x_{2}, \ldots, x_{17}\right\}, Y=\left\{y_{1}, y_{2}, \ldots, y_{17}\right\}$ is a partition set of $K=K_{17,17}$, and $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K$, where $K_{2,2} \nsubseteq G^{r}, K_{2,2} \nsubseteq G^{b}$ and $K_{3,3} \nsubseteq G^{g}$. W.l.g., assume that $x=x_{1}, Y_{1}=\left\{y_{1}, y_{2}, \ldots, y_{9}\right\}$, and $n=\sum_{i=1}^{i=17}\left|N_{G}\left(x_{i}\right) \cap Y_{1}\right|=72$. Since
$n=73$, by $(c)$ we can say that $D_{G^{g}}\left(Y_{1}\right)=\left(d_{1}, d_{2}, \ldots, d_{9}\right)=(8,8,8, \ldots, 8)$. Set $C=\{x \in$ $\left.X,\left|N_{G^{g}}(x) \cap N_{G^{g}}\left(x_{1}\right)\right|=5\right\}$. Define $D$ and $E$ as follows:

$$
\begin{aligned}
& D=\left\{x \in X \backslash\left\{x_{1}\right\}, \text { such that }\left|N_{G^{g}}(x) \cap Y_{1}\right|=5\right\} \\
& E=\left\{x \in X \backslash\left\{x_{1}\right\}, \text { such that }\left|N_{G^{g}}(x) \cap Y_{1}\right|=3\right\} .
\end{aligned}
$$

Here we have a claim about $|D|$ and $|E|$ as follows:
Claim 6. $|D| \leq 3$ and $|E| \leq 4$.
Proof of Claim 6. By contradiction, suppose that $|D| \geq 4$. W.l.g., assume that $\left\{x_{2}, x_{3}, x_{4}, x_{5}\right\} \subseteq$ $D, N_{G^{g}}\left(x_{2}\right) \cap Y_{1}=Y_{2}=\left\{y_{1}, \ldots, y_{5}\right\}$. Now, by Claim 3, $\left|N_{G^{g}}(x) \cap Y_{2}\right|=2$ for each $x \in X \backslash\left\{x_{1}, x_{2}\right\}$. W.l.g., we can suppose that $N_{G^{g}}\left(x_{3}\right) \cap Y_{1}=Y_{3}=\left\{y_{1}, y_{2}, y_{6}, y_{7}, y_{8}\right\}$. Consider $N_{G g}\left(x_{i}\right) \cap Y_{1}(i=4,5)$. Since $\left|N_{G g}\left(x_{i}\right) \cap Y_{j}\right|=2(i=4,5, j=2,3)$ and $x_{i} \in A,\left|N_{G^{g}}\left(x_{i}\right) \cap\left\{y_{3}, y_{4}, y_{5}\right\}\right|=2,\left|N_{G^{g}}\left(x_{i}\right) \cap\left\{y_{6}, y_{7}, y_{8}\right\}\right|=2$, and $y_{9} \in N_{G^{g}}\left(x_{i}\right)$ for $i=4,5$; otherwise, if there exists a vertex of $\left\{x_{4}, x_{5}\right\}$ (say $x$ ), such that $\mid N_{G^{g}}\left(x_{i}\right) \cap$ $\left\{y_{1}, y_{2}\right\} \mid \neq 2$, then $K_{3,3} \subseteq G^{g}\left[\left\{x_{1}, x_{i}, x\right\}, Y_{1}\right]$ for some $i \in\{1,2\}$, a contradiction. Therefore, since $\left|\left\{y_{3}, y_{4}, y_{5}\right\}\right|=\left|\left\{y_{6}, y_{7}, y_{8}\right\}\right|=3$ and $x_{4}, x_{5} \in A$, by the pigeon-hole principle $\left|N_{G^{g}}\left(x_{4}\right) \cap N_{G^{g}}\left(x_{5}\right) \cap\left\{y_{3}, y_{4}, y_{5}\right\}\right| \geq 1$ and $\left|N_{G^{g}}\left(x_{4}\right) \cap N_{G^{g}}\left(x_{5}\right) \cap\left\{y_{6}, y_{7}, y_{8}\right\}\right| \geq 1$. W.l.g., we can suppose that $y_{3}, y_{6} \in N_{G^{g}}\left(x_{4}\right) \cap N_{G^{g}}\left(x_{5}\right)$, since $y_{9} \in N_{G^{g}}\left(x_{4}\right) \cap N_{G^{g}}\left(x_{5}\right)$, so $K_{3,3} \subseteq G^{g}\left[\left\{x_{1}, x_{4}, x_{5}\right\},\left\{y_{3}, y_{6}, y_{9}\right\}\right]$, a contradiction. Therefore, $|D| \leq 3$. Now, as $\sum_{i=2}^{i=17}\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{1}\right|=63$ and $|D| \leq 3$, we can say that $|E| \leq 4$ and the proof of the claim is complete.

Now, by considering $|D|$, there are three cases as follows:
Case 1: $|D|=0$. Since $n=72$ and $|D|=0, D_{G^{g}}\left(X \backslash\left\{x_{1}\right\}\right)=(4,4, \ldots, 4,3), D_{G^{g}}\left(Y_{1}\right)=$ $(8,8,8,8,8,8,8,8,8), \sum_{i=1}^{i=17}\left|N_{G^{g}}\left(x_{i}\right) \cap Y^{\prime}\right|=69$ and $D_{G^{g}}\left(Y^{\prime}\right)=(9,9,9,9,9,8,8,8)$, where $Y^{\prime}=Y \backslash Y_{1}$. Set $B=\left\{y \in Y^{\prime},\left|N_{G^{g}}(y)\right|=9\right\}$, hence $|B|=5$.
Now, we have the following claim:
Claim 7. There exists a vertex of $A \backslash\left\{x_{1}\right\}$ (say $x$ ), such that:

$$
\sum_{y \in N_{G^{g}}(x)}\left|N_{G^{g}}(y)\right| \geq 75
$$

in which $A=\left\{x \in X,\left|N_{G^{g}}(x)\right|=9\right\}$.
Proof of Claim 7. Since $D_{G^{g}}\left(X_{1}\right)=(4,4, \ldots, 4,3)$ and $D_{G^{g}}\left(Y_{1}\right)=(8,8,8,8,8,8,8,8,8)$, so for at least three vertices of $A \backslash\left\{x_{1}\right\}$,

$$
\sum_{y \in N_{G^{g}}(x) \cap \gamma_{1}}\left|N_{G^{g}}(y)\right| \geq 32
$$

Therefore, since $\left|N_{G^{g}}\left(x_{i}\right) \cap Y^{\prime}\right|=5$ for each $x \in A \backslash\left\{x_{1}\right\}$ and $D_{G^{g}}\left(Y^{\prime}\right)=(9,9,9$, $9,9,8,8,8$ ), there exists at least one vertex of $A \backslash\left\{x_{1}\right\}$ (say $x$ ), such that $\left|N_{G^{g}}(x) \cap B\right| \geq 3$; otherwise, $K_{3,3} \subseteq G^{g}\left[A, Y^{\prime} \backslash B\right]$, a contradiction. Hence, w.l.g., suppose that $x_{2} \in A$ and $\left|N_{G^{g}}\left(x_{2}\right) \cap B\right| \geq 3$; therefore:

$$
\sum_{y \in N_{G^{g}}(x) \cap Y^{\prime}}\left|N_{G^{g}}(y)\right| \geq 3 \times 9+2 \times 8=43 .
$$

That is, we have:

$$
\sum_{y \in N_{G^{g}}\left(x_{2}\right)}\left|N_{G^{g}}(y)\right|=\sum_{y \in N_{G^{g}}\left(x_{2}\right) \cap Y^{\prime}}\left|N_{G^{g}}(y)\right|+\sum_{y \in N_{G^{g}}(x) \cap \gamma_{1}}\left|N_{G^{g}}(y)\right| \geq 43+32=75 .
$$

Now, by considering $x_{2}$ and $N_{G} g\left(x_{2}\right)$ and by (e) (or by part (b) of Theorem 4), $K_{3,3} \subseteq$ $G^{g}$, a contradiction again.

Case 2: $|D|=1$ (for the case that $|D|=2$, the proof is same). W.l.g., assume that $D=\left\{x_{2}\right\}, N_{G^{g}}\left(x_{2}\right) \cap Y_{1}=Y_{2}=\left\{y_{1}, \ldots, y_{5}\right\}$. Since $n=72,|D|=1$ and $\left|N_{G^{g}}(x) \cap Y_{1}\right| \leq 5$, $|E|=2$. As $\left|N_{G g}(x) \cap Y_{2}\right|=2$ for each $x \in X \backslash\left\{x_{1}, x_{2}\right\}$ and $|E|=2$, there exists a vertex of $\left\{y_{6}, y_{7}, y_{8}, y_{9}\right\}$ (say $y$ ), such that for each vertex of $N_{G^{g}}(y) \cap X \backslash\left\{x_{1}\right\}$ (say $x$ ), $\mid N_{G^{g}}(x) \cap$ $Y_{1} \mid=$ 4. W.l.g., we can suppose that $y=y_{6}, N_{G^{g}}\left(y_{6}\right) \cap X \backslash\left\{x_{1}\right\}=\left\{x_{3}, x_{4}, \ldots, x_{9}\right\}$. Since $\left|N_{G^{g}}\left(y_{6}\right) \cap X \backslash\left\{x_{1}\right\}\right|=7$ and $\left|N_{G^{g}}(x) \cap Y_{2}\right|=2$ for each $x \in N_{G^{g}}\left(y_{6}\right) \cap X \backslash\left\{x_{1}\right\}$, $\left|N_{G}(x) \cap\left\{y_{7}, y_{8}, y_{9}\right\}\right|=1$. Therefore, by the pigeon-hole principle there exists a vertex of $\left\{y_{7}, y_{8}, y_{9}\right\}$ (say $y^{\prime}$ ), such that $\left|N_{G} g\left(y_{6}\right) \cap N_{G^{g}}\left(y^{\prime}\right) \cap X \backslash\left\{x_{1}\right\}\right| \geq 3$. W.1.g., suppose that $y^{\prime}=y_{7}$ and $\left\{x_{3}, x_{4}, x_{5}\right\} \subseteq N_{G^{g}}\left(y_{6}\right) \cap N_{G^{g}}\left(y_{7}\right) \cap X \backslash\left\{x_{1}\right\}$. Therefore, since $\left|Y_{2}\right|=5$ and $\left|N_{G} g(x) \cap Y_{2}\right|=2$, there exist at least two vertices of $\left\{x_{3}, x_{4}, x_{5}\right\}$ (say $x^{\prime}, x^{\prime \prime}$ ), such that $\left|N_{G} g\left(x^{\prime}\right) \cap N_{G} g\left(x^{\prime \prime}\right) \cap Y_{2}\right| \neq 0$. W.l.g., suppose that $x^{\prime}=x_{3}, x^{\prime \prime}=x_{4}$ and $y_{1} \in$ $N_{G^{g}}\left(x_{3}\right) \cap N_{G^{g}}\left(x_{4}\right)$. Therefore, $K_{3,3} \subseteq G^{g}\left[\left\{x_{1}, x_{3}, x_{4}\right\},\left\{y_{1}, y_{6}, y_{7}\right\}\right]$, a contradiction.

Case 3: $|D|=3$. W.l.g., suppose that $D=\left\{x_{2}, x_{3}, x_{4}\right\}, N_{G^{g}}\left(x_{2}\right) \cap Y_{1}=Y_{2}=$ $\left\{y_{1}, \ldots, y_{5}\right\}$. By Claim 3, $\left|N_{G^{g}}\left(x_{2}\right) \cap N_{G^{g}}\left(x_{3}\right) \cap Y_{1}\right|=2$. W.l.g., we can assume that $N_{G^{g}}\left(x_{3}\right) \cap Y_{1}=Y_{3}=\left\{y_{1}, y_{2}, y_{6}, y_{7}, y_{8}\right\}$. Since $x_{4} \in D$ and $\left|N_{G^{g}}\left(x_{4}\right) \cap Y_{i}\right|=2$ for $i=2,3$, $y_{9} \in N_{G^{g}}\left(x_{4}\right)$. If $\left|N_{G^{g}}\left(x_{4}\right) \cap\left\{y_{1}, y_{2}\right\}\right| \neq 0$, as $\left|N_{G^{g}}\left(x_{2}\right) \cap N_{G^{g}}\left(x_{4}\right) \cap Y_{1}\right|=2$ and $x_{4} \in D$, one can check that $\left|N_{G^{g}}\left(x_{4}\right) \cap\left\{y_{6}, y_{7}, y_{8}\right\}\right|=2$-that is, $K_{3,3} \subseteq G^{g}\left[\left\{x_{1}, x_{3}, x_{4}\right\}, Y_{1}\right]$, a contradiction. Hence, $\left|N_{G^{g}}\left(x_{4}\right) \cap\left\{y_{1}, y_{2}\right\}\right|=0$. Therefore, $\left|N_{G^{g}}\left(x_{4}\right) \cap\left\{y_{3}, y_{4}, y_{5}\right\}\right|=2$ and $\left|N_{G} g\left(x_{4}\right) \cap\left\{y_{6}, y_{7}, y_{8}\right\}\right|=2$. W.l.g., we can suppose that $N_{G} g\left(x_{4}\right) \cap Y_{1}=Y_{4}=$ $\left\{y_{3}, y_{4}, y_{6}, y_{7}, y_{9}\right\}$. Since $|D|=3$, so $|E|=4$. W.l.g., suppose that $E=\left\{x_{5}, x_{6}, x_{7}, x_{8}\right\}$. Here, we have a claim as follows:

Claim 8. $\left|N_{G^{g}}\left(y_{9}\right) \cap E\right|=0$.
Proof of Claim 8. By contradiction, suppose that $\left|N_{G^{g}}\left(y_{9}\right) \cap E\right| \neq 0$. Assume that $x_{5} \in$ $N_{G^{g}}\left(y_{9}\right) \cap E$-that is, $x_{5} y_{9} \in E\left(G^{g}\right)$. Since $x_{5} \in E$ and $\left\{x_{2}, x_{3}, x_{4}\right\}=D$, by Claim 3, $\left|N_{\mathrm{G}^{g}}\left(x_{5}\right) \cap N_{\mathrm{G}^{g}}\left(x_{i}\right)\right|=\left|N_{\mathrm{G}^{g}}\left(x_{5}\right) \cap Y_{i}\right|=2$ for $i=2,3,4$. Consider $N_{\mathrm{G}^{g}}\left(x_{5}\right) \cap Y_{2}$, assume that $N_{G^{g}}\left(x_{5}\right) \cap Y_{2}=\left\{y^{\prime}, y^{\prime \prime}\right\}$, if $\left\{y^{\prime}, y^{\prime \prime}\right\}=\left\{y_{1}, y_{2}\right\}$, then $\left|N_{G^{g}}\left(x_{5}\right) \cap Y_{4}\right|=1$, a contradiction. Therefore, we can assume that $\left|\left\{y^{\prime}, y^{\prime \prime}\right\} \cap\left\{y_{1}, y_{2}\right\}\right| \leq 1$. If $\left|\left\{y^{\prime}, y^{\prime \prime}\right\} \cap\left\{y_{1}, y_{2}\right\}\right|=0$, then $\left|N_{G^{g}}\left(x_{5}\right) \cap Y_{3}\right|=0$, and if $\left|\left\{y^{\prime}, y^{\prime \prime}\right\} \cap\left\{y_{1}, y_{2}\right\}\right|=1$, then $\left|N_{G}\left(x_{5}\right) \cap Y_{3}\right| \leq 1$. In any case there exists a vertex of $D$ (say $x^{\prime}$ ), such that $\left|N_{G^{g}}\left(x_{5}\right) \cap N_{G^{g}}\left(x^{\prime}\right)\right|=1$, a contradiction. So, the assumption does not hold and the claim is true.

Therefore, by Claim 8 , since $\left|N_{G^{g}}\left(y_{9}\right) \cap D\right|=0$, we can say that for any vertex of $N_{G^{g}}\left(y_{9}\right) \cap X \backslash\left\{x_{1}\right\}$ (say $x$ ), $\left|N_{G^{g}}(x) \cap Y_{1}\right| \geq 4$; therefore, by considering $Y_{2}$ and $y_{9}$, as $\left|N_{G^{g}}\left(y_{9}\right) \cap X \backslash\left\{x_{1}\right\}\right|=7$ and $\left|N_{G^{g}}(x) \cap Y_{1}\right| \geq 4$ for each $x \in N_{G^{g}}\left(y_{9}\right) \cap X \backslash\left\{x_{1}\right\}$, the proof is similar to Case 1, a contradiction.

Therefore, by Cases 1, 2, and 3 the assumption does not hold-that is, $K_{3,3} \subseteq G^{8}$ and the proof of the theorem is complete.

Now, combining Theorems 3-6 yields the proof of Theorem 1.

## 4. Discussion

There are several papers in which the bipartite Ramsey numbers have been studied. In this paper, we proved the conjecture on $B(2,2,3)$, which was proposed in 2015 and states that $B(2,2,3)=17$. We proved this conjecture by a combinatorial argument with no computer calculations. This is significant because computing the exact value of Ramsey numbers is a challenge. To approach the proof of this conjecture, we proved four theorems as follows:

1. Assume that $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K_{17,17}$, where $K_{2,2} \nsubseteq G^{r}, K_{2,2} \nsubseteq G^{b}$ and $K_{3,3} \nsubseteq G^{g}$. Hence, we have:
(a) $\left|E\left(G^{g}\right)\right|=141$.
(b) $\Delta\left(G^{g}\right)=9$ and $\delta\left(G^{g}\right)=8$.
(c) $\quad D_{G^{g}}(X)=D_{G^{g}}(Y)=(9,9,9,9,9,8,8, \ldots, 8)$.
2. Assume that $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K_{17,17}$, where $K_{2,2} \nsubseteq G^{r}, K_{2,2} \nsubseteq G^{b}$ and $K_{3,3} \nsubseteq G^{g}$. Let $\left|N_{G^{g}}(x)\right|=9$ and $N_{G^{g}}(x)=Y_{1}$, the following results are true:
(a) For each $x \in X \backslash\left\{x_{1}\right\}$, we have $\left|N_{G^{g}}(x) \cap Y_{1}\right| \leq 5$.
(b) Assume that $n=\sum_{i=1}^{i=17}\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{1}\right|$, then $72 \leq n \leq 73$.
3. Assume that $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K=K_{17,17}$, such that $K_{2,2} \nsubseteq G^{r}$, $K_{2,2} \nsubseteq G^{b}$. Assume that there exists a vertex of $V(K)$ (say $x$ ), such that $\left|N_{G^{g}}(x)\right|=9$. If $\sum_{i=1}^{i=17}\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{1}\right|=73$, where $Y_{1}=N_{G^{g}}(x)$, then $K_{3,3} \subseteq G^{g}$.
4. Assume that $\left(G^{r}, G^{b}, G^{g}\right)$ is a 3-edge coloring of $K=K_{17,17}$, where $K_{2,2} \nsubseteq G^{r}$, $K_{2,2} \nsubseteq G^{b}$. Assume that there exists a vertex of $V(K)$ (say $x$ ), such that $\left|N_{G^{g}}(x)\right|=9$. If $\sum_{i=1}^{i=17}\left|N_{G^{g}}\left(x_{i}\right) \cap Y_{1}\right|=72$, where $Y_{1}=N_{G^{g}}(x)$, then $K_{3,3} \subseteq G^{g}$.

One might also be able to compute $B\left(n_{1}, \ldots, n_{m}\right)$ for small $i, n_{i}$ like $B(2,3,3,3)$ or $B(3,3,3,3)$ in the future, using the idea of proofs laid out in this paper.
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#### Abstract

The Total Coloring Conjecture (TCC) states that every simple graph $G$ is totally ( $\Delta+2$ )colorable, where $\Delta$ denotes the maximum degree of $G$. In this paper, we prove that TCC holds for dumbbell maximal planar graphs. Especially, we divide the dumbbell maximal planar graphs into three categories according to the maximum degree: $J_{9}$, I-dumbbell maximal planar graphs and II-dumbbell maximal planar graphs. We give the necessary and sufficient condition for I-dumbbell maximal planar graphs, and prove that any I-dumbbell maximal planar graph is totally 8 -colorable. Moreover, a linear time algorithm is proposed to compute a total ( $\Delta+2$ )-coloring for any I-dumbbell maximal planar graph.


Keywords: total coloring; dumbbell maximal planar graphs; I-dumbbell maximal planar graphs; dumbbell transformation; total coloring algorithm

## 1. Introduction

All graphs considered in this paper are simple, finite and undirected, and we follow [1] for the terminologies and notations not defined here. For any graph $G$, we denote by $V(G)$, $E(G), \Delta(G)$ and $\delta(G)$ (or simply $V, E, \Delta$ and $\delta$ ) the vertex set, the edge set, the maximum degree and the minimum degree of $G$, respectively. If $u v \in E(G)$, then $u$ is said to be a neighbor of $v$. We use $N(v)$ to denote the set of neighbors of $v$. The degree of $v$, denoted by $d(v)$, is the number of neighbors of $v$, i.e., $d(v)=|N(v)|$. A $k$-vertex is a vertex of degree $k$. Given a set $X \subseteq V$, we denote by $G[X]$ the subgraph of $G$ induced by $X$. A $k$-cycle is a cycle of length $k$, and a 3-cycle is usually called a triangle. We use $K_{n}$ to denote the complete graph of order $n$. For a disjoint union of $G$ and $H$, the joining of $G$ and $H$, denoted by $G \vee H$, is the graph obtained by joining every vertex of $G$ to every vertex of $H$. The joined $C_{n} \vee K_{1}$ of a cycle and a single vertex is a wheel with $n$ spokes, denoted by $W_{n}$, where $C_{n}$ and $K_{1}$ are called the cycle and center of $W_{n}$, respectively.

A total $k$-coloring of $G$ is a mapping $\phi: V \cup E \rightarrow\{1,2, \cdots, k\}$ such that $\phi(x) \neq \phi(y)$ is for any two adjacent or incident elements $x, y \in V \cup E$. A graph $G$ is totally $k$-colorable if it admits a total $k$-coloring. The total chromatic number $\chi^{\prime \prime}(G)$ is the smallest integer $k$, such that $G$ has a total $k$-coloring. Behzad [2] and Vizing [3] posed independently the following famous conjecture, known as the Total Coloring Conjecture (TCC).

Conjecture 1. For any graph $G, \Delta(G)+1 \leq \chi^{\prime \prime}(G) \leq \Delta(G)+2$.
Obviously, the lower bound is trivial. The upper bound is still unproved. To date, TCC has been confirmed for general graphs with $\Delta \leq 5$ [4-7] and for planar graphs with $\Delta \geq 7$ [8-11]. Therefore, for planar graphs, the only open case is $\Delta=6$. Nevertheless, scholars have studied the total coloring of planar graphs under some restricted conditions [12-17]. Among these, Sun et al. [13] proved that TCC is true for planar graphs without adjacent triangles. Here, adjacent triangles are two triangles that share a common edge. Zhu and Xu [17] gave a stronger statement that TCC holds for planar graphs $G$ with
$\Delta(G)=6$, if $G$ does not contain any subgraph isomorphic to a 4-fan. Regardless of the results in [13] or in [17], the graph $G$ cannot contain adjacent triangles. This leads us to study the total coloring and total chromatic number of maximal planar graphs, whose faces are all triangles. In [18], we study the total coloring of recursive maximal planar graphs and prove that TCC is true for recursive maximal planar graphs. Moreover, $(2,2)$-recursive maximal planar graphs are totally $(\Delta+1)$-colorable.

A maximal planar graph is a planar graph to which no edges can be added without violating the planarity. Let $G$ be a maximal planar graph and $C$ be a cycle of $G$ with $|C| \geq 4$. We call the subgraph of $G$ induced by the vertices on $C$ and the vertices located inside (or outside) $C$ a semi-maximal planar graph based on $C$, which is denoted by $G_{i n}^{C}$ (or $G_{\text {out }}^{C}$ ). In fact, a semi-maximal planar graph is a triangulated disc.

According to the vertex coloring, maximal planar graphs can be partitioned into three categories: purely tree-colorable, purely cycle-colorable and impure colorable, refer to [19]. In [20], Xu et al. proposed the purely tree-colorable graphs conjecture, which states that a maximal planar graph is purely tree-colorable if and only if it is the icosahedron or a dumbbell maximal planar graph. They further studied the structures and properties of dumbbell maximal planar graphs in [19]. Then, what is the total coloring of dumbbell maximal planar graphs? This problem has aroused our concern.

We aim to study the total coloring of dumbbell maximal planar graphs in this paper. The remainder of this paper is organized as follows. In Section 2, we introduce the dumbbell transformation and study the structures and properties of dumbbell maximal planar graphs. In particular, we classify the dumbbell maximal planar graphs into three categories. In Section 3, we prove that any dumbbell maximal planar graph is totally $(\Delta+2)$-colorable. In Section 4, we propose an algorithm with linear time complexity to compute a total ( $\Delta+2$ )coloring for any I-dumbbell maximal planar graph. In Section 5, we make a conclusion for the paper.

## 2. Dumbbell Maximal Planar Graphs

We study the structures and properties of dumbbell maximal planar graphs in this section. Before this, we need to introduce the dumbbell transformation given by Xu [19].

### 2.1. Dumbbell Transformation

In order to give the dumbbell transformation, we introduce the extending 3-wheel and 4 -wheel operations first.

The extending 3-wheel operation. The extending 3-wheel operation acts on a triangle of a maximal planar graph, specifically, adding a new vertex in the face and joining it to every vertex of the triangular face, as shown in Figure 1.


Figure 1. The extending 3-wheel operation.
The extending 4 -wheel operation. The object of the extending 4 -wheel operation is a path of length 2. Specifically, an extending 4 -wheel operation based on path $v_{1} v_{2} v_{3}$ means: split the vertex $v_{2}$ into $v_{2}$ and $v_{2}^{\prime}$, and split the edges $v_{1} v_{2}$ and $v_{2} v_{3}$ into $v_{1} v_{2}, v_{1} v_{2}^{\prime}$ and $v_{2} v_{3}, v_{2}^{\prime} v_{3}$, respectively. Hence, the vertices $v_{1}, v_{2}^{\prime}, v_{3}$ and $v_{2}$ form a cycle of length 4 . Then, add a new vertex $x$ in this cycle and make $x$ adjacent to vertices $v_{1}, v_{2}^{\prime}, v_{3}$ and $v_{2}$, respectively. The process is shown in Figure 2.


Figure 2. The extending 4-wheel operation.
A dumbbell is a graph consisting of two triangles $\triangle v_{1} v_{2} u$ and $\triangle u v_{3} v_{4}$ with exactly one common vertex $u$, and it is denoted by $X=\triangle v_{1} v_{2} u \cup \triangle u v_{3} v_{4}$, as shown in the left of Figure 3. Obviously, a 4-wheel contains exactly two dumbbells, as shown in the right of Figure 3, where $X_{1}=\triangle v_{1} v_{2} u \cup \triangle u v_{3} v_{4}$ and $X_{2}=\triangle v_{1} v_{3} u \cup \triangle u v_{2} v_{4}$. In this paper, dumbbells considered are ones contained in a 4 -wheel without special assertion.


Figure 3. The dumbbell and a 4 -wheel.
The dumbbell transformation. For a given dumbbell $X=\triangle v_{1} v_{2} u \cup \triangle u v_{3} v_{4}$. First, add two 3-vertices $x_{1}$ and $x_{2}$ on the two triangular faces of $X$, respectively. Then, implement the extending 4 -wheel operation on path $x_{1} u x_{2}$, the newly added 4 -vertex is denoted by $v$, as shown in Figure 4.


Figure 4. The dumbbell transformation.
Xu et al. [20] gave the following theorem:
Theorem 1. Let $G$ be a maximal planar graph with a 4 -wheel $W_{4}$. Then the graphs obtained from $G$ by implementing the dumbbell transformations on two dumbbells of $W_{4}$ are isomorphic.

### 2.2. Structure and Property of Dumbbell Maximal Planar Graphs

The first maximal planar graph with order 9, denoted by $J_{9}$, is shown in Figure 5 and is called a dumbbell maximal planar graph, which is the dumbbell maximal planar graph with the minimum order. A graph is a dumbbell maximal planar graph if one of the following conditions is satisfied: (1) it is isomorphic to $J_{9}$; (2) it can be obtained from another dumbbell
maximal planar graph by the dumbbell transformation. In general, if $J_{4 k+1}(k \geq 2)$ is a dumbbell maximal planar graph, we call the maximal planar graph obtained from $J_{4 k+1}$ by implementing a dumbbell transformation a dumbbell maximal planar graph. Implement the dumbbell transformation on each unidentical 4-wheel in $J_{4 k+1}$, then we can obtain dumbbell maximal planar graphs with order $4 k+5$. As shown in Figure 5, we give the dumbbell maximal planar graphs with orders 9,13,17 and 21, respectively.


Figure 5. The dumbbell maximal planar graphs with orders 9, 13, 17 and 21.
$J_{9}$ contains exactly three vertices of degree 4 . By the definition of dumbbell maximal planar graphs, Xu et al. [20] obtained the following observation.

Observation 1. (1) Any dumbbell maximal planar graph has order $4 k+1$, where $k \geq 2$; (2) Any dumbbell maximal planar graph contains exactly three vertices of degree 4.

We give the following theorem on the maximum degrees of dumbbell maximal planar graphs.

Theorem 2. Except for $J_{9}$, the maximum degree of a dumbbell maximal planar graph $J_{4 k+1}(k \geq 3)$ is 6 or 7 .

Proof. Obviously, the maximum degree of $J_{9}$ is 5 . As shown in Figure 4, for each dumbbell transformation, the degree of each vertex on the cycle of the original 4-wheel is increased by 1 , and that of the new 4 -wheel is 5 . As shown in Figure 5, the maximum degree of $J_{13}$ is 6; the two non-isomorphic dumbbell maximal planar graphs $J_{17}$, which are obtained from $J_{13}$ by implementing the dumbbell transformation on the two unidentical 4-wheels, have the maximum degrees 6 and 7 , respectively; the three dumbbell planar graphs $J_{21}$ obtained from $J_{17}$ have the maximum degree 6,7 and 7 , respectively. It is observed that the
degrees of vertices on the wheels of all 4-wheels in these three dumbbell maximal planar graphs with order 21 are 5 and 6, and the maximum degree of each dumbbell maximal planar graph obtained by implementing the dumbbell transformation does not exceed 7 . By analogy, the maximum degree of a dumbbell maximal planar graph with higher order is always 6 or 7 .

For the dumbbell maximal planar graph with maximum degree 6, we have
Theorem 3. The maximum degree of a dumbbell maximal planar graph $G$ is 6 if and only if $G$ is obtained from $J_{9}$ by continuously implementing the dumbbell transformation, and each transformation is implemented on the new 4-wheel generated by the previous transformation (The first dumbbell transformation is implemented on an arbitrary 4-wheel in $J_{9}$ ).

The proof of Theorem 3 is obvious and therefore omitted.
We call the dumbbell maximal planar graphs with maximum degree 6 described in Theorem 3 I-dumbbell maximal planar graphs (The I-dumbbell maximalplanar graphs we define here are dumbbell maximal planar graphs of maximum degree 6, so of course $J_{9}$ is not included) and dumbbell maximal planar graphs with maximum degree 7 IIdumbbell maximal planar graphs. For I-dumbbell maximal planar graphs, we obtain the following observation.

Observation 2. For any I-dumbbell maximal planar graph, the degrees of vertices on the cycle of the newly generated 4-wheel are all 5. Furthermore, the other two 4-wheels do not have this property.

Figure 6 shows the generation process of I-dumbbell maximal planar graphs.


Figure 6. The schematic diagram of the generation process of I-dumbbell maximal planar graphs.

## 3. Total Coloring of Dumbbell Maximal Planar Graphs

In Section 2, the dumbbell transformation and dumbbell maximal planar graphs were introduced. In this section, we study the total coloring of dumbbell maximal planar graphs based on structural characteristics.

From the previous section, we know that any dumbbell maximal planar graph has exactly 3 vertices of degree 4 , and the maximum degree of a dumbbell maximal planar graph is 6 or 7 , except for $J_{9}$. Furthermore, we draw an important conclusion about the structure of the dumbbell maximal planar graphs.

According to the maximum degree, dumbbell maximal planar graphs can be divided into the following three categories: $J_{9}$, I-dumbbell maximal planar graphs and II-dumbbell
maximal planar graphs. In Figure 7, we give a total 7-coloring of $J_{9}$. Sanders and Zhao [11] proved that planar graphs with $\Delta=7$ are totally 9-colorable. Therefore, we only need to consider dumbbell maximal planar graphs with maximum degree 6 , that is, I-dumbbell maximal planar graphs.


Figure 7. A total 7-coloring of $J_{9}$.

Theorem 4. Any I-dumbbell maximal planar graph is totally 8-colorable.
Proof. $J_{13}$ is the I-dumbbell maximal planar graph with the minimum order, and $J_{13}$ is totally 8-colorable, as shown in Figure 8.


Figure 8. A total 8-coloring of $J_{13}$.
Since the I-dumbbell maximal planar graphs are obtained from $J_{9}$ by continuously implementing the dumbbell transformation at a unique 4-wheel only, without loss of generality, we assume that all I-dumbbell maximal planar graphs are obtained by implementing the dumbbell transformation at the 4 -wheel located at the bottom of $J_{9}$, as shown in Figure 6. For convenience, we denote the cycle of the 4 -wheel located at the bottom of $J_{9}$ by $C_{4}=v_{1} v_{2} v_{3} v_{4} v_{1}$. Then, for any I-dumbbell maximal planar graph $G, G=G_{i n}^{C_{4}} \cup G_{o u t}^{C_{4}}$, where $G_{i n}^{C_{4}}$ and $G_{\text {out }}^{C_{4}}$ are the two semi-maximal planar graphs based on $C_{4}$. In the following, we give a total coloring scheme of any I-dumbbell maximal planar graph G. We color $G_{\text {out }}^{C_{4}}$ the same way in $J_{13}$ and color $G_{i n}^{C_{4}}$ according to the parity of the number of dumbbell transformations, which is denoted by $l$.

When $l$ is odd, the coloring scheme is:
The colors of vertices $v_{1}, v_{2}, v_{3}, v_{4}$ on the cycle of the initial 4 -wheel are 1, 2, 3 and 4 , and the colors of the edges are $5,6,7$ and 8 , respectively;

After the first dumbbell transformation, starting from the vertex opposite the edge colored with 5 , color the vertices on the cycle of newly generated 4 -wheel with $5,6,7$ and 8 , and the corresponding edges with $1,2,3$ and 4 in clockwise order;

The colors of edges between the newly generated 4 -wheel and the initial 4-wheel are $3,4,7,8,1,2,5$ and 6 in clockwise order;

After the second dumbbell transformation, starting from the vertex opposite the edge colored with 1 , color the vertices on the cycle of newly generated 4 -wheel with $1,2,3$ and 4 , and the corresponding edges with $5,6,7$ and 8 , in clockwise order;

The colors of the edges between the newly generated 4 -wheel and the previous 4 -wheel are $7,8,1,4,5,6,3$ and 2 in clockwise order;

After the $i$-th $(3 \leq i \leq l)$ dumbbell transformation, the colors of vertices and edges on the cycle of the newly generated 4-wheel, and the colors of edges between the newly generated 4 -wheel and the previous 4 -wheel, are the same as the first dumbbell transformation when $i$ is odd; the colors of vertices and edges on the cycle of the newly generated 4 -wheel, and the colors of edges between the newly generated 4 -wheel and the previous 4 -wheel, are the same as the second dumbbell transformation when $i$ is even;

After the last dumbbell transformation, we specify the color of the wheel center as 1 , and the colors of the spokes as $6,5,8$ and 7 from whose end point is colored with 5 in clockwise order. Of course, the readers can also use other appropriate colors;

When $l$ is even, the coloring scheme is similar to that when $l$ is odd, except that the color of the wheel center is 5 , and the colors of the spokes are $3,4,2$ and 1 from whose end point is colored with 1 in clockwise order;

So, we obtain a total 8-coloring scheme of any I-dumbbell maximal planar graph, and the proof is completed.

As shown in Figure 9, we give the coloring scheme for $l=3$ (on the left) and $l=4$ (on the right), respectively.


Figure 9. The coloring diagram for $l=3$ and $l=4$.
Therefore, we obtain the following theorem.
Theorem 5. The TCC holds for dumbbell maximal planar graphs.

## 4. Total Coloring Algorithm for I-Dumbbell Maximal Planar Graphs

In this section an algorithm with linear time complexity is proposed, which computes a total $(\Delta+2)$-coloring for any I-dumbbell maximal planar graph. It is known that an arbitrary I-dumbbell maximal planar graph can be obtained from $J_{13}$ by continuously implementing the dumbbell transformation on the newly generated 4 -wheel. We introduce the concept of dumbbell-recursive generation sequence to formalize the generation process.

Definition 1 (Dumbbell-Recursive Generation Sequence). Let $J_{4 l+13}(l \geq 0)$ be an I-dumbbell maximal planar graph with $W_{4}^{l} \triangleq J_{4 l+13}\left[\left\{v_{1}^{l}, v_{2}^{l}, v_{3}^{l}, v_{4}^{l}, v^{l}\right\}\right]$ as the newly generated 4-wheel, where
$v_{1}^{l}, v_{2}^{l}, v_{3}^{l}$, and $v_{4}^{l}$ denote vertices on the cycle and $v^{l}$ denotes the wheel center, respectively. Starting from $J_{13}$, each time we implement the dumbbell transformation, an I-dumbbell maximal planar graph $J_{4 i+13}$ is obtained, where $i=1,2, \cdots, l$. Then, the dumbbell-recursive generation sequence of $J_{4 l+13}$ is defined as $\Phi\left(J_{4 l+13}\right)=\left\{J_{13} ; W_{4}^{0}, W_{4}^{1}, \cdots, W_{4}^{l}\right\}$.

Now, we give a total coloring algorithm for I-dumbbell maximal planar graphs, as shown in the following Algorithm 1, which consists of two stages.

```
Algorithm 1 Total Coloring Algorithm for I-dumbbell Maximal Planar Graph
    Input: An I-dumbbell maximal planar graph \(J_{4 l+13}\).
    Output: The total coloring dictionary \(U\).
    Stage 1. Dumbbell-recursive generation sequence generation.
    \(\Phi \leftarrow\) empty list, \(i \leftarrow l\).
    while \(i\) is not 0 do
        Choose the newly generated 4-wheel \(W_{4}^{i}\) according to Observation 2.
        Implement the inverse process of dumbbell transformation and obtain \(J_{4(i-1)+13}\).
        Store \(W_{4}^{i}\) to \(\Phi\).
        \(i \leftarrow i-1\).
    end while
    Store \(W_{4}^{0}\) and \(J_{13}\) to \(\Phi\).
    \(\Phi \leftarrow \operatorname{reverse}(\Phi)\).
    Stage 2. Total coloring based on \(\Phi\).
    Take out \(J_{13}\) from \(\Phi\).
    Color \(J_{13}\) as shown in Figure 8, and store the coloring information to \(U\).
    \(i \leftarrow 0\).
    while \(\Phi\) is not empty do
        Take out the first element \(W_{4}^{i}\) from \(\Phi\).
        Implement dumbbell transformation on \(W_{4}^{i}\) and obtain \(J_{4(i+1)+13}, W_{4}^{i+1}\).
        if \((i+1)\) is odd then
            \(U\left[v^{i+1}\right] \leftarrow 1\).
            Color other vertices of \(W_{4}^{i+1}\) and the associated edges according to Theorem 4.
            Store the coloring information of \(W_{4}^{i+1}\) to \(U\).
        else
            \(U\left[v^{i+1}\right] \leftarrow 5\).
            Color other vertices of \(W_{4}^{i+1}\) and the associated edges according to Theorem 4.
            Store the coloring information of \(W_{4}^{i+1}\) to \(U\).
        end if
        \(i \leftarrow i+1\).
    end while
    return \(U\).
```

In the first stage, given an arbitrary I-dumbbell maximal planar graph $J_{4 l+13}$, we compute the dumbbell-recursive generation sequence $\Phi\left(J_{4 l+13}\right)$. As mentioned in Observation 2, we can easily find the newly generated 4 -wheel according to the degrees of vertices on the cycle. Then, the inverse process of dumbbell transformation is implemented to obtain the previous dumbbell maximal planar graph. By repeating the procedure and storing the structure information, we obtain the dumbbell-recursive generation sequence.

In the second stage, we give a total $(\Delta+2)$-coloring of $J_{4 l+13}$ based on the dumbbellrecursive generation sequence $\Phi\left(J_{4 l+13}\right)$. More precisely, for $J_{4 l+13}$ with $V\left(J_{4 l+13}\right)=$ $\left\{v_{1}, v_{2}, \cdots, v_{n}\right\}$ and $E\left(J_{4 l+13}\right)=\left\{e_{1}, e_{2}, \cdots, e_{m}\right\}$, let $C\left(J_{4 l+13}\right)=\left\{1,2, \cdots, \Delta\left(J_{4 l+13}\right)+2\right\}$ be the color set.

The dictionary structure $U=\left\{v_{1}: \phi\left(v_{1}\right), \cdots, v_{n}: \phi\left(v_{n}\right), e_{1}: \phi\left(e_{1}\right), \cdots, e_{m}: \phi\left(e_{m}\right)\right\}$ is used to store the total coloring scheme, where $\phi\left(v_{i}\right), \phi\left(e_{j}\right) \in C\left(J_{4 l+13}\right), i=1, \cdots, n$, $j=1, \cdots, m$. Firstly, take out the initial graph $J_{13}$ and color its vertices and edges as shown
in Figure 8, and store the corresponding coloring information in $U$. Then, take out the generation operation information $W_{4}^{i}$ stored in $\Phi$ in turn. The dumbbell transformation is implemented and the coloring information of the newly generated $W_{4}^{i+1}$ is stored to $U$ according to $l$ 's parity. Finally, a total $(\Delta+2)$-coloring of any I-dumbbell maximal planar graph can be obtained iteratively.

During the execution of Stage 1 and Stage 2, the order of $J_{4 i+13}$ varies by 4 at each step. Furthermore, the number of sequence generation and coloring operations is constant at each step. Therefore, the time complexity of this algorithm is linear.

## 5. Conclusions

Total coloring is an important and representative problem in the field of graph coloring. Even for planar graphs, the total coloring conjecture is still open for the case $\Delta=6$. In this paper, we prove that the Total Coloring Conjecture holds for dumbbell maximal planar graphs, which are generated by implementing the dumbbell transformation continuously. According to the maximum degree, we divide the dumbbell maximal planar graphs into three categories: $J_{9}$, I-dumbbell maximal planar graphs and II-dumbbell maximal planar graphs. Furthermore, we give the necessary and sufficient condition for I-dumbbell maximal planar graphs and prove that any I-dumbbell maximal planar graph is totally 8 -colorable. Moreover, an algorithm with linear time complexity is presented to compute a total $(\Delta+2)$-coloring of any I-dumbbell maximal planar graph. For future work, we will further focus on the relationship between the structure and coloring of dumbbell maximal planar graphs and discuss the condition in which the dumbbell maximal planar graphs are totally $(\Delta+1)$-colorable.
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#### Abstract

A domination coloring of a graph $G$ is a proper vertex coloring of $G$, such that each vertex of $G$ dominates at least one color class (possibly its own class), and each color class is dominated by at least one vertex. The minimum number of colors among all domination colorings is called the domination chromatic number, denoted by $\chi_{d d}(G)$. In this paper, we study the complexity of the $k$-domination coloring problem by proving its NP-completeness for arbitrary graphs. We give basic results and properties of $\chi_{d d}(G)$, including the bounds and characterization results, and further research $\chi_{d d}(G)$ of some special classes of graphs, such as the split graphs, the generalized Petersen graphs, corona products, and edge corona products. Several results on graphs with $\chi_{d d}(G)=\chi(G)$ are presented. Moreover, an application of domination colorings in social networks is proposed.
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## 1. Introduction and Preliminary

### 1.1. Introduction

Coloring and domination are two important fields in graph theory, and both have rich research results. For comprehensive results of coloring and domination in graphs, refer to [1-17], respectively. Moreover, graph coloring and domination problems are often in relation. Chellali and Volkmann [18] showed some relations between the chromatic number and some domination parameters in a graph. For a graph $G=(V, E)$, a vertex $v \in V$ dominates a set $S \subseteq V$ if it is adjacent to every vertex of $S$, meanwhile, we say that $v$ is a dominator of $S$, and $S$ is dominated by $v$. Hedetniemi et al. [19] introduced the concept of a dominator partition of a graph. A dominator partition is a partition $\pi=\left\{V_{1}, V_{2}, \cdots, V_{k}\right\}$ of $V(G)$, such that every vertex $v \in V$ is a dominator of at least one block $V_{i}$ of $\pi$. Motivated by [19], Gera et al. [20] proposed the dominator coloring in 2006.

Definition 1 ([20]). A dominator coloring of a graph $G$ is a proper coloring, such that every vertex of $G$ dominates at least one color class (possibly its own class). The dominator chromatic number of $G$, denoted by $\chi_{d}(G)$, is the minimum number of colors among all dominator colorings of $G$.

Gera researched further in [21,22]. More results on the dominator coloring can be found in [23-26]. Kazemi [27] proposed the concept of total dominator coloring in 2015, which is a proper coloring, such that each vertex of the graph is adjacent to every vertex of some (other) color class. For more results on the total dominator coloring, refer to [28-30]. In 2015, Merouane et al. [31] proposed the dominated coloring:

Definition 2 ([31]). A dominated coloring of a graph $G$ is a proper coloring such that every color class is dominated by at least one vertex. The dominated chromatic number of $G$, denoted by $\chi_{\text {dom }}(G)$, is the minimum number of colors among all dominated colorings of $G$.

More results on the dominated coloring can be found in [32-34].
For problems mentioned above, the domination property is defined either on vertices or on color classes. Indeed, each color class in a dominator coloring is not necessarily dominated by a vertex, and each vertex in a dominated coloring does not necessarily dominate a color class. In this paper, we introduce the domination coloring that both of the vertices and color classes should satisfy the domination property.

Definition 3. A domination coloring of a graph $G$ is a proper vertex coloring of $G$, such that each vertex of $G$ dominates at least one color class (possibly its own class), and each color class is dominated by at least one vertex. The domination chromatic number of $G$, denoted by $\chi_{d d}(G)$, is the minimum number of color classes in a domination coloring of $G$.

The domination coloring problem is to find a domination coloring of $G$, such that the number of color classes is minimized. Here, we describe a possible application for the domination coloring problem in the following scenario. In a social network, social actors are represented as vertices and their relationships as edges (two actors are adjacent if they are friends). Two strangers can become friends by their mutual friend (i.e., intermediary). Then, each actor wants to develop interpersonal relationships in the social network by some intermediaries, meanwhile, each actor wants to be the important intermediary of other strangers. The domination coloring problem involves finding the minimum groups of actors in the social network with the below properties:

1. Actors in the same group are strangers;
2. Actors in the same group can become friends by at least one common intermediary;
3. Each actor is an intermediary of at least one actor (stranger) group.

We proceed as follows. In the rest of Section 1, we recall some basic definitions that will be used in the following sections. In Section 2, we analyse the complexity of the $k$-domination coloring problem. In Section 3, we present basic results and properties of the domination chromatic number $\chi_{d d}(G)$, including the bounds and characterization results. In Section 4, we further research $\chi_{d d}(G)$ of some special classes of graphs, including the split graphs, the generalized Petersen graphs $P(n, 1)$, corona products, and edge corona products. In Section 5, we investigate some realization results on graphs with $\chi_{d d}(G)=\chi(G)$. Finally, we make a conclusion in Section 6.

### 1.2. Preliminary

Graphs considered in this paper are finite, simple, undirected, and connected. Let $G=(V, E)$ be a graph with $n=|V|$ and $m=|E|$. For any vertex $v \in V(G)$, the open neighborhood of $v$ is the set $N(v)=\{u \mid u v \in E(G)\}$ and the closed neighborhood is the set $N[v]=N(v) \cup\{v\}$. Similarly, the open and closed neighborhoods of a set $X \subseteq V$ are, respectively, $N(X)=\bigcup_{x \in X} N(x)$ and $N[X]=N(X) \cup X$. The degree of a vertex $v \in V$, denoted by $\operatorname{deg}(v)$, is the cardinality of its open neighborhood. The maximum and minimum degree of a graph $G$ is denoted by $\Delta(G)$ and $\delta(G)$, respectively. We call a vertex of degree one a leaf or a pendant vertex, its adjacent vertex a support vertex. Given a set $X \subseteq V$, we denote by $G[X]$ the subgraph of $G$ induced by $X$. Given any graph $H$, a graph $G$ is $H$-free if it does not have any induced subgraph isomorphic to $H$. We denote by $P_{n}$ the path on $n$ vertices and by $C_{n}$ the cycle on $n$ vertices. A tree is a connected acyclic graph. The complete graph on $n$ vertices is denoted by $K_{n}$ and the complete graph of order 3 is called a triangle. The complete bipartite graph with classes of orders $r$ and $s$ is denoted by $K_{r, s}$. A star $S_{k}$ is the graph $K_{1, k}$ with $k \geq 1$.

An independent set in $G$ is a set of vertices, such that any two vertices in the set are not adjacent. A matching in a graph $G$ is a set of nonadjacent edges of $G$. The matching number $\alpha^{\prime}(G)$ is the cardinality of a largest matching in $G$. A vertex cover in a graph $G$ is a set of vertices, such that each edge has at least one endpoint in the set. The vertex cover number $\beta(G)$ is the cardinality of a smallest vertex cover in $G$. The clique number $w(G)$ of a graph $G$ is the maximum order among the complete subgraphs of $G$.

A proper vertex $k$-coloring of a graph $G=(V, E)$ is a mapping $f: V \rightarrow\{1,2, \cdots, k\}$, such that any two adjacent vertices receive different colors. In fact, this problem is equivalent to the problem of partitioning the vertex set of $G$ into $k$ independent sets $\left\{V_{1}, V_{2}, \cdots, V_{k}\right\}$ where $V_{i}=\{x \in V \mid f(x)=i\}$. The set of all vertices colored with the same color is called a color class. The chromatic number of $G$, denoted by $\chi(G)$, is the minimum number of colors among all proper colorings of $G$.

A dominating set $S$ is a subset of the vertices in a graph $G$, such that every vertex in $G$ either belongs to $S$ or has a neighbor in $S$. The domination number $\gamma(G)$ is the minimum cardinality of a dominating set of $G$. A $\gamma(G)$-set is a dominating set of $G$ with minimum cardinality.

For any undefined terms, the reader is referred to the book by Bondy and Murty [35].

## 2. Complexity Results

This section focuses on the complexity study of the domination coloring problem, e.g., whether an arbitrary graph admits a domination coloring with the most $k$ colors. We give the formalization of this problem.

- $k$-domination coloring problem.

Instance: a graph $G=(V, E)$ without isolated vertices and a positive integer $k$.
Question: is there a domination coloring of $G$ with the most $k$ colors?
Theorem 1. For $k \geq 4$, the $k$-domination coloring problem is NP-complete.
Proof. The $k$-domination coloring problem is in NP, since verifying if a coloring is a domination coloring could be performed in polynomial time. Now, we give a polynomial time reduction from the $k$-coloring problem, which is known to be NP-complete, for $k \geq 3$. Let $G=(V, E)$ be a graph without isolated vertices. We construct a graph $G^{\prime}$ from $G$ by adding a new vertex $x$ to $G$ and adding edges between $x$ and every vertex of $G$. That is, $x$ is a dominating vertex of $G^{\prime}$, as shown in Figure 1. We show that $G$ admits a proper coloring with $k$ colors if and only if $G^{\prime}$ admits a domination coloring with $k+1$ colors.


Figure 1. The graphs $G$ and $G^{\prime}$.
First, we prove the necessity. Let $f$ be a proper $k$-coloring of $G$, and the corresponding color classes set is $\left\{V_{1}, V_{2}, \cdots, V_{k}\right\}$. We construct a $(k+1)$-domination coloring $f^{\prime}$ of $G^{\prime}$ with the color classes set $\left\{V_{1}^{\prime}=V_{1}, V_{2}^{\prime}=V_{2}, \cdots, V_{k}^{\prime}=V_{k}, V_{k+1}^{\prime}=\{x\}\right\}$. It is easy to see that $f^{\prime}$ is a domination coloring of $G^{\prime}$ since

1. $f^{\prime}$ is proper;
2. Each vertex other than $x$ dominates at least the color class containing $x$ and $x$ dominates all color classes of $f^{\prime}$;
3. Each color class other than $\{x\}$ is dominated by $x$ and the color class containing $x$ is dominated by any other vertex.

Then, we prove the sufficiency. Let $f^{\prime}$ be a $(k+1)$-domination coloring of $G^{\prime}$, and $\left\{V_{1}^{\prime}, V_{2}^{\prime}, \cdots, V_{k}^{\prime}, V_{k+1}^{\prime}\right\}$ is the color classes set. Since $f^{\prime}$ is proper, there exists a color class $V_{i}^{\prime}$
such that $V_{i}^{\prime}=\{x\}$. Thus, we can construct a proper $k$-coloring of $G$ by removing the color class $V_{i}^{\prime}$ from $f^{\prime}$.

From the above, the $k$-domination coloring problem is NP-complete, for $k \geq 4$.

## 3. Basic Results and Properties of the Domination Chromatic Number

In this section, we study some properties of the domination coloring and basic results on typical classes of graphs.

Let $G$ be a connected graph with order $n \geq 2$. Then at least two different colors are needed in a domination coloring since there are at least two vertices in $G$ adjacent to each other. Moreover, if each vertex receives a unique color, then both the vertices and color classes satisfy the domination property. Clearly, we get a domination coloring of $G$ with $n$ colors. Thus,

$$
\begin{equation*}
2 \leq \chi_{d d}(G) \leq n \tag{1}
\end{equation*}
$$

Gera et al. [20] introduced the Inequalities (2) for the dominator chromatic number $\chi_{d}(G)$ and Merouane et al. [31] obtained Inequalities (3) for the dominated chromatic number $\chi_{\text {dom }}(G)$. Moreover, we can get a similar inequality for the domination chromatic number $\chi_{d d}(G)$.

$$
\begin{align*}
& \max \{\chi(G), \gamma(G)\} \leq \chi_{d}(G) \leq \chi(G)+\gamma(G)  \tag{2}\\
& \max \{\chi(G), \gamma(G)\} \leq \chi_{d o m}(G) \leq \chi(G) \cdot \gamma(G) \tag{3}
\end{align*}
$$

Proposition 1. Let $G$ be a graph without isolated vertices, then

$$
\max \{\chi(G), \gamma(G)\} \leq \max \left\{\chi_{d}(G), \chi_{d o m}(G)\right\} \leq \chi_{d d}(G) \leq \chi(G) \cdot \gamma(G)
$$

Proof. Since any domination coloring of $G$ is also a dominator coloring and a dominated coloring, $\max \left\{\chi_{d}(G), \chi_{d o m}(G)\right\} \leq \chi_{d d}(G)$. Both the dominator coloring and dominated coloring are proper vertex colorings of $G$, so, $\chi(G) \leq \max \left\{\chi_{d}(G), \chi_{\text {dom }}(G)\right\}$. For any dominator coloring (dominated coloring) of $G$, we can get a dominating set by taking a vertex in each color class. Thus, $\gamma(G) \leq \max \left\{\chi_{d}(G), \chi_{\text {dom }}(G)\right\}$. Therefore, the left two parts of the inequality hold.

For the right part of the inequality, we consider a $\gamma(G)$-set $D$ of $G$. A domination coloring of $G$ can be obtained by giving distinct colors to each vertex $x$ of $D$ and at most $\chi(G)-1$ new colors to the vertices of $N(x)$. Hence, we totally use at most $\gamma(G)+(\chi(G)-$ 1) $\cdot \gamma(G)=\chi(G) \cdot \gamma(G)$ colors. So, $\chi_{d d}(G) \leq \chi(G) \cdot \gamma(G)$.

The bound of Proposition 1 is tight for complete graphs. Since every planar graph is " 4 -colorable" $[2,3]$, the following result is straightforward:

Corollary 1. Let $G$ be a planar graph without isolated vertices, then $\chi_{d d}(G) \leq 4 \gamma(G)$.
Proposition 2. Let $G$ be a connected graph with order $n$ and maximum degree $\Delta$, then $\chi_{d d}(G) \geq \frac{n}{\Delta}$.
Proof. Consider a minimum domination coloring of $G$. Since $G$ is $S_{\Delta+1}$-free, any color class would not have more than $\Delta$ vertices; otherwise, a vertex dominating such a color class will induce a star of order at least $\Delta+2$, a contradiction. So, $\chi_{d d}(G) \geq \frac{n}{\Delta}$.

Theorem 2. Let $G$ be a connected triangle-free graph, then $\chi_{d d}(G) \leq 2 \gamma(G)$.
Proof. Consider a minimum dominating set $S$ of $G$. Color every vertex of $S$ with a new color. Since $G$ does not contain any triangle, the set of neighbors of every vertex of $S$ is an independent set. Thus, a second new color is given for each neighborhood. Obviously, this is a proper coloring of $G$ with $2|S|$ colors, which satisfies that every vertex dominates at least one color class, and every color class is dominated by at least one vertex. Thus, $\chi_{d d}(G) \leq 2 \gamma(G)$.

Theorem 3. (1) For the path $P_{n}, n \geq 2$,

$$
\chi_{d d}\left(P_{n}\right)=2 \cdot\left\lfloor\frac{n}{3}\right\rfloor+\bmod (n, 3)
$$

(2) For the cycle $C_{n}$,

$$
\chi_{d d}\left(C_{n}\right)= \begin{cases}2, & n=4 \\ 3, & n=3,5 \\ 2 \cdot\left\lfloor\frac{n}{3}\right\rfloor+\bmod (n, 3), & \text { otherwise }\end{cases}
$$

(3) For the complete graph $K_{n}, \chi_{d d}\left(K_{n}\right)=n$;
(4) For the complete $k$-partite graph $K_{a_{1}, a_{2}, \cdots ; a_{k}}, \chi_{d d}\left(K_{a_{1}, a_{2}, \cdots, a_{k}}\right)=k$;
(5) For the complete bipartite graph $K_{r, s}, \chi_{d d}\left(K_{r, s}\right)=2$;
(6) For the star $K_{1, n}, \chi_{d d}\left(K_{1, n}\right)=2$;
(7) For the wheel $W_{1, n}$,

$$
\chi_{d d}\left(W_{1, n}\right)= \begin{cases}3, & n \text { is even }, \\ 4, & n \text { is odd } .\end{cases}
$$

Proof. (1) Let $P_{n}=v_{1} v_{2} \cdots v_{n}$. By the definition of the domination coloring, we discover that at most two non-adjacent vertices are allowed in a color class, if not, there exist no vertex dominating this color class. On the other hand, the vertex adjacent to both vertices of a color class must be the unique vertex of some color class. For convenience, let $P_{5}=v_{1} v_{2} v_{3} v_{4} v_{5}$ be a $P_{5}$-subgraph of $P_{n}$. If vertices $v_{1}$ and $v_{3}$ are in a color class, then $v_{2}$ must be the unique vertex of a color class. If not, $v_{2}$ and $v_{4}$ are partitioned in a color class, which will result in $v_{4}$ cannot dominate any color class. Thus, every three vertices of $P_{n}$ need to be partitioned in two color classes, and the rest form their own color class. Clearly, it is an optimal domination coloring of $P_{n}$. Thus, $\chi_{d d}\left(P_{n}\right)=2 \cdot\left\lfloor\frac{n}{3}\right\rfloor+\bmod (n, 3)$.
(2) For $n=3,4,5$, the result follows by inspection. For $n \geq 6$, it is not hard to find the case is similar to the path $P_{n}$. As the discussion in (1), the result follows.
(3) For the complete graph $K_{n}, \chi\left(K_{n}\right)=n$. By Proposition 1 and in Equation (1), $\chi_{d d}\left(K_{n}\right)=n$.
(4) Let $K_{a_{1}, a_{2}, \cdots, a_{k}}$ be the complete $k$-partite graph, and $V_{i}(1 \leq i \leq k)$ be the $k$-partite sets. Then $\chi_{d d}\left(K_{a_{1}, a_{2}, \cdots, a_{k}}\right) \geq \chi\left(K_{a_{1}, a_{2}, \cdots, a_{k}}\right)=k$. Moreover, the coloring that assigns color $i$ to each partite set $V_{i}(1 \leq i \leq k)$ is a domination coloring. The result follows.
(5) and (6) are special cases of (4).
(7) Let $W_{1, n}$ be the wheel with order $n+1$. Since,

$$
\chi\left(W_{1, n}\right)= \begin{cases}3, & n \text { is even } \\ 4, & n \text { is odd }\end{cases}
$$

and the corresponding proper colorings are also domination colorings, the result follows.
Note. For a given graph $G$, and a subgraph $H$ of $G$, the domination chromatic number of $H$ can be smaller or larger than the domination chromatic number of $G$. That is to say, induction may be not useful when we want to find the domination chromatic number of a graph. As an example, consider the graph $G=K_{n}$ and $H=P_{2}$, then $\chi_{d d}\left(K_{n}\right)=n \geq 2=\chi_{d d}\left(P_{2}\right)$, and consider the graph $G=K_{n, n}$ and $H=P_{2 n}$, then $\chi_{d d}\left(K_{n, n}\right)=2 \leq 2 \cdot\left\lfloor\frac{2 n}{3}\right\rfloor+\bmod (2 n, 3)=\chi_{d d}\left(P_{2 n}\right)$.

Theorem 4. For the Petersen graph $P, \chi_{d d}(P)=5$.
Proof. It is easy to check $\left\{\left\{v_{1}, v_{2}, v_{9}\right\},\left\{v_{3}, v_{4}, v_{6}\right\},\left\{v_{5}, v_{7}\right\},\left\{v_{8}\right\},\left\{v_{10}\right\}\right\}$ is a domination coloring of the Petersen graph, as shown in Figure 2. So, $\chi_{d d}(P) \leq 5$. By Proposition 2.1
in [32], $\chi_{d o m}(P)=4$ and $\chi_{d}(P)=5$. Then, $\chi_{d d}(P) \geq 5$ by Proposition 1. Therefore, $\chi_{d d}(P)=5$.


Figure 2. The Petersen graph.
Next, we consider the bi-stars. Let $S_{p, q}$ be the bi-star with central vertices $u$ and $v$, where $\operatorname{deg}(u)=p \geq 2$ and $\operatorname{deg}(v)=q \geq 2$. Let $X=\left\{x_{1}, x_{2}, \cdots, x_{p-1}\right\}$ and $Y=$ $\left\{y_{1}, y_{2}, \cdots, y_{q-1}\right\}$. Obviously, $N(u)=X \cup\{v\}$ and $N(v)=Y \cup\{u\}$, as shown in Figure 3.


Figure 3. The bi-star $S_{p, q}$.
Theorem 5. For the bi-star $S_{p, q}$ with $p+q \geq 5, \chi_{d d}\left(S_{p, q}\right)=4$.
Proof. Consider a proper coloring of $S_{p, q}$ in which the color classes $V_{1}=\{u\}, V_{2}=\{v\}$, $V_{3}=X$, and $V_{4}=Y$. Then, each vertex in the set $\{u\} \cup X$ dominates the color class $V_{1}$, and each vertex in the set $\{v\} \cup Y$ dominates the color class $V_{2}$. Moreover, the color class $V_{1}$ is dominated by any vertex in $V_{3}, V_{2}$ is dominated by any vertex in $V_{4}, V_{3}$ is dominated by vertex $u$, and $V_{4}$ is dominated by vertex $v$. Therefore, this is a domination coloring, and $\chi_{d d}\left(S_{p, q}\right) \leq 4$.

By the Lemma 2.2 in [20], $\chi_{d}\left(S_{p, q}\right)=3$. So, $3 \leq \chi_{d d}\left(S_{p, q}\right) \leq 4$. Suppose that $\chi_{d d}\left(S_{p, q}\right)=3$. It will be result in that each vertex in $X$ or each vertex in $y$ does not dominate a color class. Thus, $\chi_{d d}\left(S_{p, q}\right)=4$.

Theorem 6. Let $G$ be a connected graph with order $n$. Then $\chi_{d d}(G)=2$ if and only if $G=K_{r, s}$ for $r, s \in \mathbf{N}$.

Proof. By Theorem 3 (5), if $G=K_{r, s}$, then $\chi_{d d}(G)=2$. We just need to prove the necessity.
Let $G$ be a connected graph, such that $\chi_{d d}=2$, and $V_{1}$ and $V_{2}$ are the two color classes. If $\left|V_{1}\right|=1$ or $\left|V_{2}\right|=1$, then $G=K_{1, n-1}$. So, suppose that $\left|V_{1}\right| \geq 2$ and $\left|V_{2}\right| \geq 2$. For any vertex $x \in V_{1}$, since $\left|V_{1}\right| \geq 2$, it follows that $x$ dominates color class $V_{2}$. Similarly for any vertex in $V_{2}$. Thus, each vertex of $V_{1}$ is adjacent to each vertex of $V_{2}$, and both $V_{1}$ and $V_{2}$ are independent. So $G=K_{r, s}$ for $r, s \in \mathbf{N}$, and the result follows.

Theorem 7. Let $G$ be a connected graph with order $n$. Then $\chi_{d d}(G)=n$ if and only if $G=K_{n}$ for $n \in \mathbf{N}$.

Proof. By Theorem 3 (3), $\chi_{d d}(G)=n$, if $G=K_{n}$. We only need to prove the necessity.
Let $G$ be a connected graph with $\chi_{d d}(G)=n$. Suppose that $G \neq K_{n}$. Thus, there exist two vertices, say $x$ and $y$, such that they are not adjacent and they have a common neighbor in $G$. Now, we define a coloring of $G$ in which $x$ and $y$ receive the same color,
and each of the remaining vertices receive a unique color. This is a domination coloring, so $\chi_{d d}(G) \leq n-1$, a contradiction. Thus, $G=K_{n}$, and we obtain the result.

## 4. Domination Coloring in Some Classes of Graphs

In this section, we further research the domination coloring of some classes of graphs, including the split graphs, the generalized Petersen graphs $P(n, 1)$, corona products, and edge corona products.

### 4.1. Domination Coloring for Split Graphs

We study the domination chromatic number of split graphs in this subsection.
A graph $G$ is called a split graph if its vertex set can be partitioned into a clique and an independent set.

Theorem 8. Let $G$ be a split graph with split partition $(K, I)$ and its maximum clique is of order $k$. If there exists a dominating set $D$ of $G$, such that $D \subseteq K$, and every vertex in I is adjacent to at least one vertex in $K-D$ and nonadjacent to at least one vertex in $K-D$, then $\chi_{d d}(G)=k$.

Proof. Consider a minimum domination coloring of $G$. Obviously, $\chi_{d d}(G) \geq k$. We give now a construction that yields a domination coloring of $G$ with $k$ colors.

First, we give to each vertex of $D$ a unique new color from the set $\{1, \ldots, p\}$ and each vertex of $K-D$ a unique new color from the set $\{1, \ldots, q\}$, where $p+q=k$. We arrange the vertices in $K-D$ according to a circular order function defined on the set $\{1, \ldots, q\}$ as follows:

$$
j \in\{1, \ldots, q\} \Longrightarrow n \operatorname{ext}(j)=j \bmod (k)+1 .
$$

We now color the vertices of the independent set $I$ of the split graph $G$. Let $i$ be a vertex of $I$ and let $N(i)$ be the set (of colors) of its neighbors. The color of $i$ is given by the following formula:

$$
c(i)=\min \{j: j \in\{\{1, \ldots, q\} \backslash N(i)\} \wedge \operatorname{next}(j) \in N(i)\} .
$$

Since every vertex $i$ in $I$ is adjacent to at least one vertex in $K-D$ and nonadjacent to at least one vertex in $K-D$, at least one color from the set $\{1, \ldots, q\}$ would be available for $i$. Thus, every vertex in $G$ is properly colored. On the one hand, given that $D \subseteq K$ is a dominating set of $G$, each vertex dominates a color class formed by a vertex of $D$. On the other hand, from the above construction, each color class formed by a vertex of $D$ is obviously dominated, and one can observe that each color $j$ will appear only in the neighborhood of the vertex from the clique colored with the color next ( $j$ ). Thus, we obtain that the proposed construction gives a domination coloring for the split graph $G$ with $k$ colors.

### 4.2. Domination Coloring for Generalized Petersen Graphs $P(n, 1)$

In this subsection, we determine the domination chromatic number of the generalized Petersen graph $P(n, 1)$.

Let $n$ and $k$ be positive integers with $n \geq 3$ and $k \leq n-1$. The generalized Petersen graph $P(n, k)$ is the graph with $V(P(n, k))=\left\{u_{1}, u_{2}, u_{3}, \cdots, u_{n}\right\} \cup\left\{v_{1}, v_{2}, v_{3}, \cdots, v_{n}\right\}$ and $E(P(n, k))=\left\{v_{i} v_{i+1}: 1 \leq i \leq n\right\} \cup\left\{v_{i} u_{i}: 1 \leq i \leq n\right\} \cup\left\{u_{i} u_{i+k}: 1 \leq i \leq n\right\}$ where the addition in the subscript is modulo $n$.

The Cartesian product $G \square H$ of two graphs $G$ and $H$ is the graph with $V(G \square H)=$ $V(G) \times V(H)$ and $E(G \square H)=\left\{\left(g_{1}, h_{1}\right)\left(g_{2}, h_{2}\right): g_{1}=g_{2}\right.$ and $h_{1} h_{2} \in E(H)$ or $h_{1}=$ $h_{2}$ and $\left.g_{1} g_{2} \in E(G)\right\}$.

The generalized Petersen graph $P(n, 1)$ is isomorphic to the Cartesian product $C_{n} \square K_{2}$. We now proceed to determine $\chi_{d d}(P(n, 1))$.

Theorem 9. For the generalized Petersen graph $P(n, 1)$, we have

$$
\chi_{d d}(P(n, 1))= \begin{cases}n, & n \equiv 0(\bmod 4) \\ n+1, & \text { otherwise } .\end{cases}
$$

Proof. The result is obvious when $n=3$. Now, let $n=4 k+j$ where $k \geq 1$ and $0 \leq j \leq 3$. Let $\mathcal{S}=\left\{N\left[v_{4 i-3}\right]: 1 \leq i \leq k\right\} \cup\left\{N\left[u_{4 i-1}\right]: 1 \leq i \leq k\right\}$. Then $\mathcal{S}$ is a family of $2 k$ disjoint closed neighborhoods in $P(n, 1)$. We consider the following cases:

Case $1 . j=0$.
In this case, $\mathcal{S}$ covers all the vertices of $P(n, 1)$. For each closed neighborhood $N[x]$ in $\mathcal{S}$, give a color to the vertex $x$ and another color to the neighbors of $x$. Obviously, $\mathcal{C}=\left\{\left\{v_{4 i-3}\right\}: 1 \leq i \leq k\right\} \cup\left\{\left\{N\left(v_{4 i-3}\right)\right\}: 1 \leq i \leq k\right\} \cup\left\{\left\{u_{4 i-1}\right\}: 1 \leq i \leq k\right\} \cup$ $\left\{\left\{N\left(u_{4 i-1}\right)\right\}: 1 \leq i \leq k\right\}$ is a domination coloring of $P(n, 1)$. Thus, $\chi_{d d}(P(n, 1)) \leq 4 k=n$. On the other hand, any two disjoint closed neighborhoods in $\mathcal{S}$ cannot have a common color, which will result in some vertices having no color class to dominate, and some color classes will not dominate by any vertex. In this sense, $\chi_{d d}(P(n, 1)) \geq 4 k=n$. Therefore, $\chi_{d d}(P(n, 1))=4 k=n$.

Case 2. $j=1$.
In this case, $\mathcal{S}$ is a collection of $2 k$ disjoint closed neighborhoods in $P(n, 1)$ and the vertices $v_{n-1}$ and $u_{n}$ are not covered by $\mathcal{S}$. Similar to Case 1 , give two colors to each closed neighborhood in $\mathcal{S}$ and two new colors to $v_{n-1}$ and $u_{n}$. Then, $\mathcal{C}=\left\{\left\{v_{4 i-3}\right\}\right.$ : $1 \leq i \leq k\} \cup\left\{\left\{N\left(v_{4 i-3}\right)\right\}: 1 \leq i \leq k\right\} \cup\left\{\left\{u_{4 i-1}\right\}: 1 \leq i \leq k\right\} \cup\left\{\left\{N\left(u_{4 i-1}\right)\right\}: 1 \leq i \leq\right.$ $k\} \cup\left\{v_{n-1}\right\} \cup\left\{u_{n}\right\}$ is a domination coloring of $P(n, 1)$. Thus, $\chi_{d d}(P(n, 1)) \leq 4 k+2=n+1$. On the other hand, to ensure that every vertex dominate a color class and every color class is dominated by a vertex, the vertices $v_{n-1}$ and $u_{n}$ should be colored uniquely, respectively. Hence, $\chi_{d d}(P(n, 1)) \geq 4 k+2=n+1$. Therefore, $\chi_{d d}(P(n, 1))=4 k+2=n+1$.

Case 3. $j=2$.
In this case, $\mathcal{S}$ is a collection of $2 k$ disjoint closed neighborhoods in $P(n, 1)$ and the vertices $v_{n-2}, v_{n-1}, u_{n-1}$ and $u_{n}$ are not covered by $\mathcal{S}$. $\mathcal{C}=\left\{\left\{v_{4 i-3}\right\}: 1 \leq i \leq k\right\} \cup$ $\left\{\left\{N\left(v_{4 i-3}\right)\right\}: 1 \leq i \leq k\right\} \cup\left\{\left\{u_{4 i-1}\right\}: 1 \leq i \leq k\right\} \cup\left\{\left\{N\left(u_{4 i-1}\right)\right\}: 1 \leq i \leq k\right\} \cup$ $\left\{v_{n-2}, u_{n-1}\right\} \cup\left\{v_{n-1}\right\} \cup\left\{u_{n}\right\}$ is a domination coloring of $P(n, 1)$. Thus, $\chi_{d d}(P(n, 1)) \leq$ $4 k+3=n+1$. On the other hand, to ensure the domination properties, the vertices $v_{n-2}$, $v_{n-1}, u_{n-1}$ and $u_{n}$ need at least three new colors. Hence, $\chi_{d d}(P(n, 1)) \geq 4 k+3=n+1$. Therefore, $\chi_{d d}(P(n, 1))=4 k+3=n+1$.

Case $4 . j=3$.
In this case, $\mathcal{S} \cup N\left[v_{4 k+1}\right]$ is a collection of $2 k+1$ disjoint closed neighborhoods in $P(n, 1)$ and the vertices $u_{n-1}$ and $u_{n}$ are not covered by these neighborhoods. Then $\mathcal{C}=$ $\left\{\left\{v_{4 i-3}\right\}: 1 \leq i \leq k\right\} \cup\left\{\left\{N\left(v_{4 i-3}\right)\right\}: 1 \leq i \leq k\right\} \cup\left\{\left\{u_{4 i-1}\right\}: 1 \leq i \leq k\right\} \cup\left\{\left\{N\left(u_{4 i-1}\right)\right\}:\right.$ $1 \leq i \leq k\} \cup\left\{v_{4 k+1}\right\} \cup\left\{N\left(v_{4 k+1}\right)\right\} \cup\left\{u_{n-1}\right\} \cup\left\{u_{n}\right\}$ is a domination coloring of $P(n, 1)$. Thus, $\chi_{d d}(P(n, 1)) \leq 4 k+4=n+1$. Similar to the above analysis, $\chi_{d d}(P(n, 1)) \geq 4 k+4=$ $n+1$. Therefore, $\chi_{d d}(P(n, 1))=4 k+4=n+1$.

Thus, the result follows.

### 4.3. Domination Coloring for Corona Products

For graphs $G$ and $H$, the corona product $G \circ H$ is obtained from one copy of $G$ and $n(G)$ copies of $H$ by joining with an edge each vertex of the $i$ th copy of $H, i \in[n(G)]$, to the $i$ th vertex of $G$. If $v \in V(G)$, then the copy of $H$ in $G \circ H$ corresponding to $v$ will be denoted by $H_{v}$. We may consider the vertex set of $G \circ H$ to be

$$
V(G \circ H)=V(G) \cup\left(\bigcup_{v \in V(G)} V\left(H_{v}\right)\right) .
$$

The dominator and dominated chromatic numbers of corona products are already known.
Theorem 10 ([36]). If $G$ and $H$ are graphs, then $\chi_{d}(G \circ H)=n(G)+\chi(H)$.

Theorem 11 ([33]). If $G$ and $H$ are graphs, then $\chi_{\text {dom }}(G \circ H)=n(G) \chi(H)$.
We now give a general result for the domination chromatic number of corona products.
Theorem 12. If $G$ and $H$ are graphs, then $\chi_{d d}(G \circ H) \leq n(G)(\chi(H)+1)$.
Proof. Set $n=n(G)$ and color $G \circ H$ as follows. First, we color each vertex of $V(G)$ an unique color. Second, we properly color every copy of $H$ with $\chi(H)$ distinct colors. Clearly, the obtained coloring is a domination coloring of $G \circ H$. Indeed, each vertex $v \in V(G)$ forms a color class of cardinality 1 and the color class $\{v\}$ is dominated by any adjacent vertices of $v$, while each vertex from $H_{v}$ is adjacent to the vertex $v$ and dominate the color class $\{v\}$, the color class formed by vertices in $H_{v}$ is dominated by the corresponding vertex $v$. Therefore, $\chi_{d d}(G \circ H) \leq n(G)(\chi(H)+1)$.

### 4.4. Domination Coloring for Edge Corona Products

For graphs $G$ and $H$, the edge corona $G \diamond H$ is obtained by taking one copy of $G$ and $m(G)$ disjoint copies of $H$ one-to-one assigned to the edges of $G$, and for every edge $v v^{\prime} \in$ $E(G)$ joining $v$ and $v^{\prime}$ to every vertex of the copy of $H$ associated to $v v^{\prime}$. If $e=v v^{\prime} \in E(G)$, then the copy of $H$ in $G \diamond H$ corresponding to $v v^{\prime}$ will be denoted with $H_{v v^{\prime}}$ (or simply $H_{e}$ ). Hence we may consider the vertex set of $G \diamond H$ to be

$$
V(G \diamond H)=V(G) \cup\left(\bigcup_{v v^{\prime} \in E(G)} V\left(H_{v v^{\prime}}\right)\right) .
$$

The dominator and dominated chromatic numbers of edge corona products have been studied, which were related to the matching number $\alpha^{\prime}$ and the vertex cover number $\beta$.

Theorem 13 ([36]). If $G$ and $H$ are graphs, then $\chi_{d}(G \diamond H)=\beta(G)+\chi(H)+1$.
Theorem 14 ([36]). If $G$ is a graph without pendant vertices, then $\chi_{\text {dom }}(G \diamond H) \geq \alpha^{\prime}(G) \chi(H)+$ $\chi_{\text {dom }}(G)$.

Theorem 15 ([36]). If $G$ has $k$ pendant vertices, then $\chi_{\text {dom }}(G \diamond H) \geq \alpha^{\prime}(G) \chi(H)+k$.
Theorem 16 ([36]). If $G$ and $H$ are graphs, then $\chi_{\text {dom }}(G \diamond H) \leq \beta(G) \chi(H)+\chi_{\text {dom }}(G)$, with equality when $G$ is bipartite graph without pendant vertices.

In the following, we give a general result for the domination chromatic number of edge corona products.

Theorem 17. If $G$ and $H$ are graphs, then $\chi_{d d}(G \diamond H) \leq \beta(G)(\chi(H)+2)$.
Proof. Let $K=\left\{v_{1}, \cdots, v_{\beta(G)}\right\}$ be a minimum vertex cover of $G$, so that $|K|=\beta(G)$. Partition $E(G)$ into subsets of edges $E_{1}, \cdots, E_{\beta(G)}$, such that if $e \in E_{i}$, then $v_{i}$ is an endpoint of $e, i=1, \cdots, \beta(G)$. Partition $V-K$ into subsets of vertices $V_{1}, \cdots, V_{\beta(G)}$, such that if $u \in V_{i}$, then $u v_{i} \in E_{i}, i=1, \cdots, \beta(G)$. It is clear that such partitions always exists since $K$ is a vertex cover. Notice that each $V_{i}$ is a independent set, $i=1, \cdots, \beta(G)$.

Now, define a coloring $c$ of $G \diamond H$ as follows. First, for each set of edges $E_{i}$, reserve private $\chi(H)$ colors and color with each of the corresponding subgraphs $H_{e}, e \in E_{i}$. Second, color the vertices of $K$ with $\beta(G)$ colors. Third, color the vertices of $V_{1}, \cdots, V_{\beta(G)}$ with additional $\beta(G)$ colors. Then, $c$ is the domination coloring of $G \diamond H$. Indeed, each vertex in each $H_{e}$ dominate a corresponding color class $\left\{v_{i}\right\}$, and the color classes of those copies of $H$ with common $\chi(H)$ colors are dominated by the corresponding vertex $v_{i}$. For each vertex $v_{i}$ in $K$, there exist color classes dominated by $v_{i}$. Moreover, the color class $\left\{v_{i}\right\}$ can be dominated by any adjacent vertex of $v_{i}$. Moreover, each vertex in $V_{i}$
dominates the color class $\left\{v_{i}\right\}$, and the color class $V_{i}$ is dominated by vertex $v_{i}$. Hence, $\chi_{d d}(G \diamond H) \leq \beta(G)(\chi(H)+2)$.
5. Graphs with $\chi_{d d}(G)=\chi(G)$

For any graph $G$, we have $\chi_{d d}(G) \geq \chi(G)$. In this section, we investigate graphs for which $\chi_{d d}(G)=\chi(G)$.

The following theorem directly follows from Proposition 1.
Theorem 18. Let $G$ be a connected graph, if $\gamma(G)=1$, then $\chi_{d d}(G)=\chi(G)$.
A unicyclic graph is a graph that contains only one cycle. In the following, we characterize unicyclic graphs with $\chi_{d d}=\chi$.

Theorem 19. Let $G$ be a connected unicyclic graph. Then $\chi_{d d}(G)=\chi(G)$ if and only if $G$ is isomorphic to $C_{3}$ or $C_{4}$ or $C_{5}$ or the graph obtained from $C_{3}$ by attaching any number of leaves at one vertex of $C_{3}$.

Proof. For the sufficiency, the result is obvious if $G$ is the graph meet conditions. We consider only the necessity. Let $G$ be a connected unicyclic graph with $\chi_{d d}(G)=\chi(G)$, and $C$ the unique cycle of $G$.

Case 1. If $C$ is an even cycle, then $\chi(G)=2$ and $\chi_{d d}(G)=2$. It follows that $G$ cannot contain any other vertices not on $C$, otherwise $\chi_{d d}(G) \geq 3$. By Theorem 3(2), $G=C_{4}$.

Case 2. If $C$ is an odd cycle, then $\chi_{d d}(G)=\chi(G)=3$. Suppose there exists a support vertex $x$ not on $C$. Since $x$ or the leaf is a color class in each $\chi_{d d}$-coloring of $G$, it follows that $\chi_{d d}(G) \geq 4$, which is a contradiction. Hence, all of the support vertices lie on $C$, and any vertex not on $C$ is a leaf. Moreover, the number of support vertices is at most one. Otherwise, it follows that some color classes are not dominated, since there exists some $\chi_{d d}$-coloring of $G$ in which every support vertex appears as a singleton color class.

Case 2.1. If $|C|=3$, then $G$ is isomorphic to $C_{3}$ or the graph obtained from $C_{3}$ by attaching any number of leaves at exactly one vertex of $C_{3}$.

Case 2.2. Suppose that $|C| \geq 5$. If there exists a support vertex $x$ on $C$, then there exists a $\chi_{d d}$-coloring $\left\{V_{1}, V_{2},\{x\}\right\}$ of $G$, such that $V_{1}$ contains all of the leaves of $x$. Now, we get two vertices $u$ and $v$ on $C$, such that $u \in V_{1}, v \in V_{2}$, both $u$ and $v$ are not adjacent to $x$. Clearly, $v$ does not dominate any color class and the color class $V_{1}$ is not dominated by any vertex, which is a contradiction. Thus, $G$ has no support vertices and $G=C$. By Theorem 3(2), $G=C_{5}$. So, the theorem follows.

For the complete graph $K_{n}$, we know that $\chi_{d d}\left(K_{n}\right)=\chi\left(K_{n}\right)=n$. Next, we construct a family of graphs by attaching leaves at some vertices of the complete graph. We denote by $\mathcal{K}_{n}^{m}$ the family of graphs obtained by attaching leaves at $m$ vertices of $K_{n}, 1 \leq m \leq n$. We take no account of the number of leaves attached at any vertex in the notation, since it does not impact the domination chromatic number. Moreover, we denote any element in $\mathcal{K}_{n}^{m}$ by $K_{n}^{m}$. For example, a instance of $K_{5}^{2}$ is shown in Figure 4.


Figure 4. A instance of $K_{5}^{2}$.

Theorem 20. For $m \leq\left\lfloor\frac{n}{2}\right\rfloor, \chi_{d d}\left(K_{n}^{m}\right)=\chi\left(K_{n}^{m}\right)$.
Proof. For any $1 \leq m \leq n, K_{n}^{m}$ is $n$-colorable. So, $\chi\left(K_{n}^{m}\right)=n$. Next, we consider a domination coloring of $K_{n}^{m}$. On the one hand, vertex-attached leaves should be partitioned into a singleton color class, since each leaf has to dominate a color class formed by its only neighbor. On the other hand, leaves attached to different vertices have to be partitioned into different color classes, otherwise, there exists no vertex dominating the color class. Thus, at most $\left\lfloor\frac{n}{2}\right\rfloor$ vertices can be attached to leaves of $K_{n}$, in order to guarantee that $K_{n}^{m}$ is $n$-domination colorable. The result follows.

## 6. Conclusions

In this paper, we introduce the concept of domination coloring where both vertices and color classes should satisfy the domination property. Moreover, an application of domination coloring in a social network scenario is presented. We prove the $k$-domination coloring problem is NP-complete by a reduction from the k-coloring problem. We provide basic results and properties of the domination chromatic number $\chi_{d d}(G)$, and further research $\chi_{d d}(G)$ of the split graphs, the generalized Petersen graphs $P(n, 1)$, the corona products, and edge corona products. In particular, we establish a relationship between the domination chromatic number and other graph parameters, such as the matching number, the vertex cover number, and the clique number. Moreover, we provide sufficient and necessary conditions for connected unicyclic graphs with $\chi_{d d}=\chi$, and construct a class of graphs with $\chi_{d d}=\chi$. Our future work will focus on the relationships among the domination chromatic number, the domination number, and the chromatic number, and discuss graphs with $\chi_{d d}=\chi, \chi_{d d}=\gamma, \chi_{d d}=\chi \cdot \gamma$. Moreover, we will explore the application of domination coloring in practice.
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