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Inflammation is the body’s response to injury or infection. As early as 2000 years ago, the Roman
encyclopaedist Aulus Cornelius Celsus recognised four cardinal signs of this response—redness,
heat, swelling and pain; a fifth sign is loss of function. The underlying cause of these common
symptoms remained a mystery until the 19th century, when Rudolf Virchow “claim(ed) for the
leukocyte a place in the field of pathology” [1]. It is now widely recognised that all inflammatory
responses involve migration of leukocytes (white blood cells) to the affected tissues, where they
accumulate and carry out a plethora of functions including elimination of pathogens, regulation of
immunity and tissue repair.

While leukocyte recruitment is a beneficial response to pathogen invasion, we are all too familiar
with the detrimental roles it can play in numerous diseases. As an example, in allergic asthma,
the recruited leukocytes include eosinophils, which can then undergo degranulation, releasing toxic
proteins that induce airway constriction and difficulty breathing [2]. In this case, the inflammatory
response causes more damage than the initial stimulus (the allergen), so it would be beneficial to
suppress the leukocyte recruitment. The same is true in many other inflammatory diseases, such as
atherosclerosis, rheumatoid arthritis, multiple sclerosis, dermatitis, etc. However, it is essential that
such a therapeutic strategy should not suppress inflammation so much as to make the patient
susceptible to infections. To successfully achieve the right balance between the “yin and yang” of
inflammation, we need to understand the biochemical mechanisms underlying leukocyte recruitment.

Enter chemokines and chemokine receptors. Over a period of about 20 years beginning in the late
1980s, researchers discovered a family of related proteins that are secreted by various cell types as an
early response to tissue damage and attract leukocytes towards the affected tissues. These proteins
were named chemokines (chemotactic cytokines) due to their ability to induce chemotaxis, which is
migration of cells towards a chemical stimulus. They elicit this function by activating chemokine
receptors, a family of G protein-coupled receptors expressed on the surfaces of leukocytes. Importantly,
different types of leukocytes express different chemokine receptors, so much of the selectivity of
leukocyte responses, i.e., which types of leukocytes are recruited in a given situation, arises from
the complementarity between the specific chemokines expressed in the affected tissues and the
specific receptors expressed on the different leukocytes. The chemokine–receptor network was clearly
an attractive target to suppress unwanted inflammation while still enabling appropriate responses
to pathogens.

Following the discovery of chemokines and their receptors, there has been an enormous body
of research exploring their roles in normal physiology and inflammatory diseases as well as the
mechanistic basis of their activity. Indeed, a PubMed search for “chemokine” now gives almost
150,000 hits. Pick an inflammatory disease of interest and there is a good chance you will be able to
find analyses of affected tissues showing the types of leukocytes recruited and elevated concentrations
of the chemokines responsible. In many cases, knockout mice or pharmacological inhibition studies
have shown that eliminating the relevant chemokine–receptor interactions significantly reduces

Int. J. Mol. Sci. 2017, 18, 2415 1 www.mdpi.com/journal/ijms
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inflammatory symptoms. These results have emboldened drug companies to develop small molecules
or biologics that target chemokine receptors (or occasionally chemokines) and to test them in clinical
trials against a wide range of inflammatory diseases [3].

However, despite much hope and the investment of billions of dollars, the results have been
disappointing and most trials have failed. The reasons are complex and varied but commonly the
tested drugs do not show the same efficacy or target selectivity in humans as they did in animal models.
Perhaps this should not be surprising as the chemokine–receptor networks differ between species,
and drugs that exhibit high specificity in one species could easily have off-target effects in another.
Moreover, even in a single species, inhibition of one receptor may not be sufficient to block a response
if alternative, compensatory receptors are still active.

Clearly, much of the difficulty in successfully targeting chemokines and their receptors arises from
the complexity of their biology. Not only are these protein families extensive and promiscuous but
there are numerous mechanisms known by which their activities are modulated. Despite a substantial
body of basic research, our understanding of these mechanisms remains incomplete and more work
is needed. Fortunately, chemokines and their receptors have caught the attention of many basic
researchers who continue to explore their structures, biochemical functions, modes of interaction,
pharmacology and mechanisms of regulation. This Special Issue highlights a variety of approaches
being taken to elucidate these aspects of chemokine–receptor function.

As an introduction to this Special Issue, my colleagues and I have reviewed the variety of
mechanisms by which chemokines and their receptors can be regulated [4], summarized schematically
in Figure 1 of this review. We give an overview of the two protein families, and their network of selective
interactions and we discuss what is known about the structural basis of these interactions. We highlight
the variation of chemokine and receptor primary sequences through polymorphisms, mutations,
splice variants and proteolytic modifications and we describe a variety of other post-translational
modifications that can enhance or reduce their functions, either directly or by altering their stability
or localization. In addition, we explore the complexity of downstream cellular signals stimulated
by chemokines acting upon their receptors and give a brief overview of natural and synthetic
inhibition approaches.

Our review also touches on the oligomerization of both chemokines and chemokine receptors and
the interactions of chemokine oligomers with glycosaminoglycans (GAGs), which affects biological
activity by enabling the formation of chemokine gradients that promote leukocyte chemotaxis.
These latter two topics are discussed in more detail in two other review articles in this issue. Miller and
Mayo provide an in-depth analysis of the tertiary and quaternary structures of chemokines, and their
functional consequences, with a particular focus on the phenomenon of heterodimerization [5].
Considering that most chemokines homodimerize and the dimerization interfaces are largely conserved
within each of the two major subfamilies of chemokines (CC and CXC), it makes sense that different
chemokines from the same subfamily can form heterodimers with each other. This greatly increases
the number of dimeric species that could be present within the biological milieu, binding to GAGs and
swapping chemokine protomers with each other. As discussed by Thompson et al. [6], the situation is
further complicated by the variety of different GAG structures, the influence of GAGs on chemokine
oligomers and the effects of the tissue microenvironment.

The interplay between chemokine heterodimerzation and GAG binding is evident in the two
articles by Brown et al. in this Special Issue [7,8]. First, they show that the chemokine CXCL7,
which exists in equilibrium between monomeric and dimeric forms, is able to bind to GAGs even
in its monomeric state [7], although structural modeling suggests that dissociation from GAGs is a
prerequisite for receptor binding. Second, they demonstrate that CXCL7 heterodimerizes with several
other CXC chemokines and they use a trapped heterodimer to show that the GAG interactions of the
heterodimer are distinct from those of the CXCL7 monomer [8].

In addition to their heterogeneity of three-dimensional structure and GAG-binding, chemokines
can also vary substantially in their covalent molecular structures due to heterogeneous
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post-translational modifications. One common modification is limited proteolysis, which commonly
alters the functionally important N-terminal regions of chemokines. Illustrating this effect,
Metzemaekers et al. show that three chemokine ligands of the receptor CXCR3 are all inactivated
by N-terminal cleavage but that GAGs protect the chemokines from this cleavage while also competing
with the receptor for chemokine binding [9]. Another post-translational modification of chemokines
is the nitration of various amino acid side chain groups by reactive nitrogen species. In their review
article, Thompson et al. [6] discuss this modification and its consequences for recognition of both
chemokine receptors and GAGs. An additional modification, investigated by Nguyen et al. [10],
is the cyclization of an N-terminal glutamine residue to yield pyroglutamate. Considering the
importance of the chemokine N-terminus for function, this modification has the potential to
influence receptor interactions. However, the authors show that pyroglutamate formation (and other
N-terminal modifications) do not substantially affect the potency of 5P12-RANTES, a variant of
RANTES/CCL5 that inhibits HIV entry via the chemokine receptor CCR5. They also define the kinetics
of N-terminal cyclization, which may influence the functions of other chemokines such as the monocyte
chemoattractant proteins (MCPs).

Just as chemokines may be post-translationally modified, so too can their receptors. One important
modification is the sulfation of tyrosine residues in the N-terminal regions of the receptors, thought
to be the initial site of chemokine interaction. A number of previous studies have demonstrated
that tyrosine sulfation enhances chemokine binding affinity and, in some cases, can alter chemokine
binding selectivity [11]. In this Special Issue, Moussouras et al. provide a new example of the latter
effect [12]. They demonstrate the application of computational solvent mapping to identification
of sulfotyrosine-binding hot spots on the surfaces of several CXC chemokines and experimentally
validate their prediction that sulfotyrosine would bind specifically to some chemokines but not others.

Studies of tyrosine sulfation of chemokine receptors (and other proteins) have been challenging
due to the difficulties generating sufficient quantities of homogeneously sulfated receptors or receptor
fragments. In spite of recent progress in these methods [13], sulfated proteins and peptides will always
suffer from marginal and variable stability. Therefore, it may be advantageous to use sulfotyrosine
analogues with enhanced stability. To this end, Phillips et al. present a comparison of CCR7-derived
peptides containing sulfotyrosine and the more stable analogue phosphotyrosine [14]. Importantly,
they show that the phosphorylated peptides retain the same binding site specificity as the sulfated
peptides, thus supporting their future utility as sulfopeptide surrogates.

It is well established that cells expressing chemokine receptors exhibit a variety of signaling
responses to the cognate chemokine ligands of those receptors. In this Special Issue, Adamski et al.
report a remarkable variation on this paradigm, showing that cells expressing the chemokine CXCL16
can also respond to the corresponding receptor CXCR6 [15]. This “reverse signaling” effect is
only possible because the chemokine domain of CXCL16 is linked, via a long mucin stalk, to a
transmembrane helix and a short cytoplasmic domain. The authors demonstrate that the reverse
signaling is reliant on the cytoplasmic domain of CXCL16. Moreover, their finding that CXCL16
expression was increased in fast-migrating glioblastoma cells suggests that the observed reverse
signaling may have important consequences for tumor cell migration (metastasis).

In searching for effective strategies to inhibit chemokines and their receptors, researchers have
explored a wide variety of approaches. One approach is to use proteins naturally produced by
pathogens to suppress chemokine-mediated inflammation during infection. To this end, Nguyen et al.
describe their biophysical studies of two poxvirus proteins, one of which broadly inhibits mammalian
chemokines while the other inhibits chemokine receptors [16]. They find that these two proteins
bind extremely tightly to each other and propose a structural basis for the high affinity interaction.
This study may help to guide the development of protein-based therapeutics but also raises questions
about the balance between these proteins binding to each other versus inhibiting host inflammation
during viral infection.
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Although inhibition of chemokines or their receptors is an attractive strategy against inflammation
and tumor metastasis, a confounding factor is that some chemokine–receptor interactions have
important homeostatic or protective functions. An example is described by Sakumoto et al., who report
that the expression levels of several chemokines and chemokine receptors are elevated in the
endometrium of cows during pregnancy [17]. The increase in some of these proteins appears to
be regulated by interferon τ, which acts as a bovine reproductive hormone, leading the authors to
suggest that the chemokines and receptors may contribute to the maintenance of normal endometrial
function during pregnancy.

The articles in this Special Issue emphasize the remarkable range of mechanisms by which the
chemokine–receptor network is regulated in nature and can potentially be controlled therapeutically.
The diversity of these mechanisms underlines the ongoing evolutionary battle between pathogens and
their hosts and the subtle balance between beneficial and detrimental biological outcomes. While much
remains to be learned, fundamental mechanistic studies, such as those described herein, will continue
to provide invaluable guidance in the development of effective pharmaceutical interventions for many
inflammatory diseases.
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Abstract: The interactions of chemokines with their G protein-coupled receptors promote the
migration of leukocytes during normal immune function and as a key aspect of the inflammatory
response to tissue injury or infection. This review summarizes the major cellular and biochemical
mechanisms by which the interactions of chemokines with chemokine receptors are regulated,
including: selective and competitive binding interactions; genetic polymorphisms; mRNA
splice variation; variation of expression, degradation and localization; down-regulation by
atypical (decoy) receptors; interactions with cell-surface glycosaminoglycans; post-translational
modifications; oligomerization; alternative signaling responses; and binding to natural or
pharmacological inhibitors.

Keywords: chemokine; chemokine receptor; regulation; binding; expression; glycosaminoglycan;
post-translational modification; oligomerization; signaling; inhibitor

1. Introduction

It has long been recognized that a hallmark feature of the inflammatory response is the
accumulation of leukocytes (white blood cells) in injured or infected tissues, where they remove
pathogens and necrotic tissue by phagocytosis and proteolytic degradation. A major advance in our
understanding of the molecular mechanisms underlying leukocyte migration (trafficking) was the
discovery of the chemokines and chemokine receptors [1–3]. Chemokines are small proteins expressed
in tissues during normal immune surveillance or in response to injury or infection. They subsequently
bind and activate chemokine receptors, G protein-coupled receptors (GPCRs) imbedded in the cell
membranes of leukocytes, thereby inducing leukocyte adhesion to the vessel wall, morphological
changes, extravasation into the inflamed tissue, and chemotaxis along the chemokine gradient to the
site of injury or infection [1].

In addition to their roles in leukocyte trafficking, chemokine activation of chemokine receptors
can give rise to a variety of additional cellular and tissue responses, including proliferation, activation,
differentiation, extracellular matrix remodeling, angiogenesis, and tumor metastasis [4–7]. Moreover,
two major pathogens (HIV-1 and the malarial parasite Plasmodium vivax) have evolved mechanisms to
utilize chemokine receptors to invade host cells [8,9], and other viruses or parasites produce proteins
that inhibit chemokines or their receptors so as to suppress the host immune response. Due to their
central roles in inflammation, many chemokine receptors (and to a lesser extent chemokines) have
been identified as potential therapeutic targets in a wide range of inflammatory diseases [10].

Considering the importance of chemokine-receptor interactions in responding to environmental
threats but the potential risks of excessive leukocyte recruitment, it is perhaps not surprising that
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numerous mechanisms (summarized in Figure 1) have evolved to regulate the activities of both
chemokines and their receptors. These mechanisms may involve modulation of the concentrations of
these proteins in specific tissues, changes in their molecular structures, or alteration of their interactions,
all of which will influence leukocyte trafficking. This Special Issue of the International Journal of
Molecular Sciences focuses on the natural and pharmacological mechanisms by which the activities of
chemokines and their receptors can be regulated. In this review article, we provide an overview and
highlight illustrative examples of these biochemical and cellular mechanisms.

 

Figure 1. Schematic overview of regulation mechanisms of the chemokine-receptor network.
Abbreviations: PTM: post-translational modification; RBC: red blood cell. Arrows in red, purple,
green and orange indicate processes involving chemokines, chemokine receptors, viral chemokines
and atypical receptors, respectively.
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2. The Chemokine and Chemokine Receptor Protein Families

2.1. The Chemokine Protein Family

Chemokines are small proteins (usually ~70–80 amino acid residues) with conserved sequence and
structural features. The human genome and other mammalian genomes each encodes approximately
50 different chemokines (Figure 2), which are classified into two major subfamilies (CC and CXC)
and two minor subfamilies (CX3C and XC) based on the spacing of conserved cysteine residues
approximately 10 residues from the N-terminal end of the peptide chain. In the CC, CXC, and CX3C
subfamilies, the two Cys residues (which form disulfide bonds to other conserved Cys residues within
the chemokine) are separated by 0, 1, and 3 residues, respectively, whereas in the XC subfamily
the second Cys (and its disulfide bond partner) are absent from the sequence. Chemokines are
designated according to their subfamily classification by systematic names composed of a prefix (CCL,
CXCL, CX3CL, or XCL; “L” signifies a ligand as opposed to a receptor) followed by an identifying
number. However, most chemokines also have common or historical names relating to their earliest
characterized functions. Herein we use the systematic names but also give the common name (or
abbreviation) of each chemokine when it is first mentioned.

 

Figure 2. The human chemokine-receptor network. Human chemokines and receptors are listed
with symbols indicating whether they are specified as agonists or antagonists (or not specified) in the
IUPHAR database. Note that, although CXCL1 is listed as a CXCR1 agonist in IUPHAR, the database
reference suggests that it is actually an antagonist [11].
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In addition to the sequence classification, chemokines have also been categorized based on their
biological roles. Whereas most chemokines are considered proinflammatory because their expression is
induced in response to tissue damage, a small subset are classified as constitutive as they are expressed
in healthy tissue and play roles in maintaining normal immune functions such as lymphocyte homing
to the bone marrow.

2.2. The Chemokine Receptor Protein Family

Chemokine receptors are GPCRs—integral membrane proteins composed of seven
transmembrane helical segments. Different subsets of leukocytes express different arrays of chemokine
receptors enabling them to respond to the appropriate ligands. Upon binding to their cognate
chemokine ligands, the receptors undergo conformational changes giving rise to activation of
intracellular effectors (G proteins or β-arrestins), initiation of signal transduction pathways and,
ultimately, cellular responses. As discussed below, some chemokines may bind to receptors without
inducing transmembrane signals and a few receptors (known as atypical receptors) are not G
protein-coupled but still bind to chemokines.

Mammalian genomes each encode approximately 20 chemokine receptors (Figure 2). Because
the receptors were discovered after the chemokines and most of them are selective for members of
one chemokine subfamily, they are classified according to the subfamily of chemokines to which most
of their ligands belong. Thus, receptors are named using the prefixes CCR, CXCR, CX3CR, and XCR
followed by an identifying number.

2.3. Selectivity of Chemokine-Receptor Interactions

Most chemokines bind and activate several receptors. Similarly, most chemokine receptors
respond to multiple chemokine ligands. This selectivity of recognition is an intrinsic property of the
chemokine-receptor pair, i.e., a consequence of their amino acid sequences. However, selectivity can
be altered by modification of the proteins (see below). Initially, the existence of multiple ligands for the
same receptor was thought to represent biochemical redundancy. However, it is now often argued to be
a sophisticated strategy enabling fine tuning of leukocyte responses to different inflammatory stimuli.

Figure 2 illustrates the complexity of chemokine-receptor recognition and selectivity. Notably,
others reviews of chemokines and receptors often show similar illustrations, but typically these
diagrams all differ from each other in their details, depending on the source of the information. Indeed
there are numerous apparent inconsistencies in the literature on chemokine-receptor recognition,
indicating that conclusions regarding agonist or antagonist activity are often dependent on such
variables as cell type, growth conditions, source of chemokine, and assays used.

An important consequence of multiple ligands activating the same receptor is that, if they are
present in the same tissues, they would be expected to compete with each other. Thus, the degree
of saturation of a particular receptor by a particular cognate chemokine will depend not only on
the available concentrations of receptor and chemokine but also on the available concentrations of
other chemokines to which the receptor binds and other receptors to which the chemokine binds.
Moreover, in addition to being dependent on the degree of receptor saturation (equilibrium binding),
transmembrane signaling may also be influenced by the association and dissociation rates (kinetics)
of chemokine-receptor pairs. At present, little is known about such kinetic effects. In summary, even
without considering the many additional mechanisms of regulation discussed below, the complexity
of the chemokine-receptor network makes it very difficult to draw direct inferences about receptor
activation simply from measurements of chemokine concentrations and receptor expression levels.

2.4. Structural Basis of Chemokine-Receptor Recognition

The three-dimensional (3D) structures of many chemokines have been determined by NMR
spectroscopy and/or X-ray crystallography [12] and the structures of several chemokine receptors
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have now been solved, including two with bound chemokines [13,14]. Numerous mutational studies
have identified functionally important elements of both chemokines and receptors.

Like other GPCRs, chemokine receptors consist of seven transmembrane helices aligned
approximately parallel to each other and packed together in a compact bundle (Figure 3a) [15–17].
The extracellular face of the receptor includes an extended, largely unstructured N-terminal region and
three connecting loops (extracellular loops, ECL1, 2, and 3), with conserved disulfide bonds connecting
the N-terminus to ECL3 and ECL1 to ECL2; the longest loop, ECL2, contains a β-hairpin structure.
The cytoplasmic face of the receptor includes three additional connecting loops (intracellular loops,
ICL1, 2, and 3) and the C-terminal region, which is truncated in most structures but is expected to
contain an additional helix (helix 8) and the site of attachment for a lipid anchor.

Chemokines fold into a conserved, compact tertiary structure consisting of a 3-stranded
antiparallel β-sheet packed against a single α-helix (Figure 3b). The ~20–25 residues preceding
the first β-strand consist of: an unstructured N-terminal region (~10 residues), the conserved
cysteine-containing motif (CC, CXC, CX3C or C), an irregularly structured loop designated the
“N-loop”, and a single turn of 310-helix. The first conserved cysteine residue forms a disulfide bond
to the “30s loop”, located between the β1- and β2-strands, whereas the second conserved cysteine
residue forms a disulfide bond to the β3-strand. Thus, the disulfides are essential for formation of the
folded chemokine structure and receptor interactions.

Figure 3. Structural basis of chemokine-receptor recognition. (a) One monomer unit of the receptor
CXCR4 (PDB code 4RWS [14]) with extracellular regions labeled; transmembrane helices are colored
salmon (I), orange (II), yellow (III), green (IV), turquoise (V), violet (VI), and magenta (VII). (b) A typical
chemokine monomeric unit (CCL2/MCP-1, PDB code 1DOK [18]) highlighting the critical regions
for receptor recognition. (c) Structure of CXCR4 bound to vMIPII (PDB code 4RWS [14]) showing the
chemokine in pink (N-terminal region in hot pink) and the receptor in gray, with residues proposed to
be involved in transmembrane signaling [19] colored according to their putative roles: blue, chemokine
engagement; green, signal initiation; yellow, signal propagation; red, microswitch residues; magenta,
G protein coupling. In panels (a,c) residues 1-22 are not shown as they were not modeled in the
crystal structure.
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The recent structures of chemokine-bound receptors [13,14], in addition to several structures of
chemokines bound to receptor fragments [20–22], have confirmed two central aspects of the popular
“two-site model” for chemokine-receptor interactions [23] (Figure 3c). First, the N-terminal region of
the receptor binds to a shallow groove formed by the N-loop and β3-strand of the cognate chemokine.
Second, although the chemokine N-terminus is disordered in the free chemokine, it binds to a site
buried within the receptor transmembrane helical bundle, thereby undergoing induced fit to the
receptor. The two-site model implies that these two aspects of the interaction occur sequentially as two
separate steps, representing initial binding and subsequent activation. However, it has now become
clear that elaborations of this model are necessary to explain many subtleties of the chemokine-receptor
network [24]. Importantly, while structures of a few activated GPCRs have now been described [25],
there is no structure for a chemokine-receptor complex in the activated state, so the structural basis
of transmembrane signaling remains to be established. Nevertheless, a recent shotgun mutagenesis
study of CXCR4 has identified a network of interactions likely to participate in signal transmission
during receptor activation (Figure 3c) [19].

3. Genetic and mRNA Splice Variants of Chemokines and Receptors

3.1. Variation Between Species

Chemokine-receptor systems are present in all mammals, as well as some more primitive
vertebrates [26,27], but have been most extensively characterized in humans and mice. Most human
chemokines and receptors have orthologs in mice and vice versa, allowing mouse experiments to
reveal biological functions relevant to human physiology and disease. However, some chemokines
(CCL13/MCP-4, CXCL8/IL-8, CCL14/HCC-1, CCL18/DC-CK-1/PARC) are expressed in humans
but not mice and, conversely, two chemokines (CCL12/MCP-5 and CXCL15/Lungkine) have been
reported in mice but no ortholog has yet been identified in humans [28,29]. Similarly, mice express
the chemokine receptor Ccr1-like1 (Ccr1l1), which is not found in humans [29]. Moreover, it should
be noted that the selectivity of chemokine-receptor binding and activation, their expression patterns
and other mechanisms of functional regulation, may differ between species, so extrapolating the
conclusions of animal experiments to humans should be approached with care.

3.2. Polymorphisms in Chemokine Genes

A variety of polymorphisms have been identified in either the coding or non-coding regions
of chemokine genes. These have the potential to alter expression levels, stability, and interactions
with receptors or other binding partners. Consequently a number of these polymorphisms have been
associated with increased or decreased disease progression.

Seven single nucleotide polymorphisms (SNPs) have been reported in the CCL2/MCP-1 gene.
Four of these are present in the distal regulatory region, one in the promoter region, one in the first
intron and one in the 3′ flanking region [30]. Four of these SNPs are associated with increased levels
of MCP-1 protein expression [30]. In particular, the SNP −2578 A/G, in the distal regulatory region,
increases the level of MCP-1 expression, occurs at higher frequency in individuals with complications
of atherosclerosis such as myocardial infarction and stroke [30,31], and has also been associated with
systemic sclerosis [32], multiple sclerosis [33], rheumatoid arthritis [34], and Alzheimer’s disease [35].
On the other hand, in a large cohort of HIV patients, homozygosity for the MCP-1 −2518 G allele was
associated with a 50% reduction in the risk of acquiring HIV-1, although after infection this MCP-1
genotype enhanced disease progression with a 4.7-fold increased risk of HIV-related dementia [36].

Hellier et al. (2003) [37] have reported two polymorphisms in the promoter region of the
CCL5/RANTES gene. The −403G→A polymorphism has been found to increase CCL5 expression,
thus leading to increased sensitivity to asthma, atopy, and HIV [38]. In contrast, although the
chemokine CCL17/TARC is thought to contribute to allergic disorders, the −431 C/T SNP in the
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gene encoding CCL17 increases chemokine expression without enhancing susceptibility to atopic
dermatitis [38].

The chemokine CXCL12/SDF-1 is the ligand for the receptor CXCR4, which also acts as a
coreceptor for HIV infection of leukocytes, especially T cells. A SNP has been reported in the
3′-untranslated evolutionarily conserved region of the gene encoding CXCL12 and homozygotes
for this SDF1-3′A allele have shown a phenomenal protection against AIDS [39]. One hypothesis is
that the polymorphism leads to overexpression of the chemokine thereby binding a high proportion of
CXCR4 molecules and preventing their interaction with the viral coat protein [40].

Finally, Hellier et al. [37] have reported a polymorphism in the coding region of CCL8/MCP-2,
causing a mutation of Gln-46 to Lys. Although the functional effect of this mutation is currently
unknown [37], this mutation occurs in a region of the chemokine known to be involved in electrostatic
attraction between the positively charged chemokine and negatively charged receptor, so we speculate
that it may influence affinity and potency.

3.3. Polymorphisms in Chemokine Receptor Genes

As noted for chemokine ligands, a number of polymorphisms have also been identified in the
genes encoding chemokine receptors. For example, in CCR2, nine SNPs have been observed that are
associated with susceptibility to and severity of several diseases, including atherosclerosis, pulmonary
disease, multiple sclerosis, HIV and hepatitis C virus infection, and cancer [41–45]. In contrast, the
CCR2 polymorphism 190 G/A, which gives rise to a conservative amino acid change from valine to
isoleucine in the first transmembrane helix of the receptor, is associated with delayed progression
of HIV, apparently because it indirectly reduces the cell surface expression of the HIV-co-receptor
CCR5 [46,47].

CCR5 is the co-receptor for infection of macrophages by M-tropic strains of HIV. A 32bp deletion
in CCR5 to give the variant CCR5-Δ32bp was first identified in 1996 [48,49]. This 32bp region codes
for a region corresponding to the second extracellular loop of CCR5; the deletion causes a frame shift,
leading to early termination of translation, resulting in a truncated non-functional protein, which lacks
three trans-membrane segments of the receptor [50]. Thus, the CCR5-Δ32bp mutation provides strong
protection against HIV-transmission and causes a delay in disease progression [51].

The Duffy antigen receptor for chemokines (DARC) was identified first as the human blood group
antigen, but was later determined to be an atypical chemokine receptor (see below) and the cell-surface
protein used by the malarial parasite Plasmodium vivax to invade red blood cells. A polymorphism
(−46C) in the promoter region of the DARC gene, if homozygous, disturbs the binding site for the
transcription factor GATA-1, thereby reducing DARC expression and yielding protection against
P. vivax infection [52].

3.4. Chemokine Receptor Splice Variants

In addition to genetically encoded mutations, the amino acid sequences of chemokine receptors
can be influenced by alternative splicing of precursor mRNA. For example, CCR2 can exist as two
splice variants, CCR2A (360 amino acids) and CCR2B (374 amino acids), which differ from each other
in their carboxy terminal regions [53]. Bartoli et al. [54] have shown that these isoforms are expressed
in different cell types in idiopathic inflammatory myopathies. As another example, CXCR3, which
is found to be involved in cancer metastasis and inflammatory diseases, exists in three differentially
spliced forms—CXCR3A, CXCR3B, and CXCR3Alt. CXCR3A and CXCR3B differ only in the lengths
of their N-terminal regions; CXCR3B has a longer N-terminus containing two additional potential
sulfation sites (see below). However, the third variant CXCR3Alt is a truncated protein working
more like an atypical or decoy receptor. It has five transmembrane helices, with a short C-terminal
region and lacks the third intracellular loop [55]. These splice variants have been reported to show
specific expression in particular cell types leading to different functional characteristics. Recently,
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it has been shown that these variants activate different signaling pathways and show tissue-specific
biased agonism [55].

4. Regulation of Expression, Degradation and Localization

4.1. Expression

Some chemokines and receptors are constitutively expressed in specific tissues and cell types,
contributing to homeostatic functions such as T cell development, stem cell migration, and lymphoid
organogenesis [56]. Others are induced at sites of injury or infection as part of the inflammatory
response. Moreover, a few chemokines and their receptors appear to have both homeostatic
and pro-inflammatory functions. Detailed classifications of the homeostatic versus inflammatory
chemokines and receptors have been presented previously [29,57,58].

Homeostatic chemokines and receptors tend to be specific for each other, as exemplified
by the chemokine CXCL12 and its receptor CXCR4. CXCL12, the only cognate chemokine of
CXCR4, is constitutively expressed by bone marrow stromal cells, whereas CXCR4 is expressed on
hematopoietic stem cells. Thus, the activation of CXCR4 by CXCL12 promotes homing of hematopoietic
stem cells to the bone marrow [59]. Plerixafor (AMD3100), one of the two commercialized chemokine
receptor antagonists, can inhibit the interaction between CXCL12 and CXCR4, thereby enhancing
the mobilization of hematopoietic stem cells into peripheral blood for stem cell collection and
transplantation [60]. A second homeostatic chemokine-receptor pair is CCL25/TECK, which is
constitutively strongly expressed in the thymus with relatively low expression in other organs [61],
and CCR9, expressed on T cells. Similarly, the homing chemokine CCL19/MIP-3β/exodus-3 is highly
expressed in the T cell zone of lymph nodes where it plays a role in T cell recruitment and migration
by activation of the receptor CCR7 [62,63].

In contrast to the few homeostatic chemokines and receptors, the majority of chemokines and
receptors are upregulated in response to inflammatory stimuli. Indeed there are hundreds (perhaps
thousands) of papers reporting increased chemokine and/or receptor levels in diseased tissues
compared to healthy controls. Moreover, often numerous chemokines and/or receptors are highly
expressed in the same disease tissue, making it difficult to separate the causes and effects of the
inflammation. As one example, Iwamoto and co-workers have described the increased expression of six
CC chemokines, five CXC chemokines, XCL1, and CX3CL1 in the synovial tissues of rheumatoid [64]
arthritis patients, compared to other forms of arthritis or healthy controls [65]. The consequent
infiltration of leukocytes into the joints is thought to contribute to fibrosis and cartilage and bone
degradation. Overexpression of chemokines is also a common feature of tumors. For example, the
expression of CCL5 was increased more than 50-fold in primary breast cancer tissue compared to the
normal tissue adjacent to the tumor [66–68].

4.2. Internalization and Recycling or Degradation

After binding and activation by chemokines, chemokine receptors typically undergo
internalization, followed by either degradation or recycling to the plasma membrane. The well-studied
mechanism of receptor internalization is clathrin-mediated endocytosis [64]. The process starts with
receptor activation by the ligand and phosphorylation (mediated by G protein receptor kinases,
GRKs) of serine or threonine residues near the C-terminus of the receptor, leading to receptor
desensitization. The phosphorylated receptors, containing the “dileucine” motif, facilitate the
recruitment of endocytosis-related molecules adaptin 2 (AP2) and β-arrestin [69]. The complex of the
receptor with AP2 and β-arrestin further attracts clathrin, leading to internalization of the receptor from
the plasma membrane to form clathrin-coated vesicles. The receptor and ligand are then unloaded to
endosomes in which the chemokine and receptor can dissociate under the acidic endosomal conditions
allowing the receptor to be recycled back to the cell membrane [69]. Alternatively the receptor and
ligand can be transported to the lysosome for degradation. Studies of receptors CCR5 and CXCR2
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suggest that a PDZ ligand domain at the C-terminus of receptors can direct sorting of the receptors
between recycling or degradation pathways [70,71].

There is considerable variability in the susceptibility of different chemokine receptors to lysosomal
degradation. Whereas some receptors, such as CCR5 or CCR7, are resistant to degradation in the
lysosome, activated CXCR4 undergoes lysosomal degradation through ubiquitination at a lysine
residue in the C-terminus by E3 ubiquitin ligase AIP4 [64,72,73]. On the other hand, CXCR7 and
CCR7 can be constitutively ubiquitinated. Ligand activation can lead to the de-ubiquitination of
CXCR7, resulting in receptor recycling, whereas ligand-induced de-ubiquitination was not observed
for CCR7 [74,75]. Further investigation is required to better define the determinants of receptor
ubiquitination and degradation.

4.3. Atypical (Decoy) Chemokine Receptors as Chemokine Scavengers

Although the major function of chemokine receptors is to guide the migration of leukocytes in
response to chemokines, there are several receptors that can recognize chemokines without eliciting
the classical GPCR signaling events or chemotaxis. These receptors, variously referred to as “decoy”
or “silent” chemokine receptors, have now been classified as the “atypical” chemokine receptor family
(ACKR). The family consists of four major receptors (ACKR1/DARC, ACKR2/D6, ACKR3/CXCR7,
and ACKR4/CCX-CKR/CCRL1) with two others (ACKR5/CCRL2 and ACKR6/PITPNM3) under
further functional investigation.

The atypical receptors share the seven transmembrane helix domain of chemokine receptors and
bind to chemokines, but most of them lack the highly conserved “DRYLAIV” motif in the second
intracellular loop, which is involved in G protein activation. Rather than inducing G protein-mediated
signals, atypical receptors are able to signal by recruitment of β-arrestin and consequent internalization
and degradation of the receptor and bound chemokine. Notably, atypical chemokine receptors
tend to display high ligand promiscuity (Figure 2). Thus, the main function of ACKRs is thought
to be regulation of the innate and adaptive immune response by acting as a chemokine reservoir
or scavenger [76–81]. This role has been demonstrated both in vitro and in vivo for ACKR2/D6,
the first receptor to be functionally classified as an atypical chemokine receptor [82,83]. Interestingly,
in addition to being an atypical chemokine receptor ACKR1/DARC (Duffy Antigen and Receptor for
Chemokines) is the human blood group antigen and is also the receptor for infection of reticulocytes
by the malarial parasite Plasmodium vivax [8].

4.4. Localization by Binding to Glycosaminoglycans (GAGs)

Chemokines, particularly in their oligomeric forms (see below), bind avidly to glycosaminoglycans
(GAGs), polysaccharides expressed on the surfaces of most cells. Based on their repeating disaccharide
units, GAGs can be divided into four groups: heparin/heparan sulfate, chondroitin sulfate/dermatan
sulfate, keratan sulfate, and hyaluronic acid [84]. The highly sulfated and acidic GAGs bind to basic
residues within chemokines through electrostatic interactions. These interactions are thought to help
maintain high local concentrations of chemokines near their sites of expression (inflammatory loci),
to establish concentration gradients of chemokines that promote leukocyte chemotaxis, and possibly
to directly present chemokines to their receptors [85]. The importance of chemokines binding to
GAGs has been convincingly demonstrated in vivo; chemokine mutants defective in GAG binding
but capable of receptor activation in vitro are severely impaired in their ability to induce leukocyte
chemotaxis in animal experiments [86]. Moreover, the effects of such mutations may be tissue-specific.
For example, mutation of GAG-binding residues reduces the neutrophil recruitment activity of CXCL8
in the peritoneum but enhances this activity in the lung [87].

In addition to simple localization of chemokines, GAGs may regulate chemokine function by
indirect mechanisms. Different cell types (or diseased versus healthy cells) express different arrays
of GAGs, which can selectively bind to different chemokines. For example, CCL5 has high affinity
for both heparin and dermatan sulfate, whereas CCL2 can bind more strongly to heparin or heparan
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sulfate than to chondroitin sulfate or dermatan sulfate [88]. Thus, GAGs could influence the relative
concentrations of available chemokines and thereby the populations of different leukocytes recruited.
Finally, as discussed below, by selectively binding to chemokine oligomers GAGs also promote
chemokine oligomerization, which could, in turn, influence their receptor activation and protect them
from proteolysis [84].

5. Post-Translational Modifications

5.1. Proteolytic Processing of Chemokines

Chemokines are initially translated with a ~23 amino acid signal sequence, which is cleaved prior
to secretion of the mature protein. However, careful biochemical analysis of chemokines isolated from
biological samples has shown that they may be further processed by either N-terminal or C-terminal
truncation; often both full-length and one or more truncated forms are observed [89,90]. Truncation
occurs through the catalytic action of proteases, some of which have been identified [90]. In particular,
matrix metalloproteinases can process each of the monocyte-directed CC chemokines near their N- or
C-termini [91].

Structure–function studies have highlighted a crucial role for the N-terminal regions of
chemokines in receptor activation. Consistent with these observations, natural N-terminal truncation
can either increase or decrease the activity of chemokines at their receptors or can alter their selectivity
across several receptors. For example, the neutrophil chemoattractant CXCL8 exists in two forms
(−2–77 and 1–77) resulting from alternative signal peptide cleavage [92]. These two proteins have
different susceptibility to subsequent cleavage by aminopeptidases, giving rise to two additional
forms (2–77 and 3–77), which have enhanced affinity for heparin. Moreover, further proteolytic
processing catalyzed by the blood coagulation proteases thrombin or plasmin gives a shorter form
(6–77) with increased chemotactic activity. Interestingly, CXCL8(6–77) is also formed under the action
of a bacterial protease in cultures of the periodontal pathogen Porphyromonas gingivalis, apparently a
mechanism to elicit an enhanced host response to this pathogen [93]. The complexity of chemokine
N-terminal truncation is further demonstrated by the case of CCL14. Full-length CCL14(1–74) is a
weak CCR1 agonist but is cleaved by plasmin or urokinase plasminogen activator to give CCL14(9–74),
a potent agonist of CCR1 [94]. However, subsequent removal of two additional residues, catalyzed
by dipeptidyl peptidase IV (CD26), gives biologically inactive CCL14(11–74) [95]. Interestingly, the
most active form, CCL14(9–74), is also most efficiently bound, internalized and degraded by the decoy
receptor D6 [96], suggesting that D6 internalization and dipeptidyl peptidase IV cleavage represent
two alternative strategies to accomplish the same biological effect.

Truncation of chemokines at their C-termini is much less likely to influence receptor activation
as this region of chemokines does not directly interact with chemokine receptors. However, the
C-terminal region may be involved in oligomerization and/or GAG binding. Thus, for example,
the splice variant of CXCL12 known as SDF-1α undergoes removal of a single C-terminal residue in
human serum, thereby reducing its ability to bind to heparin or to cell surfaces and to stimulate cell
proliferation and chemotaxis, although the truncation has no effect on receptor activation in vitro [97].
On the other hand, the chemokines MIP-1α and MIP-1β, are cleaved internally ~8–11 residues from
their C-termini and then further degraded, thus inactivating these chemokines [98]. Cleavage of these
chemokines by the protease cathepsin D is highly selective over other chemokines and is suggested to
play a role in reducing the immune response to breast tumors [98].

5.2. Other Post-Translational Modifications of Chemokines

In addition to proteolytic processing, a number of other chemokine post-translational
modifications have been observed. N- and O-glycosylation are common modifications of secreted
proteins. O-glycosylation has been observed on several chemokines, including CCL2, CCL5,
CCL11/eotaxin-1, CCL14, and CX3CL1/fractalkine [99–104]. Although glycosylation has not been
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shown to directly influence receptor activation by these chemokines, both CCL5 and CCL14 are
glycosylated near to their N-termini [102,103] so it seems likely that receptor interactions will be
affected. In addition, it is possible that glycosylation may have indirect effects on chemokine function
by altering stability, rates of clearance, or localization.

Pyroglutamate is a modified amino acid formed by the dehydration and cyclization of an
N-terminal glutamine or glutamate residue in a peptide or protein (Figure 4). This transformation is
catalyzed by the enzyme glutaminyl cyclase in vivo but can also occur spontaneously in vitro [105].
Human and some murine chemokines of the monocyte chemoattractant protein family (CCL2,
CCL8, CCL7/MCP-3, and CCL13) have N-terminal glutamine residues that undergo pyroglutamate
formation [106–108]. There are conflicting reports regarding the influence of this modification on
receptor activation by CCL2 [109,110]. However, pyroglutamate has been found to increase the
stability of CCL2 to N-terminal degradation by aminopeptidases [109]. Moreover, glutaminyl cyclase
contributes to the pathogenesis of both Alzheimer’s disease and fatty liver disease and pyroglutamate
formation of CCL2 has been suggested as a possible underlying mechanism in both diseases [111].

Citrullination is the deimination of arginine residues of peptides or proteins to yield citrulline
residues (Figure 4). This modification is catalyzed by enzymes called peptidylarginine deiminases
and is known to occur to several chemokines influencing their activities [112,113]. CXCL8 undergoes
citrullination at Arg-5, resulting in slightly higher affinity for CXCR1 and slightly lower affinity for
both CXCR2 and heparin in vitro [113]. Curiously, in vivo models gave contrasting results, with
citrullinated CXCL8 being less effective at inducing neutrophil extravasation into the peritoneal
cavity recruitment [113] but more effective at mobilizing neutrophils from the bone marrow into the
bloodstream [114]. For other chemokines studied—CXCL5/ENA-78, CXCL10/IP-10, CXCL11/I-TAC,
and CXCL12—citrullination generally decreased receptor binding or activation [115–117].

 
Figure 4. Examples of post-translationally modified amino acid residues found in chemokines and
chemokine receptors.

One common feature of inflamed tissues is oxidative stress, the production of reactive oxygen and
nitrogen species, which can subsequently modify proteins, influencing many biochemical functions.
In particular, some chemokines have been shown to undergo nitration, which typically occurs on
tyrosine or tryptophan side chains, as a consequence of reaction with peroxynitrite (Figure 4) [112].
CCL2 underdoes nitration in response to macrophage activation [118] and nitrated CCL2 has reduced
monocyte-binding and chemotactic function [118,119]. Similarly nitration of CCL5 attenuates its
chemotactic activity [120]. In addition to direct modification of chemokine structure and activity,
nitration or nitrosylation (addition of NO rather than NO2) of other proteins can indirectly influence
chemokine or receptor function. For example, nitrosylation of mitogen-activated protein kinase
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phosphatase 7 deactivates this phosphatase, thereby enabling signaling in response to the chemokine
CXCL12 [121] and nitric oxide synthesis can promote expression of the receptor CXCR4 [122].

5.3. Post-Translational Modifications of Chemokine Receptors

Chemokine receptors are also subject to a variety of post-translational modifications, with
implications for chemokine recognition and signaling. As is typical for GPCRs, chemokine receptors
are reversibly phosphorylated on their cytoplasmic regions, thereby desensitizing them to activation
and regulating binding by β-arrestins and consequent internalization [69,123–125]. Palmitoylation
(Figure 4) and ubiquitination have also been suggested to influence these receptor functions, as
discussed previously [69]. Here, we focus on the two most widely studied modifications of chemokine
receptors, glycosylation, and tyrosine sulfation.

Many (or perhaps most) chemokine receptors, including decoy receptors and viral receptor mimics,
are heterogeneously N- and/or O-glycosylated, in some cases influencing receptor function [126–135].
For example, removal of sialic acid moieties from CCR5 significantly reduced the efficacy of signaling
by chemokines at this receptor but had little effect on CCR5-mediated HIV-1 infection [134]. On the
other hand, N-linked glycosylation was found to influence the ability of CXCR4 to support infection by
different strains of HIV-1 [133]. Similar to CCR5, CCR7 is polysialylated in its extracellular domain and
this modification is required for recognition of the chemokine CCL21/6Ckine/SLC/exodus-2 [136,137].
The importance of this modification in vivo was demonstrated using polysialyltransferase-deficient
mice, which lacked the ability to recruit dendritic cells to secondary lymphoid organs in response to
inflammatory challenge [137]. Moreover, human dendritic cells were found to further regulate CCR7
activity by secreting enzymes that deglycosylate this receptor [136]. As noted for chemokines, receptor
glycosylation can also have secondary effects such as protection from proteolysis, which was observed
for CXCR2 [138]. Finally, in a fascinating response to bacterial infection, proteases in the airways of
cystic fibrosis patients were found to cleave CXCR1 expressed on neutrophils, releasing glycosylated
CXCR1 peptides [139]. These peptides then acted on Toll-like receptors on bronchial epithelial cells to
stimulate expression of CXCL8, a major ligand for CXCR1 and CXCR2, apparently a mechanism to
promote additional neutrophil recruitment.

Another important post-translational modification of chemokine receptors is tyrosine sulfation,
addition of a sulfate group, and a negative charge to the phenolic hydroxyl of a tyrosine side chain
(Figure 4). Sulfation is a common modification of secreted proteins mediated by two tyrosylprotein
sulfotransferase enzymes, which are localized to the trans-Golgi network [140]. These enzymes are
selective for tyrosine residues close in sequence to acidic amino acids, a motif found in the N-terminal
(chemokine-binding) regions of most chemokine receptors [141]. Several chemokine receptors have
been shown to be sulfated [8,135,142,143]. Mutation of the sulfated residues, or metabolic inhibition
of sulfation, tends to reduce chemokine binding affinity and potency of receptor activation [141].
Moreover, many chemokine receptors contain two or more tyrosine residues in their N-terminal
regions and the pattern of sulfation could potentially modulate selectivity for different ligands.
In support of this mechanism, Choe et al. [8] have found that mutation of Tyr-41 in the decoy receptor
DARC suppresses binding of CCL2, CCL5, and CXCL1/GROα/MGSA-α but not CXCL8, whereas
mutation of Tyr-30 of DARC suppresses binding of CXCL8 but not the other three chemokines.

We and others have used tyrosine-sulfated peptides derived from the N-terminal regions of
chemokine receptors to understand the structural and energetic basis of chemokine recognition [144].
These studies have confirmed that sulfation enhances affinity and selectivity of chemokine
binding [145–148] and have also suggested that binding to the sulfated region of the receptor can
allosterically modulate chemokine dimerization [147–149]. Moreover, NMR structural studies using
these model systems have shown that the sulfotyrosine residues bind into an electropositive groove on
the chemokine surface, with distinct orientations for different chemokine-receptor pairs [21,22]. These
structures provide insights into the mechanism by which sulfation regulates receptor function.

17

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 342

6. Oligomerization of Chemokines and Chemokine Receptors

6.1. Oligomerization of Chemokines

Most chemokines form dimeric or higher order oligomeric structures [84]. Strikingly, the CXC
and CC chemokines generally form distinct dimer structures (Figure 5). CXC chemokines dimerize via
their β1-strands, thereby forming a continuous 6-strand antiparallel β-sheet with the α-helices of both
protomers adjacent to each other on the same face of the β-sheet (Figure 6). Importantly, this dimer
structure leaves the N-terminus, N-loop and β3-strand exposed on the surface of the dimer. Therefore,
CXC chemokine dimers can bind and activate chemokine receptors [150–153]. Indeed, trapped forms
of the CXCL8 and CXCL12 dimers (i.e., those that cannot dissociate to the monomeric state) displayed
distinct receptor activation properties relative to corresponding monomeric chemokines [151,152,154].
In contrast to CXC chemokines, CC chemokines dimerize by formation of an antiparallel β-sheet
between the N-terminal regions of the two protomers (Figure 5b). Due to the importance of the
N-terminal regions in receptor activation, CC chemokine dimers are inactive [155,156].

In some cases, chemokine dimers can further associate to form tetrameric structures, containing
both CXC- and CC-type dimers (Figure 5c) [18,157], or to form high order aggregates [158,159]. Due to
the burial of N-terminal and N-loop elements, these higher order structures are also expected to be
unable to activate receptors.

 

Figure 5. Oligomeric structures of chemokines. (a,b) Dimer structures of (a) CXCL8/IL-8 and (b)
CCL2/MCP-1, highlighting the distinct dimer interfaces for CXC and CC chemokines, respectively.
(c) Tetramer structure of CCL2, highlighting: (left) the CXC-type dimer interfaces (cyan to gray and
magenta to yellow protomers); (center) the CC-type dimer interfaces (cyan to magenta and yellow to
gray protomers); and (right) the highly electropositive (dark blue) surface involved in GAG binding.

Chemokine dimers can readily dissociate into the monomeric forms. Considering that
the equilibrium dissociation constants for dimerization are generally in the micromolar to
millimolar regime and the physiological concentrations of chemokines are generally expected to
be sub-micromolar, oligomerization was initially considered to be a possible artefact of the high
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concentrations used for structure determination. However, it is now apparent that oligomerization
is critical for binding to GAGs and thereby creating the localized chemokine gradients required for
effective chemotaxis [84–86,160–162]. Figure 5c highlights the electropositive surface that forms upon
tetramerization of CCL2, thereby promoting cooperative binding to GAG polymers.

 

Figure 6. Schematic representation of biased agonism. The red chemokine (left) selectively activates
pathway 1, whereas the blue chemokine (right) selectively activates pathway 2.

Most studies of chemokine dimers have utilized conditions under which a single chemokine is
present or dominant. However, physiological circumstances more often involve multiple chemokines
being present, raising the possibility that they could form heterodimers (or higher oligomers) and
adding a further level of complexity to structural regulation. In support of this possibility, Mayo and
coworkers have shown that CXCL4/PF4 and CXCL8 form heterodimers and that the heterodimers
have enhanced anti-proliferative and chemotactic activity in comparison to homo-oligomers of
either chemokine [163]. Detailed molecular dynamics calculations further predict the formation
of heterodimers between other pairs of CXC chemokines, between various CC chemokines and
between CXC and CC chemokines [164,165]. Considering that many chemokines exist in multiple
post-translationally modified forms, it is also likely that heterodimers can assemble from different forms
of the same chemokine. In support of this possibility, a synthetic, N-terminally truncated, inactive
form of CCL2 can bind to full-length CCL2, thereby competitively inhibiting receptor activation [166].

Finally, Volkman and colleagues have characterized a remarkable structural transformation of the
only XC chemokine XCL1/lymphotactin [167,168]. Monomeric XCL1 has the canonical chemokine
fold, is an agonist of receptor XCR1 and does not bind appreciably to GAGS. However, homodimeric
XCL1 has a completely different tertiary and quaternary structure from those of other chemokines
and is inactive at XCR1 yet binds with high avidity to GAGs. Although interconversion of the two
structural forms requires unfolding and refolding of the protein, the two states can interconvert
rapidly. Moreover, both states are significantly populated under typical physiological conditions
but the equilibrium between them is sensitive to solution conditions such as salt concentration and
temperature and is regulated by GAG binding.

6.2. Oligomerization of Chemokine Receptors

A further level of complexity in chemokine-receptor interactions is oligomerization of receptors.
GPCRs are generally thought to exist as dimers or possibly higher order oligomeric complexes and
most chemokine receptor structures determined to date have been homodimers. Chemokine receptors
could potentially self-associate (to form “homomers”), associate with other chemokine receptors (to
form “heteromers”), or associate with other non-chemokine GPCRs. Examples of all three have been
reported. Moreover, the formation of such oligomers could potentially influence receptor function by
a variety of mechanisms, including: modulating interactions with chemokine ligands; modulating
interactions with signaling effectors such as G proteins; affecting trafficking to the plasma membrane;
affecting localization within the membrane; altering receptor stability; or modulating internalization
and/or receptor recycling to the membrane. Many of these potential effects have been investigated for
chemokine receptors, as discussed in several detailed reviews [161,169–172].
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Chemokine receptors, like other GPCRs, dimerize by approximately parallel association of
their transmembrane (TM) helices, although the specific helices involved in the interactions may
vary. In crystal structures CXCR4 dimerizes by association of TM4 and TM5 [14,15], whereas CCR5
(in complex with the drug maraviroc) dimerizes by association of TM1 and TM7 [17], although
mutational analysis of CCR5 suggested that dimerization involves residues in TM1 and TM4 [173].
Irrespective of the specific TM helices involved in dimerization, it seems reasonable to expect that ligand
binding within the TM bundle may affect not only the conformation of the bundle (as required for
signaling) but also the structure and/or stability of the dimerization interface. Conversely, formation
of different dimers may affect ligand binding.

Evidence for homo- and/or hetero-oligomerization in cells has been reported for numerous CC
and CXC chemokine receptors and for the decoy receptor DARC [169]. Generally, these receptor
oligomers have been found to exist constitutively, i.e., not to require induction by ligand binding
or activation. However, in many cases, activation by chemokines induces a change in the oligomer
structure or appears to increase homomer formation [169]. It should be noted that observation of
oligomer formation in cells typically requires heterologous expression of receptors modified with
tags to facilitate detection by antibodies (typically using co-immunoprecipitation experiments) or by
fluorescence or bioluminescence resonance energy transfer (FRET or BRET) techniques. Changes in
the signals observed in these experiments may result either from alterations in the populations of
multimeric species or from conformational changes within preformed oligomers. Therefore, the results
should be interpreted with care. Nevertheless, the extensive body of experimental evidence provides a
high level of confidence that chemokine receptors do oligomerize and that the oligomers are sensitive
to ligand binding.

The interplay between oligomerization and ligand binding is exemplified by the observations
that different ligands can induce distinct alterations in receptor oligomer structure. For example, the
chemokines CCL2 and CXCL12 differentially influenced the conformations (measured as maximal
BRET signals) of CXCR4 homomers and CCR2/CXCR4 heteromers without affecting the propensity
of these oligomers to assemble [174]. Coupling between ligand binding and dimerization has also
been inferred by comparing competitive ligand binding measurements for receptors expressed alone
or together with a receptor with which it forms heteromers. Thus, for example, the CCR5 ligand
CCL4/MIP-1β does not bind directly to CCR2 and therefore cannot displace the cognate chemokine
CCL2 from CCR2 when this receptor is expressed alone. However, when CCR2 is co-expressed
(and dimerized) with CCR5, CCL4 effectively displaces CCL2 from binding to CCR2 within the
heteromer [175]. These data suggested that there can be strong negative allostery for chemokine
binding to receptor protomers within a dimer or, taken to its extreme, that only one ligand can bind to
a receptor dimer.

A critical question regarding receptor oligomers is whether they simply act as the sum of the
two contributing receptors or alternatively synergize to yield more sensitive or different downstream
signaling responses. In a seminal study, Mellado et al. [176] have reported that cells co-expressing CCR2
and CCR5 respond cooperatively to ligands of these receptors. Specifically, simultaneous treatment
with CCL2 and CCL5 (ligands for CCR2 and CCR5, respectively) induced a Ca2+ signal equivalent
to treatment with an approximately 10-fold higher concentration of each individual chemokine.
The allosteric response to the combination of ligands was supported by cross-linking experiments
showing that simultaneous treatment with CCL2 and CCL5 either induced heteromer formation or
altered the conformation of existing heteromers. Mellado et al. further examined the effect of the
dominant negative CCR2 mutant CCR2B Y13F on cooperative signaling. Remarkably, this mutant was
shown to heterodimerize with CCR5 such that CCL5 signaling was inhibited by simultaneous treatment
with CCL2. Further experiments indicated that effective signaling via the CCR2-CCR5 heteromer
appears to require both receptors to be signaling competent and to form distinct complexes with
downstream kinases. Finally, the same study revealed that the Ca2+ signal induced by simultaneous
treatment with CCL2 and CCL5 was not sensitive to the Gαi inhibitor pertussis toxin, whereas
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the Ca2+ signals induced by the individual chemokines were inhibited by pertussis toxin. Thus,
allosteric signaling at the CCR2-CCR5 heteromer induced a unique downstream signaling pathway in
comparison to each individual receptor.

As discussed above, one important aspect of chemokine-receptor regulation is the ability of
ligands to induce internalization of their receptors and to be internalized themselves in the process.
The decoy receptor DARC utilizes this mechanism to act as a chemokine scavenger. However, it has
also been shown that DARC can form heteromers with CCR5 that block CCR5 signaling in response to
its ligands but still permit ligand binding and internalization of CCR5 [177]. Thus, DARC reduces the
local concentrations of chemokines not only by direct internalization but also by promoting chemokine
internalization indirectly via oligomerization with other receptors.

In addition to oligomerizing with themselves or each other, some chemokine receptors have also
been found to form heteromers with other members of the GPCR superfamily. In one example, CCR5
has been shown to form heteromers with the complement C5a receptor and C5a-stimulation of this
receptor caused cross-phosphorylation as well as internalization of CCR5 [123]. In a second example,
Mustafa et al. [178] showed that CXCR2 forms heteromers with the α1A-adrenoceptor (α1AAR), that the
α1AAR agonist norepinephrine stimulated recruitment of β-arrestin only in cells co-expressing CXCR2,
and that norepinephrine-stimulated β-arrestin recruitment could be inhibited by an allosteric inverse
agonist of CXCR2. Finally, several studies have provided evidence for heteromer formation and
allosteric regulation between chemokine receptors CCR5, CXCR2, and CXCR4 and various members of
the opioid receptor family [179–182]. Considering the vast number of GPCRs and their co-expression
in many of the same cell types as chemokine receptors, it is likely that our current knowledge of
heteromer formation and their functional consequences barely scratches the surface.

7. Regulation of Signaling Pathways

7.1. Overview of Signaling Pathways—G Proteins and Arrestins

Chemokine receptors are members of the GPCR superfamily, the largest class of membrane
receptors in the human proteome. Chemokine binding induces a conformational change in the
7-transmembrane helix domain of the receptor, which can induce a variety of downstream signaling
events mediated by either heterotrimeric G proteins or arrestins. These signals typically involve
activation of other intracellular effectors such as adenylyl cyclase. The specific signals induced can be
regulated by variations in the available signaling machinery in different cellular contexts as well as by
differences between the intrinsic structural interactions of chemokine ligands with their receptor.

Upon activation, GPCRs function as guanine nucleotide exchange factors (GEFs), which allows
the α subunit of the heterotrimeric G protein to transition from inactive (GDP-bound) to active
(GTP-bound) and to dissociate from the βγ subunits. Both parts of the G protein are able to interact
with other effectors to generate signal transduction. The Gα proteins are divided into four major
classes based on their sequence and function: Gαq activates phospholipase C to upregulate the level of
intracellular calcium; Gαs stimulates the production of cAMP; Gαi inhibits the production of cAMP;
and Gαo controls other signaling functions [183,184]. The Gβγ dimer can act as a Gα inhibitor when
bound to a Gα subunit, because it favors the interaction between Gα and GDP. However, when the
Gβγ complex is dissociated from Gα, it can also participate in the signaling cascade. For example,
Gβγ can regulate ion channels [185] and is also involved in phosphorylation of the extracellular
signal-regulated kinases (ERK 1/2) via the protein kinase C/protein kinase A pathway [186,187].

The arrestin family also includes four subtypes. Arrestin-1 (visual arrestin) and arrestin-4 (cone
arrestin) are located exclusively in retinal rods and cones. Arrestin-2 (or β-arrestin 1) and arrestin-3
(or β-arrestin 2) are non-visual arrestins that are expressed in numerous cell types. The affinity
of β-arrestins for the non-phosphorylated (inactive) receptor is low which limits any basal activity.
When the receptor is activated by an agonist, β-arrestin is able to displace the G protein before it is
activated giving rise to G protein-independent β-arrestin signaling. On the other hand, when β-arrestin

21

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 342

competes with the G protein after its activation, this leads to G protein-dependent β-arrestin signaling.
The latter signaling has been well studied and include ERK phosphorylation, receptor internalization,
and desensitization (see above) [188]. G protein-independent β-arrestin mediated signaling is less well
characterized, but it has been identified using GPCR mutants unable to bind to G proteins, which are
still able to signal through the ERK phosphorylation pathway [189,190].

7.2. Regulation of Signaling in Different Cellular Contexts

Regulation of chemokine receptor (and other GPCR) signaling pathways is a highly complex
phenomenon that has to be considered with respect to its cellular context. There are approximately
20 Gα subunits, 5 Gβ subunits, and 12 Gγ subunits [184], resulting in a huge array of possible
heterotrimeric G proteins. The expression levels of these various subunits vary between cell types
or under different conditions and the different complexes are expected to compete with each other
for association with a particular receptor. In addition, the availability of particular G proteins may
depend on the presence of other GPCRs in the same cell. Moreover, the ability of a chemokine receptor
to signal is also dependent on the presence of other factors such as regulators of G protein signaling
(RGS) proteins, which negatively regulate G protein signaling by acceleration of GTP hydrolysis by
Gα [191–193], or lipids, such as cholesterol, which can potentially influence receptor oligomerization
and conformational changes [194,195].

Considering these potential variations in signaling pathways between cells, perhaps it should not
be surprising that the literature describing chemokine-chemokine receptor signaling is full of apparent
inconsistencies. As one example, different studies have concluded that CCL11 is a partial agonist and
an antagonist of CCR2 [196–198]. Thus, although detailed mechanistic studies of chemokine-receptor
interactions typically require carefully controlled experimental conditions using immortalized cell
lines, it is important to validate the biological relevance of results using primary cells.

7.3. Partial Agonism

Within a specific cellular context, it is sometimes observed that different chemokines can induce
different signals via the same receptor. The simplest type of differential signaling is partial agonism,
in which one chemokine (defined as a “full agonist”) induces a maximal response whereas another
chemokine (a “partial agonist”) induces a lower response than the full agonist, even when added
at concentrations sufficient to fully saturate the receptor [199]. For example, Berchiche et al. [200]
have reported that CCL2 activates CCR2 to induce maximal β-arrestin recruitment, whereas other
chemokines induce a lower level of β-arrestin recruitment by activation of CCR2 in the same cell line.
It is important to note that partial agonism is most readily detected using non-amplified (proximal)
signaling assays such as β-arrestin recruitment or direct measurements of G protein dissociation.
For more highly amplified assays (e.g., cAMP levels, Ca2+ levels or phosphorylation of downstream
effectors), even partial activation of a receptor can give rise to maximal responses. In the latter case,
a partial agonist is expected to have lower potency that a full agonist (i.e., a higher concentration will
be require to attain the full signal), even if it associates with the receptor with the same affinity as the
full agonist. Recently, we have observed this phenomenon for activation of CCR2 by CCL2, CCL7,
and CCL8 (unpublished results).

7.4. Biased Agonism

Biased agonism, also known as functional selectivity or agonist-selective signaling, is an
increasingly developed concept based on the idea that agonists acting at the same receptor can
have different abilities to activate different signaling pathways, as shown schematically in Figure 6.
This phenomenon has been observed for a variety of GPCRs and is believed to be due, at least in part,
to the ability of receptors to adopt multiple active conformations, each leading to a different balance of
signaling outcomes and each differentially stabilized by different ligands [201]. The phenomenon is of
particular interest when designing therapeutic agents [202]. For example, if several agonists of one
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receptor have been selected for a desired function, it might be possible to minimize undesirable side
effects by testing for other functions where the agonists may differ in their responses [203]. In order to
better understand biased agonism and guide drug development, several models have been proposed
to quantify agonist bias [204–206].

A number of chemokine receptors have been observed to display biased agonism. For example,
the chemokines CCL19 and CCL21 both activate CCR7 to induce G protein activation and calcium
mobilization but only CCL19 gives rise to desensitization of CCR7, which is mediated by β-arrestin
recruitment [207]. In a systematic study of G protein versus β-arrestin bias for three CC and three
CXC chemokine receptors, Rajagopal et al. [208] found significant levels of signaling bias for CCR1,
CCR10, and CXCR3. Similarly, Corbisier et al. [209] found significant levels of signaling bias for
CCR2, CCR5, and CCR7 in comparisons of G protein activation using several Gα subtypes as well as
β-arrestin 2, cAMP, and Ca2+ signaling. These recent studies suggest that biased signaling responses
to chemokine ligands may be a rather general phenomenon contributing to the different downstream
cellular outcomes of chemokine receptor activation.

8. Natural and Pharmacological Inhibitors

8.1. Viral Chemokines and Receptors

Large DNA viruses such as herpesviruses and poxviruses employ numerous strategies to evade
the host immune response. One such strategy is molecular mimicry of chemokines and chemokine
receptors to modulate the chemokine signaling network, as described in previous reviews [210–212].

Viral chemokines can function as both agonists and antagonists of human chemokine receptors
and thereby can promote or inhibit the recruitment of various leukocyte types to infected cells.
For instance, viral macrophage inflammatory protein II (vMIP-II or vCCL2), a CC chemokine encoded
by Kaposi’s sarcoma-associated herpesvirus (KSHV), is unique in that it is a broad spectrum high
affinity ligand of many chemokine receptors from all four subfamilies. vMIP-II is an antagonist of
CCR1, CCR2, CCR5, CCR10, CXCR4, CX3CR1, and XCR1 but is an agonist of CCR3 and CCR8, which
enables this protein to upregulate the Th2-associated immune response, which is associated with
delayed viral clearance [213]. The 3D structure of vMIP-II in complex with human CXCR4 has been
determined [14].

Viruses can express receptors that interact directly with human chemokines or that regulate the
functions of endogenous chemokine receptors. Several viral chemokine receptors are constitutively
active, signaling independently of chemokine ligands and coupling promiscuously to several
G proteins. For example, ORF74 is a human CXCR2 homologue encoded by KSHV that is
constitutively active, but whose activity can be modulated by endogenous chemokines. Human
CXCL1, CXCL2/GROβ/MGSA-β, and CXCL3/GROγ/MGSA-γ act as agonists of ORF74, while
human CXCL6/GCP-2, CXCL10, CXCL12, CCL1, and CCL15/HCC-2 as well as vMIP-II act as inverse
agonists to control the proliferative signaling potential of ORF74 in virus-infected cells [214,215].
By contrast, BILF1 is a constitutively active orphan receptor that can form heterodimeric complexes
with human chemokine receptors and thereby impair chemokine receptor signaling at the G protein
level, by scavenging a shared pool of G proteins [216]. Finally, US28 is a CX3CR1 homologue that
binds chemokines from both the CC and CX3C sub-families. The crystal structure of US28 bound to a
human chemokine (CX3CL1) has been determined [13].

8.2. Chemokine-Binding Proteins from Pathogens and Parasites

Large DNA viruses, the parasitic worm Schistosoma mansoni [217], and the tick species
Rhipicephalus sanguineus [218,219] all encode soluble chemokine-binding proteins that disrupt the
chemokine signaling network and subsequent activation and recruitment of leukocytes. They do so by
hindering the interaction of chemokines with their cognate chemokine receptors and/or GAGs. Most
chemokine-binding proteins do not share structural or sequence similarity with chemokine receptors,

23

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 342

yet they are sometimes described as soluble chemokine decoy receptors. Many chemokine-binding
proteins promiscuously bind many chemokines from multiple sub-families; however, several show
specificity for one sub-family. Several detailed reviews of chemokine-binding proteins have been
published [220–222].

Viral chemokine-binding proteins vary in selectivity for chemokine ligands, but the majority are
able to bind chemokines from more than one sub-family. The poxvirus encoded 35-kDa protein is
relatively selective in that it binds with high affinity to nearly all CC chemokines and with only low
affinity to CXCL8 and CXCL1 [223]. The structure of this 35-kDa protein showed a globular protein
with a β-sandwich domain [224,225]. This fold was found to be conserved in several other viral
chemokine-binding proteins, including A41 [226], the SECRET (smallpox virus-encoded chemokine
receptor) domain of CrmD [227], and the herpesvirus encoded M3 protein [228]. However, A41 and
the CrmD SECRET domain interact with a reduced set of both CC and CXC chemokines, while the
M3 protein binds promiscuously to chemokines from all sub-families, despite its structural similarity
to the 35 k-Da protein. In contrast, the UL21.5 glycoprotein, encoded by human cytomegalovirus
has been reported to bind specifically to CCL5, although only a limited number of chemokines were
tested [229].

Parasites such as worms and ticks are also known to produce chemokine-binding proteins,
presumably allowing them to evade detection and parasitize their mammalian hosts for longer periods.
The 36 kDa chemokine-binding protein of S. mansoni, smCKBP, is expressed and secreted by S. mansoni
eggs and binds to a selection of CC and CXC chemokines [217]; the structure of this protein is yet to
be determined. The tick species R. sangunieus produces three chemokine-binding proteins, named
evasins [218,219]. Evasins-1 and -4 bind exclusively to CC chemokines while evasin-3 binds only CXC
chemokines. Evasins-1 and -4 differ in selectivity, with evasin-1 binding to three CC chemokines with
high affinity and evasin-4 binding to approximately 20 CC chemokines. The structure of evasin-1 has
been determined, revealing a novel fold different from that of viral chemokine-binding proteins [230].

8.3. Pharmacological Approaches towards Inhibition of Chemokines and Receptors

Considering the importance of the chemokine signaling network in numerous inflammatory and
autoimmune diseases, considerable effort has been expended developing both small molecules and
biologics (antibodies) that modulate the activity of chemokine receptors or chemokines themselves.
Reviews of chemokine receptor antagonists have been published previously [231,232]. Here,
we provide a brief overview of the main approaches.

A large number of small molecule chemokine receptor antagonists have been developed.
Typically these bind to residues in the transmembrane helices of the receptors, stabilizing the inactive
conformation of the receptor and/or preventing binding and activation by chemokines. Two such
antagonists have reached the market. The CCR5 antagonist Maraviroc (developed by Pfizer) is used as
an antiviral agent in HIV infection to block viral entry into macrophages [233], whereas the CXCR4
inhibitor Plerixafor (AMD3100; developed by AnorMED and marketed by Genzyme) blocks homing
of hematopoietic stem cells to the bone marrow, thereby mobilizing these cells to the bloodstream,
allowing them to be collected for later transplantation [60].

Small molecule agonists of chemokine receptors have also been discovered. In spite of their
size, these agonists are generally able to fully activate chemokine receptors, though not always in the
same way as chemokine ligands. For example, the functionally selective CCR5 agonist YM-370749 is
able to induce internalization of CCR5 from the cell surface but is unable to induce chemotaxis [234].
Thus, it appears that this compound stabilizes a distinct active conformation of the receptor from that
stabilized by chemokine ligands.

While less common, small molecules that bind and antagonize chemokines have also been
discovered. For instance, the structure of chemokine CXCL12 in complex with an antagonist was
determined, showing that this antagonist occupies the site normally bound by the N-terminal regions
of the receptor CXCR4 [235].

24

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 342

Whereas small molecules often have the advantage of high oral bioavailability, they may also suffer
from fast clearance rates or relatively low specificity, leading to off-target effects. Therefore, a number
of biologics (large biomolecule therapeutics) have also been developed. An anti-CXCL8 antibody is
marketed in China for the treatment of psoriasis and antibodies targeting CCL2, CCL5, and CXCL10
are in clinical trials [236,237]. The antibody Mogamulizumab (KW-0761), directed against CCR4 [238],
is marketed in Japan for adult T-cell leukemia-lymphoma. Recently, Griffiths et al. have described the
interesting example of “i-bodies,” which are human single domain antibodies (human equivalents
of shark VNAR), that antagonize CXCR4 [239]. Finally, an L-stereoisomer oligonucleotide aptamer
targeting CCL2 has progressed to a Phase IIa clinical trials in diabetic nephropathy patients [240].

9. Summary and Future Directions

It is widely appreciated that the chemokine-receptor system plays critical roles in immune
homeostasis, inflammatory responses, cancer, and several important infectious diseases. The system
is inherently complex, consisting of close to fifty chemokines, most of which can activate several
receptors, each expressed on a variety of leukocytes and some other cell types. To avoid undesirable
inflammation and to ensure appropriate responses to pathogens, this system must be tightly controlled.
In this review, we have summarized the major mechanisms that are currently understood to regulate
the interactions of chemokines with their receptors.

Although the mechanisms discussed herein together exert substantial biochemical control over the
chemokine-receptor network, they also greatly enhance the complexity of the network. For example,
post-translational modifications and oligomerization effectively increase the number of chemokines
and receptors and vastly expand the number of chemokine-receptor combinations. This presents
significant challenges when attempting to inhibit specific targets because inhibitors may not be equally
effective against all modified forms of a receptor or chemokine. On the other hand, understanding
the mechanisms of regulation also leads to novel opportunities for therapeutic intervention. Thus,
in addition to targeting chemokines or receptors directly, it may become possible to influence their
activity by indirectly suppressing their expression, altering their localization or blocking downstream
signaling pathways. Ongoing studies, such as those reported in this special issue of the International
Journal of Molecular Sciences, are continuing to reveal novel aspects of chemokine-receptor regulation
and to stimulate new approaches to pharmacological control.
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Abbreviations

AP2 Adaptin 2
CKBP Chemokine-binding protein
DC-CK Dendritic cell-derived CC chemokine
ENA Epithelial-derived neutrophil-activating
GCP Granulocyte chemotactic protein
GRO Growth-regulated protein
IL Interleukin
IP Interferon γ-induced protein
IUPHAR International Union of Basic and Clinical Pharmacology
I-TAC Interferon-inducible T-cell α chemoattractant
MCP Monocyte chemoattractant protein
MGSA Melanoma growth stimulating activity
MIP Macrophage inflammatory protein
PARC Pulmonary and activation-regulated chemokine
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PF4 Platelet factor 4
RANTES Regulated on activation, normal T cell expressed and secreted
SDF Stromal cell-derived factor
SECRET Smallpox virus-encoded chemokine receptor
SLC Secondary lymphoid tissue chemokine
SNP Single nucleotide polymorphism
TARC Thymus and activation regulated chemokine
TECK Thymus-expressed chemokine
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Abstract: Chemokines are a family of small, highly conserved cytokines that mediate various
biological processes, including chemotaxis, hematopoiesis, and angiogenesis, and that function
by interacting with cell surface G-Protein Coupled Receptors (GPCRs). Because of their significant
involvement in various biological functions and pathologies, chemokines and their receptors have
been the focus of therapeutic discovery for clinical intervention. There are several sub-families of
chemokines (e.g., CXC, CC, C, and CX3C) defined by the positions of sequentially conserved cysteine
residues. Even though all chemokines also have a highly conserved, three-stranded β-sheet/α-helix
tertiary structural fold, their quarternary structures vary significantly with their sub-family. Moreover,
their conserved tertiary structures allow for subunit swapping within and between sub-family
members, thus promoting the concept of a “chemokine interactome”. This review is focused
on structural aspects of CXC and CC chemokines, their functional synergy and ability to form
heterodimers within the chemokine interactome, and some recent developments in structure-based
chemokine-targeted drug discovery.

Keywords: chemokine; structure; NMR; heterodimers; interactome

1. Chemokine Structures

Chemokines are a family of small, highly conserved proteins (8 to 12 kDa) involved in many
biological processes, including chemotaxis [1], leukocyte degranulation [2], hematopoiesis [3], and
angiogenesis [4,5]. Chemokines are usually categorized into sub-families based on the sequential
positioning of the first two of four highly conserved cysteine residues: CXC, CC, and CX3C [6].
The C chemokine sub-family is the exception, with only one N-terminal cysteine residue. In the
largest subfamilies, CC and CXC, the first two cysteines are adjacent (CC motif) or separated by
one amino acid residue (CXC motif). C type chemokines lack the first and third of these cysteines,
and CX3C chemokines have three amino acids between the first two cysteine residues. Even though
sequence identity between chemokines varies from about 20% to 90%, their sequences overall are highly
conserved. Nevertheless, all chemokines adopt essentially the same fold as illustrated in Figure 1 with
the superposition of seven chemokines (monomer units): CXCL4, CXCL8, CXCL12, CXCL13, CCL5,
CCL14, and CCL20. These structures all consist of a flexible N-terminus and N-terminal loop, followed
by a three-stranded antiparallel β-sheet on to which is folded a C-terminal α-helix [7], exemplified
early on by CXCL4 [8], CXCL7 [9], CXCL8 [10], and CCL2 [11]. Only atoms within the three-stranded
β-sheet have been superimposed (Figure 1A), and RMSD values for backbone atoms of these β-strands
range between ~1.3 and ~1.7 Å, with loops being more variable due in part to increased flexibility and
differences in amino acid type and number of residues. Note that when the β strands are superimposed,
the C-terminal helices are folded onto the β-sheet at somewhat different angles (Figure 1B). The highly
conserved cysteine residues (four in CXC and CC chemokines) pair up to form disulfide bridges that
are crucial to maintaining structural integrity, which is a prerequisite for chemokine binding to their
respective GPCRs [12].
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Figure 1. Superposition of seven monomer subunits from reported structures of CXC and CC
chemokine homodimers is shown: CXCL4 M2 variant (Protein Data Bank, PDB: 1PFM), CXCL8
(PDB: 1IL8), CXCL12 (PDB: 3HP3), CXCL13 (PDB: 4ZAI), CCL5 (PDB: 5COY), CCL14 (PDB: 2Q8R),
and CCL20 (PDB: 1HA6). (A) Only atoms within the three-stranded β-sheet are superimposed with
RMSD values ranging between ~1.3 and ~1.7 Å; (B) Superimposed structures shown in panel A are
rotated by about 180◦ to illustrate how C-terminal helices are folded onto the β-sheet at somewhat
different angles.

Chemokine monomers usually associate to form oligomers, primarily dimers, but some are
also known to form tetramers [13,14] and higher-order species, e.g., [15,16]. Despite their highly
conserved monomer structures, chemokines form different types of oligomer structures depending
on the sub-family to which they belong [7]. Within each chemokine sub-family, dimer structures
are essentially the same. Figure 2A,B illustrates the dimer structures for CXC chemokine CXCL8
(Interleukin-8 [10]) and CC chemokine CCL5 (RANTES [17]). The more globular CXC-type dimer is
formed by interactions between β1 strands from each monomer subunit that extends the three stranded
anti-parallel β-sheet from each monomer into a six-stranded β-sheet, on top of which are folded the
two C-terminal α-helices, running antiparallel (Figure 2A). On the other hand, CC-type chemokines
form elongated end-to end type dimers through contacts between short N-terminal β-strands (labeled
βN) with the two C-terminal helices running almost perpendicular to each other on opposite sides of
the molecule (Figure 2B). Nevertheless, some CC-type dimer structures like CCL5 have been reported
to differ in the relative orientation of some secondary structure elements (e.g., C-terminal α-helices),
which may be related to differences in structural dynamics and/or crystal lattice effects [15].
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Figure 2. Structures of CXC chemokine CXCL8 (Interleukin-8, PDB access code 1IL8, [10]) (panel A) and
CC chemokine CCL5 (RANTES, PDB access code 5COY, [17]) (panel B) are shown. Two orientations of
the CXCL4 M2 tetramer structure (platelet factor-4, PF4; PDB access code 1PFM, [18]) are shown in
panels (C,D). C-terminal helices are colored red, and the remaining sequences are colored cyan.

An example of a chemokine tetramer formation is shown in Figure 2C,D with the structure of
CXCL4 M2 variant (platelet factor-4, [18]). In this example, two CXC-type dimers associate to form
a β-sandwich, with the β-sheet of one dimer lying on top of the β-sheet of the other dimer (Figure 2C).
The β-sandwich is rotated by ~90◦ in Figure 2D to better illustrate the contacts between β-sheets
and show the center of the CXCL4 tetramer structure. Tetramers have also been observed for other
chemokines, e.g., CXCL7 [19]. Moreover, the tetramer structures of different chemokines can vary
considerably. For example, two distinct tetramers were reported for CXCL10 [20], one having both
CC- and CXC-type dimer topologies and displaying an entirely new conformation. Furthermore,
comparison of CXCL4 tetramers [21] and CCL2 tetramers [22] show that they both display CC- and
CXC-type dimer motifs.

In other instances, higher order oligomer chemokine structures have not been observed, e.g.,
CXCL8 or CXCL1 (Growth-related protein-α, Gro-α) (e.g., [23]), but this may be due to the presence of
only very low oligomer populations and limitations of experimental techniques used to investigate
them. Some CC-type chemokines are not known to form tetramers, yet they do associate to form
higher-order oligomers, like CCL5 [15] and CCL27 [16]. Figure 3A illustrates a proposed oligomer
structure of CCL5 deduced from analysis of NMR, MS, and SAXS data [15]. This model shows the
CCL5 oligomers consisting of chemokine CC-type dimers assemble in a linear fashion. Figure 3B
shows the modeled oligomer structure of CCL3 [17], which shows how a CC-type dimer can associate
in a somewhat different fashion into a higher order oligomer. Aside from standard CXC- and CC-type
inter-subunit interactions seen in the CCL3 oligomer structure (Figure 3B, [17], energetically favorable
interactions are also observed between the post-β3 loop of one subunit (Thr43-Arg44-Lys45 and Arg47)
and the helix (Glu66) and β1 strand (Glu26-Try27) of the opposing subunit, respectively, suggesting
that other types of heterodimers may associate in situ. Nevertheless, whereas these studies underscore
the importance of the chemokine CC-type dimer as a building block for larger chemokine oligomers,
the idea of a single, well-described dimer structure defining the topology of larger oligomers may be
too simplistic.
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Figure 3. Higher-order oligomer structures of CCL5. (A) Proposed oligomer structure of CCL5
deduced from analysis of NMR, MS, and SAXS data (PDB access code: 2L9H, [15]; (B) Modeled
oligomer structure of CCL3 (PDB access code: 5L2U, [17]) is shown to illustrate how a CC-type dimer
could associate in a somewhat different fashion into a higher order oligomer. C-terminal helices are
colored red; β-strands are colored yellow, and aperiodic sequences/loops are colored green.

Chemokine monomers, dimers, and higher-order oligomers exist in a complex equilibrium where
distinct oligomer structures co-exist and interconvert within a dynamic distribution [15,21,24–28].
For example, distinct co-existing structures have been reported for the monomers and dimers
of the chemokines XCL1 and CCL27 [16]. Early on, this was well exemplified by NMR studies
on CXCL4 [13,29], low affinity CXCL4 [30], and CXCL7 (platelet basic protein, [19]) and its
N-terminal degradation products CTAP-III (connective tissue-activating peptide III) and NAP-2
(neutrophil-activating peptide-2) [31]. In general, the weighting of oligomer populations is dictated by
the amino acid composition and conformation of inter-subunit interfaces [32]. This in turn determines
the thermodynamic stability of the complexes, with some chemokines forming stronger oligomers
and others much weaker ones or remaining as monomers/dimers. This equilibrium distribution can
be perturbed by changing solution conditions (e.g., lower pH, buffer type, ionic strength, presence
of ligands like heparin) as reported e.g., with CXCL4 [13,29,33], CXCL7 [34], CXCL12 [35,36], and
CCL11 [37]. Relatedly, oligomer subunit exchange is the primary reason why not all chemokines can
be crystallized or why their structures cannot be solved using NMR spectroscopy.

2. Chemokine Heterodimers

Because chemokine monomer structures are highly conserved, chemokine quarternary structures
are determined primarily by the amino acid residues present at the particular inter-subunit
interface [32]. Therefore, monomers of different chemokines may be swapped if the arrangement
and composition of residues at a given monomer–monomer interface in a heterodimer make for
an energetically favorable state relative to that in either homodimer. Indeed, Guan et al. [38]
demonstrated that CC chemokines CCL3/4 and CCL2/8 (macrophage inflammatory protein 1α
(MIP-1α) and 1β (MIP-1β), respectively) form heterodimers in vitro, as well as being secreted as
heterodimers from activated human monocytes and peripheral blood lymphocytes, suggesting that
this CC chemokine-based heterodimer may impact on intracellular signaling via binding to, and
activation of, its receptor CCR5 [38]. It has also been shown that at least three members of the CXC
chemokine sub-family, CXCL4, its N-terminal chimera PF4-M2 [18], and CXCL8, readily exchange
subunits to form heterodimers that exhibit similar equilibrium dimerization constants (Kd) as observed
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for homodimers [39,40]. CXC and CC chemokine heterodimers (i.e., CXCL4 and CCL5) were also
shown to form in cells in culture, as well as in vivo [41,42].

Nesmelova et al. [32] explored the energetic basis for heterodimerization of CXC and CC
chemokines by using molecular mechanics and the Poisson–Boltzmann surface area (MM-PBSA)
approach to calculate binding free energies and to predict which pairs of CXC and CC chemokines
would likely form in solution. This study indicated that heterodimers within and between members of
CXC and CC sub-families can occur. Calculations were done to assess also which type of heterodimer
might form, i.e., CXC-type vs. CC-type heterodimers. In this regard, it was reported that CXCL4
could make thermodynamically favorable interactions with CXCL1, CXCL7, and CXCL8, as well as
CXCL1/L8, CXCL7/L8 and CXCL1/L7, with all pairs forming only CXC-type dimers. CC chemokine
CCL2 could also favorably pair up with CCL5 and CCL8, with CXC-type heterodimers being favored
with the CCL2/CCL8 pair. Several CXC/CC mixed chemokine pairs were also examined, with
CCL2/CXCL4 and CCL2/CXCL8 favoring CXC-type heterodimer formation, and CCL5/CXCL4
greatly favoring the CC-type dimer, and CXCL8/CCL5 forming either equally well. Modeled structures
of the CCXL4/CCL5 heterodimer are shown in Figure 4A,B for both CXC- and CC-type dimers, with
the CC-type heterodimer being highly energetically favored over the CXC-type heterodimer. Some
of these, like the CXCL4/CCL5 heterodimer, have been experimentally validated in vitro and/or
in vivo [42].

Figure 4. Modeled structures of CXCL4/CCL5 heterodimers. These structures are based on NMR
chemical shift and intensity changes from HSQC experiments on CXCL4 and CCL5. NMR data were
used to direct manual docking and energy minimization using Molecular Dynamics (MD) simulations,
as discussed in von Hundelshausen et al. [42]. MD simulations and energy minimization were done
with CCL5 and CXCL4 monomer subunits initially docked as a CXC-type dimer (A) or a CC-type
dimer (B), with the CC-type heterodimer being energetically favored. CXCL4 monomer subunits are
shown in red, and CCL5 monomer subunits are shown in blue. These structures were produced by
Dr. Kanin Wichapong, Maastricht University, The Netherlands.

Chemokines bind strongly and specifically to glycosaminoglycans (GAGs) [27,43–46] that are
comprised of sulfated LacNAc disaccharide repeat units and can vary in chain length and sulfation
pattern. For example, CCL5 homo-dimers interact with GAGs in a specific manner [47–49], with
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GAG binding affinity depending on both the type of GAG and its sulfation pattern [49]. This has
also been reported for CCL2 [50] and CCL11 [43]. In general, highly negatively charged GAGs
interact electrostatically with positively charged amino acid residues in chemokines. Contrary to
some CXCL4/GAG binding models, which center around the cluster of lysines within the chemokine
C-terminal α-helix, Mayo et al. [51] used NMR and site-directed mutagenesis to demonstrate that
the loop containing Arg20, Arg22, His23 and Thr25, as well as Lys46 and Arg49, play a greater role
in GAG/heparin binding. Moreover, even though electrostatic interactions are understood to play
a key role in GAG binding to chemokines, other forces also contribute to their binding specificity
(e.g., CXCL4, [51] and XCL1, [52]).

Chemokine homo-oligomers have also been known for some time for their ability to bind relatively
strongly to GAGs [48], and conversely, binding to GAGs can induce chemokine homo-oligomer
formation, as exemplified by CCL5 homo-oligomer formation [27,53,54]. GAG binding can also have
a significant effect on chemokine structure [27,50], structural dynamics [47], homo-oligomerization [55],
and chemokine receptor dimerization, e.g., CCR2 [56]. For example, Rek et al. [27] reported that CCL5
undergoes a structural transition upon GAG binding, and Verkaar et al. [57] found that GAG binding
affects chemokine cooperativity. Furthermore, Mikhailov et al. [23] demonstrated early on that heparin
dodecasaccharide binding to CXCL4 induces higher-order oligomer formation that is dependent upon
the chemokine:GAG molar ratio.

Chemokine hetero-oligomers are also stabilized by binding to GAGs [24]. Crown et al. [56]
characterized the effects of GAG binding on heterodimerization of CCR2 ligands CCL2 (MCP-1), CCL8
(MCP-2), CCL7 (MCP-3), CCL13 (MCP-4), and CCL11 (eotaxin). These authors reported that CCL2
and CCL8 form strong and specific CC-type heterodimers, whereas CCL2/CCL13, CCL2/CCL11, and
CCL8/CCL13 heterodimers are only moderately stable, and CCL7 did not form heterodimers with
any other CCR2 chemokine ligand. Moreover, heterodimer formation was enhanced by chemokine
binding to GAGs (heparin pentasaccharide, Arixtra). In their study, Arixtra promoted formation
of CCL8/CCL11 and CCL2/CCL11 heterodimers, which otherwise either did not form or formed
only weakly.

3. Functional Impact of Chemokine Structure

Chemokines play a significant role in biology and are involved in many pathologic disorders,
including cancer, HIV/AIDS, and atherosclerosis [58–60]. About fifty chemokines are involved
in various aspects of cell interactions and communication with the immune system. In general,
chemokines trigger their functional activities by binding to cell surface G-protein coupled receptors
(GPCRs) [61–64]. For example, CXCL12 binds to and activates the CXCR4 receptor; CXCL7 (platlet
basic protein and its N-terminal degradation product NAP-2) signals through both CXCR1 and CXCR2
receptors, and CXCL9, CXCL10 and CXCL11 work through CXCR3 receptor [65].

The best way to understand how chemokines function on their respective receptors is through
a structural knowledge of the chemokine ligand/receptor complex [66]. However, the determination of
high-resolution structures of chemokine ligand/receptor complexes is highly challenging, and no such
structures are presently available. Nevertheless, structural biology plays a major role in delineating
how chemokines interact with their GPCR receptors, which in turn relates to how chemokines trigger
cell signaling, information that is crucial to designing chemokine antagonists. Given the size of GPCRs
and the general difficulties of working with them in vitro, little is known about which residues within
any GPCR direct chemokine ligand binding. However, existing evidence indicates that the N termini
of some GPCRs are involved in binding chemokine ligands [67–71].

Most studies have focused on defining those residues within the chemokine ligands themselves
that are primarily responsible for binding to and activating GPCRs. In particular, the tripeptide ELR
sequence (Glu-Leu-Arg) within the dynamic N-terminus of some CXC chemokines was determined
to be crucial for interactions with GPCRs. In terms of function, CXC chemokines with the ELR motif
(ELR1: CXCL1, 2, 3, 5, 6, 7, 8) generally promote angiogenesis and those lacking the ELR motif
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(ELR2: CXCL4, 9, 10) have angiostatic properties [5,72]. Residues within the N-loop between the
two N-terminal cysteines, as well as in the helix, can also be involved in GPCR binding [14,73]. Even
though the Arg-Phe-Phe-Arg-Glu-Ser-His sequence within this region of CXCL12 is important for
receptor binding affinity [74], this is not always the case, and a number of residues throughout the
surface of other chemokines have been found to be crucial for receptor binding. In CXCL10 and CCL2,
the loops between β-strands are also important for high-affinity receptor binding [71,75]. Binding
interactions can also vary depending on the chemokine and which GPCR is involved in their interplay.

Recently, Handel et al. and Volkman et al. have taken the lead in studies aimed at
defining structurally crucial interactions between chemokine ligands and their respective GPCRs.
Hemmerich et al. [71] showed early on, using primarily mutagenesis studies, that the complex between
CCR2 and CCL2 was mediated in part by a few basic amino acid residues in CCL2 and acidic residues
(particularly a DYDY tyrosine sulfation motif) in CCR2. Their model suggests that the DYDY motif
might bind to a basic residue pocket on CCL2. Such electrostatic interactions from acidic and basic
side chains that were also found to be important within the CXCR4:vCCL2 complex [76,77]. vCCL2
(viral macrophage inflammatory protein-II) is expressed by human herpes virus-8 and can bind to
multiple chemokine receptors, including CCR5 and CXCR4, thus vCCL2 is quite interesting due to its
ability to inhibit HIV infection.

Other studies have reported on chemokine ligand interactions with CXCR4 and CCR2.
Ziarek et al. [78] merged information on the NMR-derived structure of a constitutively monomeric
CXCL12 variant bound to the amino terminus of CXCR4 with a crystal structure of the trans-membrane
domain of CXCR4. Their work showed that the CXCL12:CXCR4 interface allowed previously
unknown interactions to be identified, which raised questions about the classical “two-site model”
for chemokine-receptor recognition. Moreover, the study demonstrated that the CXCR4 contacts
with monomeric CXCL12 were different from those made by dimeric CXCL12, which only stimulates
GPCR-dependent signaling.

Using a different approach, Kufareva et al. [79] employed disulfide trapping to identify how
chemokines bind their receptors in order to guide molecular modeling. Early attempts in disulfide
crosslinking between CXCR4 and CXCL12 were guided by the NMR structure of a CXCL12 dimer in
complex with a 38-residue peptide isolated from the N-terminus of CXCR4 (CRS1) [80]. This work with
CXCL12 and CXCR4 was recently continued with a combination of computational modeling, functional
assays, and biophysical approaches to assess the stoichiometry and geometry of the interaction in this
chemokine ligand/receptor pair [81]. In fact, their cysteine trapping experiments allowed residue
proximities to be derived enabling construction and validation of a 1:1 receptor:chemokine model
consistent with the two-site model of receptor activation and accumulating evidence supporting
monomers as the minimal functional unit of binding to GPCRs [81].

Nevertheless, the simple two-site model in chemokine receptor signal transduction may be
inadequate to explain chemokine function in all instances, and new paradigms are required [82].
For example, chemokine monomers and homodimers can interact with and activate their cell surface
receptors somewhat differently, as exemplified with CXCL12 where its oligomer state directs the
inhibition of metastasis through distinct CXCR4 interactions and signaling pathways [83]. Moreover,
chemokine activities can be quite varied. For example, while CXCL9 and CXCL10 both have potent
antitumor activities through attraction of cytotoxic T lymphocytes and inhibition of angiogenesis,
CXCL11 is more potent in terms of its antitumor activity [84]. The modulation of chemokine responses
in terms of synergy and cooperativity has been nicely reviewed by Proudfoot et al. [85].

Understanding chemokine structure-function relationships has been complicated by reports
that chemokine heterodimers and/or hetero-oligomers can also form and are associated with some
cellular responses [25,32,38–42,86–88]. This has been demonstrated e.g., with the formation of the
CXCL8/CXCL4 heterodimer, which enhances both CXCL4-induced endothelial cell proliferation, and
CXCL8-induced migration of Baf3 cells [40]. The presence of angiogenic CXCL8 in solution with the
angiostatic chemokine CXCL4 increases the anti-proliferative activity of CXCL4 against endothelial
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cells [40]. In addition, the co-presence of CXCL4 and CXCL8, in turn, attenuates the CXCL8-mediated
rise in intracellular calcium in the amyloid progenitor cell line and enhances CXCL8-induced migration
of bone-marrow-derived pro-B-cells (Baf/3) [39,40]. Moreover, heterodimerization between members
of the CXC and CC sub-families has also been reported with CXCL4 and CCL5 [41,42,86], as well as
with CCL21 (secondary lymphoid tissue chemokine) and CXCL13 (B cell attracting chemokine-1) [25].
The functional result is that hetero-dimerization dramatically modulates biological activities of these
chemokines in vitro and in vivo. In this regard, chemokine heterodimerization can modulate the
overall signaling response of GPCRs, thereby providing a general mechanism for regulating chemokine
function. The recent synthesis and in vitro/ in vivo testing of a covalently-linked CXCL4/CCL5
heterodimer has validated the functional relevance of chemokine heterodimers in GPCR-mediated
signal transduction [42,89].

GAGs are essential to chemokine function in vivo [54], and their structures and localization are
altered after injury and during inflammation [90,91]. While the exact role of GAGs is quite diverse,
it appears that chondroitin sulfate can induce a specific CCL5/CXCL4 hetero-oligomer structure
that promotes atherosclerosis [41,86]. The exact molecular structure of this “active” CCL5/CXCL4
heterooligomer is unknown. The possibility of functionally relevant, structurally distinct oligomer
conformations as a result of GAG/chemokine interactions has previously been postulated [47,92].
For some chemokines, homo-oligomerization is coupled to GAG binding, e.g., CCL5 and CCL3 [93].
Mikhailov et al. [23] demonstrated early on that GAG (heparin dodecasaccharide) binding to CXCL4
induces higher-order oligomer formation, dependent upon the chemokine:GAG molar ratio, which can
lead to the development of thrombocytopenia. Although the role of higher-order chemokine oligomers
has been widely recognized to play a role in cell signal transduction, their mechanism of action is
poorly understood.

Even though there is evidence that chemokine heterodimers and/or hetero-oligomers impact
biological activity, this does not exclude the occurrence of individual chemokines working in concert
on their respective GPCRs to elicit synergistic effects. In fact, Gouwy et al. [94–96] have shown that
blocking one of the two chemokine receptors negates synergistic interactions, suggesting that synergy
requires each chemokine to bind to its respective cell receptor leading to intra-cellular signaling. Gouwy
et al. [94] reported that CXCR4 and CCR5 ligands cooperate in monocyte and lymphocyte migration
and in the inhibition of dual-tropic (R5/X4) HIV-1 infection. Gouwy et al. [96] demonstrated that
chemokines and other GPCR ligands synergize in receptor-mediated migration of monocyte-derived
immature and mature dendritic cells. These authors also observed synergy between chemokines and
chemotactic non-chemokine GPCR agonists, including fMLP, C5a and SAA. In view of these results,
it is likely that there are several ways to obtain synergy between these chemo-attractants [97].

4. Chemokine Antagonists

Given the important roles that chemokines and their cell surface GPCR receptors play in biology
and pathological disorders, a number of chemokines and their GPCR partners have become targets
for therapeutic drug development [98–100]. Moreover, because chemokines are major players in
inflammation, pathological disorders that involve chemokines in tissue inflammation, primarily via
leukocyte recruitment and activation, have been central to these efforts [101]. Various strategies
have been used to intervene with chemokine systems for therapeutic purposes [102]. Knowledge of
chemokine oligomer structures [103] and how chemokines interact with their receptors (see above) has
been crucial to the development of chemokine antagonists. Here, we provide a limited presentation
of some of these, and discuss how targeting chemokine hetero-oligomers may be another fruitful
approach going forward.

One of the major strategies in this field has been the direct inhibition of GPCRs. Small molecule
inhibitors targeting chemokine receptors CCR3 and CCR4 have been reported to attenuate lung
inflammation in animal models [104–106]. A modest effect targeting CXCL8 with a mAb has been
reported in a Phase II clinical trial against chronic obstructive pulmonary disease (COPD) [107].

46

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 2088

However, this approach targeted the free CXCL8 ligand and not the ligand-receptor bound state,
which is likely to be the actual “bioactive” state, thus possibly explaining the limited success using this
mAb. In the rheumatoid arthritis arena, two inhibitors have shown promise: one is a CCR2/CCL2
inhibitor INCB3344 [108] and the other is a monomeric variant P8A-CCL2 antagonist [109]. However,
both agents had mixed results. In fact, anti-CCR2 depleting antibody MC-21 actually exacerbated the
disease [110], and three phase II clinical trials using an anti-MCP-1 antibody, an anti-CCR2 antibody,
and a CCR2 inhibitor [111] all failed.

Overall, the development of highly effective chemokine antagonists has been slow. Part of the
problem is that most chemokine/receptor interactions are not very selective [60,112], and thus there
has been limited success in the clinic. Nevertheless, recent success with the anti-HIV drug Maraviroc
has underscored the therapeutic value of interfering with chemokines in receptor binding and cell
signaling [113]. There are some other exceptions that have shown potential. For example, the orally
active, small molecule inhibitor CCX282-B, which targets CCR9, has shown efficacy in a colitis model in
animals [114], as well as promising results in clinical trials against colitis. CCR5 and CXCR3 are central
to alloimmune responses and thus are potential targets for post-transplant immunosuppression, and
another small molecule antagonist of CCR5 (TAK-779) has been shown to prolong allograft survival
in transplant models by attenuating recruitment of CD4+, CD8+ and CD11+ cells and to attenuate
development of chronic vasculopathy, fibrosis, and cellular infiltration [115].

Using a quite different approach, others have demonstrated that DNA viruses can control the
immune response to infection by expressing chemokine ligand [116,117] and receptor [118] homologs,
as well as small chemokine-binding compounds [119]. Phage display has been used to identify the
pharmacophore of CC chemokine-binding proteins Evasin-1 and -4 with the goal of developing novel
drugs to target this system [120]. Another interesting approach is to “lock” a chemokine ligand into
its homodimer structure, as exemplified by CXCL12 [121]. Due to enhanced serum stability, this
dimeric CXCL12 variant was shown to inhibit pulmonary metastasis of CXCR4-expressing melanoma
cells. CXCL12 is a popular target for drug development, as exemplified with a structure-based drug
design approach leading to the development of an interesting CXCL12 antagonist [122,123]. Relatedly,
Ziarek et al. [124] employed a fragment-based strategy to optimize small molecule CXCL12 inhibitors
that antagonize the CXCL12/CXCR4 interaction. More recently, analysis of the CCR2 structure has led
to the identification of orthosteric and allosteric antagonists of this receptor [125].

Another approach has exploited GAG–chemokine binding [126]. Evidence indicates that
functional and tissue-specific selectivity are introduced into the chemokine system via the formation
of chemokine oligomers that are modulated by GAG binding [54,57]. Nellen et al. [127] reported
that interference with CCL5 oligomerization and GAG binding improves liver injury. Heparin
oligosaccharides have been used to inhibit CXCL12-mediated cardio-protection by binding to the
chemokine dimerization interface to promote oligomerization and compete with binding to the
N-terminus of its receptor CXCR4 [128]. Another polysaccharide-related approach is use of a 30 kDa
secreted protein, TSG-6, a member of the hyaluronan-binding protein family (hyaladherins) that
contains a hyaluronan-binding LINK domain. TSG-6 inhibits neutrophil migration via direct interaction
with CXCL8 [129].

Even though early reports of chemokine heterodimers [32,38–40] were somewhat controversial in
terms of their biological relevance, this concept has been validated experimentally and does present
a novel paradigm for designing chemokine antagonists [40–42]. Koenen et al. [41] reported on the use
of CCL5-derived peptides, e.g., CKEY, that function as chemokine heterodimer agonists. The term
“chemokine interactome” was recently introduced to promote the chemokine heterodimer concept and
present further empirical evidence as to which CXC and CC chemokines interact physically with each
other [42]. This large sampling of chemokines demonstrated that not all of them have the potential to
form hetero-oligomers, which imparts selectivity to interactions between mixed chemokines. Moreover,
the GAG chondroitin sulfate appears to induce a specific CCL5/CXCL4 heterodimer that enhances
atherosclerotic development [41,86]. Evidence suggests that this “active” form of CCL5:CXCL4 is
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a promising target for therapeutic intervention selective to sites of atherosclerotic lesions [41]. Based on
these studies, other chemokine-derived peptides were designed and shown to be effective chemokine
antagonists [42]. However, it was the design and synthesis of a covalently-linked CXCL4/CCL5
heterodimer [89] that has provided the most compelling evidence in vitro and in vivo it validated the
biological relevance of chemokine heterodimers [42]. These studies may contribute to the development
and promise of novel chemokine antagonists for use in the clinic.

Note: Given the breadth of the chemokine field and the numerous labs involved in it, we apologize for the
inadvertent omission of many excellent works.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The primary function of chemokines is to direct the migration of leukocytes to the site of
injury during inflammation. The effects of chemokines are modulated by several means, including
binding to G-protein coupled receptors (GPCRs), binding to glycosaminoglycans (GAGs), and
through post-translational modifications (PTMs). GAGs, present on cell surfaces, bind chemokines
released in response to injury. Chemokines bind leukocytes via their GPCRs, which directs migration
and contributes to local inflammation. Studies have shown that GAGs or GAG-binding peptides can
be used to interfere with chemokine binding and reduce leukocyte recruitment. Post-translational
modifications of chemokines, such as nitration, which occurs due to the production of reactive species
during oxidative stress, can also alter their biological activity. This review describes the regulation
of chemokine function by GAG-binding ability and by post-translational nitration. These are both
aspects of chemokine biology that could be targeted if the therapeutic potential of chemokines, like
CXCL8, to modulate inflammation is to be realised.

Keywords: chemokine-GAG interaction; synthetic peptide chemistry; PTM; chemokine nitration

1. Introduction

Chemokines are small cytokines (8–17 kDa) with chemoattractant properties that are involved in
processes ranging from homeostasis to development and tissue repair. They also play essential roles in
pathological conditions such as tumorigenesis, cancer metastasis and inflammatory or autoimmune
disorders where they mediate the migration of leukocytes to the site of injury [1–4]. Chemokine
biology also plays a role in generating immune tolerance [5]. Chemokines are classified into four
subfamilies; C, CC, CXC and CX3C in relation to the location/spacing of cysteine residues within the
N-terminal region.

The migration of immune cells is mediated through the formation of dynamic chemokine
gradients, which are achieved by the binding of chemokines on glycosaminoglycans (GAGs) present
on the surface of endothelial cells and in the extracellular matrix [6]. This creates an equilibrium
of free and bound monomer and dimer in the proximity of the injury, resulting in haptotactic and
chemotactic gradients. This allows directed movement of leukocytes from circulation to the site of
injury via chemokine signalling through the G-protein coupled receptors (GPCR) [7,8]. One of many
possible GAG-chemokine-receptor interaction scenarios is shown diagrammatically in Figure 1 below.
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Figure 1. Chemokine interactions with G-protein coupled receptors (GPCRs) and glycosaminoglycans
(GAGs). Chemokines bind to GAGs present on the surface of endothelial cells in a dynamic manner,
creating a localised chemokine gradient and facilitating the recruitment of leukocytes. Leukocyte
recruitment is a multistep process in which leukocytes tether to, roll along, and adhere to the
endothelium before transmigrating out of the blood vessels. On the right, magnified image indicating
specific chemokine regions involved in GPCR/GAG binding (shaded in orange), and potential
consequences of stress (i.e., production of reactive oxygen species/reactive nitrogen species (ROS/RNS
respectively)) on regulation of chemokine function. CXCL8 is used as an example chemokine, with the
monomer shown in blue and the dimer depicted with one monomer in blue and the other in red.

Regulation of chemokine function is essential in order to prevent excessive inflammation and
allow healing after injury. This regulation can occur at many levels and can involve different aspects of
chemokine biology, including epigenetic modifications which can affect chemokine production [9],
the concentration and oligomeric state of the chemokine (monomer/dimer), the steepness of the
chemokine gradient [10,11], the ability of the chemokine to interact with GPCRs and GAGs [7,12], and
receptor signalling bias [13,14]. Post-translational modifications (PTMs) such as nitration, glycosylation,
phosphorylation, and citrullination also play a critical regulatory role on chemokine function.

In this review, we will describe how chemokine function can be regulated by GAG-binding and
post-translational nitration, primarily focusing on CXCL8 as a model CXC chemokine.

2. Chemokine and Chemokine Receptor Interactions

Chemokine receptors all share a similar structure; an extracellular N-terminal domain, seven
transmembrane-spanning segments, three extracellular loops, three cytoplasmic loops and a C-terminal
segment [15]. Binding of chemokine ligands to their receptors initiates a signalling cascade involving
the influx of calcium, which ultimately leads to chemotaxis [7].

Targeting the interaction between chemokines and their receptors is one potential method
to regulate the recruitment of leukocytes and modulate inflammation. However, this is limited
by the high level of promiscuity displayed by chemokines and their receptors [16]. While some
receptor-ligand interactions are specific e.g., CX3CL1-CX3CR1 or CCL20-CCR6 [15], chemokines can
often bind multiple receptors, and receptors may in turn be activated by many chemokines, making
it difficult to achieve a selective and specific effect when targeting these interactions [17,18]. For
example, whereas CXCR1 binds CXCL8 with high affinity and CXCL6 with lower affinity, CXCR2
binds CXCL1/2/3/5/6/7/8 with high affinity [15,19,20]. In addition, there are atypical receptors
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(ACKR) such as ACKR1/D6 or ACKR2/DARC, that bind chemokines but do not induce G-protein
signalling [21]. They act as chemokine scavengers and are thought to be involved in the regulation of
the immune response. For instance, DARC present on erythrocytes is known to induce clearance of
circulating CXCL8, affecting the chemokine’s ability to stimulate neutrophil recruitment [22], hence
having a significant role limiting the inflammatory response.

3. Chemokines and GAG Interactions

GAGs such as heparan sulphate (HS), are long linear polysaccharides consisting of a repeating
disaccharide unit [23] frequently covalently attached to a core protein forming proteoglycans. The
main classes of proteoglycans are defined according to their distribution, homologies, and function.
Common examples of HS proteoglycans are glypican, syndecan and perlecan. GAGs display varying
patterns of sulphation, which in addition to carboxyl groups, confer a negative charge which is
a critical determinant of chemokine binding [24]. GAGs are located primarily on the surface of
endothelial cells, as macromolecular complexes with matrix proteins in the extracellular matrix (ECM),
and are also secreted/shed during active inflammation [25]. They can be divided into four groups:
heparin/heparan sulphate, chondroitin sulphate/dermatan sulphate, keratan sulphate, and hyaluronic
acid (a non-sulphated GAG, non-covalently attached to proteins) shown in Figure 2.

 
Figure 2. Structure and composition of GAGs. Linkages are shown in red, and sites of sulphation
indicated by yellow triangles. The backbone is made up of repeating disaccharide blocks composed of
uronic acid (glucuronic acid (GlcA) or iduronic acid (IdoA)), or galactose (Gal) and an amino sugar
(N-acetyl-galactosamine (GalNAc) or N-acetyl-glucosamine (GlcNAc)).

Although chemokines are promiscuous to a degree in terms of receptor binding, data on GAG
binding is beginning to show that chemokines interact with GAGs differently, and must be studied
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individually [26–28]. GAGs have the potential to modulate chemokine heterodimer formation and
function, receptor binding and enhance stability [29–31]. GAG binding has been identified as
essential for regulating chemotaxis in vivo [12], and could, therefore, be an aspect of chemokine
biology to be targeted to modulate function. However, the system is intricate and complex, with the
diversity of GAGs (which vary greatly in length, composition and sulphation pattern as shown in
Figure 2), the oligomerisation state of the chemokine and the tissue microenvironment all affecting
the chemokine-GAG interactions, and increasing the challenge of targeting this aspect of chemokine
biology [32,33]. The presence/composition of other molecules beside GAGs also influences binding,
for example, studies have shown that sialic acid and mannose-containing glycans are responsible
(in addition to GAGs) for the binding of CCL5 to both CCR5+ and CCR5− cells [34]. Furthermore,
data are beginning to show that chemokine residues that are involved in receptor interactions are
also involved in GAG binding, suggesting GAG-bound chemokines may be unable to bind their
receptors [27,29,35,36]. The affinity of the chemokine for different GAGs also changes depending
upon whether the chemokine is in the monomer/dimer state, with dimers generally being the higher
affinity GAG ligands [37–39]. The ratio of bound to free chemokine is therefore fine-tuned to modulate
cellular recruitment.

The highly sulphated and acidic GAGs bind to basic residues within chemokines through
electrostatic and H-bonding interactions. This usually involves residues such as arginine, lysine
or histidine, which typically form the BBXB or (B)BXX(X/B)BXXB(B) peptide signature, where B is
a basic amino acid residue and X a non-conserved amino acid, present in virtually all chemokines.
Earlier studies revealed BBXB or (B)BXX(X/B)BXXB(B) as common heparin binding sequences for
several chemokines, however, with the characterisation of more GAG-binding regions, it is suggested
that GAG-binding motifs can be defined as sequential distant residues that form an optimal binding
surface due to spatial orientation in the folded state [40]. This binding regulates the steepness and
duration of chemokine gradients, which in turn regulates leukocyte adhesion and infiltration [41,42].
GAG binding has been identified as essential for the induction of chemotaxis, as chemokine mutants
that bind receptor but not GAGs have impaired ability to recruit immune cells in vivo [12]. GAG
binding could, therefore, be an aspect of chemokine biology to be targeted to modulate function.

Common GAGs: Heparan Sulphate and Heparin

Heparan Sulphate (HS) is an anionic GAG component of the glycocalyx, and the most abundant
GAG on the surface of endothelial cells [43]. HS is initially synthesised as a repeating disaccharide
composed of the monomeric units N-acetyl-glucosamine (GlcNAc) and glucuronic acid. These units
may or may not then be modified by a series of biosynthetic reactions within the Golgi. These give
rise to N-, 6-O, or (albeit rarely) 3-O-sulphation of the glucosamine (GlcNS), as well as epimerisation
and subsequent 2-O-sulphation of the glucuronic acid. The family of enzymes responsible for these
modifications includes N-deacetylase/N-sulphotranferases (NDSTs 1/2/3/4), 2-O-sulphotransferases
(HS2ST), 6-O-sulphotransferases (HS6ST), and 3-O-sulphotransferases (HS3ST) [44,45]. Mature HS
can also be modified on the cell surface glycocalyx by specific sulphatases (SULF1 and SULF2).
Additionally, heparanase, an endo-glycosidase, can cleave the HS polymer releasing smaller fragments
from the HS proteoglycan complex.

HS serves homeostatic functions, including maintenance of the endothelial barrier permeability
and the activation of antithrombin III. During disease or stress, HS can present inflammatory molecules
such as chemokines to leukocytes, facilitating selectin-mediated rolling along the endothelial surface,
potentially leading to increased integrin adhesion, intravascular arrest and diapedesis [46] (Figure 1).

In the short term, inflammation such as ischaemia-reperfusion injury can induce the shedding
of some HS proteoglycans from the endothelial cell surface, which can then bind and sequester
chemokines in the blood and reduce leukocyte migration [47–49]. Upon regeneration of the glycocalyx,
upregulation of the expression of NDST enzymes increases the extent of N-sulphation, which in turn
enhances the potential of the endothelium to bind and present pro-inflammatory chemokines [50].
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This highlights the flexibility and varied regulation of endothelial GAGs and their ability to modulate
chemokine binding and subsequent leukocyte migration.

Heparin, a soluble GAG produced by mast cells [51], has essentially the same backbone structure
as HS but a different (more uniform) sulphation pattern [52]. Due to heparin’s uniform sulphation
pattern, and the commercial availability of size-fractionated oligosaccharides of many different sizes,
heparin is commonly used for structure—function and chemokine-GAG interaction studies.

4. Post-Translational Modification of Chemokines

The regulation of chemokines through post-translational modification can affect both receptor
and GAG binding, and impact upon chemokine function and biological activity [53]. Many forms of
modification can occur, such as cleavages by matrix metalloproteinases and other enzymes, as well as
modifications of individual residues by citrullination or nitration [54–57].

The heterogeneous nature of post-translational modifications emphasises the need for better
understanding, with some modifications enhancing or abrogating function, and others preventing
detection using conventional methods [58,59]. This review article will focus on nitration, which
occurs naturally during any situation that involves oxidative stress, such as myocardial infarction or
organ transplantation.

5. Nitration of Chemokines

The reactive nitrogen species (RNS) peroxynitrite (ONOO−) is formed from the reaction between
nitric oxide (NO) with the superoxide anion (O2

−) [60,61]. ONOO− has a very short half-life of around
10 ms at physiological pH, and can affect molecules within a 20 μm range of its production [62]. Effects
of ONOO− include protein nitration, lipid peroxidation, DNA strand breakage and the inhibition of
cell signalling and metabolism [63].

NO is produced by nitric oxide synthase enzymes present in many cell types and in all
tissues [64–66]. O2

− is produced by a range of enzymes present in many cell types, including
nicotinamide adenine dinucleotide phosphate (NADPH) oxidase within the mitochondria [67–69].
Production of both NO [70] and O2

− [71,72] increases during inflammation and strategies to reduce
production are protective in pre-clincial models of injury [73–75] and in human disease [76].

ONOO− nitrates tyrosine residues to form 3-nitrotyrosine (3-NT), and also modifies tryptophan,
cysteine, methionine, lysine and histidine, examples of which are shown in Figure 3 [77,78]. ONOO−

has been implicated in the pathology of many diseases [79], including myocardial reperfusion
injury [80], cardiac allograft rejection [81], Fabry disease [82] and kidney diseases including acute
tubular necrosis and diabetic nephropathy [83]. An increase in 3-NT was also detected in plasma and
synovial fluid in osteoarthritis patients [84], in plasma from patients with interstitial lung disease [85]
and type II diabetes mellitus [86].

One way that nitration could be affecting disease progression is through its effect on chemokines
and leukocyte recruitment. Chemokine nitration usually results in a decrease in function [59] but for
some proteins nitration can enhance function [87].

5.1. Effects of Nitration: Detection of Chemokines

Studies have shown that nitration may alter the ability of antibodies to detect proteins, presumably
due to epitope modification by the addition of the NO2 groups. This has been shown for nitrated CCL2
and CXCL12 [54,88]. This may limit the biological relevance of measuring chemokine concentrations
as disease biomarkers if only unmodified chemokine is detected. The amount of unmodified
chemokine may be a less informative indicator of disease activity than the ratio of modified to
unmodified chemokine.
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Figure 3. Some examples of amino acid modifications by peroxynitrite (ONOO−). Modifications
involving oxidation are shown in blue, and modifications involving nitration are shown in red.

5.2. Effects of Nitration: Chemotaxis

Nitration affects the chemotactic function of several chemokines but the biological significance of
this is not fully understood. Incubation of chemokine with ONOO− inhibits monocyte chemotaxis
in response to CCL2 and eosinophil chemotaxis in response to CCL5 [89]. Another study found that
CCL2 nitrated by intratumoural RNS was unable to induce CD8+ T cell recruitment to the tumour,
but could still induce some recruitment of myeloid cells at high concentrations [88]. Nitration of
tyrosine 7 in CXCL12 rendered the chemokine unable to induce lymphocyte chemotaxis both in vitro
and in vivo [90]. Nitration could therefore be a negative regulator of inflammation; reducing the
chemotactic functions of chemokines and thereby reducing leukocyte infiltration.

5.3. Effects of Nitration: Receptor Binding

The effect that nitration has on the ability of a chemokine to bind/signal through its receptor(s)
is complex. Nitrated CCL2 was shown to have a reduced affinity for its receptor CCR2, which may
explain its failure to induce chemotaxis of CD8+ T cells (as these cells express low levels of the CCR2
receptor), but retained ability to induce migration of myeloid cells (which express very high levels of
CCR2) [88]. Nitration of CXCL12 does not affect its ability to bind the CXCR4 receptor, but does impair
its ability to signal through this receptor [90]. In cases where nitration reduces receptor activation
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capacity, this could influence the receptor signaling bias mentioned previously, and increase the
specificity of signaling in situations where many chemokines can bind to the same receptor.

To date, all research on nitration in chemokine biology appears to focus upon nitration of the
chemokines themselves. The effect that nitration of the chemokine receptors may have is unknown.
The Y188A CXCR1 mutant displayed a decreased affinity for CXCL8 compared with the wild type
receptor, indicating the importance of this tyrosine residue in receptor-ligand interactions. As tyrosine
is a potential target for nitration by ONOO−, nitration of CXCR1 as well as CXCL8 could affect
receptor-ligand interactions [91].

5.4. Effects of Nitration: GAG Binding

Whether or not nitration affects GAG-binding depends upon the chemokine in question. For
example, nitrated CXCL12 binds GAGs with a similar affinity as wild type CXCL12 [90], but nitrated
CCL2 has been shown to have reduced ability to bind both heparin and heparan sulphate when
compared to wild type CCL2 [92].

It is worth noting that soluble/immobilized chemokines can initiate different downstream
pathways affecting cell migration, as is the case of the CCR7-CCL19/CCL21 axis. This means that
in cases where nitration affects GAG binding (i.e., ability of the chemokine to be immobilized), this
can in turn affect receptor signaling and therefore regulation of receptor binding, GAG binding and
post-translational modifications are all likely to be linked and influence each other [93].

6. GAGs, Nitration and CXCL8 Function

CXCL8 is a potent neutrophil chemoattractant protein released by many cell types in response to
a wide range of stimuli including cytokines, microbial products and hypoxia [94,95]. CXCL8 has also
been shown to act on other cell types such as lymphocytes and fibroblasts, and is known to promote
angiogenesis [96] and leukocyte degranulation. CXCL8 is therefore implicated in both acute and
chronic inflammation [97]. Its modulation could influence the pathology of a wide range of diseases
and at multiple disease stages [98].

6.1. Targeting CXCL8-GAG Interactions

Studies have shown that while the CXCL8 monomer is the higher affinity receptor ligand, the
CXCL8 dimer (which is the higher affinity GAG ligand) is far less competent at CXCR1 receptor
activation (although quite active for CXCR2 [99]). This suggests that CXCL8, when GAG-bound,
cannot access the receptor [36,100,101]. The C-terminal alpha helix of CXCL8, in addition to some basic
residues located within the N-loop, is critical for GAG binding [102,103] due to its positive electrostatic
charge. This binding is mediated by basic amino acids (Arg, Lys, His) core residues and by other
secondary residues across its sequence (as shown in Figure 4) [41,104]. Targeted substitution of these
basic residues for alanine residues reduced in vivo neutrophil recruitment to the peritoneum [8,32],
but increased recruitment to the lungs [32,105]. These different recruitment patterns of neutrophils in
response to CXCL8 in the mouse peritoneum compared to lung could be attributed to differences in
chemokine gradients caused by different GAG structures and compositions between these tissues, and
by differences in binding kinetics or diffusion rates, adding further complexity to this topic [32].
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Figure 4. CXCL8 sequence and structure. (A) Diagrammatic representation of CXCL8 (72 amino acids
long), showing the amino acid sequence. Purple: Receptor-binding residues. Green: GAG-binding
residues. Red: residues implicated in both GAG and receptor binding; (B) CXCL8 in monomeric form
(1KL, PDB) on the left, and dimeric form on the right (1CXCL8, PDB).

6.2. Competitive Displacement of Chemokines

The administration of a GAG, usually heparin, is a method that has been employed in pre-clinical
models to modulate inflammation, and is thought to act through disruption of pre-formed chemokine
gradients present on cell surface GAGs. Heparin in various forms inhibits leukocyte recruitment to
mouse models of arthritis, traumatic brain injury and lipopolysaccharide (LPS) treatment [106–108],
although its effectiveness depends upon the dose given and the duration of inflammation [109]. These
studies show potential role of GAG mimetics on chemokine-mediated immunomodulation when
administered, either local or systemically, however it should be noted that administered heparin is
likely to interact with all cytokines due to its highly negative charge, and a more chemokine-specific
gradient disruption method could be more beneficial.

Chemokine-GAG interactions also play an essential role in the antiviral immune response. Viruses
can evade the chemokine-mediated immune response by expression of viral chemokine binding
proteins (vCKBP), which interfere with the GAG binding, GPCR-binding, or both, thus modulating
chemokine-mediated migration of leukocytes to the site of infection or tissue damage in vitro and
in vivo [110].

6.3. Mutants with Altered GAG Binding

Substitution of basic residues for alanine residues in the GAG binding domain generates a
non-GAG binding mutant. These mutant chemokines bind their cognate receptors normally and
competitively inhibit binding of their wild type counterparts. Occupation of chemokine receptors
by non-GAG binding chemokine variants prevents migration along a gradient and therefore inhibits
chemotaxis, as has been shown with CCL5, CCL7 and CXCL12 amongst others [111,112]. Studies
have shown that CXCL8 mutants with reduced GAG-binding abilities induced lower recruitment of
neutrophils than wild type CXCL8 in the peritoneum but not the lung in vivo [32,105]. This work
could be developed in order to create a non-GAG binding CXCL8 mutant with further impaired
recruitment capabilities, although clearly biological activity effects in different tissues would need to be
fully characterized. Studies conducted on CXCL11, however, showed that a mutant with reduced GAG
binding in vitro could still induce cell migration in vivo, highlighting the need for each chemokine to
be studied individually [113].

A variant of CXCL8 which has no ability to bind GPCRs but with increased GAG binding
affinity inhibits trans-endothelial migration of neutrophils by displacing CXCL8 from the surface of
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endothelial cells [114]. A similar study by our group showed that a non-GPCR binding, increased-GAG
binding CXCL12 variant showed a reduction in cell migration [115]. A CCL2 mutant with increased
GAG binding was shown to displace multiple chemokines which could overcome the issues of
redundancy [116], however high concentrations of chemokine may be required to occupy binding
sites on all GAGs [43,117]. This approach represents another potential method of regulating
chemokine function.

6.4. Using Peptides to Block Chemokine-GAG Binding

In addition to whole chemokine mutants, small peptide fragments of chemokines, for example,
a CXCL9 C-terminal peptide was successfully able to compete with CXCL8, CXCL11 and CCL2 for
binding to heparin, HS or other GAGs [118]. This illustrates the therapeutic potential of peptides to
inhibit chemokine function by disrupting the interaction between chemokines and GAGs. In addition,
these short chemokine fragments might occur naturally, due to cleavage by proteases such as matrix
metalloproteinases (MMPs). Unpublished data from our group suggests that both a synthesised wild
type (KENWVQRVVEKFLKRAENS) and mutant E70K CXCL8 peptide (KENWVQRVVEKFLKRAKNS)
can successfully inhibit the action of the full length wild type protein, and thereby reduce adhesion of
leukocytes to an endothelial cell monolayer under physiological flow conditions.

6.5. Nitration and CXCL8 Function

Neutrophils recruited by CXCL8 produce NO and reactive species generating ONOO−. Therefore
nitration of CXCL8 is likely to occur at sites of inflammation. This could be a mechanism by which
neutrophils limit further chemo-attraction to prevent tissue injury [119]. Unpublished data from
our group suggests that nitration significantly reduces the ability of CXCL8 to induce neutrophil
chemotaxis in vitro.

How nitration may affect the function of CXCL8 is as yet undetermined. Y13 is a residue in the
N-loop that is known to be important for receptor signaling and a target for ONOO−. Nitration alters
the pKa making tyrosine residues more acidic, increases the mass of the protein by 45 Da per residue
nitrated [54], and is also likely to cause some steric hindrance through increasing the surface area of
tyrosine’s phenolic ring [120]. The nitration of tyrosine also affects its hydrophobicity, although there
are conflicting reports in the literature as to whether this makes the residue more hydrophilic [70] or
hydrophobic [120]. It is possible that the hydrophobicity of tyrosine is important in the function of
CXCL8 in particular, as a Y13L mutant (which maintains hydrophobicity) showed similar if not slightly
increased activity when compared to the wild type [121], but Y13E (hydrophilic) and Y13T (neutral)
mutants both showed a decrease in receptor affinity [122]. As the core and secondary GAG-binding
residues of CXCL8 described previously include histidines and lysines, which are potential targets
of ONOO−, it is likely that modification of CXCL8 by ONOO− could also affect its GAG binding
properties [123].

Tyrosine has also been shown to be an important residue within the receptor CXCR1, as a Y188A
mutant version showed decreased affinity for CXCL8 in comparison to the wild type receptor [91].
Therefore nitration of the receptors as well as the ligands (particularly tyrosine residues) could affect
chemokine-mediated signal transduction and leukocyte chemotaxis. It is possible that the location and
function of the aforementioned residues within any given chemokine (and/or receptor) will determine
the specific effects of nitration on each one in turn, highlighting the need for further study.

7. Future Research Directions

Factors such as chemokine-GAG binding and post-translational protein modification are
increasingly recognised as important determinants of chemokine function in vivo. How these factors
affect chemokine function is only starting to emerge and the challenge is now to understand their
effects at a whole organ/organism level during both normal tissue homeostasis and in disease. This is
not only of biological interest but it may identify new treatment targets.
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In this review we have discussed the importance of chemokine-GAG interactions and how this
could be modified by soluble GAGs, mutant chemokines or peptide fragments. There is increasing
evidence that this can be done in vitro and in pre-clinical disease models. However, we still do not
know what the effect of disrupting chemokine gradients in injured tissues would be nor how this
could be applied in the clinic. These are all important areas of future research.

The capacity to mount an effective inflammatory response is paramount. However, to maintain
tissue integrity, this response has to be regulated. If we understand the natural mechanisms employed
to control inflammation we may be able to exploit this to modify disease. One example discussed in
this review is the nitration of chemokines, with resultant loss of activity. Currently, the best methods
for detecting chemokine nitration involve NMR analysis or Nano-HPLC, however the development
of antibodies specific for nitrated chemokines would better facilitate their study; something our
group is currently investigating for nitrated CXCL8. This and similar chemokine modifications
could be biological ‘off switches’, limiting unopposed leukocyte accumulation and tissue damage.
Studies are beginning to find links between these different regulatory aspects of chemokine biology,
and clearly further study is required to discover how post-translational modifications may affect
GAG and GPCR binding in order to contribute to a more complete understanding of the biology of
chemokine regulation.
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ECM Extracellular matrix
GAG Glycosaminoglycan
Gal Galactose
GalNAc N-acetyl-galactosamine
GlcA Glucuronic acid
GlcNAc N-acetyl-glucosamine
GlcNS Glucosamine
GPCR G-protein coupled receptor
HS Heparan sulphate
HS2ST 2-O-sulphotransferases
HS6ST 6-O-sulphotransferases
HS3ST 3-O-sulphotransferases
IdoA Iduronic acid
LPS Lipopolysaccharide
MMPs Matrix metalloproteinases
NADPH Nicotinamide adenine dinucleotide phosphate
NDSTs+ N-deacetylase/N-sulphotranferases
NO Nitric oxide
O2

− Superoxide anion
ONOO− Peroxynitrite
PTM Post-translational modifications
RNS Reactive nitrogen species
SULF1/2 Sulphatases
vCKBP Viral chemokine binding proteins
3-NT 3-Nitrotyrosine
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parameters in type II diabetes mellitus: Effects of glycemic control. Clin. Biochem. 2001, 34, 65–70. [CrossRef]

87. Balafanova, Z.; Bolli, R.; Zhang, J.; Zheng, Y.; Pass, J.M.; Bhatnagar, A.; Tang, X.-L.; Wang, O.; Cardwell, E.;
Ping, P. Nitric oxide (NO) induces nitration of protein kinase Cε (PKCE), facilitating PKCE translocation via
enhanced PKCE–RACK2 interactions a novel mechanism of no-triggered activation of PKCE. J. Biol. Chem.
2002, 277, 15021–15027. [CrossRef] [PubMed]

88. Molon, B.; Ugel, S.; Del Pozzo, F.; Soldani, C.; Zilio, S.; Avella, D.; De Palma, A.; Mauri, P.; Monegal, A.;
Rescigno, M.; et al. Chemokine nitration prevents intratumoral infiltration of antigen-specific T cells. J. Exp.
Med. 2011, 208, 1949–1962. [CrossRef] [PubMed]

89. Sato, E.; Simpson, K.L.; Grisham, M.B.; Koyama, S.; Robbins, R.A. Effects of reactive oxygen and nitrogen
metabolites on rantes and IL-5-induced eosinophil chemotactic activity in vitro. Am. J. Pathol. 1999, 155,
591–598. [CrossRef]

90. Janssens, R.; Mortier, A.; Boff, D.; Vanheule, V.; Gouwy, M.; Franck, C.; Larsen, O.; Rosenkilde, M.M.;
Van Damme, J.; Amaral, F.A.; et al. Natural nitration of CXCL12 reduces its signaling capacity and
chemotactic activity in vitro and abrogates intra-articular lymphocyte recruitment in vivo. Oncotarget 2016,
7, 62439–62459. [CrossRef] [PubMed]

91. Leong, S.R.; Kabakoff, R.C.; Hebert, C.A. Complete mutagenesis of the extracellular domain of interleukin-8
(IL-8) type a receptor identifies charged residues mediating IL-8 binding and signal transduction. J. Biol.
Chem. 1994, 269, 19343–19348. [PubMed]

92. Barker, C.E.; Thompson, S.; O’boyle, G.; Lortat-Jacob, H.; Sheerin, N.S.; Ali, S.; Kirby, J.A. CCL2 nitration is a
negative regulator of chemokine-mediated inflammation. Sci. Rep. 2017, 7, 44384. [CrossRef] [PubMed]

93. Hauser, M.A.; Legler, D.F. Common and biased signaling pathways of the chemokine receptor CCR7 elicited
by its ligands CCL19 and CCL21 in leukocytes. J. Leukoc. Biol. 2016, 99, 869–882. [CrossRef] [PubMed]

94. De Oliveira, S.; Reyes-Aldasoro, C.C.; Candel, S.; Renshaw, S.A.; Mulero, V.; Calado, Â. CXCL8 (IL-8)
mediates neutrophil recruitment and behavior in the zebrafish inflammatory response. J. Immunol. 2013, 190,
4349–4359. [CrossRef] [PubMed]

95. Rot, A. Neutrophil attractant/activation protein-1 (interleukin-8) induces in vitro neutrophil migration by
haptotactic mechanism. Eur. J. Immunol. 1993, 23, 303–306. [CrossRef] [PubMed]

96. Mehrad, B.; Keane, M.P.; Strieter, R.M. Chemokines as mediators of angiogenesis. Thromb. Haemost. 2007,
97, 755. [CrossRef] [PubMed]

97. Kendrick, A.A.; Holliday, M.J.; Isern, N.G.; Zhang, F.; Camilloni, C.; Huynh, C.; Vendruscolo, M.;
Armstrong, G.; Eisenmesser, E.Z. The dynamics of interleukin-8 and its interaction with human CXC
receptor I peptide. Protein Sci. 2014, 23, 464–480. [CrossRef] [PubMed]

98. Ranganathan, P.; Jayakumar, C.; Manicassamy, S.; Ramesh, G. CXCR2 knockout mice are protected against
DSS-colitis-induced acute kidney injury and inflammation. Am. J. Physiol. Ren. Physiol. 2013, 305, 1422–1427.
[CrossRef] [PubMed]

99. Nasser, M.W.; Raghuwanshi, S.K.; Grant, D.J.; Jala, V.R.; Rajarathnam, K.; Richardson, R.M. Differential
activation and regulation of CXCR1 and CXCR2 by CXCL8 monomer and dimer. J. Immunol. 2009, 183,
3425–3432. [CrossRef] [PubMed]

100. Fernando, H.; Chin, C.; Rösgen, J.; Rajarathnam, K. Dimer dissociation is essential for interleukin-8 (IL-8)
binding to CXCR1 receptor. J. Biol. Chem. 2004, 279, 36175–36178. [CrossRef] [PubMed]

101. Rajarathnam, K.; Prado, G.N.; Fernando, H.; Clark-Lewis, I.; Navarro, J. Probing receptor binding activity of
interleukin-8 dimer using a disulfide trap. Biochemistry 2006, 45, 7882–7888. [CrossRef] [PubMed]

102. Webb, L.M.C.; Clark-Lewis, I.; Alcami, A. The gammaherpesvirus chemokine binding protein binds to the N
terminus of CXCL8. J. Virol. 2003, 77, 8588–8592. [CrossRef] [PubMed]

69

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 1692

103. Falsone, A.; Wabitsch, V.; Geretti, E.; Potzinger, H.; Gerlza, T.; Robinson, J.; Adage, T.; Teixeira, M.M.;
Kungl, A.J. Designing CXCL8-based decoy proteins with strong anti-inflammatory activity in vivo.
Biosci. Rep. 2013, 33. [CrossRef] [PubMed]

104. Kuschert, G.S.V.; Hoogewerf, A.J.; Proudfoot, A.E.I.; Chung, C.-W.; Cooke, R.M.; Hubbard, R.E.; Wells, T.N.C.;
Sanderson, P.N. Identification of a glycosaminoglycan binding surface on human interleukin-8. Biochemistry
1998, 37, 11193–11201. [CrossRef] [PubMed]

105. Tanino, Y.; Coombe, D.R.; Gill, S.E.; Kett, W.C.; Kajikawa, O.; Proudfoot, A.E.I.; Wells, T.N.C.; Parks, W.C.;
Wight, T.N.; Martin, T.R.; et al. Kinetics of chemokine-glycosaminoglycan interactions control neutrophil
migration into the airspaces of the lungs. J. Immunol. 2010, 184, 2677–2685. [CrossRef] [PubMed]

106. Al Faruque, H.; Kang, J.H.; Hwang, S.R.; Sung, S.; Alam, M.M.; Sa, K.H.; Nam, E.J.; Byun, Y.R.; Kang, Y.M.
Stepwise inhibition of T cell recruitment at post-capillary venules by orally active desulfated heparins in
inflammatory arthritis. PLoS ONE 2017, 12. [CrossRef] [PubMed]

107. Nagata, K.; Kumasaka, K.; Browne, K.D.; Li, S.; St-Pierre, J.; Cognetti, J.; Marks, J.; Johnson, V.E.; Smith, D.H.;
Pascual, J.L. Unfractionated heparin after TBI reduces in vivo cerebrovascular inflammation, brain edema
and accelerates cognitive recovery. J. Trauma Acute Care Surg. 2016, 81, 1088–1094. [CrossRef] [PubMed]

108. Riffo-Vasquez, Y.; Somani, A.; Man, F.; Amison, R.; Pitchford, S.; Page, C.P. A non-anticoagulant fraction of
heparin inhibits leukocyte diapedesis into the lung by an effect on platelets. Am. J. Respir. Cell Mol. Biol.
2016, 55, 554–563. [CrossRef] [PubMed]

109. Arimateia, D.S.; da Silva Brito, A.; de Azevedo, F.M.; de Andrade, G.P.V.; Chavante, S.F. Heparin fails to
inhibit the leukocyte recruitment for an extended time following inflammatory stimulus. Pharm. Biol. 2015,
53, 72–77. [CrossRef] [PubMed]

110. Gonzalez-Motos, V.; Kropp, K.A.; Viejo-Borbolla, A. Chemokine binding proteins: An immunomodulatory
strategy going viral. Cytokine Growth Factor Rev. 2016, 30, 71–80. [CrossRef] [PubMed]

111. O’Boyle, G.; Mellor, P.; Kirby, J.A.; Ali, S. Anti-inflammatory therapy by intravenous delivery of non-heparan
sulfate-binding CXCL12. FASEB J. 2009, 23, 3906–3916. [CrossRef] [PubMed]

112. Johnson, Z.; Kosco-Vilbois, M.H.; Herren, S.; Cirillo, R.; Muzio, V.; Zaratin, P.; Carbonatto, M.; Mack, M.;
Smailbegovic, A.; Rose, M.; et al. Interference with heparin binding and oligomerization creates a novel
anti-inflammatory strategy targeting the chemokine system. J. Immunol. 2004, 173, 5776–5785. [CrossRef]
[PubMed]

113. Severin, I.C.; Gaudry, J.-P.; Johnson, Z.; Kungl, A.; Jansma, A.; Gesslbauer, B.; Mulloy, B.; Power, C.;
Proudfoot, A.E.I.; Handel, T. Characterization of the chemokine CXCL11-heparin interaction suggests two
different affinities for glycosaminoglycans. J. Biol. Chem. 2010, 285, 17713–17724. [CrossRef] [PubMed]

114. Gschwandtner, M.; Strutzmann, E.; Teixeira, M.M.; Anders, H.J.; Diedrichs-Möhring, M.; Gerlza, T.;
Wildner, G.; Russo, R.C.; Adage, T.; Kungl, A.J. Glycosaminoglycans are important mediators of neutrophilic
inflammation in vivo. Cytokine 2017, 91, 65–73. [CrossRef] [PubMed]

115. Gschwandtner, M.; Trinker, M.U.; Hecher, B.; Adage, T.; Ali, S.; Kungl, A.J. Glycosaminoglycan silencing by
engineered CXCL12 variants. FEBS Lett. 2015, 589, 2819–2824. [CrossRef] [PubMed]

116. Gerlza, T.; Winkler, S.; Atlic, A.; Zankl, C.; Konya, V.; Kitic, N.; Strutzmann, E.; Knebl, K.; Adage, T.;
Heinemann, A.; et al. Designing a mutant CCL2–HSA chimera with high glycosaminoglycan-binding
affinity and selectivity. Protein Eng. Des. Sel. 2015, 28, 231–240. [CrossRef] [PubMed]

117. Bedke, J.; Nelson, P.J.; Kiss, E.; Muenchmeier, N.; Rek, A.; Behnes, C.-L.; Gretz, N.; Kungl, A.J.; Gröne, H.-J. A
novel CXCL8 protein-based antagonist in acute experimental renal allograft damage. Mol. Immunol. 2010, 47,
1047–1057. [CrossRef] [PubMed]

118. Vanheule, V.; Janssens, R.; Boff, D.; Kitic, N.; Berghmans, N.; Ronsse, I.; Kungl, A.J.; Amaral, F.A.;
Teixeira, M.M.; Van Damme, J.; et al. The positively charged COOH-terminal glycosaminoglycan-binding
CXCL9 (74–103) peptide inhibits CXCL8-induced neutrophil extravasation and monosodium urate
crystal-induced gout in mice. J. Biol. Chem. 2015, 290, 21292–21304. [CrossRef] [PubMed]

119. Greenacre, S.A.B.; Rocha, F.A.C.; Rawlingson, A.; Meinerikandathevan, S.; Poston, R.N.; Ruiz, E.; Halliwell, B.;
Brain, S.D. Protein nitration in cutaneous inflammation in the rat: Essential role of inducible nitric oxide
synthase and polymorphonuclear leukocytes. Br. J. Pharmacol. 2002, 136, 985–994. [CrossRef] [PubMed]

120. Souza, J.M.; Peluffo, G.; Radi, R. Protein tyrosine nitration—Functional alteration or just a biomarker? Free
Radic. Biol. Med. 2008, 45, 357–366. [CrossRef] [PubMed]

70

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 1692

121. Hammond, M.E.W.; Shyamala, V.; Siani, M.A.; Gallegos, C.A.; Feucht, P.H.; Abbott, J.; Lapointe, G.R.;
Moghadam, M.; Khoja, H.; Zakel, J.; et al. Receptor recognition and specificity of interleukin-8 is determined
by residues that cluster near a surface-accessible hydrophobic pocket. J. Biol. Chem. 1996, 271, 8228–8235.
[CrossRef] [PubMed]

122. Clark-Lewis, I.; Dewald, B.; Loetscher, M.; Moser, B.; Baggiolini, M. Structural requirements for interleukin-8
function identified by design of analogs and CXC chemokine hybrids. J. Biol. Chem. 1994, 269, 16075–16081.
[PubMed]

123. Alvarez, B.; Ferrer-Sueta, G.; Freeman, B.A.; Radi, R. Kinetics of peroxynitrite reaction with amino acids and
human serum albumin. J. Biol. Chem. 1999, 274, 842–848. [CrossRef] [PubMed]

© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

71

Bo
ok
s

M
DP
I



 International Journal of 

Molecular Sciences

Article

Structural Basis of Native CXCL7 Monomer Binding
to CXCR2 Receptor N-Domain and
Glycosaminoglycan Heparin

Aaron J. Brown, Krishna Mohan Sepuru and Krishna Rajarathnam *

Department of Biochemistry and Molecular Biology, and Sealy Center for Structural Biology and Molecular
Biophysics, The University of Texas Medical Branch, Galveston, TX 77555, USA; aj3brown@utmb.edu (A.J.B.);
kmsepuru@utmb.edu (K.M.S.)
* Correspondence: krrajara@utmb.edu; Tel.: +1-409-772-2238

Academic Editor: Martin J. Stone
Received: 13 January 2017; Accepted: 21 February 2017; Published: 26 February 2017

Abstract: CXCL7, a chemokine highly expressed in platelets, orchestrates neutrophil recruitment
during thrombosis and related pathophysiological processes by interacting with CXCR2 receptor and
sulfated glycosaminoglycans (GAG). CXCL7 exists as monomers and dimers, and dimerization (~50
μM) and CXCR2 binding (~10 nM) constants indicate that CXCL7 is a potent agonist as a monomer.
Currently, nothing is known regarding the structural basis by which receptor and GAG interactions
mediate CXCL7 function. Using solution nuclear magnetic resonance (NMR) spectroscopy, we
characterized the binding of CXCL7 monomer to the CXCR2 N-terminal domain (CXCR2Nd) that
constitutes a critical docking site and to GAG heparin. We found that CXCR2Nd binds a hydrophobic
groove and that ionic interactions also play a role in mediating binding. Heparin binds a set of
contiguous basic residues indicating a prominent role for ionic interactions. Modeling studies reveal
that the binding interface is dynamic and that GAG adopts different binding geometries. Most
importantly, several residues involved in GAG binding are also involved in receptor interactions,
suggesting that GAG-bound monomer cannot activate the receptor. Further, this is the first study
that describes the structural basis of receptor and GAG interactions of a native monomer of the
neutrophil-activating chemokine family.

Keywords: chemokine; CXCL7; NAP-2; CXCR2; glycosaminoglycan; heparin; NMR; monomer

1. Introduction

Chemokines, a large family of signaling proteins, mediate diverse biological functions, including
inflammation, development and tissue repair [1–3]. Chemokines mediate their function by activating
seven transmembrane G-protein coupled receptors (GPCRs) and binding sulfated glycosaminoglycans
(GAGs) that regulate receptor function [4–6]. Another key feature of chemokines is their ability to
reversibly exist as monomers and dimers and sometimes as higher order oligomers. Humans express
~50 different chemokines, which are classified on the basis of conserved cysteines near the N-terminus
as CXC, CC, CX3C and XC. Chemokine CXCL7 (also known as NAP-2), released by activated platelets,
plays a prominent role in recruiting neutrophils to the injury site during thrombosis [7–9]. CXCL7
belongs to a subset of CXC neutrophil-activating chemokines (NACs) that are characterized by an
N-terminal “ELR” motif and function as potent agonists for the CXCR2 receptor [10]. Other members
of ELR-chemokines include CXCL1, CXCL2, CXCL3, CXCL5, CXCL6 and CXCL8 (Figure 1).
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Figure 1. Sequence alignment of neutrophil-activating chemokines. The conserved “ELR” motif is
shown in green. Basic residues that mediate GAG and receptor interactions and hydrophobic residues
that mediate receptor interactions for CXCL7 identified in this study are shown in blue and red,
respectively. The corresponding residues in other chemokines are likewise highlighted. Residues K9
and R54 shown to be involved in binding only in CXCL7 are italicized and underlined.

Monomer-dimer equilibrium constants have been determined for CXCL1, CXCL5, CXCL7 and
CXCL8. Among them, CXCL7 stands out, as it forms a much weaker dimer [11–14]. Whereas the
dimerization constant for CXCL7 is ~50 to 100 μM, the values for other chemokines vary around ~1 to
10 μM. We observed that the dimer levels increase with increasing concentration up to a point after
which tetramer levels populate, and dimer levels do not go beyond ~50% at any given condition (Table
S1). The structure of CXCL7 determined by crystallography corresponded to the tetrameric state [15],
which is not surprising, as crystallography by its very nature results in the higher oligomeric state. The
solution structure of a CXCL7 monomer determined in the presence of 2-chloroethanol that is known
to disrupt intermolecular dimer and tetramer interactions has been reported, but its coordinates are
not available in the public domain [16].

Receptor binding and activity measurements have shown that CXCL7 binds CXCR2 with
nanomolar (nM) affinity, indicating that the monomer is a potent agonist [17]. Presently, nothing is
known regarding the structural basis or molecular mechanisms by which the CXCL7 monomer interacts
with the receptor. Knowledge of the GAG interactions is also essential as GAG interactions regulate
receptor function. Using solution nuclear magnetic resonance (NMR) spectroscopy, we characterized
the binding of the native CXCL7 monomer to the CXCR2 N-terminal domain (N-domain) that functions
as a critical ligand binding site and heparin that serves as a representative and well-studied, sulfated
GAG. Towards this end, we first assigned the chemical shifts of the native monomer that are essential
for characterizing receptor and GAG interactions and also developed a chemical shift-based structural
model of the CXCL7 monomer. We observed that receptor binding is largely mediated by hydrophobic
interactions, that electrostatic and H-bonding interactions also play a role and that the CXCR2
N-domain binds a groove comprising the N-loop and adjacent β-strand residues. On the other
hand, heparin binding is predominantly mediated by electrostatic interactions. We also observe that
heparin adopts different binding geometries and that the binding interface is highly plastic. Most
interestingly, our data indicate that GAG-bound CXCL7 monomer cannot bind the receptor. Further,
to our knowledge, this is the first study characterizing the GAG and receptor interactions of a native
neutrophil activating chemokine monomer.

2. Results

2.1. CXCL7 Monomer Chemical Shift Assignments

Chemical shifts are exquisitely sensitive to local changes in the electronic environment and, as
such, serve as useful probes for mapping the binding interface of macromolecular interactions. The
binding interface is inferred from binding-induced chemical shifts obtained from heteronuclear single
quantum coherence (HSQC) titrations of an unlabeled ligand to a 15N-labeled protein. Therefore,
knowledge of the native CXCL7 monomer chemical shifts is essential to describe the molecular basis
of receptor and GAG interactions. We first characterized how monomer/dimer/tetramer levels vary
as a function of buffer, temperature and pH from relative peak intensities in the 2D HSQC spectra. A
summary of the distribution is shown in Table S1. Our data indicate that pH had the highest impact,
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with the monomer dominating at lower pH and tetramer dominating at higher pH. The dimer was
always observed in the presence of monomer or tetramer and was not prevalent at any pH. Other
variables such as temperature, ionic strength and buffer condition had much less effect. On the basis
of these experiments, we settled on a 300-μM sample at pH 4.0 for monomer assignments. Under
these experimental conditions, the protein exists as 95% monomer with the remaining 5% as dimer.
The HSQC spectrum under these conditions is shown in Figure 2A. A table of the chemical shifts is
also shown (Table S2). As we carried out receptor and GAG interactions at pH ≥6 that better reflects
physiological conditions, chemical shifts at these pH are needed. We recorded HSQC spectra as a
function of pH from 4.0 to 7.5 that allowed assigning monomer chemical shifts at the higher pH
despite elevated dimer levels (Figure S1). The backbone assignments at pH 6.0 were also confirmed
using triple resonance experiments. Interestingly, HSQC spectra collected as a function of pH also
identified several intramolecular interactions. The M6 amide proton is significantly downfield shifted
at higher pH (Figure 2B), and the corresponding residue in various human and murine chemokines
is also downfield shifted [13,18–23]. On the basis of previous mutagenesis studies in CXCL8 and
CXCL1, the chemical shift profile of M6 can be attributed to an intramolecular H-bond between the
E35 side chain carboxylate and M6 amide proton [24]. The K17 amide proton is likewise downfield
shifted (Figure 2C), which can be attributed to H-bonding to the imidazole group of H15 [25]. The
corresponding residue in other NACs has also been shown to be downfield shifted. Mutagenesis
studies in related NACs have also shown that these interactions are critical for receptor function [26,27].
Further, we also observed significant chemical shift changes for C7, and most interestingly, two distinct
peaks at pH 5.0 and a distinct shoulder could also be observed at higher pH. Structures have shown
that the disulfides are dynamic and that the disulfides, in addition to structure, also play crucial roles
in receptor function [28].

Figure 2. NMR characteristics of the CXCL7 monomer. (A) The HSQC spectrum shows excellent
chemical shift dispersion indicating a well-folded single species at pH 4.0. The folded arginine side
chain peaks are indicated in closed brackets; (B,C) Large chemical shift changes observed as a function
of pH are shown for M6 and K17. The transition is from pH 4.2 (black), 4.4 (purple), 5.0 (blue), 5.5
(green) 6.0 (orange) to 7.0 (red).
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2.2. Structural Model of the Native Monomer

A structure of the ethanol-induced monomer of CXCL7 has been previously reported, but its
coordinates are not available in the protein data bank [16]. Generally, nuclear Overhauser effect
(NOE)-driven structures require a sufficient number of long-range NOEs to describe different structural
elements, their relative orientation and the global fold. We could not obtain sufficient unambiguous
long range NOEs to generate a structure. In particular, NOEs between the β-strands and the helix could
not be unambiguously assigned. As our objective was to characterize the binding of the monomer, and
not to determine the monomer structure per se, we generated a chemical shift-based structure.

It is now well established that 1H, 15N, Cα and Cβ chemical shifts can give an accurate structural
model provided related structures are available. We first used our chemical shifts to predict the
secondary structure and backbone torsion angles using TALOS-N [29,30]. Secondary structure
prediction indicated three β-strands, an α-helix, as well as a structured N-loop commonly observed
in chemokines. Predicted torsion angles were also well within favorable limits for a folded protein.
We then generated a de novo monomer structure using CS-ROSETTA. The resulting structure was a
well-folded protein with all the major chemokine structural motifs (Figure 3A). The torsion angles and
intramolecular H-bonds were analyzed, and the torsion angles for 67 residues fall within favorable
limits with the remaining three falling within acceptable limits.

Figure 3. Structural features of the CXCL7 monomer. (A) Ribbon diagram of the CS-based CXCL7
monomer (blue) overlaid on a monomer of the tetramer (gray). Major structural regions are labeled; (B)
Heteronuclear NOE data of the native CXCL7 monomer are shown. Secondary structural elements are
given for reference.

We next compared our structure to the previously described monomer units of the tetramer
crystal structure. Superimposition of the monomer units from the tetramer reveals a backbone
root-mean-square deviation (RMSD) of 0.32 Å for structured β-strands and α-helix (Q20-G26, V34-L40
and R44-A64). Our structure showed a backbone RMSD of 0.82 Å compared to the monomer units
of the tetramer over the same regions, and differences in these regions are mainly due to extended
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β-strands and a slight change in the orientation of the helix. The largest differences between our
monomer and the tetramer structure were observed for the N-terminus and 30s-loop residues, which
can be attributed to their conformational flexibility [16,31,32] (Figure 3A). In general, we observed that
the more dynamic a region, the greater the difference in its backbone RMSD. We further examined
the N-loop and helical regions as these are potentially involved in GAG and receptor interactions.
Overall, the N-loop and helix closely resemble those of the crystal structure, with an average backbone
RMSD of 0.64 Å. Our CS-based structure has a helix that spans from residues 54 to 64, similar to that
observed in the tetramer. It is interesting that residues 65 to 70 are also unstructured in the tetramer,
as C-terminal residues adopt a more defined helical structure in other NAC dimers. For instance, in
CXCL8, the last six residues (66 to 72) are unstructured in the monomer, whereas the helix extends
up to residue 70 in the dimer structures [19,22]. Similarly, only the last two or three residues are
unstructured in the CXCL1 and CXCL5 dimer structures [13,18,23]. A shorter helix in CXCL7 could in
part explain weak dimerization, as the corresponding residues in other NAC structures are involved
in favorable interactions across the dimer interface.

To better understand the dynamic properties of the native monomer, we also carried out backbone
1H-15N-heteronuclear relaxation measurements. Heteronuclear NOEs are sensitive to motions in
the picosecond-nanosecond timescale. Structured residues tend to have high NOE values (~0.8),
and less structured or dynamic residues have lower NOE values. Our data indicated that the
N-terminal residues preceding the CXC motif, C-terminal residues 66 to 70, and parts of the N-loop
are dynamic, while the rest of the protein appears highly ordered (Figure 3B). Comparison of our
data to the previously reported relaxation data of CXCL7 in the presence of chloroethanol shows
striking differences for the 30s-loop residues. Heteronuclear NOE measurements in the presence of
2-chloroethanol indicate a highly dynamic 30s-loop, especially residues Q33, V34 and E35, showing
very low NOE values observed for the very terminal residues, whereas our values are similar to those
of structured residues [16,31,32]. These observations suggest that chloroethanol influences dynamic
properties, and so, these data may not fully reflect the dynamics of the native protein.

2.3. CXCL7:CXCR2 N-Domain Interactions

Currently, nothing is known regarding the structural basis of how CXCL7 binds the CXCR2
receptor. Previous studies have indicated a two-site binding model for chemokine-receptor
activation [33–35]. Site-I, which functions as a critical docking site, involves interactions
between the chemokine N-loop region and receptor N-terminal domain. Site-II functions as the
activating site and involves interactions between the chemokine N-terminal domain and receptor
extracellular/transmembrane residues. As characterizing the structural basis of binding to the whole
receptor is experimentally challenging, albeit possible [36], we used a divide and conquer approach to
characterize the Site-I binding of CXCL7 to a CXCR2 N-terminal domain peptide. Such an approach
has been extensively used to characterize Site-I interactions for a number of chemokines using different
biophysical techniques including solution NMR spectroscopy [37–45].

We characterized native chemokine monomer binding to the CXCR2 N-terminal domain
(CXCR2Nd) at pH 6.0 using 2D-HSQC NMR titration experiments. Significant CSP was observed
for hydrophobic residues M6, G13, I14, I46 and A52, polar residues C7, T10, T11, N18, Q20 and C47
and charged residues K17, E23, D49, R54 and the R44 side chain (Figure 4). Most of these residues
constitute a continuous surface primarily along the N-loop and adjacent β-strand. The perturbation of
cysteines is likely due to indirect interactions, as these residues are buried and so cannot be involved
in direct interactions. Residues Q20 and E23 are located on the opposite face from the other residues,
suggesting their perturbations are also due to indirect interactions.
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Figure 4. CXCL7 monomer binding to CXCR2 N-domain. (A) Portion of the 2D HSQC spectrum
showing the overlay of CXCL7 in the free (back) and in the presence of CXCR2 N-domain at a 1:3.5
molar ratio (red). Residues showing significant perturbations are labeled and arrows indicate the
direction of the peak movement; (B) Histogram plot of binding-induced chemical shift changes in the
CXCL7 monomer as a function of amino acid sequence. Basic residues are shown in blue. Hydrophobic
residues with significant CSP are shown in red. Prolines are indicated by a green ‘P’. Residues that
show CSP above the threshold (dashed line) are considered involved in binding. Secondary structural
elements are given for reference.

To gain further insight into the binding, we generated a model for the CXCR2Nd-CXCL7 monomer
complex using high ambiguity-driven biomolecular docking (HADDOCK)-based calculations that
utilize CSP data as ambiguous interaction restraints along with shape complementarity and energetics
to drive the docking process. Modeling revealed a single binding mode with the N-domain nestled
along a groove between the N-loop and the β3-strand. Binding in our model is principally mediated
by packing interactions between CXCL7 residues I8, T11, I14 and I46 and CXCR2 residues L28, L29
and A31 (Figure 5). Comparison of the chemokine sequences reveals that these residues are highly
conserved (Figure 1), further indicating that they are critical to receptor binding. These observations
also suggest that the CSP of M6, T10 and A52 are due to indirect interactions. In addition, we observe
several transient interactions for charged and polar residues in many, but not all, of the models. These
include an aromatic π-stacking interaction between CXCL7 H15 and CXCR2 F27 and an H-bonding
interaction between CXCL7 K17 side chain NH3

+ and CXCR2 S22 side chain hydroxyl groups. CXCL7
R54 is also involved in binding, forming either an H-bond between its guanidine side chain and
CXCR2 P28 backbone carbonyl or a cation-π interaction with CXCR2 F27 (Figure 5). The remaining
residues were not involved in direct binding interactions, indicating that their CSPs are likely due to
binding-induced structural changes. Interestingly, H-bonding interactions were observed between the
CXCL7 K9 side chain NH3

+ and the CXCR2 D30 carboxylate, though K9 showed no chemical shift
perturbation. It is likely that the absence of chemical shift changes is due to cancellation between
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contributions from direct and indirect interactions of similar magnitude but opposite sign. Lack of CSP
of lysine residues involved in GAG binding has been previously observed in other chemokines [46–49].
Our docking model and CSP data collectively indicate that hydrophobic packing, guided by H-bonding
and ionic interactions, mediates Site-I binding.

Figure 5. Model of the CXCL7-CXCR2 N-domain complex. (A) The ribbon diagram highlights the
important binding residues on CXCL7 (orange). The receptor peptide is shown in green; (B) A surface
filling model of the complex in the same orientation as shown in (A), highlighting residues involved
in packing (orange) and ionic (blue) interactions. Several intermolecular interactions are circled and
CXCL7 and receptor residues are labeled in black and green, respectively; (C) A schematic of the
electrostatic surface in the same orientation as shown in (A,B) highlighting the hydrophobic pocket
and the flanking basic residues. Important CXCL7 residues are labeled for reference.

2.4. CXCL7 Monomer-Heparin dp8 Interactions

CSP analysis showed significant perturbation for residues in the N-loop, β3-strand and the α-helix
(Figure 6). As basic residues are known to mediate GAG binding, we focused on residues K9, H15
and K17 from the N-loop, R44 from the β3-strand and R54, K56 and K57 from the helix. Peaks
corresponding to residues H15 and K17 are broadened out in the free protein, but appear during
the GAG titration, indicating that they are dynamic in the free form and become structured upon
binding. We could measure the CSP for K17 as the peak appears early in the titration, but not for
H15, as it appears late in the titration. CSPs of hydrophobic and acidic residues, which are located
either proximal to basic residues or on the C-terminal helix (residues L63 to E67), are likely due to
indirect interactions. Chemical shifts reveal that helical residues L63 to E67 are unstructured in the free
form, and the observation that the shifts move upfield in the bound form suggests that GAG binding
stabilizes and promotes the formation of the helix. Further, as we are able to simultaneously track
the peaks corresponding to monomer and homodimer, we note that the equilibrium does not shift
upon GAG binding and that monomer continues to dominate, indicating the monomer and dimer
have similar affinities to heparin dp8.

78

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 508

Figure 6. CXCL7 monomer binding to heparin dp8. (A) Portion of the HSQC spectrum showing
the overlay of CXCL7 in the free (black) and in the presence of heparin dp8 at a 1:4 molar ratio
(red). Residues that show significant perturbation are labeled; (B) Histogram plot of binding-induced
chemical shift changes in CXCL7 monomer as a function of amino acid sequence. Residues that show
CSP above the threshold (dashed line) are considered perturbed. Basic residues Arg, Lys and His are
shown in blue. Residue H15 is broadened out in the free spectra and is represented by a “*”. Prolines
are shown by a green “P”. Secondary structural elements are given for reference.

To gain insight into the binding geometry, we generated models of the dp8-bound structures
using HADDOCK. All significantly perturbed residues, including hydrophobic and negatively charged
residues, were used as restraints in generating the models. However, all of the models showed
interactions with only basic residues indicating that the CSP of non-basic residues must be due to
indirect interactions. Docking models resulted in several families, and interestingly, no one family
could satisfy all of the residues that were perturbed in NMR CSP measurements. Models indicate that
all binding geometries share a common core consisting of H15 and K17 of the N-loop and R54 of the
α-helix. Whereas residues corresponding to H15 and K17 are highly conserved, R54 is unique and only
present in CXCL7 (Figure 1). The GAG chain adopts three different orientations about this core due to
selective binding to the peripheral residues K9, R44 or K57, defined as Models A, B and C, respectively
(Figure 7). Structures failed to show interactions for K56, which is oriented away from the N-loop
and towards the dimer interface, indicating that its CSP perturbations are due to indirect interactions.
The same is true of the C-terminal residues L63 to E67, further supporting that their CSPs are due
to structural changes. These data collectively indicate that the binding interface is plastic and that
multiple binding geometries mediate monomer-GAG interactions. Additional docking experiments
excluding one of the peripheral residues K9, R44 or K57 resulted in the two remaining geometries with
no additional new geometries (Figure 7).
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Figure 7. Models of the CXCL7-GAG heparin complexes. Different binding geometries that arise due
to differences in peripheral interactions are shown in panels A, B, and C, respectively. The left column
shows the ribbon diagram of the CXCL7 monomer, with GAG and positively-charged side chains
shown as sticks. The right column shows the surface plots. Arg, Lys and His residues are highlighted
in blue and labeled. Black circles highlight peripheral residues that mediate the binding geometry.

The only previous monomer-GAG characterization is for CXCL8 using an engineered
monomer [46]. Interestingly, the binding interactions for the CXCL8 monomer were more stringent,
with a single binding geometry similar to that observed in Model A. The more stringent geometry
is mediated by a much larger core domain involving six residues in contrast to only three in CXCL7.
Additional core residues in CXCL8 include the C-terminal helical residues R60, K64, K67 and R68
(corresponding to K57, K61, A64 and G65 in CXCL7). The smaller core in CXL7 appears to grant
more degrees of freedom, allowing the GAG to adopt a range of geometries up to 180◦ about the core.
Another key difference is K11 in CXCL8, the residue corresponding to K9 in CXCL7, which shows no
interactions, and instead, K15 (equivalent to G13 in CXCL7), a residue unique to CXCL8, mediates
binding. These data collectively indicate that both conserved and specific residues play differential
roles in mediating GAG interactions and binding geometry in a chemokine-specific manner.
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3. Discussion

CXCL7 plays a critical role in recruiting neutrophils to a variety of tissues, and dysregulation in
this process has been implicated in inflammatory diseases, such as rheumatoid arthritis, acute lung
injury and COPD [50–52], as well as a variety of cancers [53,54]. One of its primary functions involves
neutrophil-platelet crosstalk during vascular injury, as it is released at relatively high concentrations
from activated platelets and provides cues for directed neutrophil migration to the injury site [7].
However, nothing is known regarding the molecular level interactions between CXCL7 and its target
receptor CXCR2 and GAGs.

As a member of the neutrophil activating chemokine family, CXCL7 shares several properties,
such as a similar tertiary structure and activation of CXCR2 via the conserved ‘ELR’ motif. However,
CXCL7 is unique, as it alone forms a weak dimer and also a tetramer at high concentrations, whereas
other members form stronger dimers and no tetramers. Previous NMR studies have characterized
binding interactions for native CXCL1, CXCL5 and CXCL8 dimers and engineered CXCL1 and CXCL8
monomers, as only dimers could be studied at concentrations used for NMR [37,39,46,48,49]. In this
study, for the very first time, we have successfully characterized the binding interactions of an NAC
monomer. By exploiting the weaker dimerization propensity and carefully varying solution conditions
and protein concentration, we could assign the monomer chemical shifts that allowed mapping the
binding interactions and generating structural models.

In addition to the ligand structure, knowledge of the receptor and ligand-receptor complex
structures is also essential to fully describe residue-specific relationships between structural features,
conformational changes and function. In recent years, structures of the free CXCR1 receptor
and of other chemokine receptors bound with an antagonist and small molecule inhibitors have
been reported [55,56]. However, structures of CXCR2 or the agonist-CXCR2 complex are not
available. Therefore, our approach using the isolated N-domain and NMR chemical shift perturbation
experiments can provide critical structural information that is otherwise difficult to obtain. Further,
NMR CSP-based methods have been shown to be extremely useful for describing residue-specific GAG
interactions, as protein-GAG complexes are notoriously difficult to crystallize. The CXCL7 monomer
chemical shift assignments were previously reported in the presence of 2-chloroethanol [16,57]. Our
chemical shifts were similar, but not identical, and interestingly, our heteronuclear relaxation data of
the monomer showed a structured 30s-loop, whereas previous studies carried out in the presence of
chloroethanol showed substantial dynamics similar to those observed for terminal residues. These
observations highlight that dynamic studies carried out in the presence of reagents that disrupt native
H-bonding interactions must be interpreted with caution.

Our NMR and modeling studies suggest that the N-loop and adjacent β-strand residues of CXCL7
mediate CXCR2 Site-I interactions. The binding mode and the nature of these interactions are similar
to that observed for other CXCR2-activating chemokines CXCL1, CXCL5 and CXCL8 [37,39,49,58].
Binding is principally mediated by hydrophobic packing interactions that are conserved across the
NAC family (Figure 1). However, charged residues unique to CXCL7, such as K9 and R54, also mediate
binding, suggesting that such interactions fine-tune receptor activation and confer chemokine-specific
function to what at first glance seems a redundant chemokine system. High resolution X-ray or NMR
structures are essential to confirm and better describe the binding interactions at a single residue level.

Another important aspect of CXCL7 function is its interaction with GAGs. It is now well
established that GAG binding plays a pivotal role in regulating chemokine signaling and establishing
chemotactic/haptotactic gradients. Chemokines in solution form chemotactic and in GAG-bound form
haptotactic gradients, but whether it is the GAG-bound or free chemokine that activates the receptor
is not well understood. Our results indicate that GAG binding to the CXCL7 monomer is highly
plastic and that GAG adopts multiple geometries. Independent of the binding models, a number
of residues that mediate GAG interactions are also involved in receptor interactions indicating that
the GAG-bound CXCL7 monomer cannot bind the receptor (Figure 8). Both monomer and dimer
bound heparin dp8 with similar affinity and hence had no effect on the monomer-dimer equilibrium.
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However, though the dimer levels of the free chemokine are not dominant and the tetramer is favored
at higher concentrations, the dimeric form, compared to the monomer, is favored on binding longer
GAGs. During active neutrophil recruitment and tissue injury, it is very likely that local concentrations
can vary by orders of magnitude, and so, it is possible that the levels of different oligomeric states
and their GAG interactions are highly coupled and regulate in vivo function. We conclude that GAG
interactions provide spatial and temporal control of receptor activity by modulating the amount of free
chemokine and that the interplay between monomer-receptor and monomer-GAG plays an important
role in mediating neutrophil recruitment in response to vascular injury.

Figure 8. Overlap between GAG and CXCR2 binding domains. A schematic showing the CXCR2
binding domain (red), GAG binding domain (blue) and the overlap between the two domains (yellow).

4. Materials and Methods

4.1. Reagents and Protein Expression

CXCL7 was expressed in Escherichia coli cultured in either LB or 15N/13C enriched minimal
medium and purified using a combination of nickel column and reverse phase high-performance
liquid chromatography as described previously [44]. Purified protein was then lyophilized and stored
at −20 ◦C until further use. The recombinant CXCR2 N-domain (residues 1 to 43) peptide was
expressed using the same protocol as described above. Heparin dp8 oligosaccharide was purchased
from Iduron. According to the manufacturer, the oligosaccharides were purified using high resolution
gel filtration chromatography, consist mainly of the disaccharide unit IdoA,2S-GlcNS,6S (~75%), show
some variation in sulfation pattern and contain uronic acid at the non-reducing end and a C4-C5
double bond as a result of the heparinase endolytic action.

4.2. Chemical Shift Assignments of the CXCL7 Monomer

NMR spectra were acquired using Bruker Avance III 600- and 800-MHz spectrometers equipped
with cryoprobes and processed and analyzed using either Bruker Topspin 3.2 or Sparky programs [59].
Monomer chemical shift assignments were determined at 30 ◦C using a 300-μM protein sample in 50
mM phosphate, pH 4.0, containing 1 mM 2,2-dimethyl-2-silapentansesulfonic acid (DSS), 1 mM sodium
azide and 10% D2O. The 1H and 15N chemical shifts were assigned using 3D 1H-15N heteronuclear
NOESY and TOCSY experiments with mixing times of 150 and 80 ms, respectively. The carbon
chemical shifts assigned from HNCA and CBCACONH experiments at pH 6.0 also helped in resolving
some of the ambiguous assignments. The chemical shifts are shown in the Supplementary Material
(Table S2). 1H-15N HSQC spectra collected from pH 4.0 to 7.5 in 0.5 increments were used to assign the
backbone chemical shifts over this pH range.
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4.3. NMR Titrations

Binding interactions of CXCR2 N-terminal domain and heparin dp8 to WT CXCL7 were
characterized using solution NMR spectroscopy. A series of 1H-15N HSQC spectra were collected
upon titrating either CXCR2 N-domain peptide or heparin to WT CXCL7 until no change in the
chemical shifts were observed. The protein concentrations selected were high enough to obtain good
quality spectra in a reasonable period. In the case of CXCR2 N-domain, we titrated 320 μM CXCR2
N-domain to 77 μM WT CXCL7 in 50 mM phosphate buffer at pH 6.0 and 35 ◦C. The final molar ratio of
CXCL7:CXCR2 N-domain was 1:3.5. For CXCL7-GAG interactions, we titrated 10 mM heparin dp8 to
a 50-μM sample in 50 mM phosphate pH 7.4 at 35 ◦C. The final molar ratio for CXCL7:octasaccharide
was 1:4. For all titrations, chemical shift perturbations were calculated as a weighted average of
changes in the 1H and 15N chemical shifts as described [58].

4.4. Model of the Monomer Structure

The monomer structure was generated using CS-ROSETTA, a robust tool for generating de novo
structures from NMR chemical shifts [60,61]. The program uses the PDB database to select protein
fragments based on the given backbone Cα, Cβ, N and NH chemical shifts and then assembles
and relaxes these fragments into a converged structure using a ROSETTA Monte Carlo approach.
Disulfide bonds were absent in the initial structure and subsequently added using PyMol. The
structure was subjected to constrained energy minimization to allow the disulfides to adopt proper
geometry, followed by global energy minimization and structural analysis using the AMBER 12 suite
and VADAR [62,63].

4.5. Molecular Docking Using HADDOCK

Molecular docking of CXCR2Nd and heparin to the CXCL7 monomer was carried out using the
high ambiguity-driven biomolecular docking (HADDOCK) approach as described previously [46,
48,64,65]. The CXCL7 monomer structure determined using CS-Rosetta, the unstructured CXCR2
N-terminal peptide generated in Pymol and the NMR structure of heparin (PDB ID: 1HPN) [66] were
used for docking. Ambiguous interaction restraints (AIRs) were selected based on NMR chemical shift
perturbation results. The pair-wise “ligand interface RMSD matrix” over all structures was calculated,
and the final structures were clustered using an RMSD cut-off value of 7.5 Å for CXCR2Nd and 4 Å for
heparin. The clusters were then prioritized using RMSD and the “HADDOCK score” (weighted sum
of a combination of energy terms).

Supplementary Materials: Supplementary materials can be found at www.mdpi.com/1422-0067/18/3/508/s1.

Acknowledgments: This work was supported by a grant from the National Institutes of Health P01 HL107152 to
Krishna Rajarathnam and the National Institute of General Medical Sciences Houston Area Molecular Biophysics
Training Grants 2T32 GM008280 to Aaron J. Brown. The authors also acknowledge the Sealy Center for
Structural Biology and Molecular Biophysics at the University of Texas Medical Branch at Galveston for providing
research resources.

Author Contributions: Krishna Rajarathnam and Aaron J. Brown designed the research and wrote the paper;
Aaron J. Brown performed the experiments; and Aaron J. Brown and Krishna Mohan Sepuru analyzed the data.
All authors reviewed the results and approved the final version of the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.

83

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 508

Abbreviations

CXCL CXC ligand
CXCR2 CXC chemokine receptor 2
CXCL7/NAP-2 Neutrophil-activating peptide 2
GAG Glycosaminoglycan
CXCR2Nd CXCR2 N-terminal domain
GPCR G-protein coupled receptor
NAC Neutrophil activating chemokine
NMR Nuclear magnetic resonance
HSQC Heteronuclear single quantum coherence
CSP Chemical shift perturbation
NOE Nuclear Overhauser effect
AIR Ambiguous interaction restraints
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Abstract: Chemokines mediate diverse fundamental biological processes, including combating
infection. Multiple chemokines are expressed at the site of infection; thus chemokine synergy
by heterodimer formation may play a role in determining function. Chemokine function
involves interactions with G-protein-coupled receptors and sulfated glycosaminoglycans (GAG).
However, very little is known regarding heterodimer structural features and receptor and GAG
interactions. Solution nuclear magnetic resonance (NMR) and molecular dynamics characterization
of platelet-derived chemokine CXCL7 heterodimerization with chemokines CXCL1, CXCL4, and
CXCL8 indicated that packing interactions promote CXCL7-CXCL1 and CXCL7-CXCL4 heterodimers,
and electrostatic repulsive interactions disfavor the CXCL7-CXCL8 heterodimer. As characterizing
the native heterodimer is challenging due to interference from monomers and homodimers, we
engineered a “trapped” disulfide-linked CXCL7-CXCL1 heterodimer. NMR and modeling studies
indicated that GAG heparin binding to the heterodimer is distinctly different from the CXCL7
monomer and that the GAG-bound heterodimer is unlikely to bind the receptor. Interestingly, the
trapped heterodimer was highly active in a Ca2+ release assay. These data collectively suggest that
GAG interactions play a prominent role in determining heterodimer function in vivo. Further, this
study provides proof-of-concept that the disulfide trapping strategy can serve as a valuable tool for
characterizing the structural and functional features of a chemokine heterodimer.

Keywords: chemokine; heterodimer; CXCL7; CXCR2; glycosaminoglycan; heparin; NMR

1. Introduction

Chemokines, a large family of signaling proteins, mediate diverse biological processes, including
innate and adaptive immunity, organogenesis, and tissue repair [1–3]. Common to these functions is
the directed trafficking of various cell types through interactions with seven transmembrane G-protein
coupled receptors. Chemokine–chemokine receptor interactions form an intricate network of crosstalk,
with a given chemokine binding either a single or multiple receptors and a given receptor binding
either a single or multiple chemokines [4,5]. Additional layers of complexity arise from chemokines
existing in multiple states, from monomers, dimers, and tetramers to oligomers and polymers, and
from their interactions with sulfated glycosaminoglycans (GAG) [6–8]. During active inflammation,
local chemokine concentrations both in the free and GAG-bound forms could vary by orders of
magnitude, which in turn could regulate the steepness and duration of chemotactic and haptotactic
gradients [9,10]. Further, several lines of evidence indicate that chemokines also form heterodimers,
suggesting yet another layer of complexity in regulating function.
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Humans express ~50 different chemokines, which can be classified into subfamilies on the basis of
the first two conserved cysteine residues as CXC, CC, CX3C, and XC [11,12]. Despite sequence identity
that can be as low as 20%, chemokines share a similar structure at the monomer level. Considering
that they are small (~8 to 10 kDa), they show a remarkable array of oligomeric states and binding
interfaces. At the simplest level, chemokines share similar dimeric structures within a subfamily. The
CXC-family forms globular dimers, with the first β-strand constituting the dimer interface, while
the CC-family forms elongated dimers, with the N-loop constituting the dimer interface. However,
this classification is not stringent, as some CC chemokines form CXC dimers [13] and some do not
form dimers even at mM concentrations [14,15]. Chemokines that form tetramers exhibit both CXC
and CC dimer interfaces [16–18]. Some chemokines form elongated polymers that have a completely
different interface [19,20]. Further, lymphotactin, the only member of the C family, shows a typical
chemokine fold and yet a completely different fold as a function of pH and solution conditions [21].
These properties speak to the inherent plasticity of the chemokine dimer interface. Considering that
many chemokines are co-expressed under conditions of insult or co-exist in granules, it follows that
chemokines are capable of forming heterodimers.

Functional studies have provided evidence for chemokine “synergy”, wherein the presence
of multiple chemokines results in enhanced or altered activity [22–25]. Synergy is thought to
play an important role at the onset of inflammatory signaling and has been attributed to altered
receptor signaling [26] and/or heterodimer formation [27,28]. As an example, the functional potential
of chemokine synergy was demonstrated in vivo using peptides that inhibit the CXCL4/CCL5
heterodimer in a mouse atherosclerosis model [29]. Many of the chemokines known to exist in
platelets, as well as those that mediate neutrophil recruitment, form heterodimers. Several studies
have provided evidence for heterodimers [30–32], but very little is known regarding the structural
features, the molecular mechanisms underlying heterodimerization, or how heterodimers interact with
their cognate receptors and GAGs. Such knowledge is essential to describe how the interplay between
heterodimers, GAGs, and receptors mediates crosstalk between platelets and neutrophils towards the
successful resolution of disease.

In this study, we investigated the molecular basis of heterodimer formation for the chemokine
CXCL7 with chemokines CXCL1, CXCL4, and CXCL8. These chemokines co-exist in platelet granules,
and their release upon platelet activation orchestrates neutrophils to the tissue injury site. CXCL7,
CXCL1, and CXCL8, characterized by the conserved N-terminal “ELR” motif, direct neutrophil
trafficking by activating the CXCR2 receptor [33]. CXCL4 is not a CXCR2 agonist as it lacks the
ELR motif, but it plays an important role in promoting neutrophil adhesion [34]. We show that
favorable packing and ionic interactions promote CXCL7-CXCL1 and CXCL7-CXCL4 heterodimers
and that repulsive ionic interactions disfavor the CXCL7-CXCL8 heterodimer. Using a “trapped”
disulfide-linked CXCL7-CXCL1 heterodimer, we provide definitive insights into GAG and receptor
binding interactions. Interestingly, we observed that the trapped heterodimer was as active as the
native proteins for CXCR2 function in a Ca2+ release assay. Further, GAG heparin interactions of the
heterodimer are distinctly different from the CXCL7 monomer, and the GAG-bound heterodimer is
unlikely to bind the receptor. Our observation that GAG binding interactions of a heterodimer could
be quite different from the monomer suggests that these differences could play important roles in
fine-tuning in vivo neutrophil recruitment and function. To our knowledge, this is the very first report
of receptor and GAG interactions that could be unambiguously attributed to a chemokine heterodimer.

2. Results

2.1. NMR (Nuclear Magnetic Resonance) Characterization of CXCL7 Heterodimers

CXCL7, compared to CXCL1 and CXCL8, forms weak dimers, and actually forms a tetramer at
high concentrations. CXCL4, on the other hand, forms an even stronger tetramer. Tetramer structures of
CXCL7 and CXCL4 reveal both CXC and CC type dimer interfaces [16,35]. CXC-type homodimers are
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stabilized by six H-bonds across the dimer interface β-strands and inter-subunit packing interactions
between helical and β-sheet residues [16,17,36–38]. Sequences and the structures reveal that many of
the hydrophobic dimer interface residues are conserved and that polar and charged dimer interface
residues are not (Figure 1A). Comparing dimer interface residues of CXCL7 to CXCL1, CXCL4, and
CXCL8 reveals ~40% to 60% similarity, suggesting that the propensity to form heterodimers could vary
between each chemokine pair.

Figure 1. NMR (nuclear magnetic resonance) characterization of CXCL7 heterodimers. (A) Sequence
alignment of platelet-derived CXC chemokines. GAG (glycosaminoglycans)binding residues identified
from this study are in blue, dimer interface residues for CXCL7 are in green, and conserved Cys
residues are in red; (B–D) Sections of the 1H–15N HSQC (heteronuclear single quantum coherence)
spectra showing the overlay of CXCL7 in the free (black) and in the presence of CXCL1 (B, red), CXCL4
(C, red), and CXCL8 (D, red). Arrows indicate new peaks corresponding to the heterodimer. No new
peaks were observed in the case of the CXCL8 titration.

Solution nuclear magnetic resonance (NMR) spectroscopy is ideally suited for characterizing
CXCL7 heterodimers compared to other techniques. We recently assigned the chemical shifts of the
CXCL7 monomer and extensively characterized dimerization propensity as a function of solution
conditions such as pH and buffer [39]. The heteronuclear single quantum coherence (HSQC) spectrum
of 15N-labeled CXCL7 shows essentially a monomer along with some weak homodimer peaks.
On titrating unlabeled CXCL1 or CXCL4 to 15N-CXCL7, the monomer and homodimer peaks gradually
weaken, and new peaks appear that must correspond to the heterodimer (Figure 1B,C). These new
peaks are in slow exchange with the CXCL7 monomer and homodimer. No changes were observed on
titrating CXCL8 to 15N-CXCL7, indicating the absence of heterodimer formation (Figure 1D). We also
carried out reverse titrations by titrating unlabeled CXCL7 to 15N-labeled CXCL1 or CXCL8. Titrating
CXCL7 to 15N-CXCL1 resulted in the disappearance of monomer peaks and the appearance of new
peaks confirming heterodimer formation. Conversely, titrating CXCL7 to 15N-CXCL8 resulted in no
spectral changes.

The appearance of a new peak during the course of a titration indicates that the environment
of the particular residue in the heterodimer is different compared to the monomer or homodimer.
On titrating CXCL1 to 15N-CXCL7, new peaks are observed that correspond to CXCL7 β1-strand
residues S21, L22, V24, β2-strand residues V34, E35, V36, and I37, and C-terminal helical residues
K56, K62, A64, and G65. These residues are located either at or proximal to the dimer interface. In the
reverse titration of adding CXCL7 to 15N-CXCL1, new peaks corresponding to residues I23 to S30 of the
dimer-interface β1-strand, T38 to L44 of the adjacent β2-strand, and C-terminal helical residues I58 to
S69 are observed. These data collectively indicate that CXCL7-CXCL1 forms a CXC-type heterodimer
and that the residues involved in packing interactions that stabilize the homodimers also stabilize the
heterodimer. We also explored whether side chain chemical shifts of glutamine and asparagine can
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serve as probes for heterodimer formation. In CXCL1, a glutamine and an asparagine are located at
the CXC dimer interface as well as a pair of glutamines in the CC dimer interface (Figure 2A). Upon
titrating CXCL7, chemical shift changes were observed for CXC dimer-interface Q24 and N27 but
not for CC dimer-interfaces Q10 and Q13 (Figure 2B), providing further structural evidence for a
CXC-type dimer.

Figure 2. Characterization of the native CXCL7-CXCL1 heterodimer. (A) CXC (green) and CC (red)
dimer-interface asparagine and glutamine residues are highlighted in the CXCL1 structure. The CXC
and CC dimer interfaces are outlined with a blue arc; (B) Section of the spectra showing the CXCL1
side chain peaks for N27 and N46 in the free form (black) and in the presence of CXCL7 (red). Of the
two peaks, only N27 shows reduced intensity and a new peak corresponding to the heterodimer
(labeled as N27’); (C,D) Plots showing the relative populations of monomer (M), homodimer (D), and
heterodimer (HD) based on NMR peak intensities during the course of the titration. Panel C shows the
relative populations on adding CXCL1 to 15N-CXCL7, and panel D shows the relative populations on
adding CXCL7 to 15N-CXCL1.

Peak intensities can provide valuable information on the relative populations of the monomer,
homodimer, and heterodimer. We were able to track intensity changes for a number of residues upon
titrating CXCL1 into 15N-CXCL7 and vice versa. During the course of the titration, populations of both
the CXCL7 monomer and homodimer decrease and populations of the heterodimer increase. On adding
excess CXCL1, heterodimer and monomer populations become comparable and the homodimer
population becomes negligible (Figure 2C). However, in the case of CXCL1, the heterodimer population
continues to increase, but the homodimer levels remain high and the monomer population becomes
negligible (Figure 2D). The relative populations from both titrations indicate that the heterodimer is
more favored than the CXCL7 homodimer but less favored than the CXCL1 homodimer.

We briefly describe our findings for the CXCL7-CXCL4 heterodimer. Considering that the tetramer
structures of CXCL7 and CXCL4 reveal both CXC and CC dimer interfaces [16,17], heterodimerization
could occur via one or both interfaces. However, similar to the CXCL7-CXCL1 heterodimer, most
of the new peaks lie in proximity to the first and second β-strand residues and none were found
close to the N-loop residues, indicating a CXC-type dimer interface. Side chain chemical shifts of Asn
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and Gln residues of the CXC dimer interface were also perturbed, providing further evidence for a
CXC-type dimer.

2.2. Molecular Dynamics of Chemokine Heterodimers

We utilized a molecular dynamics-based approach to gain insight into the molecular basis
for heterodimer formation. Energy minimized heterodimer structures were subjected to ~180 ns
molecular dynamics (MD) simulations in order to arrive at a stable structure that had minimal
fluctuations in backbone root-mean-square deviation (RMSD). To gain insight into the relative stabilities
and better understand the structural features that mediate heterodimer formation, we examined
several parameters during the course of the simulation; H-bonds and packing interactions of the
dimer-interface residues, backbone φ–ψ angles, and charge-charge interactions. The MD simulations
collectively indicated that a combination of favorable H-bonding, packing, and electrostatic interactions,
similar to what drives any complex formation, dictate heterodimer formation.

In the case of CXCL7-CXCL1, both monomer structures retained their tertiary fold. The H-bond
network across the dimer interface β-strands remained intact for the CXCL7 residues L22 and V24
to CXCL1 residues V26 and V28, while peripheral H-bonds between CXCL7 G26 and Q20 to CXCL1
Q24 and S30 are transient throughout the run (Figure 3B). Backbone φ–ψ angles fall in the allowed
region of the Ramachandran plot throughout the simulation. The dimer interface is stabilized by a
number of favorable intermolecular packing interactions ? between M66 and L67 of CXCL1 and V24,
G26, K56, and V59 of CXCL7 and between K62 and L63 of CXCL7 and V28, S30, V40, and I63 of CXCL1
(Figure 3C,D). Further, as is the case for the respective homodimer structures, the relative orientation
of the helices remained parallel and in register (Figure 3A).

Figure 3. Structural features of the CXCL7 heterodimers. (A,E) Snap shots of the structural models of
CXCL7-CXCL1 and CXCL7-CXCL4 heterodimers from the last 5 ns of the MD (molecular dynamics)
simulations; (B,F) A schematic showing the β1-strand dimer interface H-bonds (dashed line) from the
final 5 ns of the MD run. Arrows indicate transient H-bonds; (C,D) Packing interactions involving
CXCL7 helical (cyan) and CXCL1 β-sheet residues (green) and CXCL1 helical (green) and CXCL7
β-sheet (cyan) residues; (G,H) Packing interactions involving CXCL7 helical (cyan) and CXCL4 β-sheet
(red) residues and the CXCL4 helical (red) and CXCL7 β-sheet (cyan) residues. The circle highlights
the potential ionic interaction between CXCL4 E69 and CXCL7 K56. Nitrogen atoms are shown in the
conventional dark blue and oxygen in light red.
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For the CXCL7-CXCL4 heterodimer, the final MD structure revealed that the monomer structures
maintained their tertiary fold (Figure 3E). The dimer interface H-bonds across the β1-strands remain
intact for CXCL7 residues L22 and V24 to CXCL4 residues L27 and V29, whereas the edge H-bonds
(between CXCL7 Q20 and CXCL4 K31 and between CXCL7 G26 and CXCL4 T25) are transient
(Figure 3F). The dimer is stabilized by favorable packing interactions between K62 and L63 of CXCL7
and V29, L41, Y60, and I64 of CXCL4 and between L67 and L68 of CXCL4 and V24, V34, V36, K56, V59,
and L63 of CXCL7 (Figure 3G,H). Many of these residues are similar in the corresponding homodimers
indicating conserved interactions (Figure 1A). However, there are unique structural differences in
the heterodimer. For instance, E69 of CXCL4 (corresponding to A64 in CXCL7) is involved in ionic
interactions with K56 from the opposite helix in CXCL7 (Figure 3H), and CXCL4 L67 and L68 are
involved in additional packing interactions with CXCL7 L63 and V59. These new interactions result in
the realignment of the helix and partial unwinding of the terminal helical residues.

For the CXCL7-CXCL8 heterodimer, despite favorable H-bonding and packing interactions, there
was significant disruption of the tertiary fold due to unfavorable ionic interactions. The structure
reveals that CXCL7 K27 and CXCL8 R68 are positioned across the dimer interface, resulting in
electrostatic repulsion. In the CXCL8 homodimer, R68 is involved in favorable ionic interactions
with E29 across the dimer interface. This swap from favorable to unfavorable interactions provides a
molecular basis as to why CXCL7-CXCL8 fails to form a heterodimer.

2.3. Design and Characterization of a Trapped Heterodimer

Characterizing the structural and functional features of the native heterodimer is challenging due
to contributions from two native homodimers and two native monomers. In principle, the solution
contains as many as ten species; two monomers in the free and bound form, two dimers in the
free and bound form, and heterodimers in the free and bound form. NMR experiments reduce this
complexity by selectively labeling one of the monomers of the heterodimer, which simplifies the
spectra to six species. In reality, we observe three sets of peaks due to fast exchange between the free
and the bound form. Nevertheless, interpretation of such spectra is still challenging due to challenges
in unambiguously assigning the chemical shifts of the newly formed heterodimer and tracking
chemical shift perturbations (CSPs) of multiple species. This was evident when we initially attempted
to characterize GAG binding to a wild type (WT) heterodimer mixture of 15N-CXCL7/CXCL1 or
CXCL7/15N-CXCL1 at a 1:1 molar ratio. In order to overcome these limitations, we designed a
disulfide-linked “trapped” CXCL7-CXCL1 heterodimer.

We used our heterodimer structural models from MD simulations to examine potential mutation
sites in the CXCL7-CXCL1 heterodimer. To ensure formation of only the disulfide-linked heterodimer
and no disulfide-linked homodimers, we looked for residues that are away from the two-fold symmetry
axis. Other criteria that we considered were that these residues should minimally contribute to
dimerization and/or influence the native fold. Our analysis pinpointed the solvent exposed β1-strand
residues as likely candidates (Figure 4A,B). From this group, we chose the pair S21 from CXCL7 and K29
from CXCL1. The individual cysteine mutants (CXCL7 S21C and CXCL1 K29C) were recombinantly
expressed and purified, and the trapped heterodimer was allowed to form by simple mixing of the
proteins. We confirmed trapped heterodimer formation using SDS-PAGE, mass spectrometry, and
NMR spectroscopy. Bands corresponding to the heterodimer were observed only under non-reducing
conditions, indicating a disulfide-linked heterodimer (Figure 4C). The NMR spectra of the trapped
heterodimer showed well-dispersed peaks characteristic of a single folded protein (Figure 5A,B).
We also compared NMR spectra of the trapped heterodimer to the WT heterodimer (Figure 5C).
The spectra were essentially similar except for residues in and around the mutation, indicating that the
introduction of the disulfide does not perturb the native fold and that the trapped heterodimer retains
the structural characteristics of the native heterodimer.
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Figure 4. Characterization of the CXCL7-CXCL1 trapped heterodimer. (A) Trapping strategy showing
cysteine mutations (in red) that will result only in a trapped heterodimer. Cysteines are too far away in
the homodimer for disulfide formation; (B) A schematic of the heterodimer showing the location of the
disulfide across the heterodimer interface and away from the two fold symmetry axis. CXCL7 is in cyan
and CXCL1 is in green. (C) SDS-PAGE gel showing the formation of the disulfide bond. The higher
molecular weight heterodimer band is observed only under non-reducing conditions. BME stands for
β-mercaptoethanol.

Figure 5. NMR structural features of the trapped heterodimer. 1H-15N HSQC spectra of the
(A) 15N-CXCL7:CXCL1 and (B) 15N-CXCL1:CXCL7 trapped heterodimer. Spectra demonstrate a
properly folded heterodimer with no evidence of monomer or homodimer; (C) The structure of the
trapped heterodimer is similar to the native heterodimer. A section of the HSQC spectra of CXCL7 (red),
trapped heterodimer (green), and a mixture of CXCL7 and CXCL1 in which both native heterodimer
and native homodimer are present (black). Trapped heterodimer alone exists as a single species, free
CXCL7 exists as monomers and homodimers, and native heterodimer is present along with native
monomer and homodimer (Figure 2C). The trapped and native heterodimers have similar chemical
shifts, as is evident from superimposed peaks. Please note the absence of a green peak superimposed
on the homodimer peak. The peak corresponding to the monomer is not shown as it resonates outside
of the displayed spectral window.
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Knowledge of the chemical shifts is essential for NMR characterization of trapped heterodimer
GAG interactions. Towards this, we carried out 15N-edited NOESY and TOCSY experiments on
15N-CXCL7-CXCL1 and 15N-CXCL1-CXCL7 trapped heterodimer samples. We were able to assign the
backbone 1H and 15N chemical shifts of all CXCL1 residues and ~80% of CXCL7 residues. Some of the
CXCL7 residues could not be assigned due to overlap or lack of sequential nuclear Overhauser effects
(NOEs), but this was not limiting as most of the unassigned residues play no role in GAG interactions.

2.4. Heterodimer-GAG Interactions

We characterized the binding interactions of GAG heparin octasaccharide (dp8) by individual
titrations to 15N-CXCL7-CXCL1 and 15N-CXCL1-CXCL7 trapped heterodimer samples. In the
15N-CXCL7-CXCL1 trapped heterodimer, significant perturbations were observed for N-loop,
β3-strand, and α-helical residues. Of particular interest are the basic residues H15 and K17 of the
N-loop, R44 and K45 from the β3-strand, and K56 and K57 from the helix (Figure 6A). CSPs for
hydrophobic or acidic residues located proximal to these basic residues are likely due to indirect
interactions. In the case of the 15N-CXCL1-CXCL7 trapped heterodimer, significant perturbations were
observed for residues in the N-loop, β3-strand, and α-helix. These include the basic residues H19 and
K21 of the N-loop, K45 and R48 of the 40s loop and β3-strand, and K61, K65, and K71 of the α-helix
(Figure 6B).

Figure 6. Histogram plots of chemical shift changes on heparin binding to trapped heterodimer.
Heparin binding-induced chemical shift changes in CXCL7 (A) and CXCL1 (B) of the CXCL7-CXCL1
trapped heterodimer. Residues that show CSP above the threshold (dashed line) are considered
involved in binding. Basic residues Arg, Lys, and His are shown in blue. CXCL7 residues that show
sigmoidal binding profiles are shown in red, and CXCL7 residues showing normal hyperbolic profiles
are shown in gold. Residues H19 and K21 (highlighted by *) show much higher CSPs (0.26 and
0.71 ppm, respectively).

Interestingly, the CSP profiles of CXCL1 versus CXCL7 residues were strikingly different
(Figure 7A,B). Whereas all CXCL1 residues showed similar hyperbolic profiles, CXCL7 showed
three distinctly different profiles. A subset of residues showed hyperbolic profiles (Figure 7C), a subset
showed an initial delay in perturbation followed by a hyperbolic profile (Figure 7D), and a subset
showed sigmoidal like profiles (Figure 7E). We define these residues as belonging to Set-I, Set-II, and
Set-III, respectively.
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Figure 7. NMR characteristics of trapped heterodimer-heparin interactions. Sections of the 1H-15N
HSQC spectra showing the overlay of CXCL7-CXCL1 trapped heterodimer in the free (black) and
heparin dp8 bound form at 1:1 (red) and 1:4 (blue) molar ratios. Arrows indicate the direction of
movement. (A) For CXCL1, only linear chemical shifts are observed; (B) In the case of CXCL7,
both non-linear chemical shifts (K57) and delayed linear chemical shifts (I19 and A64) are observed;
(C–E) Plots of binding-induced chemical shift changes on adding heparin. For CXCL7, (C) hyperbolic,
(D) hyperbolic after a delay, and (E) sigmoidal profiles are observed.

Set-I residues include K27 and C31 to V34 of the 30s-loop and K56 of the helix (Figure 6A).
These residues lie along the dimer interface across from the CXCL1 β-sheet and the helical residues.
Considering that these residues show hyperbolic perturbation profiles similar to CXCL1 residues,
it is likely that their CSPs are due to indirect interactions of dp8 binding to CXCL1. For example,
our structural model reveals that the CXCL7 K27 side chain is oriented towards the CXCL1 helix, likely
making it sensitive to any structural changes in the CXCL1 helix, such as those often associated with
dp8 binding.

Set-II residues include G13 to I19 of the N-loop, D42 to I46 of the β3-strand, and V59 to A64 of the
helix (Figure 6A). These residues are located away from the dimer interface and are not influenced by
CXCL1 binding. These perturbations can thus be attributed to direct dp8 binding to CXCL7.

Set-III residues include Q20 to I25 of the β1-strand, K57, I58, and G65 to A69 of the helix, and
L48 to A52 that precede the helix (Figure 6A). In addition to sigmoidal binding profiles, these peaks
showed non-linear chemical shift perturbations (Figure 7B). These residues are located at the crossroad
between the CXCL7-GAG binding interface and the dimer interface. Therefore, their perturbations are
likely a composite of both CXCL1 and CXCL7 dp8-binding. Residues K56, K57, and I58 are prominent
examples. The K56 side chain is pointed towards the dimer interface, while K57 points out towards the
N-loop. K56 shows a linear perturbation similar to CXCL1 residues, suggesting that its perturbation is
due to direct or indirect interactions from dp8 binding to CXCL1. The initial perturbation of residues
K57 and I58 can thus be attributed to a proximity effect of K56. However, the perturbation profile of
K57 and I58 is altered upon further addition of dp8, indicating that these changes must be due to direct
dp8 binding to CXCL7. Thus the sigmoidal profiles are a composite of CXCL1 and CXCL7 binding
(Figure 7B,E). These data collectively indicate two independent binding sites, with one heparin binding
one monomer and the second heparin binding the other monomer of the heterodimer, and that heparin
first binds to CXCL1, due to higher affinity, and then to CXCL7.
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As discussed above, characterizing GAG binding to the WT heterodimer is challenging. However,
using the trapped heterodimer titration spectrum as a template, we explored whether we could
characterize heparin binding to the native heterodimer. Indeed, we were able to track heparin binding
to a few well-dispersed heterodimer peaks. For instance, upon titration, we observed a heterodimer
peak, which showed significant CSP, a non-linear sigmoidal profile, and similar chemical shifts as K57
and I58 in the trapped heterodimer. Additionally, heterodimer peaks that could be assigned to Q20,
L48, and G65 showed sigmoidal profiles similar to what was observed in the trapped heterodimer.
These observations provide compelling evidence that binding interactions of the trapped heterodimer
capture the complexity of the native heterodimer.

To gain insight into the binding geometries, we generated models of the GAG heparin dp8
bound CXCL1-CXCL7 heterodimer complex using HADDOCK-based docking. We performed two
independent runs. In run-I, restraints were given between one dp8 and CXCL7 and between another
dp8 and CXCL1. In run-II, restraints were given between two GAGs and both monomers of the
heterodimer. Both runs showed essentially the same binding geometry, with one GAG binding to each
monomer of the heterodimer (Figure 8A). In CXCL7, the GAG-binding interface spans the β3-strand,
the N-loop, and the helix and is mediated by H15 and K17 of the N-loop, R44 of the β3-strand, and
R54, K57, and K61 of the helix (Figure 8B). In CXCL1, the GAG-binding interface also spans the
β3-strand, the N-loop, and the helix and is mediated by H19 and K21 of the N-loop, R48 of the
β3-strand, and K61 and K65 of the helix (Figure 8C). CXCL1 K45 and CXCL7 K27 were not involved in
binding, though both showed significant CSP, indicating that their CSP is most likely due to indirect
interactions. We also carried out modeling of one GAG to either CXCL1 or CXCL7 and observed the
same binding interactions as observed for two GAGs. Our models provide the structural basis for
stepwise and non-overlapping binding geometry, which is consistent with the NMR titrations. Further,
the GAG-binding geometry is distinct from that observed in the CXCL1 dimer, wherein GAG binds
across the β-sheet dimer interface [40]. Considering that previous studies have established that the
N-loop residues in CXCL7 and CXCL1 are involved in receptor binding, the models also suggest that
GAG-bound heterodimer cannot bind the receptor [39,41].

Figure 8. A model of the heparin-bound CXCL7-CXCL1 heterodimer complex. (A) Ribbon diagram
showing that heparin binds to both monomers of the heterodimer. CXCL7 is shown in dark gray and
CXCL1 light gray; (B,C) Cartoon and surface plots showing side views of the CXCL7 and CXCL1
monomer faces interacting with heparin dp8, respectively. The basic residues involved in binding are
labeled and shown in blue.
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2.5. Heterodimer Receptor Binding Activity

We characterized receptor activity by measuring Ca2+ release using HL60 cells stably transfected
with the CXCR2 receptor [41]. We compared the receptor activities of WT CXCL1, WT CXCL7, a
mixture of both chemokines (CXCL7 and CXCL1), and our trapped heterodimer (CXCL7-CXCL1).
The trapped heterodimer was as potent as the WT chemokines, and the activity of the mixture of
CXCL1 and CXCL7 (that corresponds to the native heterodimer) was no different from the trapped
heterodimer or WT proteins (Figure 9). These data indicate that there is no synergy and that essentially
one of the monomers of the heterodimer binds and activates the receptor. Previous studies using a
trapped homodimer for CXCL1 and CXCL8 have also shown that the activity of the homodimer was
no different from the monomer [41–43].

Figure 9. CXCR2 activity of the heterodimer. A plot showing the activity curves for WT CXCL1, WT
CXCL7, 1:1 CXCL7/CXCL1 mixture, and the trapped CXCL7-CXCL1 heterodimer. The EC50 values
indicate that the heterodimer binds and activates the receptor like the WT proteins.

3. Discussion

Animal model and in vitro studies have shown enhanced or altered activity for a wide variety of
CXC, CC, and CXC/CC chemokine pairs [22–25,44–46]. For instance, high levels of CXCL1 (KC) and
CXCL2 (MIP-2) have been observed in a number of murine disease models: virus-infected epithelial
cells release multiple chemokines that direct neutrophil chemotaxis; peptides that inhibit CCL5/CXCL4
heterodimer formation alleviate atherosclerosis in a mouse model; and the CXCL7/CXCL4 pair
compared to CXCL7 alone shows differential activity for neutrophil adhesion and transendothelial
migration [29,47–49]. However, whether altered activity is due to non-additive receptor activity of
two chemokines or to distinct heterodimer receptor activity is unknown.

Knowledge of the structural basis and molecular mechanisms by which chemokines form
heterodimers is essential to understanding how heterodimers mediate function. In this study, using
solution NMR spectroscopy, we were able to describe the structural features and molecular basis
by which CXCL7 is able to form heterodimers with some chemokines but not with others. Further,
using NMR spectroscopy, we were able to describe the molecular basis of heparin GAG binding to the
CXCL7-CXCL1 heterodimer. NMR detects direct binding and does not require exogenous tagging,
as do the fluorescence-based FRET/BRET methods, and so does not suffer from potential artifacts.
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Popular techniques for distinguishing between monomers and dimers such as gel filtration and native
gel electrophoresis cannot distinguish between heterodimers and homodimers due to their similar size
and molecular weight. Mass spectrometry and co-immunoprecipitation techniques have been used to
detect chemokine heterodimers [30,50,51], but these techniques do not provide any insight into the
molecular basis of heterodimer formation. NMR chemical shifts of the backbone amide (1H and 15N)
are sensitive to secondary, tertiary, and quaternary structures. Therefore, under ideal conditions, NMR
could distinguish heterodimers from homodimers and monomers. Previous NMR studies have shown
heterodimer formation between CXCL4 and CXCL8 [32] and that the CCL2-CCL8 heterodimer is
favored compared to the CCL2 homodimer [50] but did not describe the structural features of the
heterodimer. This is challenging and requires chemical shift assignments not only of the monomer but
also of the heterodimer.

The role of in vivo heterodimer function is dependent on receptor and GAG interactions. GAG
interactions play multiple roles that include determining the makeup of the chemotactic/haptotactic
gradients, influencing whether it is the free or GAG-bound chemokine that activates the receptor, and
regulating the levels of the free monomer and homodimer. Further, free and GAG-bound heterodimer
levels depend on the GAG affinities, the equilibrium constants (Kd) of the heterodimer and of the
two homodimers, and the relative amounts of the two chemokines. Using trapped dimers, it has
been shown that the dimer could be as active as the monomer for CXCR2 function in cellular
assays [41]. However, the in vivo recruitment activity of the monomers and dimers is distinctly
different, indicating that the monomer-dimer equilibrium and GAG binding are coupled and regulate
in vivo recruitment [8,52,53]. Therefore, any novel activity of the heterodimer can be inferred only
under conditions in which the heterodimer dominates and in which its activity is different from
monomers and dimers, and this becomes challenging if its levels are not high and/or its activity is not
very different from monomers and homodimers.

In this study, using a disulfide-trapping strategy, we characterized heparin dp8 binding and
CXCR2 activity of the CXCL7-CXCL1 heterodimer. We observed that the calcium release activity of
the trapped CXCL7-CXCL1 heterodimer, which functions as a readout for the G-protein signaling
pathway, was no different compared to the WT proteins. However, chemokine engagement of the
CXCR2 receptor activates G-protein and β-arrestin signaling pathways and β-arrestin mediated
endocytosis. Several studies have shown that a given chemokine-receptor pair, or multiple chemokines
that target a single receptor, can have large differences in G-protein or β-arrestin mediated signaling or
receptor internalization activities. Future functional studies of both G-protein and β-arrestin signaling
and internalization activities are required to completely understand how heterodimers differ from
monomers and homodimers in eliciting receptor function.

To our knowledge, this is the very first study that describes the GAG interactions and receptor
activity of a heterodimer without interference from the monomers or homodimers. The GAG
interactions of the heterodimer were strikingly different from the CXCL7 monomer and CXCL1
homodimer [39,40]. Further, a number of residues implicated in GAG binding also mediate
receptor interactions, suggesting that a GAG-bound heterodimer is unlikely to activate the receptor.
We conclude that differences in heterodimer-GAG interactions may play a role in fine-tuning
chemotactic/haptotactic gradients and also control the amount of free chemokine available to activate
the receptor. Finally, our strategy of engineering a disulfide-linked trapped chemokine heterodimer
opens up new avenues to characterize in vivo heterodimer function and the role of differential receptor
signaling pathways and to elucidate the heterodimer’s role for a variety of chemokine pairs in health
and disease.
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4. Materials and Methods

4.1. Molecular Dynamics Simulations

Initial structures were prepared using NMR or X-ray coordinates available from the protein data
bank (PDB). The PDB IDs used were 1NAP (CXCL7) [16], 1MSG (CXCL1) [37], 1PFM (CXCL4) [35],
and 1IL8 (CXCL8) [38]. Structures were generated by alignment of homodimer backbones and
then removal of one of the monomers of each homodimer using PyMol [54]. In the heterodimer,
the monomer structures were adjusted by translational and rotational motions about the two fold
symmetry axis to align the hydrogen bond network across the β-strands of the dimer interface.
The modelled heterodimer structures were then subjected to constrained energy minimization to
eliminate any steric clashes, followed by free minimization using the AMBER 12 suite software and the
ff03 force field [55,56]. The energy-minimized structures were subjected to an equilibration protocol
in explicit solvent [57], followed by ~180 ns of MD production runs carried out using the PMEMD
(Particle mesh Ewald molecular dynamics) module of the AMBER 12 software suite on the Lonestar
Dell Linux Cluster at the Texas Advanced Computing Center (Texas Advanced Computing Center,
The University of Texas, Austin, TX, USA). The trajectories were analyzed using AMBERtools 12, VMD,
and PyMol [54,56,58].

4.2. Expression and Purification of Chemokines

Chemokines were expressed in Escherichia coli cultured in either LB or 15N-enriched minimal
medium and purified using a combination of nickel column and reverse phase high-performance
liquid chromatography, as previously described [59]. The CXCL7-CXCL1 trapped heterodimer was
prepared by introducing a disulfide across the dimer interface. CXCL7 S21C and CXCL1 K29C mutants
were purified using a Ni-NTA column, cleaved using Factor Xa, and were combined without further
purification and left overnight at 35 ◦C. Heterodimer was purified using high performance liquid
chromatography, lyophilized, and stored at −20 ◦C until further use.

4.3. NMR Spectroscopy

The samples were prepared in a 50 mM sodium phosphate buffer pH 7.4 at 25 ◦C containing
1 mM 2,2-dimethyl-2-silapentansesulfonic acid (DSS), 1 mM sodium azide, and 10% D2O. Heterodimer
formation between two chemokines can be inferred from changes in the HSQC spectra on titrating
an unlabeled chemokine to a 15N-labeled chemokine prepared in the same buffer. Initial 15N-labeled
chemokine concentrations varied between 30 and 150 μM. The final molar ratios of labeled to unlabeled
chemokine varied from 1:2 to 1:4. For these experiments, titrations were carried out until essentially
no change in the spectra was observed. NMR experiments were performed on a Bruker Avance III 600
(with a QCI cryoprobe) or 800 MHz (with a TXI cryoprobe) spectrometer. All spectra were processed
and analyzed using Bruker Topspin 3.2 or Sparky software [60].

The 1H and 15N chemical shifts of the trapped CXCL7-CXCL1 heterodimer were assigned using
15N-CXCL1-CXCL7 and 15N-CXCL7-CXCL1 samples prepared in 50 mM phosphate pH 6.0 and 35 ◦C.
The concentrations of 15CXCL7-CXCL1 and CXCL7-15CXCL1 were 300 and 670 μM, respectively, and
the assignments were obtained from analysis of 1H-15N heteronuclear NOESY and TOCSY experiments
with mixing times of 150 and 80 ms, respectively.

4.4. Heparin-Heterodimer Interactions

The binding of heparin dp8 to the CXCL7-CXCL1 heterodimer was characterized using solution
NMR spectroscopy in 50 mM phosphate buffer at pH 6.0 and 30 ◦C. The protein concentration for the
titrations varied between 50 and 70 μM. Heparin dp8 was purchased from Iduron (Manchester, UK)
and prepared in the same buffer (10 mM stock), and a series of 1H-15N HSQC spectra were collected
upon titrating GAG until no changes in the spectra were observed. The final molar ratio of heterodimer
to GAG was 1:4. For the trapped heterodimer, both 15N-CXCL7-CXCL1 and 15N-CXCL1-CXCL7
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samples were used. For native heterodimer interactions, a mixture of CXCL7 and CXCL1 at 1:1 molar
ratio was used. The final molar ratio of heterodimer to GAG was ~1:3 to 1:4. For all titrations, chemical
shift perturbations were calculated as a weighted average of changes in the 1H and 15N chemical shifts,
as described previously [61].

4.5. Heterodimer-GAG Docking

Molecular docking of heparin to the CXCL7-CXCL1 heterodimer was carried out using the High
Ambiguity Driven biomolecular DOCKing (HADDOCK) approach, as described previously [62–64].
The CXCL7-CXCL1 heterodimer structure from MD studies and the NMR structure of heparin (PDB ID:
1HPN) [65] were used for docking. Ambiguous interaction restraints (AIRs) were selected based
on NMR chemical shift perturbation data. The pair-wise “ligand interface RMSD matrix” over
all structures was calculated and final structures were clustered using an RMSD cut-off value of
4 Å. The clusters were then prioritized using RMSD and a “HADDOCK score” (weighted sum of a
combination of energy terms).

4.6. Receptor Activity of the Heterodimer

The CXCR2 receptor activity of the heterodimer was determined using a Ca2+ release assay, as
described previously [41]. Ca2+ levels were measured using a FlexStation III microplate reader using
the Calcium 5 assay kit (FLIPR, Molecular Devices). Differentiated HL60 cells expressing CXCR2 were
incubated with varying concentrations of either WT CXCL1, WT CXCL7, a mixture of both WTs, or the
trapped CXCL7-CXCL1 heterodimer. Changes in fluorescence of the Calcium 5 dye upon addition of
chemokine were measured every 5 s for up to 500 s, and the agonist response was determined from
the maximum change in fluorescence. EC50 values were calculated based on the response over a range
of concentrations.
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CXCL CXC ligand
CXCR2 CXC chemokine receptor 2
CXCL7/NAP2 Neutrophil-activating peptide 2
GAG Glycosaminoglycan
NAC CXCR2 N-terminal domain
NMR Nuclear Magnetic Resonance
HSQC Heteronuclear single quantum coherence
CSP Chemical shift perturbation
NOE Nuclear Overhauser effect
AIR Ambiguous interaction restraints
Dp8 Heparin octasaccharide
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Abstract: CXC chemokine ligand (CXCL)9, CXCL10 and CXCL11 direct chemotaxis of mainly T cells
and NK cells through activation of their common CXC chemokine receptor (CXCR)3. They are
inactivated upon NH2-terminal cleavage by dipeptidyl peptidase IV/CD26. In the present study,
we found that different glycosaminoglycans (GAGs) protect the CXCR3 ligands against proteolytic
processing by CD26 without directly affecting the enzymatic activity of CD26. In addition, GAGs
were shown to interfere with chemokine-induced CXCR3 signaling. The observation that heparan
sulfate did not, and heparin only moderately, altered CXCL10-induced T cell chemotaxis in vitro may
be explained by a combination of protection against proteolytic inactivation and altered receptor
interaction as observed in calcium assays. No effect of CD26 inhibition was found on CXCL10-induced
chemotaxis in vitro. However, treatment of mice with the CD26 inhibitor sitagliptin resulted in an
enhanced CXCL10-induced lymphocyte influx into the joint. This study reveals a dual role for
GAGs in modulating the biological activity of CXCR3 ligands. GAGs protect the chemokines from
proteolytic cleavage but also directly interfere with chemokine–CXCR3 signaling. These data support
the hypothesis that both GAGs and CD26 affect the in vivo chemokine function.

Keywords: chemokine; glycosaminoglycan; leukocyte migration; posttranslational modification;
CXCR3; dipeptidyl peptidase IV; CD26

1. Introduction

The family of chemotactic cytokines or chemokines is constituted by a group of low molecular
mass proteins that direct specific leukocyte migration in a time- and site-dependent manner in
health and disease [1,2]. Chemokines are not only crucial players in basal innate and adaptive
immune mechanisms, but are also implicated in a broad range of additional physiological and
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pathophysiological processes ranging from embryonic development and angiogenesis to cancer and
autoimmune diseases [3–9]. According to the localization of the conserved NH2-terminal cysteine
residues, a sub classification into CXC, CC, CX3C and C chemokine subfamilies is respected. CXCL9,
CXCL10 and CXCL11 are three CXC chemokines that lack a conserved Glu-Leu-Arg (ELR) amino acid
motif and exert their chemotactic activity through interaction with their common G protein-coupled
receptor (GPCR) CXCR3 [10,11]. In order of increasing potency, CXCL9, CXCL10 and CXCL11
activate CXCR3, which is strongly expressed on type-1 helper (Th1) CD4+ T cells, effector CD8+
T cells and certain innate leukocytes including natural killer (NK) cells [10–12]. In addition to their
chemotactic effects, angiostatic properties have been attributed to the CXCR3 ligands [3,5,11,13].
Unique characteristics have been claimed to individual CXCR3 ligands. For example, CXCL11 is
the only CXCR3 ligand that also interacts with the atypical chemokine receptor ACKR3 (also known
as CXCR7) [14–16]. CXCL9 contains a unique COOH-terminal tail that consists for about 50% of
basic amino acids and differs not only from the two other CXCR3 ligands, but also from almost all
chemokines in general (vide infra) [1,17].

As suggested by their alternative names, being monokine induced by interferon (IFN)-γ (Mig),
IFN-γ-inducible protein of 10 kDa (IP-10) and IFN-γ-inducible T cell α chemoattractant (I-TAC),
for CXCL9, CXCL10 and CXCL11 respectively, these are inflammatory chemokines with IFN-γ as a
major inducer. However, the specific expression of individual CXCR3 ligands is differently regulated.
Induction of CXCL9 expression is truly IFN-γ dependent [18,19], whereas expression of CXCL10 is
also induced by a variety of innate stimuli including IFN-α or IFN-β [18,20]. IFN-γ and IFN-β, but not
IFN-α, are potent stimulators of CXCL11 expression [21]. Consequently, despite their mutual structural
similarities and shared, unique signaling receptor, the CXCR3 ligands show a significant degree of
redundancy only in vitro that seems less the case in vivo [10]. During the course of immune responses,
the temporal and spatial expression patterns of individual CXCR3 ligands are ligand-specific, with each
CXCR3 ligand being regulated by different stimuli and expressed by different cell types [10,22,23]. It is
therefore believed that in vivo, CXCL9, CXCL10 and CXCL11 each play a unique role in fine-tuning the
trafficking of T cells. Accordingly, in certain inflammatory in vivo models, deficiency for one specific
CXCR3 ligand cannot be countervailed by the presence of the two others [24–27]. Additionally, in vivo
models exist where full T cell infiltration requires cooperation between the CXCR3 ligands [28,29].
To add even more complexity to the CXCR3-chemokine loop, apparent ligand antagonism has been
described between CXCR3 agonists [30]. Furthermore, one has to keep in mind that most studies in
mice concern CXCL10, whereas CXCL9 and certainly CXCL11 have been studied to a lesser extend
in vivo. Moreover, it has been reported that a frame shift causing the presence of a stop codon in the
CXCL11 gene thus, resulting in deficiency for CXCL11 is present in one of the routinely used mouse
strains, i.e., C57BL6 mice [31].

In addition to interaction with chemokine receptors, chemokine-induced leukocyte migration
in vivo usually requires also interaction between chemokines and GAGs [32–39]. GAGs, e.g., heparin,
heparan sulfate, chondroitin sulfate, keratan sulfate, dermatan sulfate and hyaluronic acid, are present
in the extracellular matrix and at the cell surface, usually as part of proteoglycan structures (GAG
chains attached to a protein core). Due to their sulfate groups, these heterogeneous polysaccharides
are negatively charged and thus attractive interaction partners for the highly basic chemokines [40].
GAGs retain chemokines on endothelial surfaces and prevent washout of chemokines by the blood
flow [33]. Of the three main CXCR3 agonists, CXCL9 in particular is an extremely efficient GAG
interacting chemokine, due to its highly positively charged long COOH-terminal tail that consists for
circa 50% of basic amino acids. To investigate the function of the COOH-terminal region of CXCL9, our
lab previously synthesized several peptides, derived from the COOH-terminal region of CXCL9 [17,41].
Specifically, the longest peptide CXCL9 (74–103) was found to compete with CXCL8 for GAG-binding,
thereby preventing CXCL8 from performing its neutrophil-chemotactic function in vivo [17]. CXCL8 is
an ELR positive CXC chemokine that activates CXCR1 and CXCR2 and is considered the main human
neutrophil-attracting chemokine [4,42,43]. In general, binding to GAGs facilitates chemokine retention
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and assists in generation of a chemokine gradient that directs leukocyte migration in vivo [33,44].
Interaction with GAGs also mediates chemokine oligomerization [40] and is thought to play a role in
either cis or trans (on endothelial cells) presentation of chemokines to their receptors [45]. In addition,
GAGs were shown to serve as a protective factor that prevent the chemokines CXCL12 and CCL11
from proteolysis by specific enzymes [46,47].

Since the identification of chemokines, it has been evidenced that the biological availability
and functioning of chemokines is coordinated at multiple levels. These include alternative splicing
and mutual synergistic or antagonistic effects between certain chemokines, in addition to the
aforementioned interactions with GAGs, specific GPCRs and atypical chemokine receptors [44].
Moreover, a major role for posttranslational processing, e.g., proteolysis, citrullination, glycosylation
and nitration, has been recognized in fine-tuning the exact chemokine function and receptor specificity
in vitro and in vivo [44,48–51]. An enzyme that has been shown to provoke NH2-terminal processing
of various chemokines including CXCL9, CXCL10 and CXCL11 is dipeptidyl peptidase IV or
CD26 [50,52,53]. In addition to its enzymatic activity as a serine protease, the multifunctional or
“moonlighting” protein CD26 functions as a receptor, costimulator for T cell activation, adhesion
molecule and has been associated with apoptosis [54–57]. The membrane-bound enzyme is expressed
on cells of different origins, including certain immune cells, whereas soluble proteolytically active
CD26 exists in several body fluids such as plasma and seminal fluid. CD26 preferentially removes
the two most NH2-terminal amino acids from substrates whose penultimate position is occupied
by a (hydroxy) proline or alanine residue. Pro is present at this position in a number of chemokine
sequences. The NH2-terminal chemokine domain is responsible for GPCR binding and activation
and, consequently, limited proteolysis by CD26 (but also by other enzymes) may have drastic effects
on the biological functioning of a chemokine [50–52]. It turned out that the biological effect of
CD26-mediated cleavage is highly complex and depends on the chemokine ligand involved. For all
three CXCR3 agonists, it was previously demonstrated that processing by CD26 results in drastic
loss of receptor signaling and impaired capacity to direct lymphocyte chemotaxis, while leaving the
angiostatic properties of these chemokines unaffected [53]. For human CXCL10 and CXCL11, the
corresponding CD26-truncated isoforms CXCL10 (3–77) and CXCL11 (3–73) were previously isolated
from natural sources, including conditioned medium from MG-63-osteosarcoma cells, fibroblasts and
keratinocytes [22,58–61].

In the present study, we wanted to provide new insights in the intriguing role of GAGs in the
regulation of the activity of CXCR3 agonists. Specifically, we investigated the effects of GAGs on the
CXCR3 chemokine dialog and on CD26-mediated processing of CXCR3 agonists. The relationship
between GAGs, CD26, CXCR3 and its chemokine ligands was found to be highly complex and dual:
while GAGs dose-dependently preserved CXCL9, CXCL10 and CXCL11 from cleavage by CD26,
these negatively charged macromolecules also negatively affected their calcium mobilizing capacities
through CXCR3.

2. Results

2.1. Soluble GAGs Protected CXCR3 Ligands against Truncation by Soluble CD26

GAGs were previously described to protect CXCL12 and CCL11 against proteolytic processing
by specific enzymes, either directly or indirectly [46,47]. In the present study, we wondered whether
this was also true for CD26-mediated truncation of the three most potent CXCR3 chemokine agonists
and CD26 substrates CXCL9, CXCL10 and CXCL11. CXCL10, the most intensively studied CXCR3
ligand, was incubated for 2 h with 12.5 U/L natural human CD26 and final GAG concentrations
up to 26.4 μg/mL. We reasoned that, following extraction of truncated and intact CXCL10 from
incubation mixtures using C4 or strong cation exchange purification techniques, the percentage of
CD26-mediated CXCL10-processing could be determined with mass spectrometry. However, using this
protocol we failed to detect CXCL10 isoforms and we relied on automated NH2-terminal sequencing
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using Edman degradation for quantification of the CD26-mediated conversion of native CXCL10
towards CXCL10(3–77). Dose response experiments were conducted with heparan sulfate and the
fixed chain-length heparin variants heparin DP30 and DP8. For all GAGs tested, CXCL10 was
dose-dependently protected against proteolytic processing by CD26 (Figure 1). Incubation of CXCL10
with CD26 in the absence of GAG resulted in almost complete truncation of intact CXCL10 by two
amino acids towards CXCL10 (3–77). At GAG concentrations up to 2.64 μg/mL, almost all CXCL10 was
processed, whereas GAG concentrations of 8.8 μg/mL offered the chemokine almost full protection
against proteolytic processing by the serine protease.

Figure 1. GAGs dose-dependently protect CXCL10 from cleavage by CD26. Recombinant human
CXCL10 (20 μg/mL) was incubated with 12.5 U/L natural human CD26 and 0.88 to 26.4 μg/mL
heparan sulfate (violet,�), heparin DP30 (blue,�), or heparin DP8 (deep blue,�)), in 50 mM Tris buffer
supplemented with 1 mM EDTA (pH 7.5). Incubation of CXCL10 with CD26 in the absence of GAG
was used as a control. Reactions were terminated after 2 h by acidification to 0.08% (v/v) trifluoroacetic
acid (TFA). The ratio of truncated CXCL10 (3–77) over corresponding intact chemokine was determined
with automated NH2-sequencing. Results are represented as percentages of GAG-mediated inhibition
of proteolysis of CXCL10 by CD26.

Inspired by these drastic effects of GAGs on CD26-mediated truncation of CXCL10, we
investigated the effects of GAGs on CD26-mediated processing of the two other IFN-γ-inducible
CXCR3 chemokine agonists, i.e., CXCL9 and CXCL11. Accordingly, we optimized the desalting
process after the CD26 incubation and found that chemokines could be detected and quantified by
mass spectrometry after pre-purification on C18 pipette tips if the GAG concentrations did not exceed
8.8 μg/mL. The three main CXCR3 agonists were incubated with CD26 in the absence or presence of 8.8,
2.64 or 0.88 μg/mL heparan sulfate, heparin, chondroitin sulfate A or chondroitin sulfate C. All these
GAGs had a relative molecular mass (Mr) of 40 kDa (data not shown). After an incubation period of
2 h, CD26 activity was stopped through acidification with TFA. Samples were desalted with C18 tips
and subjected to mass spectrometry. Without GAGs, almost all CXCL10 and CXCL11 was cleaved by
CD26 to CXCL10 (3–77) and CXCL11(3–73), respectively. In contrast, CXCL9 was processed by the
enzyme for only about 20% (data not shown). These findings were in line with previous studies which
demonstrated that CXCL10, and especially CXCL11, are highly efficient CD26 substrates, whereas
the half-life of CXCL9 upon incubation with the enzyme is remarkably longer [53,62]. The presence
of heparin, heparan sulfate, chondroitin sulfate A or chondroitin sulfate C in the incubation mixture
protected the three IFN-induced CXCR3 ligands dose-dependently from truncation by CD26 (Figure 2,
Figures S1–S3). At 8.8 μg/mL heparin, heparan sulfate, chondroitin sulfate A and C completely
prevented processing of CXCL9 and CXCL10 by CD26. A comparable protective effect was obtained
with heparan sulfate and chondroitin sulfate C, whereas heparin and chondroitin sulfate A were
less efficient in protecting CXCL11 from proteolytic truncation by CD26. Thus, the obtained results
indicated a dose-dependent, GAG-mediated chemokine protection against processing by CD26 for
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all GAGs tested. However, minor differences in efficiency were detected between the different GAGs
although they all had a comparable molecular mass.

(A) 

(B) 

(C) 

Figure 2. GAGs dose-dependently protect IFN-γ-inducible CXCR3 ligands from cleavage by CD26.
Recombinant human: CXCL9 (A); CXCL10 (B) or CXCL11(C) (20 μg/mL) was incubated with 12.5 U/L
natural human CD26 and 0.88 to 8.8 μg/mL heparan sulfate (violet, �), heparin (light blue, �),
chondroitin sulfate A (light green, �) or chondroitin sulfate C (green, �) in 50 mM Tris buffer
supplemented with 1 mM EDTA (pH 7,5). Reactions were terminated after 2 h by acidification
to 0.08% (v/v) TFA. The ratio of truncated CXCL9(3–103), CXCL10(3–77) or CXCL11(3–73) over
corresponding intact chemokines was determined after C18 purification and mass spectrometry.
Results are represented as percentages of GAG-mediated inhibition of proteolysis of CXCL10 by CD26.
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2.2. GAGs Did Not Inhibit the Enzymatic Activity of Soluble CD26 Directly

The exact enzymatic activity of the purified natural human CD26 sample was determined
to be 4.6 ± 0.6 U/L (mean ± SEM, n = 3) using a chromogenic assay with Gly-Pro-p-nitroanilide
(Gly-Pro-pNA) as the substrate. No pNA release was observed upon incubation of the substrate with
the highest concentration of heparin DP30 in the absence of CD26. To investigate a direct effect of
GAGs on the activity of the enzyme, the release of pNA was detected when Gly-Pro-pNA and CD26
were incubated in the absence or presence of 10 or 100 μg/mL heparin DP30. The CD26 activities in
conditions with and without GAG were highly similar (Table 1). Thus, no evidence was found for
GAGs to inhibit the proteolytic activity of CD26 directly, which was in line with a former study that
reported that heparan sulfate did not inhibit the enzymatic activity of CD26 [46].

Table 1. Effect of heparin on the proteolytic activity of CD26.

Concentration Heparin DP30 (μg/mL) CD26 Activity (U/L)

0 4.6
10 4.19

100 4.35

2.3. GAGs Interfered with Chemokine Signaling through CXCR3

Chemokine-induced CXCR3-signaling is associated with the release of intracellular calcium from
the endoplasmic reticulum. Consequently, we reasoned that measuring the [Ca2+]i after stimulation of
cells with CXCL9, CXCL10 or CXCL11 with or without GAGs, would provide us with new insights
on the effect of GAGs on the chemokine-induced G protein-dependent signaling through CXCR3.
To this end, Chinese Hamster Ovarian (CHO) cells, stably transfected with CXCR3A and loaded with
the calcium-binding fluorescent dye Fura-2, were stimulated with final concentrations of 3 ng/mL to
1 μg/mL CXCL9, CXCL10 or CXCL11. The corresponding chemokine-induced calcium responses were
calculated using the Grynkiewicz equation. For CXCL10 and CXCL11, a concentration of 3 ng/mL
resulted in an increase of the [Ca2+]i with 106.8 nM (n = 39) and 304.5 nM (n = 18), respectively,
and 3 ng/mL CXCL10 or CXCL11 was selected for further experiments in combination with GAGs.
Cells were treated with CXCL10 or CXCL11 with or without 0.04 μg/mL, 2 μg/mL or 10 μg/mL GAG.
Representative experiments are shown in Figure 3. The observed calcium responses were calculated as
percentages of the corresponding reference values in the absence of GAGs. A dose-dependent negative
correlation was found between the GAG concentration and the ability of CXCL10 and CXCL11 to
evoke an intracellular calcium release through CXCR3 (Figure 4A,B). Heparin molecules with different
length were tested in combination with CXCL10 and the longer heparin molecules were more potent
inhibitors of the calcium response compared to the shorter DP8 form. For the less potent CXCL9,
a concentration of 1 μg/mL was selected, resulting in an increase of the [Ca2+]i with 598.1 nM (n = 4).
Heparan sulfate also dose dependently inhibited the calcium response induced by this weaker CXCR3
ligand (Figure 4C). It remains to be elucidated whether the effect of GAGs on calcium signaling is
due to direct binding of GAGs to chemokines, CXCR3 or both. In addition, it cannot be excluded that
GAGs directly interfere with intracellular signaling. However, as expected, GAGs did not induce an
increase of the [Ca2+]i in the absence of chemokine (data not shown).
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Figure 3. Cont.

112

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 1513

(D) 

(E) 

(F) 

Figure 3. Cont.
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(G) 

(H) 

Figure 3. Effect of heparan sulfate on chemokine-induced calcium signaling through CXCR3.
CHO/CXCR3A cells were stimulated with 3 ng/mL: CXCL10 (A–D); or CXCL11 (E,F); or 1 μg/mL
CXCL9 (G,H) in the presence or absence of GAG. [Ca2+]i concentrations were calculated using
the equation of Grynkiewicz et al. Figures show representative experiments in which cells were
simultaneously stimulated with chemokine and buffer (A,E,G); or 0.04 μg/mL (B); 2 μg/mL (C); or
10 μg/mL (D,F,H) heparan sulfate.
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Figure 4. GAGs interfere with chemokine signaling through CXCR3. CHO/CXCR3A cells were
stimulated with 3 ng/mL: CXCL10 (A); or CXCL11 (B); or 1 μg/mL CXCL9 (C) in the presence
or absence of heparan sulfate (violet, �), heparin (light blue, �), heparin DP30 (blue, �), heparin
DP8 (deep blue, �), dermatan sulfate (red, �), chondroitin sulfate A (light green, �) or chondroitin
sulfate C (green, �). [Ca2+]i concentrations were calculated using the equation of Grynkiewicz et al.
Mann–Whitney U-tests were performed to statistically compare [Ca2+]i concentrations obtained after
stimulation with CXCL9, CXCL10 or CXCL11 plus GAG, with [Ca2+]i concentrations that resulted
from stimulation with, respectively, CXCL9, CXCL10 or CXCL11 only (* = p < 0.05; ** = p < 0.01;
*** = p < 0.001). Results are represented as mean percentages (±SEM) compared to conditions in which
cells were stimulated with CXCL9, CXCL10 or CXCL11 without GAG. Percentages are means of
3–8 independent experiments.

2.4. Effect of Soluble GAGs on CXCL10-Mediated CD26-Positive T Cell Chemotaxis In Vitro

Activated T cells express membrane-bound CD26. Thus, we wondered whether the observed
GAG-mediated protection of CXCL10 against inactivation by CD26 was reflected in an increased
CXCL10-induced T cell chemotaxis. To this end, we first confirmed CD26 expression and activity on
cultured T cells. Flow cytometry was performed and revealed that, as expected, the majority of cultured
cells expressed CD26 in addition to CD3 and CXCR3 (data not shown). Different cell concentrations
were incubated with the CD26 substrate Gly-Pro-pNA and the enzymatic activity was determined.
As expected, an increased enzymatic activity was found with increasing concentrations of T cells
(data not shown). Purified soluble natural seminal fluid-derived CD26 was used as a positive control.

Subsequently, in vitro Boyden chamber assays were conducted to evaluate the effects of GAGs on
CXCL10-mediated chemotaxis of T cells. We investigated the migratory response of T cells towards 3
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to 300 ng/mL CXCL10 with or without 0.04 or 4 μg/mL soluble heparin or heparan sulfate (Figure 5).
Chemotactic indices were calculated by dividing the number of migrated cells to chemokine by the
number of cells that migrated in response to buffer. As expected, a dose-dependent CXCL10-mediated
T cell chemotaxis was observed with 10 ng/mL to 300 ng/mL CXCL10. In contrast to our expectations,
presence of soluble heparan sulfate did not significantly affect CXCL10-induced T cell chemotaxis
in vitro (Figure 5A). Heparin (4 μg/mL) significantly inhibited T cell chemotaxis to 300 ng/mL CXCL10
and a trend towards reduced chemotaxis was found for other CXCL10 concentrations (Figure 5B).
It remains to be determined whether the lack of inhibition with heparan sulfate was due to in vitro
counteraction between the two observed GAG-mediated phenomena, i.e. heparan sulfate-mediated
protection of CXCL10 against processing by CD26 on the one hand, and the negative effect of heparan
sulfate on the CXCR3-CXCL10 dialog on the other hand.
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Figure 5. Effect of GAGs on CXCL10-induced T cell chemotaxis in vitro. The effects of: 0.04 μg/mL
(light violet, �), or 4 μg/mL (violet, �) soluble heparan sulfate (A); or 4 μg/mL (light blue, �)
heparin (B) on the in vitro migratory response of PHA-activated T cells towards10–300 ng/mL CXCL10
was investigated using the 48 well Boyden chamber chemotaxis assay. Values represent the mean
chemotactic index (±SEM) (n = 7). Statistical analysis was performed using the Mann-Whitney U test.
* = p < 0.05; compared to stimulation with CXCL10 without GAG (black, ).

2.5. Inhibition of Membrane-Bound CD26 Did Not Affect CXCL10-Mediated T Cell Chemotaxis In Vitro

To directly investigate the effects of specific inhibition of CD26-mediated cleavage of CXCL10 on
CXCL10-directed T cell migration, chemotaxis assays were performed in the presence of the specific
CD26 inhibitor sitagliptin. We first conducted a CD26 activity test with T cells that were treated with 0
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to 2 mM sitagliptin and demonstrated that sitagliptin dose-dependently decreased the CD26 activity
of cultured T cells (Figure 6). A concentration of 200 μM was selected for use in in vitro chemotaxis
experiments. No significantly increased CXCL10-mediated T cell chemotaxis was observed when cells
were treated with sitagliptin, which was in contrast with our expectations and with former in vivo
studies [52,63] (Figure 7). However, in vivo, soluble CD26 is present on capillary endothelial cells and
in body fluids including plasma, whereas, in our in vitro chemotaxis experiments, CXCL10 was only
confronted with membrane-bound CD26 on the T cells. Therefore, it could be speculated that CXCL10
in in vitro assays was already bound to CXCR3 prior to potential truncation by CD26. Additionally, it
cannot be excluded that, under the usedin vitro conditions, the amount of membrane-bound CD26
was too low to be able to detect a significant influence of its inhibition by sitagliptin.
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Figure 6. Sitagliptin inhibits CD26 proteolytic activity on T cells. In total, 3 × 106 cells per mL were
incubated with 500 μM Gly-Pro-pNA with or without 20 μM to 2 mM sitagliptin in 75 mM Tris-HCl
buffer (pH 8.3). OD values were measured at 405 nm and plotted in function of time to construct CD26
activity curves. The figure shows mean values (±SEM) of a representative experiment.
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Figure 7. Sitagliptin did not affect CXCL10-induced T cell chemotaxis in vitro. The effects of treatment
with 200 μM sitagliptin on the in vitro migratory response of PHA-activated T cells towards 10–300 ng/mL
CXCL10 was investigated using the 48 well Boyden chamber chemotaxis assay. Values represent the mean
chemotactic index (±SEM) (n = 6). Statistical analysis was performed using the Mann-Whitney U test.
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2.6. Inhibition of CD26 Significantly Increased CXCL10-Induced Lymphocyte Influx into the Joint In Vivo

Chemokine injection into the tibiofemoral articulation was used as an experimental model to
study the effect of specific CD26 inhibition in vivo, since this model has the advantage of very low basal
leukocyte counts upon vehicle injection (Figure 8). Moreover, CXCL10 is typically a chemokine found
in high concentrations in synovial fluids from inflammatory joints of patients with septic, rheumatoid
or psoriatic arthritis [22,23]. To investigate the in vivo effect of CD26 inhibition on CXCL10-induced
lymphocyte recruitment into the joint, CXCL10 was injected into the tibiofemoral articulation of
sitagliptin-treated and untreated mice.

No lymphocyte infiltration was seen in mice that did receive vehicle injection in the joint.
Injection of CXCL10 resulted in a lymphocyte recruitment in both untreated and sitagliptin treated
mice (Figure 8). However, the number of lymphocytes in joints of mice that had received sitagliptin was
significantly higher than the lymphocyte counts in mice that were not treated with the CD26 inhibitor.
These results provide direct in vivo evidence that CD26 inhibition protects CXCL10 against cleavage,
which is reflected into an enhanced lymphocyte extravasation into the joint. Moreover, these findings
are in line with previous studies that reported that sitagliptin treatment in mice is translated into
increased CXCL10-mediated lymphocyte infiltration into tumor tissue [63] and increased lymphocyte
recruitment to intraperitoneally injected CXCL10 [52].
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Figure 8. Sitagliptin-treatment of mice enhances CXCL10-mediated lymphocyte extravasation into the
joint. The effect of CD26 inhibition on CXCL10-induced lymphocyte extravasation was determined
in vivo. Vehicle or CXCL10 were injected into the tibiofemoral articulation of sitagliptin-treated
C57BL/6 mice. Total leukocyte numbers migrated into the joint were determined 3 h post injection.
Percentages of lymphocytes were differentially counted on May–Grünwald–Giemsa stained cytospins
and were used to calculate total lymphocyte numbers. Each symbol represents an individual mouse
(n ≥ 8). Horizontal lines indicate the median number of lymphocytes for each treatment group.
Statistical analysis was performed using the Mann-Whitney U test. * p < 0.05, *** p < 0.001.

3. Discussion

Binding of chemokines to GAGs is essential to generate chemotactic gradients in vivo [32–39].
Moreover, it has been evidenced that the impact of the interaction with GAGs extends beyond the
mere facilitation of chemokine retention on the endothelium, thereby locally concentrating chemokines
on the cell surface [44]. Interaction with GAGs was found to mediate chemokine oligomerization and
to provoke protection against proteolysis by specific enzymes. For example, CXCL12 was protected
by heparan sulfate and heparin oligosaccharides against cleavage by CD26 [46]. CXCL12 or stromal
derived factor 1 (SDF-1) is an ELR negative CXC chemokine that induces chemotaxis of lymphocytes
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and CD34 positive progenitor cells through activation of CXCR4. Via interaction with the same
receptor, CXCL12 holds anti-HIV properties [64–67]. The chemotactic, CXCR4 dependent signaling
and antiviral effects of CXCL12 are lost upon truncation by CD26 [68,69]. In the present study, we
demonstrated that GAGs also protect CXCL9, CXCL10 and CXCL11 against proteolytic processing by
CD26. Of note, the study by Sadir et al. [46] relied on colon carcinoma cells as source of CD26 activity
whereas in our experiments, natural soluble CD26, isolated from human seminal fluid and purified to
homogeneity, was used.

Another study reported that murine CCL11, also named eotaxin, is no longer processed by
plasmin, elastase and cathepsin G upon interaction with immobilized heparin [47]. Here, the authors
found that heparin directly inhibits the enzymatic activity of elastase and cathepsin G but not plasmin.
In the present study, no evidence was found for GAGs to directly block the enzymatic activity of CD26.
These results are in line with the aforementioned CXCL12 study were the investigators showed that
the enzymatic activity of CD26 was not blocked by heparan sulfate [46]. We therefore suppose that
the observed role for GAGs in offering the CXCR3 ligands protection against processing by CD26 is
rooted at the level of chemokine–GAG interactions, thereby providing steric hindrance at the level
of the NH2-terminal domain of the chemokine. For CXCL12 it was shown that the protection of
the NH2-terminus depends on GAG-induced oligomerization of the chemokine rather than straight
interaction with the NH2-terminal Lys residue [70]. It remains to be elucidated whether the protective
effect of GAG interaction on CXCR3 ligands is a result of GAG-mediated chemokine oligomerization or
direct steric hindrance at their NH2-terminus. Nota bene, GAG-mediated chemokine oligomerization
seems an intriguing mechanism on its own, but the molecular details remain largely unknown.
Indeed, although chemokine monomers seem responsible for GPCR activation, GAG-mediated
induction or stabilization of chemokine oligomers is a prerequisite for the in vivo activity of certain
chemokines including CXCL10 [33,36,71]. In return, oligomerization may enhance chemokine affinity
for GAGs, which is also dependent on specific GAG density [72]. Oligomeric forms were described
for CXCL9 and CXCL10 at physiological concentrations, whereas the oligomeric state of CXCL11 is
less understood [36,73–75]. However, a key role for oligomerization of several chemokines including
CXCL11 was recently demonstrated in facilitating reorganization and bridging of GAG chains, thereby
conferring another level of complexity to the chemokine–GAG dialog [72].

The CXCR3 agonists, specifically CXCL9, CXCL10 and CXCL11, all contain a proline residue in the
penultimate NH2-terminal sequence and are biologically relevant CD26 substrates. Upon incubation
of 5 μM chemokine with a normal plasma concentration of 25 U/L CD26, the half-lives of CXCL10
and CXCL11 were previously demonstrated to be, respectively, not more than 4 and 2 min, whereas
CD26-mediated cleavage of CXCL9 was found to occur less efficiently (half-life of 24 min under
the same experimental conditions) [62]. Following cleavage by CD26, the three CXCR3 agonists are
biologically inactive in chemotaxis and CXCR3-dependent signaling assays and show a decreased
effect on T cells. Moreover, CXCL10(3–77) and CXCL11(3–73) act as CXCR3 antagonists [53].
The CD26-truncated isoform CXCL10(3–77) was originally isolated from natural sources including
conditioned medium from MG-63 osteosarcoma cells and fibroblasts [22,58]. Studies with CXCL10−/−

mice established a crucial role for CXCL10 in the generation of effector T cells and in T cell trafficking
in general [76]. This important physiological role of CXCL10, but also CXCL9 and CXCL11, combined
with the fact that CXCL9(3–103), CXCL10(3–77) and CXCL11(3–73) are inactive, supports the idea that
CD26-mediated proteolysis of the CXCR3 agonists may have major biological consequences. Results of
multiple studies provided evidence in favor of this hypothesis. In mice, truncation of CXCL10 by
CD26 reduces the infiltration of T cells into tumor tissue [63] and towards intraperitoneally injected
CXCL10 [52] and consequently impairs the natural antitumor immunity Administration of the CD26
inhibitor sitagliptin significantly improved the natural antitumor immunity of these mice and their
response to existing immunotherapies. In human, the biologically inactive isoform CXCL10(3–77) was
found in plasma from patients that suffer from chronical hepatitis C viral infections [77]. Moreover, two
prospective studies recently confirmed the CD26-mediated processing of human CXCL10 in vivo, and
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provided direct evidence in favor of CD26 inhibition to preserve intact CXCL10 [78]. Although human
CXCL11 activates CXCR3 with higher potency and is even more efficiently processed by CD26 than
CXCL10, the CD26—CXCL11 axis has been studied to a lesser extend in an in vivo context. It is likely
to assume that this can be at least partially explained by the fact that murine CXCL11, in contrast to
its human counterpart, contains a methionine residue in its penultimate position and is therefore no
substrate for CD26. Interestingly, natural human CXCL11(3–73) was previously isolated from IFN-γ
stimulated keratinocytes [59–61]. In addition, murine CXCL9 is no CD26 substrate due to the leucine
residue that occupies the penultimate position in its NH2-terminal amino acid sequence. However,
in view of the efficient cleavage of all three human CXCR3 agonists, our observed GAG-mediated
protection may be highly significant depending on the local conditions in specific human tissues.
Indeed injection of CXCL10 in joints still induces limited lymphocyte migration (Figure 8), whereas
injection of CXCL10 in the peritoneum did not attract lymphocytes [52].

In the present study, we found that soluble GAGs significantly reduce the calcium mobilizing
capacities of CXCL9, CXCL10 and CXCL11 through CXCR3. Given the general idea that the
NH2-terminal chemokine domain facilitates receptor interaction whereas the COOH-region is
considered the major GAG-binding domain, this observation may seem somewhat unexpected.
However, it was previously suggested that both interaction domains are not necessarily restricted
to, respectively, the NH2- and COOH-terminus. The relevance of this hypothesis for CXCL10 for
example, is supported by the fact that mutation of amino acids 20 to 24, 46 and 47 impairs both the
heparin affinity of the chemokine and its binding and signalization through CXCR3 [79]. Furthermore,
citrullination of the most NH2-terminal arginine in CXCL10 or CXCL11 reduced their interaction with
heparin [80]. At this point it remains to be elucidated whether the negative effect of GAGs on the
potency of CXCR3 agonists to induce intracellular calcium release results from competition between
chemokines and GAGs for CXCR3 binding or is rooted at the level of signal transduction, where GAGs
potentially exert an inhibitory effect either directly or indirectly. Noteworthy, former studies reported
that soluble GAGs also significantly reduce the CXCL8, CCL2, CCL3 and CCL5 mediated intracellular
calcium mobilization [81]. Specifically, the authors showed that GAGs, in a competitive fashion, bind
to chemokine receptors CXCR1, CXCR2 and CCR1. To our notice, no calcium mobilization studies
with GAGs, CXCR3 and its chemokine ligands have been conducted before, but we speculate that
GAGs may also interact with CXCR3.

Membrane-bound CD26 is a lymphocyte surface marker that is expressed by activated T cells [82].
In our study, we confirmed that cultured T cells were indeed characterized by CD26 expression
and we demonstrated that the expressed enzyme was enzymatically active. Combined with the fact
that CXCL10(3–77) is biologically inactive and our observation that GAGs protect CXCL10 against
cleavage by CD26, we reasoned that in the presence of GAGs, intact CXCL10 would be preserved, thus
resulting in enhanced CXCL10-mediated T cell chemotaxis compared to a condition without GAG.
However, we found no significant differences in CXCL10-mediated T cell chemotaxis in vitro in the
presence of heparan sulfate and a moderately reduced migration in the presence of heparin. Possibly,
this could be explained by the negative effect of GAGs on the CXCL10-CXCR3 dialog. Indeed, it
appears that the reduced CXCL10(3–77)-CXCR3 interaction overwrites the inhibitory effect of GAGs on
CD26-mediated truncation of intact CXCL10 towards inactive CXCL10(3–77). To investigate the effect
of specific inhibition of CD26-mediated cleavage on CXCL10-induced T cell chemotaxis in vitro, we
evaluated the effect of administration of the CD26 inhibitor sitagliptin. In contrast to our expectations,
no significant increase in CXCL10-directed T cell migration was found in vitro when cells were treated
with sitagliptin. However, it was previously demonstrated that sitagliptin treatment in mice resulted
in enhanced infiltration of T cells into the peritoneum or in tumor tissue in vivo [52,63]. Moreover,
in the present study, we showed that intra articular injection of CXCL10 in sitagliptin-treated mice
significantly enhances lymphocyte recruitment to the joint compared to mice that did not receive the
CD26 inhibitor. These observations are in line with the idea that specific CD26 inhibition protects
CXCL10 from inactivation in vivo. Indeed, in contrast to what is the case in our in vitro experiments,
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soluble CD26 and membrane-bound CD26 on non-lymphoid cells such as certain endothelial cells,
fibroblasts and epithelial cells is present in vivo in addition to T cell-associated membrane-bound
CD26 [83]. Therefore, in in vitro chemotaxis experiments, CXCL10 was not hindered by soluble CD26,
but could only be inactivated by CD26 when it directly contacted the membrane-bound enzyme.
A possible explanation for the lack of a significant effect of sitagliptin-mediated CD26 inhibition on
CXCL10-induced chemotaxis in vitro, consequently, could be that CXCL10 was already bound to its
receptor prior to interaction with membrane-bound CD26 on T cells. Furthermore, the amount of T
cells in our experiments was fixed whereas during inflammation in vivo, for example, the number of
activated T cells and consequently the availability of membrane-bound CD26, may drastically increase.
Additionally, although we confirmed the CD26 expression and activity on cultured T cells, the CD26
activity on these cells was rather low. Thus, one could speculate that the amount of cell-bound CD26
activity in our in vitro tests was too low.

4. Materials and Methods

4.1. Cells and Reagents

4.1.1. Chemokines and CD26

Full length recombinant human chemokines CXCL9, CXCL10 and CXCL11 were purchased
from PeproTech (Rocky Hill, NJ, USA). An Activo-P11 automated solid phase peptide synthesizer
(Activotec, Cambridge, UK) was used to chemically synthesize CXCL10, based on N-(9-fluorenyl)
methoxycarbonyl (Fmoc) chemistry as described previously [84]. To avoid synthesis problems due to
its COOH-terminal proline, a H-Pro-2Cl-Trityl resin (Activotec) was used for synthesis of CXCL10.
The synthesized chemokine was purified to homogeneity with reverse phase–high performance liquid
chromatography using a Source 5-RPC column (4.6 × 150 mm; GE Healthcare, Uppsala, Sweden).
An acetonitrile gradient in 0.1% (v/v) TFA was used for elution of the synthesized protein and 0.7% of
the effluent was directly injected into an electrospray–ion trap mass spectrometer (Bruker AmaZon
SL mass spectrometer; Bruker Daltonics, Bremen, Germany). Fractions containing homogenous
CXCL10 were selected, pooled, evaporated and dissolved in ultrapure water. Following folding of
purified CXCL10 according to the protocol described by Loos et al. [84], the identity of the chemokine
was confirmed by ion trap mass spectrometry and automated NH2-terminal sequencing based on the
principle of Edman degradation (Procise 491 cLC sequencer, Applied Biosystems, Foster City, CA, USA).
In addition, SDS-PAGE and bicinchoninic acid (BCA) protein assays (Pierce, Woodland Hills, CA, USA)
were used to determine protein concentrations and purity.

Natural human soluble CD26 was isolated from human seminal fluid and purified to homogeneity
by anion exchange and affinity chromatography as described [85].

4.1.2. Cells

Chinese hamster ovary cells, stably transfected with CXCR3A (CHO/CXCR3A cells), were a gift
from M. Parmentier (Université Libre de Bruxelles, Brussels, Belgium) and were cultured in Ham’s F12
medium (Lonza, Basel, Switserland) enriched with 1 mM sodium pyruvate, 400 μg/mL geneticin and
10% (v/v) fetal calf serum (FCS; Gibco, Paisley, UK). Peripheral blood mononuclear cells (PBMCs) were
isolated from buffy coats or from fresh blood after centrifugation (10 min., 20 ◦C, 218 g) in a density
gradient (Pancoll human, 1,077 g/mL; PAN Biotech GmbH, Aidenbach, Germany). Isolated PBMCs
were washed with phosphate buffered saline (PBS) and cultivated in “Roswell Park Memorial Institute”
1640 (RPMI1640) medium (Cambrex Corporation, East Rutherford, NJ, USA) complemented with 10%
(v/v) FCS, 0.1% (w/v) NaHCO3 (Gibco) and 0.05% (w/v) gentamycin (Gibco). T cells were activated
with 0.002% (w/v) phytoheamagglutinin L (PHA; Sigma-Aldrich, St. Louis, MO, USA) at 37 ◦C during
2–5 days. Activated T cells were stimulated with recombinant human IL-2 (Peprotech) in fresh medium
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every 2–3 days, and were used in experiments 10–20 days after PHA activation and 2 days after
IL-2 stimulation.

4.2. Proteolytic Processing of Chemokines by CD26 In Vitro

The chemokines CXCL9, CXCL10 or CXCL11 (20 μg/mL) were incubated with 12.5 units per liter
(U/L) natural human CD26, with or without 0.88 to 26.4 μg/mL heparin, heparin DP8, heparin DP30,
heparan sulfate, dermatan sulfate (Iduron, Chechire, U.K.), chondroitin sulfate A or chondroitin
sulfate C (Sigma-Aldrich) in 50 mM EDTA; 1 mM Tris buffer (pH 7.5) in a total volume of 25 μL in
low-binding tubes (Eppendorf LoBind Tube 1,5 mL, Eppendorf AG, Hamburg, Germany). An overview
of the GAGs used in experiments is provided in Table 2. Nota bene, “DP” refers to the number of
disaccharides. After 2 h of incubation, enzymatic reactions were terminated by acidification up to
0.08% (v/v) TFA. Chemokines were extracted and desalted from total samples on C18 ZipTip pipet
tips (Millipore Corporation), eluted with 50% (v/v) acetonitrile in 0.1% (v/v) TFA, and analyzed by
mass spectrometry.

Table 2. Specifications of GAGs used in experiments.

GAG Source Company Composition Relative Molecular Mass Mr

Heparin Porcine mucosa Iduron ΔHexA,2S–GlcNS,6S–(IdoUA,2S–GlcNS,6S)n ±40 kDa a

Heparin
DP30 Porcine mucosa Iduron ΔHexA,2S–GlcNS,6S–(IdoUA,2S–GlcNS,6S)30 >9 kDa b

Heparin
DP8 Porcine mucosa Iduron ΔHexA,2S–GlcNS,6S–(IdoUA,2S–GlcNS,6S)8 ±2.4 kDa b

Heparan
sulfate Porcine mucosa Iduron

GlcA-GlcNAc and IdoA/Glc-GlcNS (variable
O-sulfation); contains both low and high sulfated

heparan sulfates
±40 kDa a

Dermatan
sulfate Porcine mucosa Iduron HexA-GalNAc,4S (88%); HexA-GalNAc (5%);

HexA,2S-GalNAc,4S (7%) ±41 kDa b

Chondroitin
sulfate A Bovine trachea Sigma-Aldrich Alternating Copoly β-glucuronic

acid-(1→3)-N-acetyl-β-galactosamine-4-sulfate-(1→4) ±40 kDa a

Chondroitin
sulfate C Shark cartilage Sigma-Aldrich

Poly[β-glucuronic
acid-(1→3)-N-acetyl-β-galactosamine-6-sulfate-(1→4)]

alternating
±40 kDa a

a as experimentally determined by mass spectrometry; b according to the data sheet of the company.

4.3. CD26 Activity Assays

In a flat bottom 96 well plate, (Greiner Bio-One, Kremsmünster, Austria), 5 U/L purified natural
human CD26 was incubated with 500 μM of the substrate Gly-Pro-p-nitroanilide (Gly-Pro-pNA;
Sigma-Aldrich), with or without GAG, in 0.22 μm-filtered 75 mM Tris-HCl buffer (pH 8.3). Evolution of
the optic density (OD) at 405 nm was followed using a spectrophotometer (BioTek PowerWave XS,
Winooski, VT, USA) and represented the kinetics of CD26-mediated enzymatic conversion of colorless
Gly-Pro-pNA into yellowish pNA. OD measurements were performed at 37 ◦C every 5 min for 3 h.
CD26 activity curves were constructed by plotting OD values against time. Slopes of activity curves
reflected the number of converted substrate molecules per min and were used to calculate enzymatic
activities in U/L using the Lambert-Beer law. CD26 activity assays were also used to investigate the
CD26 activity of PHA-activated T cells. Briefly, 104 to 3 × 106 T cells per mL in 75 mM Tris-HCl buffer
(pH 8.3), with or without 20 μM to 2 mM sitagliptin (Merck Sharpe & Dohme (MSD) Whitehouse
Station, NJ, USA), were incubated with 500 μM Gly-Pro pNA and the same protocol was followed.

4.4. Calcium-Mobilization Assays

CHO/CXCR3A cells (10 × 106 per mL) in Ham’s F12 medium (Lonza) containing 10% (v/v) FCS
were treated with 2.5 μM of the fluorescent dye Fura-2AM (Invitrogen, Carlsbad, CA, USA), 0.01%
(w/v) Pluronic-F127 (Sigma) and 125 μM Probenecid solution (ICN Biomedicals Inc., Aurora, OH, USA)
for 30 min at room temperature. Cells were washed with Ham’s F12 medium containing 10% (v/v) FCS,
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centrifuged (10 min, 4 ◦C, 177 g) and suspended in pH 7.0 Ca2+ buffer (“Hanks Balanced Salt Solution”
(HBSS; Invitrogen) containing Ca2+ and Mg2+ and complemented with 10 mM HEPES (Gibco) and 0.1%
(v/v) FCS) enriched with 125 μM Probenecid. Cells were kept on ice, centrifuged (10 min, 4 ◦C, 177 g),
and suspended in Ca2+ buffer with Probenecid at final concentrations of 106 cells per mL. An LS50 B
luminescence spectrometer (Perkin Elmer, Waltham, MA, USA) was used to measure fluorescence
and intracellular Ca2+ concentrations ([Ca2+]i) were calculated using the Grynkiewicz equation [86].
For each individual test condition, 1.8 × 106 cells were preheated for 10 min at 30 ◦C, followed
by stimulation with 3 to 1000 ng/mL CXCL9, CXCL10 or CXCL11, with or without 0.04 μg/mL,
2 μg/mL or 10 μg/mL GAG. Rmax and Rmin values were determined via treatment of cells with 50 μM
digitonin and 10 mM EGTA (Sigma-Aldrich) in 20 mM Tris (pH 8.5; Merck, Darmstadt, Germany),
respectively. Results were analyzed with WinLab32 software (Perkin Elmer). Fluorescence intensities of
unloaded cells (not treated with Fura-2AM) were used to correct results for auto-fluorescence intrinsic
to CHO/CXCR3A cells.

4.5. In Vitro Chemotaxis Assays

In vitro, 48-well Boyden chamber cell migration assays were used to determine chemotaxis
of PHA-activated T cells in response to CXCL10 with or without GAG [87]. Briefly, CXCL10 and
T cells were diluted in HBSS buffer enriched with 0.5% (v/v) human serum albumin (HSA; Red
Cross Blood transfusion center, Leuven, Belgium). Wells in the lower part of the chamber were
filled with 10–300 ng/mL CXCL10 with or without 0.04 or 4 μg/mL GAG in a total volume of 30 μL
per well. Buffer without chemokine or GAG was used as a negative control. The lower chamber
was covered with a 5 μm polycarbonate membrane (Nuclepore Track-Etch Membrane, Whatman,
Little Chalfont, UK) that was treated with 20 μg/mL fibronectin (Gibco) in PBS overnight. The upper
part of the chamber was filled with 2 × 106 T cells per mL in buffer (50 μL per well), with or without
200 μM sitagliptin. Following 3 h of incubation at 37 ◦C, membranes were fixed and stained (Hemacolor
Solution I–III, Merck). For each individual test condition, numbers of migrated T cells were counted
microscopically in 10 separate fields. Chemotactic indices were determined by dividing total numbers
of T cells that migrated to the sample through the total number of cells that migrated in response to
buffer alone.

4.6. In Vivo Cell Migration Assay

The effect of CD26 inhibition on lymphocyte attraction was determined after intra-articular (i.a.)
injection of human CXCL10 as described by Janssens et al. [88]. Briefly, the drinking water of 8-week-old
C57BL/6 mice was complemented with 1.7 mg/mL sitagliptin from 3 days prior to i.a. injection of
1 μg synthetic full length CXCL10 diluted in 0.9% (w/v) NaCl. A Limulus amoebocyte lysate assay
(Cambrex) demonstrated that endotoxin levels in injected samples were lower than 0.125 pg LPS per
μg chemokine. During injection of 10 μL of the CXCL10 dilution, mice were anaesthetized using 3.75%
(w/v) ketamine plus 0.25% (w/v) xylazine in PBS. Mice were sacrificed after 3 h of incubation, and
articular cavities were washed with 3% (w/v) BSA in PBS. Total leukocyte numbers were calculated
after staining with Turk’s solution in a Neubauer chamber, followed by differential counting of
samples on cytospins that were stained with May–Grünwald–Giemsa. All in vivo experiments were
conducted in the animal research facility of the University of Minas Gerais after approval by the
Animal Ethical Committee.

4.7. Flow Cytometry

Flow cytometry was used to confirm the CXCR3 and CD26 expression of cultivated T cells.
Tubes were filled with 3 × 105 cells and centrifuged (5 min, 4 ◦C, 315 g). Supernatant was removed and
cells were suspended in PBS containing Fc block (MACS Miltenyi Biotec, Bergisch Gladbach, Germany)
and Aqua Zombie-BV510 (Biolegend, San Diego, CA, USA), according to the recommendations
of the companies. Following 15 min of incubation at 20 ◦C, cells were centrifuged (5 min, 4 ◦C,
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315 g) and pellets were suspended in flow cytometry buffer (PBS containing 2% (v/v) FCS and
2 mM EDTA). Samples were centrifuged (5 min, 4 ◦C, 315 g) and cells were diluted in fresh buffer.
For each sample, recommended amounts of BV421-labeled anti-human CXCR3, PE-labeled anti-human
CD3, PerCP-Cy5.5-labeled anti-human CD14, FITC-labeled anti-human CD26 (BD Pharmingen,
San Diego, CA, USA) or APC-labeled anti-human CD14 (Biolegend), were added. Combined stainings
were conducted with anti-CD3-PE, anti-CXCR3-BV421, anti-CD26-FITC and anti-CD14-PerCP-Cy5.5;
anti-CD3-PE, anti-CXCR3-BV421 and anti-CD26-FITC; anti-CD3, anti-CD3-PE, anti-CXCR3-BV421
and anti-CD14-PerCP-Cy5.5 and finally with anti-CD3-PE, anti-CXCR3-BV421 and anti-CD14-APC.
Isotype controls were performed to exclude non-specific binding. Untreated cells were used as negative
controls. One sample of unstained cells was heated at 56 ◦C for 10–15 min to kill part of the cells,
and served as a positive control for the Aqua Zombie staining. Antibody-treated cells were kept at
4 ◦C for 30 min, and were, respectively, suspended in flow cytometry buffer, centrifuged (5 min, 4 ◦C,
315 g) and decanted 3 times in a row. Resulting pellets were diluted in fixation buffer (flow cytometry
buffer plus 0.04% (w/v) paraformaldehyde) and fluorescence intensities were determined with a BD
LSRFORTESSA X-20 flow cytometer (BD Biosciences, Franklin Lakes, NJ, USA) equipped with 5 lasers.
Results were analyzed with FlowJo software.

4.8. Statistics

Mann–Whitney U tests were performed to evaluate whether results of unpaired groups were
significantly different or not. A p value of 0.05 or less was considered significant.

Supplementary Materials: Supplementary materials can be found at www.mdpi.com/1422-0067/18/7/1513/s1.
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Abstract: Despite effective treatment for those living with Human Immunodeficiency Virus (HIV),
there are still two million new infections each year. Protein-based HIV entry inhibitors, being highly
effective and specific, could be used to protect people from initial infection. One of the most promising
of these for clinical use is 5P12-RANTES, a variant of the chemokine RANTES/CCL5. The N-terminal
amino acid of 5P12-RANTES is glutamine (Gln; called Q0), a residue that is prone to spontaneous
cyclization when at the N-terminus of a protein. It is not known how this cyclization affects the
potency of the inhibitor or whether cyclization is necessary for the function of the protein, although
the N-terminal region of RANTES has been shown to be critical for receptor interactions, with even
small changes having a large effect. We have studied the kinetics of cyclization of 5P12-RANTES as
well as N-terminal variations of the protein that either produce an identical cyclized terminus (Glu0)
or that cannot similarly cyclize (Asn0, Phe0, Ile0, and Leu0). We find that the half life for N-terminal
cyclization of Gln is roughly 20 h at pH 7.3 at 37 ◦C. However, our results show that cyclization is not
necessary for the potency of this protein and that several replacement terminal amino acids produce
nearly-equally potent HIV inhibitors while remaining CC chemokine receptor 5 (CCR5) antagonists.
This work has ramifications for the production of active 5P12-RANTES for use in the clinic, while
also opening the possibility of developing other inhibitors by varying the N-terminus of the protein.

Keywords: 5P12-RANTES; Chemokine (C-C Motif) Ligand 5 (CCL5); HIV entry inhibition;
N-terminal cyclization; chemokine

1. Introduction

HIV, the virus that causes acquired immune deficiency syndrome (AIDS), infects about 2 million
people each year, mostly throughout the developing world [1]. While effective treatments are available,
particularly in economically advanced countries, there is no cure, and prevention remains a critical
issue. A major strategy to prevent HIV infection is the development of microbicides, substances that
could be used topically to prevent the sexual spread of HIV. Ideally, a microbicide would be active
and remain functional in both the vaginal compartment (pH 4.0–4.5) [2] and the rectal compartment
(pH 7) [3].

One of the most promising proteins under consideration for use as a microbicide is 5P12-RANTES.
This protein was developed using random mutagenesis at the N-terminus of the chemokine RANTES
(also called Chemokine (C-C Motif) Ligand 5 (CCL5)) [4], itself a weak HIV inhibitor. 5P12-RANTES
binds tightly to the chemokine receptor CCR5 (CC chemokine receptor 5), which is the major
co-receptor used by HIV to gain entry to the cell during initial infection [5,6]. 5P12-RANTES has also
been shown to be stable at biological temperatures and in the presence of relevant bodily fluids [7],
and it was fully protective as a topical microbicide when tested in macaques [8]. More recently, it has
been reported as being under clinical development [9].
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The N-terminal region of chemokines are known to be critical for function, with slight
alterations or truncations known to cause significant differences in their interaction with their
respective receptors [10–13]. For example, the simple addition of an N-terminal methionine caused
RANTES/CCL5 to act as a CCR5 antagonist rather than an agonist [10], and truncation of the
N-terminal residues of chemokines likewise led to proteins with the ability to bind but not activate
CCR5 [12,14]. In developing chemokines as HIV inhibitors, chemically modifying the N-terminus of
RANTES was found to be particularly effective. For example, one potent analog was AOP-RANTES,
in which an organic extension replaced the first residue of RANTES [15]. This modified protein
was not only a potent HIV inhibitor, but it also prevented chemotaxis of human monocytes; this
is a valuable property because it is important to avoid bringing immune cells to a site where they
could potentially be infected with HIV [16]. Researchers then used this design as a scaffold and
tested various synthetic modifications to the N-terminus, resulting in the discovery of the even more
potent PSC-RANTES; both AOP-RANTES and PSC-RANTES induce internalization of the CCR5
receptor [17,18]. However, neither of these variants could be produced recombinantly. To circumvent
this issue, Hartley et al. developed a random mutagenesis/phage display technique with changes to
the N-terminal resides of RANTES that led first to the production of P2-RANTES [13] and then to the
discovery of 5P12-RANTES [4]. The mutations that produced 5P12-RANTES were focused on just the
first ten amino acids in RANTES and showed over two orders of magnitude variation in inhibitory
potency [4].

Interestingly, 5P12-RANTES as well as the other resultant inhibitors carried forward from the
study, such as 5P14-RANTES and 6P4-RANTES, have a glutamine as the first amino acid (termed
“Q0” because this is an additional amino acid added to the wild type RANTES sequence). N-terminal
glutamines are able to chemically cyclize [19–21] (Figure 1), leading to possible heterogeneity in the
protein product with two forms (cyclized and uncyclized) that are significantly different in charge and
other chemical properties. This has also been a topic of significance in the development of antibodies
as therapeutics, where N-terminal Gln and Glu are both common [19,22–24]. The increasing use of
antibodies as therapeutics has led to several reports about the importance of cyclization of both Gln
and Glu at the N-terminus of these and other clinically-relevant proteins [20,23–25].

 
Figure 1. Cyclization reactions of N-terminal glutamine and glutamate residues in a polypeptide
chain. Conditions such as pH are important factors in the rate of cyclization; low pH leads to a higher
proportion of a good leaving group, while high pH leads to better nucleophilicity in the attacking
amino group [22,26].

While it has been recognized that 5P12-RANTES is likely to undergo N-terminal cyclization,
the functional impact of this modification at such a critical region of the protein, as well as the details
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of the kinetics of cyclization, have not yet been reported [4,9,27]. Such information is critical both
from the standpoint of understanding the mechanism of HIV inhibition and from the standpoint of
identifying all forms of a molecule that may enter the clinic.

Here, we report a study on the N-terminal cyclization of 5P12-RANTES, including the effect of
cyclization on CCR5 receptor function and HIV inhibition in two representative strains, as well as the
rate of cyclization under various conditions. We also show the effect of mutating the N-terminal “Q0”
to other amino acids, such as the residue glutamate, which cyclizes to form an identical molecule to
“wild type” cyclized 5P12-RANTES.

2. Results

2.1. 5P12-RANTES N-Terminal Cyclization

15N labeled 5P12-RANTES was produced from E. coli with an N-terminal fusion partner to
disallow N-terminal cyclization of Q0 for most of the purification process. Cleavage of the fusion tag
by enterokinase was carried out at pH 7.4 at 4 ◦C followed by reversed-phase chromatography and
lyophilization of the pure protein so that it could be stored as dry powder to inhibit cyclization.
The purified 5P12-RANTES was solubilized at pH 2.8 for Nuclear Magnetic Resonance (NMR)
spectroscopy, where it was observed that less than 5% of the protein had undergone N-terminal
cyclization during the purification process (Figure 2).

Figure 2. Heteronuclear single quantum coherence (HSQC) nuclear magnetic resonance (NMR)
spectrum of 15N-labeled 5P12-RANTES directly after dissolution in pH 2.8 20 mM sodium phosphate
buffer at 25 ◦C. Little or no cyclization is observed at this time. Cyclization of Q0 results in a shift of
the G1 peak (labeled, grey arrows; cyclized position circled) which can be used to quantify the amount
of cyclized 5P12-RANTES in solution. Cyclization also results in loss of Q0 side chain amide peaks
(black arrows, circled) and appearance of cyclized Q0 lactam peak (black arrow, circle). Chemical
shift assignments from Wiktor et al. [28]; no assignments are shown for region near E66, where these
authors used a variant. Also not shown are side chain assignments for W57 and Asn/Gln (except for
the relevant N-terminal side chain amide). Percent cyclization was determined by peak height at lower
contour level than shown.
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The cyclization rate of the N-terminal Gln of 5P12-RANTES at 37 ◦C was monitored by NMR at
pH 7.3 and at pH 2.8 as shown in Figure 3B. A clear indication of cyclization at the N-terminal “Q0”
position is the peak position of the backbone amide of glycine 1. This peak shows a clear shift from
8.7 ppm (1H) and 112.5 ppm (15N) to 8.4 ppm (1H) and 109.5 ppm (15N) as its neighboring side chain
cyclizes [9] (Figures 2 and 3A). Concomitantly, the lactam peak of the cyclized pyroglutamate (derived
from Q0) is observed to grow in at 7.9 ppm (1H) and 125.5 ppm (15N) upon cyclization. At pH 7.3
these peaks are not discernable in an HSQC spectrum, likely due to faster amide exchange. Therefore
NMR analysis for the pH 7.3 incubation was carried out at pH 2.8.

Figure 3. 5P12-RANTES cyclization. (A) HSQC spectrum of cyclized 15N-labeled 5P12-RANTES after
being incubated at 37 ◦C for 5 days at pH 2.8. NMR was performed in 20 mM sodium phosphate at
pH 2.8, 25 ◦C. Cyclization results in a shift of the G1 residue (grey arrows; G1 resonances denoted
by gray arrows and circles), as well as an appearance of the N-terminal pyroglutamate residue (black
arrow; Q0 resonances denoted with black circles and arrows) as well as loss of Q0 amide side chain
peaks (black arrow, circled). Assignments are not shown for certain areas as described in Figure 2.
(B) Cyclization over time of 5P12-RANTES at pH = 7.3 and pH = 2.8, incubated at 37 ◦C. Amount of
cyclization was determined by obtaining peak heights of the amide of G1 when the N-terminus of the
protein (Gln0) was cyclized and uncyclized using NMRPipe, and dividing the cyclized peak height by
the total of all G1 (cyclized and uncyclized) peak heights.

In order to monitor cyclization at pH 7.3, lyophilized powder of 5P12-RANTES was dissolved
at pH 7.3, incubated at 37 ◦C, and aliquots were removed at various time intervals. These aliquots
were lyophilized to halt further cyclization. Then immediately prior to measurement by NMR, each
dry aliquot was dissolved in pH = 2.8 buffer. In this way, incubation occurred at neutral pH, but
spectroscopy occurred at low pH where key peaks were visible in the spectrum, chemokine solubility
is optimal, and on a time scale that would not allow significant further cyclization.

As shown in Figure 3B, Q0 cyclization of 5P12-RANTES at pH 7.3 (37 ◦C) exhibits a half life of
about 20 h. When cyclization is measured with constant incubation at pH 2.8 (37 ◦C), the half life is
about 33 h, with cyclization essentially complete at 120 h.

2.2. 5P12-Q0E Also Cyclizes to Produce Mature 5P12-RANTES

To further investigate the properties of the N-terminus of 5P12-RANTES, we produced
5P12-RANTES-Q0E, in which the Gln is replaced by the amino acid Glutamate, which is also capable
of cyclizing when placed at the amino terminus of a protein. While the cyclization is expected to
be slower due to the poor leaving group on the Glu side chain, the product of cyclization should be
identical to cyclized Q0. This variant allows further study of cyclization and also provides an alternate
route to the presumed mature product i.e., fully cyclized 5P12-RANTES containing a pyroglutamate at
the N-terminus.
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Isotopically labeled 15N 5P12-RANTES-Q0E was produced with an N-terminal fusion protein
to disallow cyclization until cleavage near the end of purification, in a similar manner as with
5P12-RANTES. Initial solubilization of purified, lyophilized protein followed by NMR revealed
that less than 4% of this protein was cyclized during purification (Figure 4A). Incubation of 15N
5P12-RANTES-Q0E was carried out at pH 7.3 and pH 2.8 and monitored by NMR as described above.
As shown in Figure 4B, the reaction to produce N-terminal pyroglutamate takes many days, with
a half-life of greater than 150 days at pH 7.3 and a half-life of about 60 days at pH 2.8. This faster
cyclization at low pH is expected due to improvement of the leaving group upon protonation. When
cyclization is complete, the spectrum is identical to cyclized “wild type” 5P12-RANTES as expected
(Figure S1).

Figure 4. 5P12-RANTES-Q0E. (A) HSQC spectrum of 15N-labeled 5P12-RANTES-Q0E. The spectrum
is identical to that of 5P12-RANTES except for a slight G1 shift (grey arrows) and a loss of two side
chain amide peaks corresponding to the Gln-0 NH2 group and no cyclized peak (black arrow, circled,
lower right). Cyclization results in a shift of the G1 residue (labeled) which can be used to quantify
the amount of cyclized 5P12-RANTES-Q0E in solution. Spectrum was measured in 20 mM sodium
phosphate, pH 2.8, 25 ◦C. Percent cyclization was measured by peak height at lower contour levels
than shown. (B) Cyclization over time of 5P12-RANTES-Q0E in pH = 7.3 and pH = 2.8, incubated at
37 ◦C. Spectrum at the 150 day time point shows folded protein, with some degradation (Figure S2).

2.3. High Potency HIV Inhibition Does Not Require N-terminal Cyclization or N-Terminal Glutamine

To determine the relative importance of N-terminal cyclization on the anti-HIV potency of
5P12-RANTES, single round viral assays were carried out using two representative strains of HIV.
Since these assays necessarily use mammalian cells, conditions are constrained to physiological pH
(pH 7.3). In these assays, cells are aliquoted into 96 well plates and allowed to divide overnight.
Various dilutions of inhibitor (freshly made from lyophilized powder and minimally cyclized) were
incubated with the cells for 30 min. Virus was then added and the cells incubated overnight. Medium
containing virus and inhibitor were removed the following day as medium was changed and cells
were allowed to grow an additional two days with fresh medium. Infection was monitored with a
standard β-galactosidase readout as described in Methods. The total time the inhibitor is in solution
and able to cyclize is 20 h at pH 7.3 in this assay.

As shown in Table 1, “immature” 5P12-RANTES that was essentially uncyclized at the start of the
assay gave an IC50 of 1.51 ± 0.10 nM for strain PVO.4 and 1.61 ± 0.12 nM for strain ZM53. Given the
length of the assay, it is estimated that roughly 50% of the immature 5P12-RANTES did cyclize during
the course of the assay. However, virus entry has been demonstrated to take place over the course of
minutes [29], so a significant amount of virus-cell interaction could be expected before the inhibitor
was significantly cyclized. “Matured” 5P12-RANTES (that was incubated for 36 h, pH 2.8 at 50 ◦C to
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allow full cyclization prior to use in the HIV assay) showed essentially equal potency, with an IC50 of
1.27 ± 0.10 nM for PVO.4 and 1.46 ± 0.15 nM for ZM53.

Table 1. IC50 values of 5P12-RANTES variants (in nM) against a Clade B HIV viral strain (PVO.4) or
Clade C viral strain (ZM53) in single-round pseudoviral infection assays. Assays were performed in
triplicate and repeated three times.

IC50 Values of 5P12 Variants

5P12 Variant PVO.4 (nM) ZM53 (nM)

5P12-RANTES Uncyclized 1.51 ± 0.10 1.61 ± 0.12
5P12-RANTES Cyclized 1.27 ± 0.10 1.46 ± 0.15

5P12-RANTES-Q0E Uncyclized 6.30 ± 0.14 4.04 ± 0.29
5P12-RANTES-Q0E Cyclized 1.09 ± 0.06 1.23 ± 0.09

5P12-RANTES-Q0N 2.20 ± 0.33 1.31 ± 0.19
5P12-RANTES-Q0I 1.21 ± 0.24 1.43 ± 0.11
5P12-RANTES-Q0F 1.26 ± 0.19 1.84 ± 0.12
5P12-RANTES-Q0L 1.31 ± 0.12 1.45 ± 0.15

The mutant 5P12-Q0E showed somewhat poorer inhibition in its immature, uncyclized form, with
an IC50 of 6.30 ± 0.14 nM for PVO.4. This variant has a negatively charged glutamate at position 0,
a part of the protein that is presumed to interact with the receptor CCR5 in or near the hydrophobic
membrane of the cell [30]. Given the half-life of cyclization described above, it is expected that during
the assay, under 5% of this protein would be cyclized. When the matured, cyclized 5P12-Q0E (prepared
as described in Methods) was used in these inhibition assays, its potency was essentially identical to
wild type, cyclized 5P12-RANTES (Table 1), as expected for these two now-identical proteins.

As a control for uncyclized Q0 (“wild type”) 5P12-RANTES, we produced and purified 5P12-Q0N,
in which the Gln is replaced by Asn. This amino acid is identical to Gln but has a shorter side chain so
cannot similarly cyclize. As expected, the NMR spectrum of 15N 5P12-Q0N shows no indication of a
cyclized N-terminus (Figure S3A). In HIV inhibition assays, this protein shows high potency, with an
IC50 of 2.20 ± 0.33 nM against PVO.4 and 1.31 ± 0.19 against ZM53, essentially the same as for the
wild type (Q0) protein, indicating that the presence of a cyclized pyroglutamate is not necessary for
the anti-HIV activity of 5P12-RANTES.

Since both uncyclized and cyclized 5P12 variants were shown to be potent inhibitors of HIV,
we made other mutations at the Q0 position of the protein to determine the effect of changes at this
position on HIV inhibitory ability. For these experiments the Gln0 was changed to Phe, Ile, and Leu.
Each of these variants was expressed and shown to be folded by NMR (Figure S3B–D); none of these
side chains are expected to undergo significant chemical transformation upon incubation. As shown in
Table 1, each variant was highly potent and very similar in activity to 5P12-RANTES, with IC50 values
ranging from 1.21 ± 0.24 nM to 1.31 ± 0.13 nM (PVO.4) and 1.43 ± 0.11 nM to 1.84 ± 0.12 nM (ZM53).

2.4. The Effect of the N-Terminal Amino Acid and Its State of Cyclization on Activation of CC Chemokine
Receptor 5 (CCR5)

5P12-RANTES has been reported to be an antagonist of CCR5, not inducing calcium mobilization;
lack of calcium mobilization is a property that is favorable (and likely necessary) in the context of
therapeutic HIV inhibition. To determine whether the cyclization of Q0 or the placement of other amino
acids at the N-terminus affect activation of CCR5, calcium flux assays were carried out on Chinese
Hamster Ovary (CHO) cells expressing CCR5, Gα16, and apo-aequorin, a calcium-responsive protein.
As shown in Figure 5, neither N-terminally cyclized nor N-terminally uncyclized 5P12-RANTES
(i.e., having Q0) caused a calcium flux until concentrations reached 500 nM, while wild type
RANTES/CCL5 showed calcium release at low nM concentrations as expected. Further, the N-terminal
variants of 5P12-RANTES (-Q0E cyclized and uncyclized, -Q0N, -Q0I, -Q0F, -Q0L) also exhibited no
ability to cause the release of calcium until reaching 500 nM concentration (Figure 5). These results
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were further confirmed with a fluorescence assay using human HeLa-P5L cells, which showed similar
results (Table S1).
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Figure 5. Calcium Flux Assay. CHO-K1 cells expressing CCR5 on their surface were incubated with
various concentration of chemokine (either wild type RANTES/CCL5 or a 5P12-RANTES variant)
and monitored for luminescence of aequorin upon calcium release. At very high “supraoptimal”
concentrations, RANTES/CCL5 exhibits aggregation with alternate effects on receptor activation [31].

3. Discussion

There are at least four highly potent classes of protein HIV entry inhibitors, each with great
potential for clinical use in preventing viral infection. The first of these is broadly neutralizing
antibodies [32], which bind gp120 or gp41 and show great promise, particularly when used in
combination [33], but are generally produced in eukaryotic cells. [34,35] A second class of entry
inhibitors includes lectins, which bind to glycosylation sites on HIV env and include the highly studied
Griffithsin and Cyanovirin-N, both of which are being evaluated for potential clinical trials [36,37].
A third group are variations of peptides that are derived from HIV gp41, called fusion inhibitors [38],
that are particularly effective in combination with other inhibitors [39,40].

Finally, in the fourth group, certain chemokine variants have been shown to inhibit entry of HIV
due to their ability to bind the chemokine receptors that act as co-receptors for HIV. The most effective
chemokine variants have been derived from the chemokine RANTES (Figure S4), originally by using
synthetic modification at the N-terminus to produce PSC-RANTES, for example, which was shown
to be effective in protecting macaques from infection [8,18]. Structural studies have shown that the
N-terminus of the chemokine is likely to interact with the receptor at or near the cell membrane [41],
and work on synthetic RANTES variants supported these results, showing that hydrophobic groups at
the N-terminus were more effective at interacting with the CCR5 receptor than similar variants with
hydrophilic modifications [18].

More recently, random mutagenesis/phage display was employed to select for RANTES
N-terminal variants with enhanced ability to inhibit HIV. This work first led to P2-RANTES [13], which
was used as a starting point for later selection of a series of even more highly potent, fully-recombinant
RANTES variants [4]. This latter set of inhibitors included 5P12-RANTES, 5P14-RANTES, and
6P4-RANTES, each of which has slight differences in its 10 N-terminal amino acids, leading to
differing ability to activate and/or internalize the CCR5 receptor, and again, providing evidence
that the N-terminal region of the chemokine is critical in interacting with the receptor and affecting
its conformational changes in the membrane. The most clinically promising of these inhibitors is
generally considered to be 5P12-RANTES, due to its combination of high potency and inability to
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induce downstream signaling or internalization of the CCR5 receptor. Therefore, this inhibitor can
inhibit HIV without activating the immune system or mediating an influx of immune cells (and by
virtue of being a CCR5 antagonist, may actually reduce immune activity).

5P12-RANTES has been shown to have many properties necessary for use as a topical microbicide,
including stability at elevated temperatures, a range of pH conditions, and within environments
containing bodily fluids [7,42]. This inhibitor demonstrated the ability to prevent infection in
macaques [8] and has shown effectiveness against many strains of HIV with little or no indication that
HIV is able to mutate to lose sensitivity to it [43]. Therefore, this protein is a top candidate for a clinical
HIV microbicide.

A critical issue for any protein moving to the clinic is a clear understanding of its function, as well
as characterization of any variation in its chemical or structural composition. For instance, antibodies
often have Glu or Gln as N-terminal residues, and the growing importance of antibodies as therapeutics
has led to the study of these residues’ propensity to cyclize [19,22–24]. 5P12-RANTES has an N-terminal
Gln (referred to as Q0), an amino acid that is known to cyclize when at this position in a protein [19,44],
leading to an extra cyclization step during clinical-grade production [27]. However, a detailed study of
the rate and functional effect of this cyclization in 5P12-RANTES has not been reported.

Wiktor et al. have provided NMR chemical shift assignments and the structure of a
non-aggregating variant of 5P12-RANTES [9,28]. This group estimated a half-life for Q0 cyclization
as approximately two days at pH 3.8, although the sample was refrigerated during part of this time,
since the primary goal of the work was not to study N-terminal cyclization but rather to investigate
the overall structure of the protein and its interactions with detergents.

We have shown here that the N-terminus of 5P12-RANTES cyclizes to form pyroglutamate with a
half-life of roughly 20 h at pH 7.3 and 33 h at pH 2.8 (37 ◦C). This indicates that the protein, if purified
without regard to cyclization, would still cyclize on the time scale of a typical HIV assay (20 h at
pH 7.3), leaving inconclusive whether high potency is reserved for only the cyclized form. However,
when Q0 is replaced with N, such cyclization is not observed, and this variant (5P12-Q0N) shows
essentially identical HIV-inhibitory ability as 5P12-RANTES, indicating that a cyclized N-terminus is
not important for the function of this inhibitor. Other hydrophobic N-terminal variants, -Q0I, -Q0F,
-Q0L, also show very high potency, nearly equivalent to 5P12-RANTES (Table 1).

To further investigate the importance of the cyclized form of 5P12-RANTES, we made 5P12-Q0E,
in which glutamate replaces glutamine at the N-terminus of the protein. Glutamate can also be
expected to cyclize and form the same pyroglutamate as is formed by glutamine (Figure 1), although a
poorer leaving group is expected to cause this reaction to be slower. Upon cyclization, this variant will
yield a product that is identical to cyclized 5P12-RANTES.

It was observed that at 37 ◦C, 5P12-Q0E cyclization occurs with a half-life of well over 150 days at
pH 7.3 (with still only 25% cyclization observed at 150 days) and roughly 60 days at pH 2.8. The fully
cyclized version of the variant (prepared by prolonged incubation at higher temperatures) was tested
against two strains of HIV and shown to be essentially identical in function to cyclized 5P12-RANTES
containing the original Q0. Interestingly, the uncyclized 5P12-Q0E also showed good inhibitory
properties despite the timescale of the assay not allowing significant cyclization and therefore leaving
a negatively charged Glu at the terminus of the protein throughout the assay (Table 1).

These results clarify the conditions necessary to cyclize 5P12-RANTES if it were to be used
clinically in a homogeneous form. They further show that not only is cyclization not necessary for
anti-HIV activity, but also that a variety of amino acids at the N-terminus would be expected to
provide protection against HIV infection. This allows a greater range of amino acid sequences as
potential inhibitors, which could lead to flexibility in determining which sequence most easily results
in production of the large amounts of protein required for clinical use.

In conclusion, 5P12-RANTES is a highly potent HIV inhibitor that could be used as a microbicide
to prevent HIV infection. However, chemical cyclization of its N-terminal glutamine causes this protein
to exist as a heterogeneous mixture when expressed recombinantly. We show that the protein is still a
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highly effective inhibitor of HIV in both its cyclized and uncyclized forms and have determined the
rate of cyclization under various conditions, with relevance both for the manufacture and clinical use
of this protein. We also show that several amino acids are suitable replacements for the N-terminal
glutamine if changes in the sequence are necessary or desirable.

4. Materials and Methods

4.1. Protein Purification

In brief, the following method was used (with the exception of wild type RANTES/CCL5, which
required some differences as noted): Plasmids were transformed into Escherichia coli BL21 (DE3)
(Novagen) competent cells and expressed in minimal media with 15NH4Cl as the sole nitrogen source.
Protein production was induced with the addition of isopropyl β-d-1-thiogalactopyranoside (IPTG)
and incubated with shaking at 22 ◦C for 20 h (wild type RANTES/CCL5 was induced with IPTG
followed by shaking at 37 ◦C for 6 h). The cell pellet was resuspended in 6 M guanidine hydrochloride,
200 mM NaCl, 10 mM benzamidine, and 50 mM Tris (pH 8.0) and was then disrupted by French press
and then centrifuged at 27,000× g for 1 h. The soluble portion was loaded onto a nickel chelating
column (Qiagen, Hilden, Germany) equilibrated with the resuspension buffer. Proteins were eluted
from the column using a pH gradient with 6 M guanidine hydrochloride, 200 mM NaCl, and 60 mM
NaOAc (pH 4) followed by addition of 10 mM β-mercaptoethanol with stirring for one hour at room
temperature. The proteins were then refolded by dropwise addition to 10× volume of refolding buffer
(550 mM L-Arginine Hydrochloride, 200 mM NaCl, 1 mM EDTA, 1 mM reduced glutathione (GSH),
0.1 mM oxidized glutathione (GSSG), 50 mM Tris, pH 8), and then allowed to stir overnight at 4 ◦C.
The solution was dialyzed twice into 4 liters 200 mM NaCl, 2 mM CaCl2, 20 m Tris, pH 7.4 buffer at
4 ◦C (into 4 L of 200 mM NaCl, 20 mM Tris pH 8 for wild type RANTES).

To cleave fusion tags from the purified protein, the samples were incubated for 24 h with 650 nM
of the protease enterokinase (5P12-RANTES-Q0E required 3 days at a 2 μM; 100 nM ULP-1/SUMO
protease was used to cleave wild type RANTES/CCL5; protease purification described below) The
protein solution was then centrifuged to remove precipitated material and added onto a second
nickel chelating column (Qiagen, Hilden, Germany), with unbound eluate (containing the cleaved
5P12-RANTES or its variants) being collected. (This second nickel column is not necessary for wild type
RANTES/CCL5 purification). The samples were then dialyzed and purified on a C4 reversed-phase
chromatography column (Vydac, Hesperia, CA, USA), using an acetonitrile gradient. Wild type
RANTES/CCL5 was also purified with the C4 column, allowing separation from the SUMO tag.
Overall, samples were near neutral pH for about a day during proteolytic cleavage (3 days for
5P12-Q0E due to slow cleavage) and a day for dialysis to prepare conditions for the C4 column, during
which time N-terminal cyclization was possible. However, dialysis was carried out at 4 ◦C to minimize
this reaction, and as noted in Results, little cyclization was observed after this point. The fractions were
analyzed on an SDS-PAGE gel to confirm purity and then lyophilized in a Labconco freeze-dry system.

N-terminally cyclized proteins used for functional assays (below) were prepared as follows:
purified and lyophilized 5P12-RANTES was incubated for 36 h at 50 ◦C in 20 mM sodium phosphate
buffer pH 2.8 to ensure 100% cyclization. 5P12-RANTES-Q0E was incubated for 50 days at 50 ◦C in
20 mM sodium phosphate buffer pH 2.8 to fully cyclize. Both samples were tested by NMR to confirm
structural integrity and full cyclization (Figure S1).

The proteases used in these purifications were produced and purified in our laboratory as briefly
described: Ubl-specific protease 1 or enterokinase protease were proteins were expressed in Luria
Broth (LB) medium using a pET-28b vector and the cells were collected and French pressed. The ULP1
protease from the supernatant was purified using a nickel chelating column [45]. The enterokinase was
found in the inclusion body and resuspended in 6 M guanidinium chloride buffer before being purified
using a nickel chelating column. Enterokinase was then dialyzed in buffer to allow for refolding and
tested for activity through self-cleavage of the fusion tag (manuscript in preparation).
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4.2. Obtaining Rates of 5P12-RANTES and 5P12-RANTES-Q0E Cyclization

Samples incubated at pH 2.8 were prepared by adding 15N-labeled lyophilized protein
(5P12-RANTES or 5P12-RANTES-Q0E) to 20 mM sodium phosphate buffer with 10% D2O and 5 μM
DSS, resulting in a final pH = 2.8. Samples were placed into Shigemi NMR tubes (Shigemi, Inc., Allison
Park, PA, USA) and incubated at 37 ◦C. NMR spectra were periodically measured at 37 ◦C for these
samples (see below).

Samples at pH = 7.3 (the same pH as the pseudoviral assay medium) were prepared by adding
15N-labeled lyophilized protein (5P12-RANTES or 5P12-RANTES-Q0E) to 5 mM Sodium Phosphate
buffer with 0.02% sodium azide with a final pH of pH 7.3. Proteins were incubated at 37 ◦C, and
samples were removed at selected time points, flash-frozen using liquid nitrogen, and lyophilized.
Samples were then dissolved in 20 mM Phosphate buffer, 5% D2O, and 5 μM DSS with a final pH = 2.8,
and then measured by NMR at 25 ◦C (see below). All measurements for the pH of protein samples
were taken with a micro electrode (Thermo Scientific/Orion).

4.3. NMR Spectroscopy

15N-labeled lyophilized proteins were added into 20 mM Sodium Phosphate buffer with 10%
D2O and 5 μM 2,2-dimethyl-2-silapentane-5-sulfonic acid (DSS), with a final pH = 2.8 for all samples.
Concentration of protein ranged from 30 uM to 80 uM. Sample preparation for cyclization time points
are further described above. All NMR data were acquired on a four-channel 600 MHz Bruker Avance
III spectrometer equipped with a GRASP II gradient accessory and a TCI cryoprobe with an actively
shielded Z-gradient coil. Spectra were measured at 25 ◦C or 37 ◦C. The chemical shift was referenced
relative to internal DSS [46]. The data were processed using NmrPipe [47] and analyzed using PIPP [48].
For HSQC spectra, sweep width = 8474.576 (1H) and 1766.784 Hz (15N), with 1280 points in 1H and
128 * (256 total) points in 15N.

4.4. Quantifying N-Terminal Cyclization

N-terminal cyclization of 5P12-RANTES or 5P12-RANTES-Q0E results in the appearance of an
N-terminal lactam peak “Gln0” (Figures 1 and 2), as well as a shift in the Gly1 backbone amide
peak. [9,28] (Figures 2 and 3A). Peak height comparison of the Gly1 amide when the N-terminus of
the protein is cyclized versus uncyclized was used to estimate the percent of the protein cyclized in
the sample as follows. NmrPipe was used to obtain peak heights for the Gly1 amide. The percent
cyclization was obtained by dividing the height of the Gly1 peak when the N-term was cyclized by
the sum of the heights of both cyclized and uncyclized Gly1 peaks in a spectrum. Similar values were
obtained when using the peak height of the cyclized Q0 peak to measure the cyclized amount. Using
peak volumes rather than height did not appreciably change the result.

4.5. Cell Lines and Viruses

HeLa-TZM-bl cells were obtained through the AIDS Research and Reference Reagent Program,
Division of AIDS, National Institute of Allergy and Infectious Diseases (NIAID), National Institutes of
Health; the HeLa-TZM-bl cell line was from John C. Kappes, Xiaoyun Wu, and Tranzyme Inc. 293FT
cells were originally obtained from Invitrogen; CHO-K1 cells stably expressing CCR5, Gα16, and
apo-aequorin were a kind gift from Marc Parmentier from the Institute of Interdisciplinary Research of
the Free University of Brussels (ULB) Medical School, Brussels, Belgium. HeLa-P5L Cells (a cell line
stably expressing human receptor CD4 and CCR5) was a kind gift from M. Alizon (Cochin Institute,
Paris, France) [49].

Viral plasmids used to create pseudovirus, including HIV-1 PVO clone 4 (SVPB11), ZM53M.PB12
(SVPC11), and pSG3Δenv, were obtained from the AIDS Research and Reference Reagent Program,
Division of AIDS, NIAID, National Institutes of Health; PVO, clone 4 (SVPB11) was from David
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Montefiori and Feng Gao [50]; ZM53M.PB12, SVPC11 was from Cynthia A. Derdeyn and Eric
Hunter [51]; plasmid pSG3Δenv was obtained from John C. Kappes and Xiaoyun Wu [51–53].

4.6. Single Round Pseudovirus Production

293FT cells were co-transfected with the pSG3Δenv plasmid and an envelope plasmid using the
XTreme Gene Transfection Reagent (Roche/Sigma-Aldrich, St. Louis, MO, USA). 48 h post-transfection,
the supernatant was collected, centrifuged, and filtered with a 0.45-μm syringe filter. The viral stocks
were then stored at −80 ◦C.

4.7. Single-Round Pseudoviral Assay

HeLa-TZM-bl cells were grown in culture media (10% Fetal Bovine Serum (FBS),
penicillin/streptomycin, 25 mM HEPES in Dulbecco’s Modified Eagle’s Medium (DMEM)).
104 cells per well were seeded into a 96-well plate and allowed to incubate at 37 ◦C overnight.
Media was then aspirated and replaced with 50 μL fresh media and allowed to incubate for 2 h.
For preparation of inhibitor, a deep-well dish was made with varying concentrations of inhibitor
diluted into phosphate-buffered saline (PBS) and mixed thoroughly. 20 μL of inhibitor from these
dilutions (or 20 μL PBS for controls) were added to the TZM cell-containing wells, and the plate was
rotated for 1 min to mix, before incubating for 30 min at 37 ◦C. 30 μL of single-round virus (described
above) in media was then added (with non-viral media to the negative control) for a final volume of
100 μL/well and the plate was rotated for 1 min to mix. This “layering” method differs from other
similar pseudoviral assays, where the inhibitor is mixed in-well. In our hands, mixing in-well leads to
lower IC50 (apparent better inhibition), but current experiments use “layering” addition to more closely
mimic conditions under which a topical microbicide may be used. After 20 h, media was aspirated and
replaced with 100 μL/well of fresh media. After 48 more hours, the media was aspirated and the cells
were lysed using 30 μL/well of 0.5% NP-40 in PBS. Lysed cells were incubated at room temperature
for 25 min. Substrate was added (30 μL/well; 8 mM chlorophenol red-β-D-galactopyranoside, 10 mM
β mercaptoethanol, 20 mM KCl in PBS). The absorbance signals at wavelengths 570 and 630 nm were
measured, and the 570:630 ratio for each well was calculated. All inhibitors were tested in triplicate
repeated three times. The data were plotted using Microsoft Excel, and the IC50 value was determined
using a linear equation fitted between two data points surrounding 50% inhibition.

4.8. CCR5 Functional Assays in CHO-K1 Cells

The functional response of CCR5-expressing cells to RANTES and its variants was analyzed by
measuring the luminescence of aequorin in response to release of Ca2+ as described previously [54].
Briefly, CHO-K1 cells were cultured in Ham’s F12 medium (Corning, Cellgro, Manassas, VA, USA)
supplemented with 10% FBS (Life Technologies, Carlsbad, CA, USA), 100 units/mL penicillin,
100 μg/mL streptomycin, and 400 μg/mL G418 (Life technologies, Carlsbad, CA, USA), then removed
from plates by incubating at 37 ◦C with versene (Gibco, Gaithersburg, MD, USA), and then adding 3×
volume Ca2+- and Mg2+-free DMEM (GE Healthcare, Little Chalfont, UK) to gently resuspend. The
cells were gently pelleted for 4 min at 600× g and then resuspended at a density of 5 × 106 cells/mL
using Ham’s F12 Medium supplemented with 10% FBS, penicillin/streptomycin, 25 mM HEPES.
Cells were then incubated in the dark at room temperature, for 1 h with 5 μM coelenterazine H
(Promega, Madison, WI, USA). Cells were then diluted five-fold using Ham’s F-12 medium, and 50 μL
(50,000 cells) were added per well in a 96-well plate. 50 μL of each inhibitor diluted in Ham’s F-12
medium were added to each well at varying concentrations. Luminescence was measured in 30 s
increments using an Orion II microplate luminometer (Berthold Techniques, Bad Wildbad , Germany).

4.9. CCR5 Activity in HeLa-P5L

The functional response of CCR5-expressing cells HeLa-P5L to RANTES and its variants was
analyzed by measuring the fluorescence using Fluo-4 dye (Thermo Scientific, Waltham, MA, USA)
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according to the manufacturer’s suggested protocol. Briefly, HeLa-P5L cells were cultured in
RPMI-1640 (Invitrogen, Carlsbad, CA, USA) supplemented with 10% FBS, and 100 units of penicillin
and 0.1 mg/mL streptomycin. The expression of CCR5 was selectively expressed by adding zeocin
(Invitrogen, Carlsbad, CA, USA) at 0.5 mg/mL. Cells were then removed from plates by incubating
at 37 ◦C with versene solution (Gibco, Gaithersburg, MD, USA) and then gently resuspended with
culture media. The cells were gently pelleted for 4 min at 600× g and then resuspended at a density of
1 × 106 cells/mL and 100 μL was plated onto 96 well plates with black polystyrene wells and a flat,
micro-clear bottom (Greiner CELLSTAR). After a 15 h incubation at 37 ◦C, wells were washed three
times with sterile Hank’s buffered salt solution (HBSS), 137 mM NaCl, 5.4 mM KCl, 0.25 mM Na2HPO4,
0.44 mM KH2PO4, 1.3 mM CaCl2, 1.0 mM MgSO4, 1.0 mM MgCl2, 10 mM glucose, 10 mM HEPES, with
pH adjusted to 7.4 using 1N NaOH. 50 μL of 2 μM Fluo-4-AM Ester (Invitrogen, Carlsbad, CA, USA)
in HBSS was added. The plate was incubated in the dark at room temperature for 30 min, then washed
three times with HBSS supplemented with 2 mM Probenecid (Tocris, Bristol, UK), then left to incubate
with 80 μL/well of HBSS with 2 mM Probenecid for 30 min at 37 ◦C. Fluorescence was measured after
addition of 20 μL of chemokine variants in HBSS for a final chemokine concentration of 300 nM/well.
Fluorescence reading was done on a Cytation 5 Cell Imaging Multi-Mode Reader (Biotek, Winooski,
VT, USA) with an absorption/emission at 494/516 nm at 35 s, with wild type RANTES/CCL5 as a
positive control and HBSS containing no inhibitor as a negative control.

Supplementary Materials: Supplementary materials can be found at www.mdpi.com/1422-0067/18/7/1575/s1.
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Abbreviations

HIV Human Immunodeficiency Virus
AIDS Acquired Immune Deficiency Syndrome
CCL5 Chemokine (C-C Motif) Ligand 5; also called RANTES
RANTES Regulated on Activation, Normal T-cell Expressed and Secreted; also called CCL5
Gln/Q Glutamine
Glu/E Glutamate
Asn/N Asparagine
Phe/F Phenylalanine
Ile/I Isoleucine
DMEM Dulbecco’s Modified Eagle’s Medium
NMR Nuclear Magnetic Resonance
HBSS Hank’s Buffered Salt Solution
FBS Fetal Bovine Serum
HSQC Heteronuclear Single Quantum Coherence
CHO Chinese Hamster Ovary
IPTG Isopropyl β-D-1-thiogalactopyranoside
TFA Trifluoroacetic Acid
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Abstract: Tyrosine sulfation, a post-translational modification found on many chemokine receptors,
typically increases receptor affinity for the chemokine ligand. A previous bioinformatics analysis
suggested that a sulfotyrosine (sY)-binding site on the surface of the chemokine CXCL12 may be
conserved throughout the chemokine family. However, the extent to which receptor tyrosine sulfation
contributes to chemokine binding has been examined in only a few instances. Computational
solvent mapping correctly identified the conserved sulfotyrosine-binding sites on CXCL12 and
CCL21 detected by nuclear magnetic resonance (NMR) spectroscopy, demonstrating its utility for
hot spot analysis in the chemokine family. In this study, we analyzed five chemokines that bind to
CXCR2, a subset of which also bind to CXCR1, to identify hot spots that could participate in receptor
binding. A cleft containing the predicted sulfotyrosine-binding pocket was identified as a principal
hot spot for ligand binding on the structures of CXCL1, CXCL2, CXCL7, and CXCL8, but not CXCL5.
Sulfotyrosine titrations monitored via NMR spectroscopy showed specific binding to CXCL8, but not
to CXCL5, which is consistent with the predictions from the computational solvent mapping. The lack
of CXCL5–sulfotyrosine interaction and the presence of CXCL8–sulfotyrosine binding suggests a role
for receptor post-translational modifications regulating ligand selectivity.

Keywords: CXCL5; CXCL8; CXCR1; CXCR2; sulfotyrosine; post-translational modification;
chemokines; NMR

1. Introduction

Chemokines comprise a family of approximately 50 small globular proteins that coordinate
the migration of immune cells along an increasing chemokine concentration gradient by activating
specific G protein-coupled receptors (GPCRs) expressed on the surface of responding cells. The two
main classes of chemokines and their receptors, CC and CXC, exhibit varying degrees of promiscuity,
with some receptors binding multiple ligands, and certain ligands binding multiple receptors [1–3].
Chemokines adopt a highly conserved tertiary fold comprised of a three-stranded antiparallel β-sheet
and a C-terminal α-helix stabilized by one or two disulfide bonds. Receptor binding and activation is
described by a two-site, two-step model, whereby the N-terminus of the receptor binds the N-loop
and chemokine core (site 1), followed by the insertion of the flexible N-terminus of the chemokine into
the orthosteric pocket of the GPCR (site 2), leading to receptor activation [4].
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For some chemokine receptors, tyrosine residues in the N-terminal domain (site 1) are
post-translationally modified by tyrosyl protein sulfotransferases [5–7], and for the large majority that
have been characterized, tyrosine sulfation enhances chemokine–receptor recognition [8–14]. NMR
studies of CXCL12 bound to the N-terminal extracellular domain of its receptor CXCR4 provided the
first structural details of sulfotyrosine (sY) recognition by a chemokine [12,13]. Of the three tyrosines in
the CXCR4 N-terminal domain (Y7, Y12, and Y21) that are potential sites of sulfation, Y21 is the most
important for CXCL12 binding [15]. Y21 makes specific contacts with the N-loop and β3 strand, which
may represent a conserved “hot spot” for receptor binding in the chemokine family (Figure 1A) [16].
More recently, the NMR structure of a CCR3-chemokine complex demonstrated that a pair of adjacent
sulfotyrosines occupied the same N-loop/β3 cleft of CCL11 [17]. In the case of CCR3, different patterns
of sulfation for its two N-terminal tyrosines enhanced the site 1 binding affinity for its ligands CCL11,
CCL24, and CCL26 to varying degrees [11]. Thus, tyrosine sulfation can increase the selectivity of a
promiscuous receptor by promoting interactions with a subset of its cognate chemokine ligands [11].

A subset of CXC chemokines positive for the ELR (Glu-Leu-Arg) motif are potent neutrophil
chemoattractants that activate the CXCR1 and/or CXCR2 receptor [18,19] and play critical roles
in inflammatory responses, particularly in response to bacterial infections and autoimmune
diseases [18,20,21]. Specifically, CXCL5, which binds both CXCR1 and CXCR2 [22], has been implicated
in mediating pain in rheumatoid arthritis and UVB irradiation, and insulin resistance in obesity [23–25].
CXCR2, the most promiscuous of the six known CXC chemokine receptors, binds to CXCL1, CXCL2,
CXCL3, CXCL5, CXCL6, CXCL7, and CXCL8 [1]. In contrast, CXCR1 predominantly binds CXCL8 and
CXCL6, though CXCL5 is reported as a ~10-fold less potent ligand [22,26]. The CXCR2 N-terminal
domain contains two tyrosines, neither of which is a likely candidate for sulfation based on local
sequence analysis by Sulfinator [27] and Sulfosite [28], while the position-specific scoring matrix (PSSM)
developed by Liu et al. [29] gives an intermediate sulfation likelihood score. In contrast, the Sulfosite
algorithm predicts that the single tyrosine, Y27, of CXCR1 will be modified with a 92% probability,
and similarly, the PSSM also predicts Y27 sulfation with high scoring. While tyrosine sulfation has
not been experimentally verified for CXCR1, we speculated that the potencies of CXCL5 and CXCL8
as CXCR1 agonists might correlate with the relative importance of sulfotyrosine recognition for each
chemokine ligand.

We have previously validated the modified amino acid sulfotyrosine as a chemical probe in 2D
NMR studies [16]. Sulfotyrosine binding to CXCL12 induced chemical shifts in a subset of the residues
that were also perturbed upon the binding of CXCR4-derived sulfopeptides [15]. Based on their
location in the N-loop/β3 cleft, we concluded that the amino acid probe bound at or near the location
of sulfotyrosine 21 in the structure of a CXCR4 sulfopeptide bound to CXCL12 [12]. So far, each
chemokine tested (CXCL12, XCL1, CCL5, CX3CL1, and CCL21 [16,30]) bound the sulfotyrosine probe
in at least one common pocket, which is consistent with our hypothesis that sulfotyrosine recognition
is a conserved feature of the chemokine–receptor site 1 interface (Figure 1). Computational solvent
mapping analysis confirmed this hypothesis by clustering organic solvent probe molecules in and
around the conserved sulfotyrosine binding sites on the surfaces of CXCL12 [31] and CCL21 [30].
In the present study, computational solvent mapping consistently identified a similar binding pocket
on all CXCR2 ligands with available structures, with the exception of CXCL5. Consistent with the
computational hot spot analysis, we observed specific binding of sulfotyrosine to CXCL8, but not
CXCL5, as monitored by 2D NMR. These findings suggest that receptor recognition by CXCL5
may differ from the other CXCR1/2 chemokine ligands, and that sulfotyrosine may help CXCR1
discriminate between CXCL5 and CXCL8.
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2. Results

2.1. Sulfotyrosine Recognition Sites Correspond to Predicted Chemokine Hot Spots

Previous computational solvent mapping of CXCL12 and CCL21 using FTMap identified
sulfotyrosine recognition sites as hot spots for ligand binding [30,31]. The FTMap algorithm surveys
the protein surface with 16 small organic molecule probes, then clusters and ranks these probes based
on positions with the lowest Boltzmann averaged energies, the highest ranking having the lowest
energy [32,33]. We began by using the FTMap server (ftmap.bu.edu) to validate the analysis by testing
CXCL12 and CCL21, for which there are both FTMap and sulfotyrosine/sulfopeptide-binding data
available (Figure 1). Indeed, the top-ranking FTMap clusters localized to the sulfotyrosine-binding
pocket of both of these representative CXC and CC chemokines, which indicated that the lowest
energy-binding hot spot was likely to be the sulfotyrosine-binding pocket.

Figure 1. FTMap correctly identifies the NMR-verified sulfotyrosine-binding pocket on CXCL12
and CCL21. (A) The solved solution structure of CXCL12 bound to the CXCR4 N-terminal peptide
(residues 1-38, sY7, sY12, sY21; Protein Data Bank (PDB) ID: 2K05), left. The CXCR4 N-terminal
peptide and surface view of CXCL12 with the sY-binding pocket labeled are shown in the right panel.
The tyrosine side chains of the CXCR4 peptide are displayed, the sulfate group is highlighted in
red, the canonical sY-binding pocket highlighted in yellow; (B) First and fourth top-ranking FTMap
clusters (shown in teal) map to the CXCL12 (PDB ID: 2K05) sY-binding pocket (backbone highlighted in
yellow) identified by NMR sulfopeptide studies. Spheres reflect specific residues identified by NMR sY
titrations [16]; (C) Third top-ranking FTMap cluster maps to the CCL21 sY-binding pocket (backbone
highlighted in yellow), identified by NMR sY titrations (specific residues highlighted with spheres [30])
(PDB ID: 2L4N).
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We next analyzed each of the CXCR2 chemokine ligands for which a solved 3D structure was
available, including all members of the NMR ensemble where applicable. As shown in Figure 2A,
the top-ranking clusters identified by FTMap for CXCL1, CXCL2, CXCL7, and CXCL8 were consistently
located between the N-loop and β3-strand near the conserved sulfotyrosine-binding site. While a
solved structure of sulfated CXCR1 or CXCR2 (or the sulfopeptide region of the receptor) with any of
their ligands has not been solved, the solved NMR structure of CXCL8 with an N-terminal CXCR1
peptide [34] shows the tyrosine near the proposed sulfotyrosine-binding pocket, at the same location
of many of the FTMap clusters (Figure 2A). These clusters include those of CXCL1, which lie slightly
behind the N-loop, but are still within range that might encounter a CXCR2 peptide. This tyrosine of
CXCR1 does not rest in the same position on CXCL8 as the tyrosine 21 of CXCR4 (PDB ID: 2K04) [12],
which may account for the different positioning of the clusters relative to those in the CXCL12 analysis.
For CXCL5 (Figure 2B), however, only the last, or second to last-ranking cluster identified the pocket,
which suggested that for CXCL5, it is a less favorable binding pocket. Furthermore, clusters only
found the pocket for four of the 20 CXCL5 NMR conformers, as compared to a majority of conformers
in the CXCL1, CXCL2, and CXCL8 NMR ensembles (Figure A1).

Figure 2. FTMap hot spot identification on CXCR2 chemokine ligands. The canonical
sulfotyrosine-binding pocket between the N-loop and β3-strand is highlighted in yellow. The clusters
that bind the pocket, each from within the top three ranking clusters, are in teal. (A) The clusters find
the pockets for CXCL1, CXCL2, CXCL7, and CXCL8. For reference, the structure of CXCL8 bound
to the CXCR1 N-terminal peptide (PDB ID: 1ILP) is shown with the peptide in blue and the tyrosine
side chain revealed; (B) In comparison for CXCL5, the top three-ranking clusters localize to the dimer
interface. The surface view is shown to underscore the lack of clusters in the binding pocket.

2.2. NMR Titration Studies with Sulfotyrosine

To further explore these results, we performed NMR titration experiments to similarly probe
chemokine receptor-binding pockets with another small molecule, sulfotyrosine. We have previously
shown that sulfotyrosine can be used as a surrogate for sulfated receptor peptides and is sufficient to
identify the chemokine receptor sulfotyrosine-binding pocket on the chemokine ligand [16]. Using
1H-15N HSQC NMR spectroscopy, we monitored the spectra of CXCL5 upon titration of increasing
amounts of sulfotyrosine, from 0 to 100 mM. The amino acids involved in binding were expected
to show the greatest chemical shift perturbations. However, when performing these titrations
with CXCL5, there were few residues that had significant chemical shift perturbations (Figure 3A,
Figure A2–A). For comparison, we performed a similar titration for CXCL8 and, as predicted from our
prior studies of CXCL12, there were widespread changes in the HSQC spectra throughout the course
of the titration (Figure 3B, Figure A2–B). NMR HSQC experiments are superbly sensitive to changes in
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protein structure. For these experiments, as the only change throughout the titration was the addition
of sulfotyrosine, the changes in the spectra are indicative of sulfotyrosine binding.

Figure 3. NMR titrations of CXCL5 and CXCL8 with sulfotyrosine (sY). Overlays of the 1H-15N HSQC
spectra of CXCL5 (A) or CXCL8 (B) in the presence of 0 mM sY (black), 1, 5, 10, 20, 30, 40, 60, 80 and
100 mM sY (green or blue, respectively). A region of the HSQC spectra is shown to highlight that while
there are some shift perturbations in (A); there are widespread changes in the CXCL8 (B) spectra.

As a measure of sulfotyrosine–chemokine interactions, total (1H and 15N) chemical shift
perturbations can be quantified and magnitudes plotted as a function of residue number. For the
CXCL5 titration, there were very minor changes in the spectra throughout the course of the titration,
resulting in small chemical shift perturbations mostly within the level of noise (Figure 4A). When
we mapped the amino acid residues K25 and N50 onto the structure of CXCL5 (PDB ID: 2MGS),
interestingly, they do map to the edge of the sulfotyrosine-binding pocket (Figure 4C). The few, small
chemical shift perturbations observed are likely due to the non-specific coordination of the negatively
charged free sulfotyrosine and positively charged amino side chain of K25.

In contrast, the addition of sulfotyrosine to CXCL8 produced chemical shift perturbations
indicative of specific sulfotyrosine binding [12,13]. There were regions of the N-loop and β3 strand (T12,
H18, K20, and L49) encircling the canonical sulfotyrosine-binding pocket that produced significant
(>0.3 ppm) chemical shift perturbations. As opposed to CXCL5, these were far above the level of noise.
They closely overlap with residues that bind a CXCR1 N-terminal peptide as observed by Joseph et al.,
which fits a model of receptor–sulfation binding at the sulfotyrosine-binding pocket [35]. There were
additional significant chemical shift perturbations in the C-terminal helix cluster (W57, V58, R60, V61,
V62, F65, K67, R68, E70) adjacent to the N-loop, which may be the result of sulfotyrosine binding to
the N-loop/β3 cleft or could denote a second binding site (Figure 4B,D).
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Figure 4. Total chemical shift perturbations (CSP) from 0 to 100 mM sulfotyrosine (sY) plotted for each
amino acid. (A) CXCL5 CSP plot, residues in green reflecting CSP >0.3 ppm; (B) CXCL8 CSP plot,
residues in blue reflecting CSP >0.3 ppm; (C) CXCL5 structure (PDB ID: 2MGS) with K25 and N50,
residues with the largest chemical shift perturbations (>0.3 ppm) within the sY-binding pocket are
highlighted with green spheres; (D) CXCL8 (PDB ID: 2IL8) structure highlighting residues with the
highest chemical shift perturbations (>0.3 ppm) in blue. Residues of the sY-binding pockets T12, H18,
K20, and L49, are shown as spheres.

2.3. Binding Affinity to Sulfotyrosine

For an NMR titration that exhibits fast exchange kinetics and reaches a point of saturation (where
the addition of a ligand produces little or no spectral changes), the chemical shift perturbations at
intermediate titration points reflect the fractional occupancy of a binding site, and can be used to
generate a binding isotherm. Sulfotyrosine-dependent chemical shift perturbations were analyzed by
nonlinear fitting to estimate the dissociation constant, Kd [30]. For CXCL5, K25 and N50 had the greatest
chemical shift perturbations throughout the titration. However, using a standard ligand-depletion,
saturable-binding model, the data produced a linear curve, indicating non-specific interactions between
sulfotyrosine and CXCL5 (Figure 5A). While non-specific interactions may occur due to the relatively
small size of sulfotyrosine and lead to observable chemical shift perturbations, even those residues
that exhibited smaller perturbations did not produce a saturable binding curve (Figure A3), suggesting
that CXCL5 does not bind sulfotyrosine in a specific manner. In comparison, select CXCL8 residues
generated large chemical shift perturbations, resulting in saturable binding curves (Figure 5B). When
calculated binding affinities were averaged, they produced a binding Kd of 35.2 ± 1.95 mM, which is
comparable to other sulfotyrosine titrations [30].
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Figure 5. Sulfotyrosine–chemokine binding affinities. Kd plots of the CXCL5 (A) and CXCL8 (B) amino
acids with the largest chemical shift perturbations indicating no saturable binding of sulfotyrosine (sY)
to CXCL5, but did indicate saturable binding to CXCL8. The titration of sY into CXCL8 produced a Kd

of 35.2 ± 1.95 mM.

3. Discussion

The mechanism by which promiscuous chemokine receptors selectively bind individual
ligands remains poorly understood. A combination of factors including chemokine concentration,
glycosaminoglycan (GAG) interactions, oligomerization state, and other cellular, contextual, or
kinetic variables may fine-tune the propensities for chemokine–receptor interactions encoded by
the amino acid sequence of each chemokine ligand. For example, CXCL5 expression was slower and
more sustained compared with those of CXCL1 or CXCL8 in bacterial-infected epithelium [36,37].
This difference reveals not only the importance of chemokine expression, but also receptor selectivity, as
there are often multiple ligands present simultaneously [38–40]. Post-translational modifications to the
extracellular domains of the receptor are an emerging biologic paradigm that influences ligand–receptor
binding kinetics, selectivity, specificity, and signaling [10,12,41,42]. The goal of the present study was
to examine the potential role of N-terminal tyrosine sulfation of CXCR1 and CXCR2 in binding CXCL5
and CXCL8.

Tyrosine sulfation is an established receptor modification that we as well as others have shown to
increase the affinity of a chemokine for the N-terminal domain of its cognate receptor. We used an
unbiased computational solvent mapping approach to identifying hot spots on chemokine surfaces that
consistently matched a known sulfotyrosine-binding site [13,16]. This same hot spot was predicted for
all CXCR2 ligands, except for CXCL5. Previous studies have not only uncovered a role for chemokine
receptor tyrosine sulfation, but also validated the use of sulfotyrosine as a useful molecular probe for
the discovery of receptor-binding sites [16]. In striking contrast to CXCL8 and all the other chemokines
tested to date [13,16,30], CXCL5 exhibited no signs of specific sulfotyrosine binding in NMR titrations.
Sulfotyrosine-induced perturbations correspond closely with CXCL8 N-loop/β3 residues that shifted
in a titration with a CXCR1 N-terminal peptide [35], as well as residues in the C-terminal helix that bind
heparin oligosaccharides [43]. Often, there are regions of overlap between the binding of chemokine
ligands with a receptor N-terminal peptide and GAGs, including for CXCL8 [35,43–46]. The pattern of
shifts in both areas of CXCL8 suggests that sulfotyrosine may mimic both the modified receptor and
sulfate-rich GAGs.

Sulfosite and the PSSM sulfation prediction sources predict CXCR1’s tyrosine sulfation [28,29], and
the PSSM predicts CXCR2’s tyrosine sulfation [29]. Based on these bioinformatics analysis tools, it is
likely that CXCR1 is tyrosine-sulfated, and less likely that CXCR2 is tyrosine-sulfated. However, both
may be sulfated in vivo [5]. CXCL8 has a ~1–4 nM affinity at both CXCR1 and CXCR2 and is the most
potent ligand at CXCR1, while CXCL5 has an affinity of ~40 and ~11 nM, respectively [22,26,47].
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The data from the CXCL8 sulfotyrosine titration suggests that this may be due to the sulfation
increasing its affinity, as shown previously for sulfated N-terminal receptor peptides and the following
receptor/chemokine pairs: CCR2/CCL2 [10] and CCL7 [8], CCR3/CCL11 [9,11], CCL24 [11] and
CCL26 [9,11], CCR5/CCL5 [14], and CXCR4/CXCL12 [12,13,15]. Thus, the binding events and affinities
between the chemokines and the post-translationally modified receptors may present a nuanced form
of regulation that is unique to different physiologic states and each particular chemokine.

Our FTMap analysis revealed a binding hot spot along the N-loop and β3-strand for the
CXCR2-binding chemokine ligands CXCL1, CXCL2, CXCL7, and CXCL8 that corresponds to the
canonical sulfotyrosine-binding pocket. This pocket identified by FTMap is compatible with a recent
model of the CXCR2 N-terminal peptide bound to CXCL7, which shows the N-terminal peptide
docked around the N-loop and over the β3-strand [45]. Based on this docking pose of CXCR2, its two
tyrosines would face the opposite side of the chemokine around the α-helix and dimer interface.
Interestingly, when the CXCR1 sequence is substituted in this model, the predicted sulfotyrosine
occupies the canonical sulfotyrosine-binding site. Specifically, an alignment of CXCR1 and CXCR2
reveals that A31 of CXCR2 (A36 using the UniProtKB numbering system (entry: P25025)) corresponds
to Y27 of CXCR1, which is the tyrosine predicted to be sulfated. In this model by Brown et al., A31
of CXCR2 rests in the canonical sulfotyrosine-binding pocket of CXCL7. Thus, we speculate that Y27
of CXCR1 interacts with the canonical sulfotyrosine-binding pocket of its ligands, and its sulfation
increases its affinity for certain chemokines. While CXCR2 may or may not be sulfated, the N-loop/β3
cleft is predicted by FTMap as a hot spot in the site 1 interface. Taken together with the model of the
CXCR2-CXCL7 complex by Brown et al., these results provide a plausible structural explanation for
how tyrosine sulfation of CXCR1, but not CXCR2, might be compatible with the use of a conserved
binding pocket by both receptors on promiscuous chemokine ligands.

The lack of FTMap identification of the binding pocket of CXCL5 and the differences in
sulfotyrosine binding between CXCL5 and CXCL8 are due to more than differences in receptor binding
as CXCL5 does bind both CXCR1 and CXCR2 (~40 vs ~11 nM, respectively) [22,26]. Sepuru et al.
recognize that CXCL5 is more electrostatically neutral than any other CXCR2-activating chemokine [48].
As sulfotyrosine is a negatively charged molecule, it is likely to bind positively charged basic residues.
In the region of the N-loop and β3-strand, CXCL8 has basic residues K11, K15, H18, K20, and R47,
most of which are perturbed by sulfotyrosine binding or adjacent to a perturbed residue. Basic residues
in this region of CXCL5 include H23, K25, and K52, which align with H18, K20, and R47 of CXCL8.
Thus K11 and K15 of CXCL8 are residues that may confer sulfotyrosine specificity. Interestingly,
CXCL6 is the only other ELR+ chemokine with a basic residue (R20) that corresponds to K15 of CXCL8;
this position is invariably a glycine in the other CXCR2 ligands [48]. When Wolf et al. mutated R20
of CXCL6 to G, they found a loss of signaling at CXCR1, with no change in effect at CXCR2 [22],
and furthermore, when Jiang et al. mutated K15 of a CXCL8 peptide to A, they found a greater
than six-fold decrease in binding affinity to a CXCR1 peptide, as measured by surface plasmon
resonance (SPR) [49]. These results are consistent with a specific role for R20 of CXCL6 and K15
of CXCL8 in sulfotyrosine recognition, and their higher potency as CXCR1 agonists relative to the
other ELR+ ligands. The more electrostatically neutral, and less basic N-loop/β3 pocket of CXCL5
may account for the lack of sulfotyrosine binding, lack of probe binding between the N-loop and the
β3-strand in FTMap, and the overall weaker potency at CXCR1 and CXCR2, more so than any other
CXCR2-activating chemokine [26].

These results highlight the complexity of post-translational modifications as regulators of
chemokine signaling. CXCL5 may employ a different combination of site 1 interactions with its
receptors than the other chemokine ligands for CXCR1 and CXCR2. We had previously shown that
there are differences in sulfated tyrosine affinities amongst multiple tyrosines on the same receptor
N-terminus [15]. Our results suggest that, for a particular chemokine ligand, the sulfation of a tyrosine
on its cognate receptor may not play an important role, and supports a novel paradigm in which
sulfotyrosine may not universally increase the affinity of the chemokine receptor for its cognate ligand.
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For promiscuous receptors, this may be a mechanism to distinguish binding between different ligands.
There have long been generalizations about chemokine receptor binding and activation; however, as the
intricacies of the system become more apparent, the redundancies fade in favor of subtle differences
between chemokine ligands. The absence of a sulfotyrosine-binding site distinguishes CXCL5 from
the other chemokines that have been examined and may confer unique functional attributes among
the ELR+ subfamily.

4. Materials and Methods

4.1. FTMap

The available structures for CXCR1 and CXCR2 chemokine ligands (CXCL1-PDBID: 1MSH,
CXCL2-PDB ID: 1QNK, CXCL5-PDB ID: 2MGS, CXCL7-PDB ID: 1NAP, CXCL8-PDB ID: 2IL8, 5D14)
as well as CCL21 (PDB ID: 2L4N, 5EKI) and CXCL12 monomer and dimer with CXCR4 sulfopeptide
(PDB IDs: 2KEC and 2K05 respectively) as a reference for chemokines that bind sulfotyrosine were
downloaded from the RCSB Protein Data Bank (www.pdb.org) [50]. Using PyMOL (Schrodinger, LLC,
New York, NY, Version 1.7) [51], the NMR solution structures (PDB IDs: 1MSH, 1QNK, 2MGS, 2IL8)
were separated into PDB files of individual states. These and the crystal structures (PDB IDs: 1NAP,
5D14, 5EKI) were submitted to FTMap computational solvent mapping web server (ftmap.bu.edu) to
identify potential binding pockets by small molecule sampling [32]. The results were downloaded and
analyzed via PyMOL [51].

4.2. Protein Expression and Purification

Uniformly labeled 15N-CXCL5 was expressed and purified as previously described [52].
15N-CXCL8 was supplied by Protein Foundry, LLC (Milwaukee, WI, USA).

4.3. NMR Spectroscopy

Concentrated stock solutions of 15N-CXCL5 or 15N-CXCL8 in H2O were diluted to 250 μM in a
solution containing 50 mM deuterated acetic acid (pH 5.0 for CXCL5, pH 5.2 for CXCL8), 10% (v/v)
D2O, 0.02% (w/v) NaN3. All data were collected on a Bruker Avance 600 MHz spectrometer equipped
with a 1H/15N/13C cryoprobe. 1H-15N Heteronuclear Single Quantum Coherence experiments were
used to monitor a CXCL5 or CXCL8 sample titrated with 0, 1, 5, 10, 20, 30, 40, 60, 80, and 100 mM
sulfotyrosine dissolved in the same buffer as above. Spectra were processed using NMRPipe [53]. Using
chemical shift assignments from the solved structures [48,54], peaks were tracked using CARA [55].
Total 1H-5N chemical shift perturbations were computed as [(5ΔδNH)2 + (ΔδN)2]1/2, where ΔδNH and
ΔδN were the total changes in backbone amide 1H and 15N chemical shifts in ppm, respectively, from 0
to 100 mM sulfotyrosine. Concentration-dependent chemical shift perturbations for CXCL8 residues
H18, R60, V61, and V62 upon titration with sulfotyrosine were fit to the following equation, which
accounts for ligand depletion:

Δδ = Δδmax ×
(Kd + [CXCL8] + x)−

√
(Kd + [CXCL8] + x)2 − 4[CXCL8]x

2[CXCL8]

where Δδ is the chemical shift perturbation, Δδmax is the maximum chemical shift perturbation at 100%
bound CXCL8, Kd is the CXCL8 sY dissociation constant, and x is the sY concentration. There were no
changes in pH for the CXCL8 titration, thus, these changes in chemical shifts were due solely to the
addition of sulfotyrosine. Using pro Fit 6.2 and the above equation, the Kd values and their respective
errors were calculated and averaged to produce the reported affinity and error. Amino acids with
the highest chemical shift perturbations were mapped onto the structure of CXCL8 using PyMOL.
The same process was attempted for CXCL5; however, the chemical shift perturbation did not fit with
this equation, but rather with a linear regression model.
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Appendix

Figure A1. Complete FTMap results. All FTMap clusters are shown on the structures from Figure 2.
The higher the number of probes, or fragments, in each cluster, the higher the ranking of that hot spot.
Clusters that bind the sulfotyrosine binding pocket are noted with an asterisk (*), and totaled at the
bottom of the table. Clusters that bind the dimer interface are noted with a number sign (#), and totaled.
The remaining clusters are also totaled at the bottom of the table.
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Figure A2. Complete HSQC overlays of titrations of sulfotyrosine (sY) into CXCL5 (A) or CXCL8
(B) from 0 (black) to 100 mM (green or blue, respectively). The streak around 7.4 ppm is due to
increasing concentrations of sY, which are indicated in the figure. Residues with CSPs >0.3 ppm are
labeled (see also Figure 4A,B).

Figure A3. Kd plot showing curves with the lowest error from the titration of sY into CXCL5. These
data further suggest CXCL5 had no saturable, specific binding.
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Abstract: Chemokines are secreted proteins that direct the migration of immune cells and are
involved in numerous disease states. For example, CCL21 (CC chemokine ligand 21) and CCL19
(CC chemokine ligand 19) recruit antigen-presenting dendritic cells and naïve T-cells to the
lymph nodes and are thought to play a role in lymph node metastasis of CCR7 (CC chemokine
receptor 7)-expressing cancer cells. For many chemokine receptors, N-terminal posttranslational
modifications, particularly the sulfation of tyrosine residues, increases the affinity for chemokine
ligands and may contribute to receptor ligand bias. Chemokine sulfotyrosine (sY) binding sites are
also potential targets for drug development. In light of the structural similarity between sulfotyrosine
and phosphotyrosine (pY), the interactions of CCL21 with peptide fragments of CCR7 containing
tyrosine, pY, or sY were compared using protein NMR (nuclear magnetic resonance) spectroscopy in
this study. Various N-terminal CCR7 peptides maintain binding site specificity with Y8-, pY8-, or
sY8-containing peptides binding near the α-helix, while Y17-, pY17-, and sY17-containing peptides
bind near the N-loop and β3-stand of CCL21. All modified CCR7 peptides showed enhanced binding
affinity to CCL21, with sY having the largest effect.

Keywords: chemokines; chemokine receptors; NMR; sulfotyrosine; CCL21; CCL19; CCR7; cancer
metastasis; posttranslational modification

1. Introduction

Chemokines are small, secreted proteins that traffic immune cells in the body through functioning
as chemoattractants [1]. There are approximately 50 chemokines and 20 chemokine receptors, of
which many are involved in diseases, including inflammatory diseases like rheumatoid arthritis,
viral diseases like human immunodeficiency virus-1 (HIV-1)/acquired immune deficiency syndrome
(AIDS), and cancer metastasis [2]. The chemokine receptor CCR7 and its chemokine ligands
CCL21 and, less so, CCL19, recruit circulating metastatic cancer cells to lymphatic tissue [3–6].
Chemokine receptors, like CCR7, are integral membrane proteins belonging to the rhodopsin-like
or class A family of G protein-coupled receptors [1]. After synthesis, many chemokine receptors are
post-translationally modified in the Golgi apparatus by tyrosylprotein sulfotransferase (TPST) enzymes,
including the receptors CCR2, CCR3, CCR5, CCR8, CXC chemokine receptor 3 (CXCR3), CXCR4, and
CX3C chemokine receptor 1 (CX3CR1) [7–13]. Tyrosine sulfation of chemokine receptor N-termini
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generally enhances affinity and encodes specificity between the chemokine and the receptor [10,13–19].
Chemokine receptor activation by balanced chemokine ligands generally leads to intracellular signaling
through G protein- and β-arrestin-dependent pathways. Importantly, receptor activation by more
than one or naturally modified ligands can lead to the reduction or absence of either pathway with a
striking biological effect, which is described as “ligand” bias [20]. Lefkowitz et al. first showed CCR7
to a have biased signaling response to its two native ligands CCL21 and CCL19 [21].

Depending on the chemokine and the receptor, the receptor activation often results in
intracellular signaling pathways involving the activation of intracellular kinases, of which many
are serine/threonine kinases and some are tyrosine kinases [20]. Since TPST enzymes are located
in the Golgi and modify tyrosine residues in certain integral membrane and secreted proteins [7],
while tyrosine kinases are cytosolic enzymes, sulfotyrosine (sY) and phosphotyrosine (pY) are
spatially segregated to different cellular locations. Given the single atom difference between sY
and pY, it seems appropriate to ask if there are significant functional differences between the two
posttranslational modifications. Others have investigated this question and have observed differing
results. Hirudin, an anticoagulant, normally contains a sY at position 63 that is important for thrombin
binding [22]. Replacement of sY63 in hirudin with pY showed no difference in thrombin binding and
inhibition of coagulation, suggesting that sY and pY are potentially interchangeable posttranslational
modifications [22]. However, sY and pY modifications are not equivalent in other systems. Sulfation of
tyrosines in the N-termini of CCR5, a co-receptor for HIV-1, facilitates HIV-1 cell entry [23,24] and
chemokine binding [25]. Peptides fragments of the CCR5 N-terminus containing sY residues bound
envelope glycoprotein (gp)-120/CD4 complexes, while those containing tyrosine or pY residues did
not [26]. Other examples have shown that sY and pY modifications are somewhat interchangeable,
with SH2 domains binding much less tightly to sY versus native pY containing ligands [27,28].
Recent molecular dynamics studies investigating the structure of the chemokine CXC chemokine
ligand 12 (CXCL12) bound to the sY-modified CXCR4 N-terminus predicted that substituting pY
would increase the affinity of the CXCL12 and CXCR4 interaction [29]. Stone and colleagues have
also demonstrated that inorganic phosphate can modulate the recognition of sulfotyrosine residues in
a CCR2 receptor mimic by the CCL2 chemokine [30]. These reports suggest there are no particular
trends and comparisons of the effects of sY and pY posttranslational modifications on binding that
would need to be carried out on a case by case basis.

Chemokines are hypothesized to bind to and activate their receptors through a two site-two state
binding and activation model [31,32]. The extracellular, sulfotyrosine-containing N-terminus of the
chemokine receptor binds to the chemokine domain first, site one, which is followed by binding of
the chemokine N-terminus to a second site on the receptor that results in a receptor conformational
change and in activation. Due to their demonstrated role in receptor binding and specificity, we
and others have focused on using the sY-chemokine interaction as a way to identify and target
druggable “hotspots” on the chemokine. The CXCR4 sY21 and sY12 binding sites on CXCL12 have
successfully been targeted with inhibitory small molecules [33–38]. These inhibitors are presumed
to disrupt CXCL12’s interaction with the CXCR4 N-terminus, and this has prompted a comparison
of sulfotyrosine and phosphotyrosine modifications in the context of CCL21 binding to its receptor,
CCR7. The CCR7 N-terminus contains two tyrosines at positions 8 and 17 which are predicted to be
sulfated by the bioinformatics program SulfoSite [39], while only tyrosine 8 is predicted to be sulfated
by Sulfinator [40]. Here we use sY-containing CCR7 N-terminal peptides to identify putative sY8 and
sY17 binding regions on CCL21 and compare the impact of tyrosine sulfation versus phosphorylation
or the absence of posttranslational modification on binding specificity and affinity.
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2. Results

2.1. A CCR7 N-Terminal Peptide Binds CCL21

As chemokines are thought to bind and activate their receptors through a two-step, two-site
binding and activation model [31,32], peptides corresponding to the receptor N-terminus have
historically been used to mimic the site 1 interaction. To determine which residues in the CCR7
N-terminus may be important for binding to CCL21 as a part of site 1, a titration of a uniformly
15N-labeled CCR7 1–30 C24A peptide with increasing concentrations of CCL21 was monitored
using 15N-1H heteronuclear single quantum coherence (HSQC) spectroscopy (Figure 1A). The CCR7
peptide contained a C24A mutation to prevent oxidative dimer formation. CCL21 caused chemical
shift perturbations in the CCR7 N-terminus that included residues adjacent to both Y8 and Y17
(Figure 1B). Given that sulfotyrosines in other chemokine receptors increase affinity for the chemokine
ligand [10,13–19], these CCR7 chemical shift perturbations guided our design and synthesis of CCR7
N-terminal peptides to investigate tyrosine modifications at Y8 or Y17 (Figure 2). The Y8 modification
was explored using CCR7 peptides containing residues 5–11 and either Y8, pY8, or sY8, while the
Y17 modification was studied using CCR7 peptides containing residues 11–30 and either Y17, pY17,
or sY17.

Figure 1. CCL21-induced chemical shift perturbations in the CCR7 N-terminus including tyrosine 8
and 17 and adjacent amino acids. (A) 15N-1H HSQC spectra of 200 μM U-15N/13C CCR7 1–30 C24A in
the absence (black) and with increasing concentrations of CCL21 (grays) at 1:2.5 CCR7:CCL21 molar
ratio (red); (B) CCL21-induced CCR7 1–30 C24A chemical shift perturbations. A portion of glutamine 1
of CCR7 1–30 C24A spontaneously reacts to form pyroglutamate; hence, the pE or pyroglutamate label
at position 1. CCR7 residues that broadened beyond detection during the titration are indicated in gray
with a chemical shift of 2.

Figure 2. Schematic of the various CCR7 N-terminal peptides used in this study. CCR7 peptides
correspond to the sequence of the mature CCR7 N-terminus. Those peptides including residue 24
have a C24A mutation to prevent oxidative peptide dimer formation. Tyrosine posttranslational
modifications are as indicated.
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2.2. CCR7 N-Terminal Peptides Maintain Binding Site Specificity upon Tyrosine Modification

Site one interactions form long, extended binding epitopes that can encompass significant amounts
of the chemokine surface. To observe the important differences between modifications, U-15N labeled
CCL21 was titrated with the various CCR7 N-terminal peptides and NMR experiments performed.
Regardless of the tyrosine modification on the CCR7(5–11) or CCR7(11–30) N-terminal peptides,
binding site specificity on CCL21 was maintained, with CCR7 5–11 peptides binding alongside the
alpha helix and CCR7 11–30 peptides binding to the N-loop and β3-strand of CCL21. Representative
data showing overlays from a portion of the 15N-1H HSQC spectra of CCL21 titrated with increasing
concentrations of CCR7 5–11 sY8 or CCR7 11–30 sY17 are shown in Figure 3A,B. With the exception
of the CCR7 11–30 sY17 peptide, binding was in fast exchange and CCL21 assignments could be
transferred by inspection. The majority of CCL21 residues bound in fast exchange upon titration with
the CCR7 11–30 sY17 peptide, but a small number of residues broadened beyond detection during
the titration, indicative of intermediate exchange. Residues that broadened beyond detection are
indicated with a maximum chemical shift perturbation value in Figure 3D. A plot of CCL21 chemical
shift perturbations at the highest CCL21: peptide molar ratio of 1:10 for peptides containing sY, or 1:30
for peptides containing Y or pY, is shown in Figure 3C for the CCR7 5–11 peptides and in Figure 3D
for the CCR7 11–30 peptides. Identical residues and/or similar regions of the CCL21 structure show
perturbations suggesting binding site specificity is retained regardless of the type of or the absence of
tyrosine modification.

2.3. Sulfotyrosine or Phosphotyrosine Modification Increase the Affinity of CCR7 N-Terminal Peptides
for CCL21

As the size of a chemical shift perturbation does not necessarily correlate with affinity,
concentration-dependent CCL21 chemical shift perturbations were used to calculate the binding
affinity of CCL21 for the various CCR7 peptides. Figure 4 shows representative nonlinear fitting data
and dissociation constant (Kd) values for the representative residue only. Figure 4A shows the nonlinear
fitting of normalized, combined amide-proton chemical shift perturbations of a representative CCL21
residue, K69, plotted versus CCR7 peptide concentrations for CCR7 5–11, CCR7 5–11 pY8, or CCR7
5–11 sY8. The nonlinear fitting of normalized, combined amide-proton chemical shift perturbations
for CCL21 A53, a representative residue, plotted versus CCR7 peptide concentration for CCR7 11–30,
CCR7 11–30 pY17, or CCR7 sY17 is shown in Figure 4B. Average dissociation constants obtained
from the non-linear fitting of chemical shift changes for all CCL21 residues with significant peptide
perturbations are reported in Table 1. Sulfated CCR7 N-terminal peptides had the highest affinity for
CCL21, followed by those containing pY and, finally, the peptides with unmodified tyrosine residues.
For the CCR7 5–11 peptides, a pY modification increased affinity to nearly the same extent as sY,
240 ± 60 μM versus 140 ± 40 μM Kd values, respectively. However, the pY17 modification in the
CCR7 11–30 peptide (Kd = 1700 ± 400 μM) did not increase affinity to CCL21 as dramatically as a sY17
modification (Kd = 480 ± 70 μM). Interestingly, the CCR7 5–11 peptides exhibited higher affinities
for CCL21 than their corresponding CCR7 11–30 counterparts, despite inducing smaller chemical
shift perturbations.
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Figure 3. CCR7 N-terminal peptides maintain binding site specificity regardless of tyrosine
modification. (A) 15N-1H HSQC spectra of 100 μM U-15N CCL21 (black) with increasing concentrations
of CCR7 5–11 sY8 in gray and orange (1:10 molar ratio); (B) 15N-1H HSQC spectra of 100 μM U-15N
CCL21 (black) with increasing concentrations of CCR7 11–30 sY17 in gray and orange (1:10 molar
ratio); (C) CCL21 chemical shift perturbations and chemical shift mapping for CCR7 5–11 Y8, pY8, and
sY8; (D) CCL21 chemical shift perturbations and chemical shift mapping for CCR7 11–30 Y17, pY17,
and sY17. Residues with a chemical shift perturbation above 1.4 broadened beyond detection during
the titration indicative of intermediate exchange. For clarity residues with significant chemical shift
perturbations that were mapped onto the structure of CCL21-lacking residues 71–111, an extended and
unstructured C-terminus, which was present [41]. CCL21 prolines and any unobservable backbone
amides have chemical shift perturbations of zero.
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Figure 4. Tyrosine modification increases affinity of CCR7 N-terminal peptides for CCL21. Nonlinear
fitting of residues with significant chemical shift perturbations was used for dissociation constant (Kd)
determination. Nonlinear fitting also provided the maximum chemical shift, which was normalized
to 1 in the figure for better visual comparison. (A) Nonlinear fitting of normalized, combined amide
chemical shift perturbations for CCL21 K69, a representative residue, plotted versus CCR7 peptide
concentration. For this residue only, the Kd values were as follows: CCR7 5–11 Kd = 530 ± 40 μM, CCR7
5–11 pY8 Kd = 240 ± 90 μM, CCR7 5–11 sY8 Kd = 180 ± 40 μM; (B) Nonlinear fitting of normalized,
combined amide chemical shift perturbations for CCL21 A53, a representative residue, plotted versus
CCR7 peptide concentration. For this residue only, the Kd values were as follows: CCR7 11–30 Kd =
4100 ± 900 μM, CCR7 11–30 pY17 Kd = 2200 ± 200 μM, and CCR7 11–30 sY17 Kd = 420 ± 80 μM.

Table 1. CCR7 N-terminal modifications enhance CCL21 binding affinity.

CCR7 Kd (μM) 1 ± CI 2

5–11 700 ± 300
5–11 pY8 240 ± 60
5–11 sY8 140 ± 40

11–30 6,800 ± 500
11–30 pY17 1,700 ± 400
11–30 sY17 480 ± 70

1 Kd values here are from the fitting of the combination of all CCL21 residues that had significant chemical shift
perturbations, as indicated in Figure 3. In the case of the CCR7 11–30 sY17, the Kd value is derived from only
residues with a significant chemical shift that did not broaden beyond detection. 2 CI is the confidence interval at a
95% confidence level.

3. Discussion

Our previous NMR studies defined the 3D structure of full-length CCL21 and mapped
the interaction surface of a peptide corresponding to the N-terminal 30 residues of CCR7 [41].
The unsulfated CCR7 1–30 peptide induced significant chemical shift perturbations in the N-loop and
β3 strand of CCL21. We separated the CCR7 N-terminal domain into two fragments corresponding to
residues 5–11 and 11–30, each of which contained a tyrosine that may be a substrate for sulfation by
TPST enzymes. While each peptide interacted with CCL21, the shifts induced by CCR7 11–30 binding
were very similar to the pattern observed in the previous titration with CCR7 1–30. The CCR7 5–11
peptides induced smaller chemical shifts in the α-helix of CCL21. Small chemical shifts in the α-helix
of CCL21 were also observed with unsulfated CCR7 1–30, but these shifts were dwarfed by those
in the N-loop and the β3 strand of CCL21. A comparison of CCL21 chemical shift perturbations for
CCR7 5–11 sY8, CCR7 11–30 sY17, and CCR7 1–30 in Figure 5 indicates that CCR7 5–11 and CCR7
11–30 perturbations could potentially be found in those observed for the longer CCR7 1–30 peptide.
This suggests that the CCR7 site 1 interaction with CCL21 may be somewhat modular as it can be
dissected into two parts, potentially suggesting that small molecule ligands could be developed to
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target each part and later linked. Also, as the CCR7 5–11 peptides all have higher affinity for CCL21
than the correspondingly modified CCR7 11–30 peptides (Table 1), CCR7 residues 5–11 may contribute
significantly to CCL21 recognition. Phosphorylation or sulfation of either tyrosine 8 or 17 enhanced the
binding of CCR7 N-terminal receptor peptides to CCL21, but sulfation of tyrosine 17 had the largest
effect, increasing the affinity of CCR7 11–30 by more than 10-fold (Table 1). While there is no consensus
sequence for tyrosine sulfation, proximity to one or more acidic amino acids increases the likelihood
of sulfation [39,40]. Tyrosine 17 is next to aspartate 16 suggesting it may be a poorer TPST substrate
than tyrosine 8, which follows aspartate 6 and 7. This is interesting as sulfotyrosine 17 has the greater
impact in this analysis.

Figure 5. CCR7 site 1 is potentially modular with respect to CCL21 binding. CCL21 chemical shift
perturbations are shown for CCR7 11–30 sY17 (top), CCR7 5–11 sY8 (middle), and CCR7 1–30 (bottom),
adapted from Love et al. [41]. For CCR7 11–30 sY17 and CCR7 1–30, residues whose signal broadens
beyond detection during titration are indicated with the highest chemical shift perturbation value.
CCR7 11–30 sY17 and other CCR7 11–30 peptides induce chemical shift perturbations in the N-loop
and β3 strand (circled in blue) with similar perturbations observed for CCR7 1–30, as indicated by blue
ovals. CCR7 5–11 sY8 and other CCR7 5–11 peptides induce chemical shift perturbations in CCL21’s
α-helix with potentially similar perturbations observed for CCR7 1–30, as indicated with the red ovals.
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Binding of CCL19 or CCL21 to CCR7 leads to differential activation of GRKs and recruitment of
β-arrestin, resulting in different cellular responses for the two chemokine ligands [21,42]. For example,
only CCL19 activation of CCR7 results in receptor internalization and desensitization [21,42].
A truncated version of CCL21, in which CCL21’s unique, glycosaminoglycan-binding C-terminal
tail has been proteolytically removed by plasmin, also results in signaling that is unique compared to
CCL19 and full length CCL21 [43–46]. This ligand bias likely results from different CCR7 conformations
in the presence of CCL19 and either full length or truncated CCL21 [43], but tyrosine sulfation in
CCR7 could also be a contributing factor. While we have only investigated the interaction of CCL21
with CCR7 sulfopeptides here, Stone and colleagues have shown for CCR3 N-terminal peptides that
different receptor tyrosine sulfation patterns impact which of the three chemokine ligands, CCL11,
CCL24, or CCL26, the receptor prefers to bind [13,19]. It is plausible that that the degree of tyrosine
sulfation or the ratio of sY8 to sY17 may impact affinity of CCR7 for its various ligands and thereby
contribute to ligand bias. It should be noted that we attempted to use sodium chlorate, which has
been reported to inhibit TPSTs and thus tyrosine sulfation [7], to determine if reducing CCR7 tyrosine
sulfation impacted CCR7 signaling. However, treatment with sodium chlorate altered CCR7 surface
expression levels, making results uninterpretable.

In addition to potential tyrosine sulfation, CCR7 is also posttranslationally modified through
glycosylation. Sixt and colleagues report that polysialic acid is essential for the activation of CCR7 in
dendritic cells by full length CCL21, while CCL19 and C-terminally truncated CCL21 can activate CCR7
independent of the polysialylation status of the receptor [47]. Legler and colleagues have reported
distinct N-glycosylation patterns capped with sialic acid for specific cell types, for example B-cells
and expanded T-cells, and that glycosylation inhibits chemokine activation of CCR7 unless removed
by glycosidases [46]. One of the N-glycosylation and polysialylation sites is N12 of the mature CCR7
N-terminus (N36 if the signal sequence is included in the residue numbering) [46,47]. Interestingly,
the CCR7 5–11 sY8 peptide induced chemical shifts located in the α-helix of CCL21 that are similar to
those induced by polysialic acid as seen by Sixt and colleagues [47]. This further suggests a possible
role for receptor sulfotyrosine in CCR7 ligand bias.

Here we show that that sulfotyrosine or phosphotyrosine increase the affinity of N-terminal CCR7
peptides for CCL21 with the sulfotyrosine modification having the largest effect. We also observe
that CCR7 peptide binding specificity remains the same regardless of whether tyrosine residues
are modified or not. Given that ligand bias is observed in CCR7 signaling and given the impact of
posttranslational modifications like glycosylation or polysialylation [46,47], we hypothesize that the
sulfotyrosine modification will also have an impact on biased signaling. A better understanding of
biased signaling in CCR7 could allow for the selective targeting of only CCL19 or CCL21 signaling,
which may be therapeutically beneficial for various disease states. Future studies will continue to
focus on the impact of CCR7 N-terminal posttranslational modifications on binding to CCL21 and will
also incorporate C-terminally truncated CCL21. These future studies will also seek to assess whether
TPSTs can sulfate CCR7 Y8 and Y17 and move toward the inclusion of the full length CCR7 receptor
through incorporating cell-based assays.

4. Materials and Methods

4.1. Recombinant Protein Purification and Peptide Synthesis

CCL21 was expressed and purified as previously described [48]. CCR7 1–30 C24A
(QDEVTDDYIGDNTTVDYTLFESLASKKDVR), a peptide corresponding to the sequence of the
N-terminus of mature CCR7 [49] (with the exception of a C24A mutation to prevent oxidative dimer
formation), was expressed recombinantly and purified as follows. DNA coding for a SMT3-CCR7 1–30
C24A fusion was cloned into the BamHI and HindIII sites of pQE30. This pQE30-SMT3-CCR7 1–30
C24A was transformed into SG13009 [pREP4] E. coli. Cells were grown at 37 ◦C in 1L of U-15N/13C
M9 minimal media to an optical density at 600 nm (OD600) of 0.6, at which time expression was

167

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 1857

induced with 1 mM isopropyl β-D-1-thiogalactopyranoside. After 5 h, cell pellets were collected by
centrifugation (3000× g for 30 min) and stored at −80 ◦C until processing. Cells were resuspended
and lysed by sonication in buffer A (50 mM sodium phosphate, 300 mM sodium chloride, 10 mM
imidazole, pH 8.0) containing 0.1% (v/v) β-mercaptoethanol and 1 mM phenylmethanylsulfonyl
fluoride. The lysate was clarified by centrifugation (15,000× g for 15 min) and the supernatant
containing the His6-SMT3-CCR7 1–30 C24A fusion was applied to 2 mL of His60 nickel resin.
The column was washed with 40 mL of buffer A and eluted with buffer B (50 mM sodium phosphate,
300 mM sodium chloride, 500 mM imidazole, pH 8.0). The eluent containing the His6-SMT3-CCR7 1–30
C24A fusion was dialyzed (MWCO 3,000) twice against 4 L of 20 mM TRIS, pH 8.0, at 4 ◦C with stirring.
The dialysate was transferred to a 50 mL conical vial and digested with 400 μg of His6-Ubiquitin like
protease 1 (His6-ULP1) with stirring at 4 ◦C until complete cleavage of the His6-SMT3-CCR7 1–30
C24A fusion was achieved based on SDS-PAGE. To separate the His6-ULP1 and His6-SMT3 from CCR7
1–30 C24A, the digestion was applied to 2 mL of His60 nickel resin. The column flow through and
one 10 mL buffer A contained the CCR7 1–30 C24A was filtered (0.2 μm), and CCR7 1–30 C24A was
further purified by reverse-phase HPLC using a 30 min 0–70% (v/v) acetonitrile gradient in aqueous
0.1% (v/v) triflouroacetic acid.

CCR7 sulfotyrosine-containing peptides (CCR7 5–11 sY8, NH2-TDDsYIGD-CONH2 and CCR7
11–30 sY17, NH2-DNTTVDsYTLFESLASKKDVR-CONH2) were synthesized and purified as previously
described [12]. CCR7 phosphotyrosine-containing peptides (CCR7 5–11 pY8, NH2-TDDpYIGD-CONH2

and CCR7 11–30 pY17, NH2-DNTTVDpYTLFESLASKKDVR-CONH2) and CCR7 peptides lacking
a posttranslational modification (CCR7 5–11 Y8, NH2-TDDYIGD-CONH2 and CCR7 11–30 Y17,
NH2-DNTTVDYTLFESLASKKDVR-CONH2) were purchased from a commercial vendor.

4.2. Protein NMR

NMR spectroscopic data were collected at the NMR facility at the Medical College of Wisconsin on
a Bruker Avance 600 MHz spectrometer equipped with 1H/13C/15N Cryoprobe® at 25 ◦C. Chemical
shift assignments for CCR7 1–30 C24A (H, N, C, Cα, and most side chain carbons) were determined
by standard techniques [50] using 1.05 mM U-15N/13C labeled CCR7 1–30 C24A in NMR buffer
(25 mM deuterated MES, 10% D2O, 0.2% NaN3, pH 6.0). To determine CCR7 N-terminal residues
likely involved in CCL21 binding, 200 μM U-15N/13C CCR7 1–30 C24A in NMR buffer was monitored
using 15N-1H HSQC spectra while titrating with increasing CCL21 concentrations (molar ratios of 1:0,
1:0.25, 1:0.5, 1:0.75, 1:1, 1:1.5, 1:2 and 1:2.5 of CCR7:CCL21). Under these conditions the majority of
CCR7 residues bind CCL21 in fast exchange, allowing for chemical shift assignments to be transferred
by inspection, while some residues broadened beyond detection during the titration.

To identify the impact of CCR7 tyrosine modification on CCL21 binding, 100 μM of U-15N
CCL21 in NMR buffer was titrated with increasing concentrations of the indicated CCR7 peptides
and monitored using 15N-1H HSQC spectra, as previously described [51,52]. Molar ratio for CCL21 to
CCR7 5–11, CCR7 5–11 pY8, CCR7 11–30, or CCR7 11–30 pY17 were as follows: 1:0, 1:0.25, 1:0.5, 1:1,
1:1.5, 1:3, 1:6.5, 1:10, 1:15, 1:25, and 1:30. Molar ratios for CCL21 to CCR7 5–11 sY8 or CCR7 11–30 sY17
were as follows: 1:0, 1:0.25, 1:0.5, 1:0.75, 1:1, 1:3, 1:7, and 1:10. Under these conditions most CCL21
residues bind the various CCR7 peptides in fast exchange, allowing chemical shift assignments [41] to
be transferred by inspection. Combined amide chemical shift perturbations (Δδ) were computed as
[(5ΔδH)2+(ΔδN)2]1/2, where ΔδH and ΔδN are the changes in backbone amide 1H and 15N chemical
shifts in ppm, respectively. Dose-dependent changes in chemical shift perturbations upon titration with
the various CCR7 peptides were used to determine dissociation constant (Kd) values through nonlinear
fitting to an equation that takes into account ligand depletion, as previously described [41,52].
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Abstract: Reverse signaling is a signaling mechanism where transmembrane or membrane-bound
ligands transduce signals and exert biological effects upon binding of their specific receptors,
enabling a bidirectional signaling between ligand and receptor-expressing cells. In this study,
we address the question of whether the transmembrane chemokine (C-X-C motif) ligand 16,
CXCL16 is able to transduce reverse signaling and investigate the biological consequences. For
this, we used human glioblastoma cell lines and a melanoma cell line as in vitro models to show
that stimulation with recombinant C-X-C chemokine receptor 6 (CXCR6) or CXCR6-containing
membrane preparations induces intracellular (reverse) signaling. Specificity was verified by
RNAi experiments and by transfection with expression vectors for the intact CXCL16 and an
intracellularly-truncated form of CXCL16. We showed that reverse signaling via CXCL16 promotes
migration in CXCL16-expressing melanoma and glioblastoma cells, but does not affect proliferation
or protection from chemically-induced apoptosis. Additionally, fast migrating cells isolated from
freshly surgically-resected gliomas show a differential expression pattern for CXCL16 in comparison
to slowly-migrating cells, enabling a possible functional role of the reverse signaling of the
CXCL16/CXCR6 pair in human brain tumor progression in vivo.

Keywords: chemokine; chemokine receptor; reverse signaling; cellular communication; brain tumor;
glioma; tumor cell migration

1. Introduction

Cellular communication is frequently mediated by more or less specific binding of a ligand to
its corresponding receptor, exerting intracellular signaling cascades and downstream effects in the
receptor-expressing cell. However, transmembrane or membrane-bound ligands can also serve as
signaling “receptors” and thus enable a bidirectional cellular communication. This signaling mode
is termed “reverse signaling” and has so far been described for members of some (super)families
of transmembrane ligands including the tumor necrosis factor-α (TNFα) superfamily, the ephrin
ligand family and the semaphorins; for a review, see [1–3]. Reverse signaling depends on the
intracellular domains of the ligands and/or associated molecules. This intracellular communication is
involved in immune regulation and modulation [1,4,5], development and maintenance of the nervous
system including axon guidance and synaptic plasticity [2,3,6,7], bone remodeling [8] and vascular
morphogenesis and angiogenesis [9].
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Recently, we were able to report another alternative signaling mode that is mediated via the
transmembrane chemokines CXCL16 and CX3CL1 (chemokine (C-X3-C motif) ligand 1). In this
process, upon shedding by matrix metalloproteinases (a disintegrin and metalloproteinase (ADAM)
10 and ADAM17), the chemokine domain can be released from the transmembrane stack [10–12],
binds to the transmembrane form and elicits intracellular extracellular signal-regulated kinase 1

2
(ERK1/2, p42/p44) and Akt signaling followed by downstream proliferative and anti-apoptotic effects
in glioma cell lines and primary human meningioma cells [13,14]. Apart from this novel signaling
mode, the soluble forms of CXCL16 and CX3CL1, of course, evoke effects via their known receptors.
CXCL16 is a ligand for the chemokine receptor and HIV (human immunodeficiency virus) co-receptor
CXCR6/Bonzo [15] and recruits immune cells, e.g., in rheumatoid arthritis [16]. However, CXCL16
and/or CXCR6 are also overexpressed in several types of tumors, including breast, prostate and
gastrointestinal cancers, and benign and malignant tumors of the nervous system [17–22]. Within these
tumors, the CXCL16/CXCR6 axis plays a multifaceted role by promoting proliferation and migration
of tumor cells [17–19,21] and attraction and modulation of immune cells supporting immune-mediated
tumor control [23–25].

Thus, regarding the facts that (1) reverse signaling via transmembrane ligands has been reported
for a considerable number of ligand-receptor pairs and (2) we recently could show that transmembrane
CXCL16 can transduce signals via its intracellular domain upon binding of its soluble form (“inverse
signaling”), we wondered if reverse signaling may also take place in the interaction between
transmembrane CXCL16 and its known receptor CXCR6.

To investigate intracellular signaling of CXCL16 upon stimulation with CXCR6, initially, we used
human glioblastoma cell lines (known to express transmembrane CXCL16, but not CXCR6) and applied
CXCR6 in different forms. The specificity of reverse signaling was proven by silencing experiments, as
well as by transfection experiments using a CXCL16-negative, CXCR6-negative melanoma cell line to
investigate intracellular signaling and biological effects upon stimulation with CXCR6.

2. Results

2.1. Expression of CXCL16 and CXCR6 in Native and Stably-Transfected Human Tumor Cell Lines

From our recent investigations, we know that CXCL16 is highly expressed in different human
gliomas, while the corresponding receptor CXCR6 is restricted to a small subset of glioma cells with
stem cell characteristics [20]. To investigate a putative reverse signaling mediated by transmembrane
CXCL16, we used CXCL16-positive and CXCR6-negative glioblastoma cell lines. We verified the
expression of CXCL16 and the lack of CXCR6 in human glioblastoma cell lines A172, LN229, T98G and
U251MG on mRNA level by quantitative reverse transcription polymerase chain reaction (qRT-PCR)
and on protein level by immunocytochemistry (ICC) for cell lines used in the following sections
(Figure 1A; compare also [13] for independent results on T98G and A172).

To prove specificity, we used stable transfected LOX melanoma cell clones. LOX melanoma cells
do not endogenously express CXCL16, nor CXCR6, and so, we generated LOX clones expressing
transmembrane CXCL16 (LOX-CXCL16) or a C–terminally truncated version of transmembrane
CXCL16 (LOX-ΔCXCL16) and a clone from the empty expression vector (LOX-pcDNA) [13]. To verify
the expression of CXCL16 (and CXCR6) of the LOX cell clones used for the following assays, we
performed qRT-PCR and immunocytochemistry (Figure 1B). Additionally, we used LOX melanoma
cells to generate stable clones expressing CXCR6 (LOX-CXCR6). For controls, the empty control
vector was inserted (LOX-pCMV), and we confirmed CXCR6 expression by immunocytochemistry
and Western blot (Figure 1C).

174

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 1468

 

Figure 1. Expression of CXCL16 and CXCR6 mRNA and protein in glioblastoma cells and stably
transfected LOX melanoma cell clones by quantitative reverse transcription polymerase chain reaction
(qRT-PCR) and immunocytochemistry (ICC). (A) Expression of CXCL16 and CXCR6 was investigated
in glioblastoma cell lines A172, LN229, T98G and U251MG (for biological independent results of A172
and T98G, compare also [13]). CXCL16 was detected at moderate to high extends, whereas CXCR6
was undetectable or yielded just background staining; (B) expression of CXCL16 was investigated in
clones from natively CXCL16-negative, CXCR6-negative LOX melanoma cells. While the LOX-pcDNA
clone was CXCL16 negative, the LOX-CXCL16 clone showed CXCL16 at the mRNA and protein
level. A C-terminally truncated version of CXCL16 (in LOX-ΔCXCL16 cells) was also detectable at
the mRNA and protein level (for verification of truncation, see [13]); (C) Expression of CXCR6 was
investigated in LOX melanoma cell clones. While the LOX-pCMV clone was CXCR6 negative, a
LOX-CXCR6 transfected clone yielded positive staining for CXCR6 and a specific signal at about 43 kDa
in Western blot experiments. Values of qRT-PCR are shown as ΔCT, meaning that a 3.33 higher ΔCT

indicates a 10-fold lower mRNA expression. n = 3 independent experiments; examples shown for
immunocytochemistry. Scale bars indicate 20 μm, respectively.

2.2. Recombinant CXCR6 Induces ERK1/2 Phosphorylation via CXCL16 in Glioblastoma Cells

To investigate a putative reverse signaling of transmembrane CXCL16 upon binding of its
known receptor CXCR6, for the first approach, we used different CXCL16-positive, CXCR6-negative
glioblastoma cell lines and stimulated them with 25 ng/mL recombinant CXCR6 for 10 or 15 min.
As shown in Figure 2A, this stimulation yields a phosphorylation of ERK1/2 in glioblastoma cells
(T98G, U251MG). This effect drastically decreased when glioblastoma cells were transfected with
siRNAs specifically targeting CXCL16 prior to stimulation with recombinant CXCR6 (Figure 2B, in
comparison to control siRNA transfections), indicating a specific signaling mechanism via CXCL16.
The efficiency of siRNA-mediated reduction of CXCL16 was proven by qRT-PCR and immunoblotting
for each independent experiment (Figure 2B, lower part).
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Figure 2. Phosphorylation of the extra cellular-regulated kinases ERK1/2 upon stimulation with
recombinant CXCR6 in glioblastoma cells. (A) T98G and U251MG glioblastoma cells were stimulated
with 25 ng/mL recombinant (rec) CXCR6 for 10 or 15 min, respectively, and phosphorylation of ERK1/2
was investigated by Western blot; equal loading was ensured by reprobing of the membranes with
antibodies for the non-phosphorylated kinase ERK2. Stimulation with recombinant CXCR6 yielded a
clear phosphorylation signal for both cell lines; (B) when CXCL16 expression was reduced in T98G
and U251MG cells to 30–40% by CXCL16-specific siRNA (siCXCL16) as proven by qRT-PCR and
Western or dot blotting, ERK1/2 phosphorylation after 10 minutes of stimulation with recombinant
CXCR6 was clearly diminished in comparison to control siRNA transfections. Examples of n = 3
independent experiments.
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2.3. Signaling of Recombinant and Membrane-Expressed CXCR6 Depends on the Expression of Intact
Transmembrane CXCL16

In the next step, we stimulated stably CXCL16 expressing LOX melanoma cells (LOX-CXCL16)
with recombinant CXCR6 and observed again an activation of ERK1/2 (Figure 3A, upper part).
Additionally, we extracted membranes from stably CXCR6 expressing LOX cells (LOX-CXCR6) and
used these for stimulations yielding also the activation of ERK1/2 signaling, while stimulation with
control membranes from LOX-pCMV failed to induce phosphorylation. As a control, we repeated
stimulation experiments with LOX-pcDNA control cells that are negative for CXCL16 (and also CXCR6),
and neither recombinant, nor membrane expressed CXCR6 could activate ERK1/2 signaling (Figure 3B).
Furthermore, we stimulated LOX melanoma cells stably expressing a CXCL16 variant that lacks the
cytoplasmic tail due to truncation (LOX-ΔCXCL16) with recombinant and membrane expressed
CXCR6, as well as control membrane fractions and did not observe any ERK1/2 phosphorylation
either (Figure 3C). As a further control, to exclude unspecific reaction of a recombinant receptor
preparation, we stimulated LOX-CXCL16 and LOX-pcDNA cells also with recombinant CX3CR1.
CX3CR1 is the receptor for the transmembrane chemokine CX3CL1, which is not expressed by LOX
clones. CX3CR1 does not bind to CXCL16, so that recCX3CR1 may serve as an unrelated recombinant
receptor control. Accordingly, stimulation with recCX3CR1 did not yield any activation of the ERK1/2
pathway (compare Figure S1).

 

Figure 3. Phosphorylation of ERK1/2 upon stimulation with recombinant CXCR6 or membrane
preparations of CXCR6-expressing and control LOX clones. (A) In LOX-CXCL16 clones, stimulation
with 25 ng/mL recombinant (rec) CXCR6 (upper panel), as well as with membranes from
CXCR6-expressing LOX cells (CXCR6 membranes, 5 μg/mL membrane preparation, middle panel)
induced a robust phosphorylation of ERK1/2, while stimulation with control membranes lacking
CXCR6 (pCMV membranes, lower panel) failed to activate ERK1/2; (B) in LOX-pcDNA cells that are
CXCL16-negative and CXCR6-negative, stimulation with neither recombinant CXCR6, nor CXCR6
membranes, nor pCMV membranes yielded ERK1/2 phosphorylation; (C) LOX-ΔCXCL16 cells lacking
the intracellular domain of the transmembrane CXCL16 also did not show any activation of the ERK1/2
signaling pathway upon stimulation with recombinant or membrane expressed CXCR6. Examples of
n = 3 independent experiments.

These results indicate that signaling upon CXCR6 stimulation specifically depends on the
expression of CXCL16 including its intracellular domain and may physiologically occur upon
exposition of transmembrane CXCL16 to CXCR6-expressing membranes.

2.4. Biological Effects of Reverse Signaling via CXCL16

To investigate which biological consequences might result from the reverse signaling of the
CXCL16-CXCR6 axis, we first referred to the effects observed with inverse signaling in glioma
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cells [13] and tested the proliferative and anti-apoptotic effects in LOX-CXCL16 and corresponding
control clones. However, in these CXCL16-transfected melanoma cells, we did not observe any
regulation of proliferation upon stimulation with recombinant CXCR6 (Figure 4A), nor could we detect
less cleavage of poly(ADP ribose) polymerase (PARP, Figure 4B) after induction of apoptosis with
0.1 μg/mL camptothecin. Additionally, we did not observe any proliferative or anti-apoptotic effects
in endogenously CXCL16-expressing glioblastoma cells (Figure 4A,B).

Next, we investigated the migratory potential of LOX-CXCL16 cells in comparison to LOX-pcDNA
(control) and LOX-ΔCXCL16 (C-terminally truncated) and of T98G glioblastoma cells in a scratch assay
with or without stimulation with recombinant CXCR6 (Figure 4C). Here, we could show that CXCR6
stimulation enhanced the migration into the cell free area in a time span of 8 h for LOX-CXCL16 and
T98G glioblastoma cells, while there was no significant difference in migration between unstimulated
and CXCR6-stimulated cultures in LOX-pcDNA and LOX-ΔCXCL16 cells.

Interestingly, when we investigated the expression of CXCL16 in fast migrating in comparison to
slowly-migrating cells isolated from freshly-dissected glioblastomas, as described previously [26], we
could show that in most investigated glioblastomas, CXCL16 expression was elevated in fast migrating
cells in comparison to slowly-migrating ones (Figure 4D), which may indicate that high CXCL16 levels
might favor migratory potential in glioblastomas.

Summarizing, our data show that transmembrane CXCL16 transduces signals upon stimulation
with its known receptor CXCR6, activating intracellular ERK1/2 signaling. This reverse signaling
depends on the intracellular domain of CXCL16 and promotes migration in CXCL16-expressing
melanoma and glioblastoma cells in vitro. Additionally, we could show that fast migrating
glioblastoma cells isolated from freshly-dissected glioblastomas express CXCL16 at higher levels
in comparison to slowly-migrating cells, giving a first hint that reverse signaling might also contribute
to glioblastoma migration processes in vivo.

Figure 4. Cont.
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Figure 4. Biological effects of reverse signaling via the CXCR6-CXCL16-axis. (A) To investigate effects
on proliferation, DNA contents were measured in LOX-CXCL16 and as a control in LOX-pcDNA
cells stimulated (or not) with 50 ng/mL recombinant (rec) CXCR6 for 24 or 48 h (upper part).
Corresponding experiments were also performed with T98G glioblastoma cells (lower part); 10%
fetal bovine serum (FBS) served as the positive control for proliferation. Unstimulated controls were
set to 100%, respectively, and stimulation with CXCR6 did not yield any significant induction or
reduction of DNA content. Mean ± SD from n = 3 independent experiments; (B) apoptosis was
induced with 0.1 μg/mL camptothecin (Campto), in comparison to equal volumes of solvent control
dimethylsulfoxide (DMSO) for 18 h in LOX-CXCL16, LOX-pcDNA and LOX-ΔCXCL16 cells or for
48 h in T98G glioblastoma cells, and simultaneous stimulation with 50 ng/mL recCXCR6 did not
reduce cleavage of PARP (cPARP) as detected by Western blot or caspase 3/7 activity as determined by
fluorimetric measurement of substrate cleavage, both indicating apoptosis. For Western blotting, equal
loading was ensured by reprobing of the membrane with a glyceraldehyde 3-phosphate dehydrogenase
(GAPDH)-specific antibody. Examples (Western blot) or mean values (caspase activity) of n = 3
independent experiments; (C) to investigate migration, scratch assays were performed with LOX
clones LOX-CXCL16, LOX-pcDNA and LOX-ΔCXCL16 or T98G glioblastoma cells stimulated with
50 ng/mL recCXCR6 or left unstimulated for controls. Scratch areas were measured at the beginning
and after 8 h, and settled areas were determined as the percentage of the initial scratch area. Stimulation
with 50 ng/mL CXCR6 promotes migration of LOX-CXCL16 and T98G cells, but not LOX-pcDNA
or LOX-ΔCXCL16 cells. Mean ± SD from n = 4 independent experiments; exemplary images are
shown with equal magnifications, respectively; scale bar indicates 50 μm; * p < 0.05, ** p < 0.01; (D) fast
migrating glioblastoma cells from freshly-dissected glioblastomas mostly show higher CXCL16 mRNA
expression levels than the slowly migrating cells of the same tumor preparation. ΔCT levels are shown
in a logarithmic scale (a 3.33 higher ΔCT value indicates a 10-fold lower mRNA expression), and
numbers above the brackets indicate the (linearized) x-fold expression difference between fast and
slowly-migrating cells of ten different primary and secondary glioblastoma samples.
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3. Discussion

Physiologically, transmembrane CXCL16 is among others expressed by immune and endothelial
cells and can be induced in inflammatory conditions [11,15,16,27]. The chemokine domain is shed from
the transmembrane protein by the matrix metalloproteinases ADAM 10 and 17 [10–12] and promotes
trafficking of immune cells [15]. Additionally, CXCL16 has been shown to increase proliferation, e.g., of
glial precursor cells [28] and endothelial cells [29]. Interestingly, the transmembrane form of CXCL16
mediates firm adhesion contacts between ligand and CXCR6 receptor-expressing cells indicating that
also transmembrane CXCL16 may bind to CXCR6 and does not afford an activation of CXCR6 [27].

However, recently, we showed that CXCL16 can also induce signals independently from CXCR6
by a mechanism we termed inverse signaling. In this signaling mode, the chemokine domain of
CXCL16 binds to the transmembrane form of CXCL16, induces intracellular ERK1/2 and Akt signaling
and promotes proliferation and rescue from chemically-induced apoptosis [13,14]. In the present
study, we demonstrated that the transmembrane form of CXCL16 may also transduce signals upon
stimulation with CXCR6 resulting in the activation of ERK1/2 followed by increased migration in the
ligand-bearing cell. Additionally, as previously shown for inverse signaling, reverse signaling and
downstream effects depend on the intact intracellular domain of CXCL16. In glioblastomas, CXCR6 is
expressed by a small subset of tumor cells with stem cell properties [20], so that direct cell contacts
might enable reverse signaling via CXCL16.

Regarding effects via transmembrane ligands in a more general view, the reverse signaling
is often involved in modulating the balance in dynamic changing systems and plasticity, like for
example the Eph (erythropoietin-producing human hepatocellular receptors)/ephrin interactions in
the formation and maintenance of synapses [2], in angiogenesis [9] and in bone remodelling [8], TNF
family members as co-stimulators and direct effectors in the adaptive and innate immune system [1,30]
and the semaphorins in a variety of processes including axonal guidance, angiogenesis and immune
response [31]. These interactions often evoke cell cytoskeleton rearrangement and migratory processes
and involve a multitude of signaling pathways including, e.g., the ERK1/2, Akt and STAT3 (Signal
transducer and activator of transcription 3) pathways [6,9,32,33]. Apart from its role in physiological
development and homeostasis, reverse signaling has also been described in tumor progression showing
diverse effects, for example breast cancer-associated angiogenesis [34] and increased glioma cell
motility via ephrin-B2 [35]. Interestingly, the semaphorin Sema5A has been shown to inhibit glioma
cell motility [36], while this and other semaphorins seem to promote cancer growth and metastasis [31].

Thus, reverse signaling contributes to tumor biology in a multifaceted way. We were able to show
now that the transmembrane chemokine CXCL16 can also mediate reverse signaling and promotes
migration in the tumor context. In this line, we observed that fast migrating glioblastoma cells show
higher CXCL16 expression levels in comparison to slowly-migrating cells of the same tumors.

4. Materials and Methods

4.1. Cell Cultures and Freshly-Isolated Glioma Cells

The human glioblastoma multiforme (GBM) cell lines A172 (ECACC 880624218), U251MG
(ECACC 89081403; formerly known as U373MG), T98G (ECACC 92090213) and LN229
(ATCC-CRL-2611) were obtained from the European Collection of Cell Cultures (ECACC, Salisbury,
UK) or the American Type Culture Collection (ATCC, Manassas, VA, USA) and cultured as described
before [26]. Fast and slowly-migrating native human GBM cells were isolated as mentioned
previously [26] and in accordance with the Helsinki Declaration of 1975 with approval of the ethics
committee of the University of Kiel, Germany, after written informed consent of donors (file reference:
D 408/14). For an overview of clinical data available for these samples, please refer to [26]. Different
GBM cells were checked for purity by immunostaining with markers specific for GBM cultures (glial
fibrillary acidic protein (GFAP) and fibronectin [37,38]; compare Figure S2) and for the absence of
Mycoplasma contamination. LOX melanoma cells were a gift from Udo Schumacher, Department of
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Anatomy, University of Hamburg, Germany [39]. Cell lines’ identity was proven routinely by short
tandem repeat profiling at the Department of Forensic Medicine (Kiel, Germany) using the Powerplex
HS Genotyping Kit (Promega, Madison, WC, USA) and the 3500 Genetic Analyser (Thermo Fisher
Scientific, Waltham, MA, USA).

4.2. Stable Transfected Cell Lines

Stable transfected LOX-pcDNA, LOX-CXCL16 and intracellularly truncated LOX-ΔCXCL16 clones
were generated as described previously [13].

Expression vectors for CXCR6 (CXCR6 ORF with C-terminal GFP-tag in a pCMV backbone,
pCMV6-CXCR6-GFP, RG206517) and pCMV (pCMV-AC-GFP, PS100010) were obtained from OriGene
(Herford, Germany), and transfection of LOX melanoma cells (250,000 cells) was performed with
TurboFect (Fermentas, Sankt Leon-Rot, Germany) in serum-free Dulbecco’s Modified Eagle’s Medium
(dulbecco’s modified eagle’s medium (DMEM); Invitrogen, Carlsbad, CA, USA) without antibiotics
using 3 μg of the respective expression vectors and 3 μL TurboFect in a total volume of 1 mL. After
6 h, cells were rinsed, and normal growth medium (RPMI + 10% fetal bovine serum (FBS)) was
added. Successful transfection was controlled by immunocytochemistry and quantitative real-time
PCR (qRT-PCR). Stable clones were generated by selection with 0.8 mg/mL G418 (Calbiochem, Merck
Company, Darmstadt, Germany), and colonies were picked after 10–20 days, amplified and checked
for expression by qRT-PCR and immunocytochemistry.

4.3. Immunocytochemistry

Glioblastoma cell lines and different stably-transfected LOX melanoma cells grown on glass
cover slips were prepared as described before [40]. Cells were incubated with primary and secondary
antibodies; nuclei were stained; and slides were analyzed using a Zeiss fluorescence microscope
and a Zeiss camera (Zeiss, Oberkochen, Germany). Primary antibodies were anti-CXCL16 (1:200,
500-P200, rabbit; Peprotech, Hamburg, Germany) and anti-CXCR6 (1:100, MAB699, mouse; R&D
Systems, Systems, Minneapolis, MN, USA). Primary antibodies were omitted for negative controls.
As secondary antibodies, donkey anti-mouse or anti-rabbit IgGs labeled with Alexa Fluor 488 or Alexa
Fluor 555 (1:1000; Invitrogen, Carlsbad, CA, USA) were used.

4.4. Reverse Transcription and Quantitative Real-Time PCR

RNA of the different cell types was isolated with the TRIzol® Reagent (Invitrogen, Carlsbad, CA,
USA) or with the ARCTURUS® PicoPure® RNA Isolation Kit (Applied Biosystems, Waltham, MA,
USA) according to the manufacturer’s instructions. DNase digestion, cDNA synthesis and qRT-PCR
were performed as described before [38] using TaqMan primer probes (Applied Biosystems): CXCL16
(Hs00222859_m1), CXCR6 (Hs00174843_m1), glyceraldehyde 3-phosphate dehydrogenase (GAPDH)
(Hs99999905_m1). Cycles of threshold (CT) were determined, and ΔCT values of each sample were
calculated as CTgene of interest − CTGAPDH. A ΔCT of 3.33 corresponds to a 10-fold lower expression
compared to GAPDH. For statistical analysis, the relative gene expression compared to GAPDH
(2−ΔCT) was employed. The induction of gene expression upon stimulation is displayed as relative
gene expression; n-fold expression changes were calculated as ΔΔCT values = 2ΔC

T
control−ΔC

T
stimulus.

4.5. RNAi Silencing

After cultivation of human glioblastoma cell lines in DMEM plus 10% FBS in 6-well dishes
(180,000 cells/well) for 24 h, cells were transfected with siCXCL16 RNA (CXCL16 siRNA ID: s33808;
20 nM/well; Life Technologies, Darmstadt, Germany) dissolved in a mixture of Opti-MEM medium
and lipofectamine (Life Technologies) for 5 h as described before [13]. In parallel, a transfection with
silencer select negative control siRNA (Life technologies) was performed under the same conditions.
After transfection, cell culture medium was changed, and glioblastoma cells were cultured for another
24 h in DMEM plus 10% FBS. Then, cells were applied for Western blot experiments as described
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below. For controlling the knockdown efficiency, the RNA of transfected cells were purified in
parallel with the PicoPure RNA Isolation Kit (Applied Biosystems, Waltham, MA, USA), and qRT-PCR
using CXCL16 TaqMan primer probes (Applied Biosystems) was performed as described above.
Additionally, cell lysates were also analyzed for CXCL16 protein expression by Western or dot blotting
as described below.

4.6. Membrane Isolation

For isolation of cell membranes, stable transfected LOX-CXCR6 and LOX-pCMV clone cells were
lysed in 5 mM HEPES buffer, then 200 mM HEPES buffer containing 1.4 mM sodium chloride was
added, and the mixture was centrifuged at 800 rpm for 8 min at 4 ◦C. Supernatants were transferred
into a new tube and centrifuged once again at 14,000 rpm for 60 min at 4 ◦C. The remaining pellets were
resuspended with 50 μL of 20 mM HEPES buffer including 0.14 mM sodium chloride, and membranes
were kept at 4 ◦C until usage.

4.7. Western Blot

Western blotting was performed as described [38]. Briefly, native, sicontrol and siCXCL16
transfected glioblastoma cells, as well as LOX-CXCL16, LOX-pcDNA and truncated LOX-ΔCXCL16
clones were stimulated either with 25 ng/mL recombinant CXCR6 protein (BIOZOL, Eching, Germany),
25 ng/mL recombinant CX3CR1 protein (BIOZOL, as a control) or with 5 μg/mL of LOX-CXCR6
and LOX-pCMV (control) cell membranes for 5–30 min, respectively, and cell lysates were separated
by electrophoresis using 10% acrylamide gels. Then, lysates were transferred to polyvinylidene
fluoride (PVDF) membranes by blotting, blocked with 5% bovine serum albumin and incubated with
a rabbit anti-phospho-ERK1/2 primary antibody (1:1000, Cell Signaling Technology, Danvers, MA,
USA, #9101), a rabbit anti-CXCR6 antibody (1:250, Acris, Herford, Germany, SP1286P) or a rabbit
anti-CXCL16 antibody (1:250, PeproTech, Hamburg, Germany, #500-P200), and afterwards, the addition
of a horseradish-peroxidase labeled secondary antibody (donkey anti-rabbit, Santa Cruz Biotechnology,
Santa Cruz, CA, USA) followed by chemo-luminescence detection (GE Healthcare, Munich, Germany
or Millipore, Darmstadt, Germany) was performed. To ensure equal loading amounts, membranes
were reactivated with methanol, stripped with ReBlot Plus Strong Antibody Strip Solution (Millipore)
and re-probed with an antibody against the non-phosphorylated protein (mouse anti-ERK2, 1:200;
Santa Cruz Biotechnology, sc1647) or GAPDH (mouse anti-GAPDH, 1:250, Santa Cruz Biotechnology,
sc47724). For CXCL16 dot blotting, cell lysates were directly applied to PVDF membranes, blocked,
incubated with anti-CXCL16, and signals were detected as described above.

4.8. Proliferation Assay

Proliferation assays were performed as described [21]. Briefly, LOX-CXCL16, LOX-pcDNA
(1 × 105) and T98G glioblastoma cells (5 × 104) were grown for one day in 10% FBS-supplemented
DMEM and stimulated in DMEM plus 0.5% FBS (LOX clones) or 2% FBS (T98G cells) with 50 ng/mL
recombinant CXCR6 protein (BIOZOL) for 24 h up to 48 h. In parallel, control groups without
stimulation were used. Then, 250 μL of CyQUANT GR dye/cell-lysis buffer and 2.5 μL RNase
(CyQUANT® Cell Proliferation Assay Kit (C-7026); Thermo Fisher Scientific, Waltham, MA, USA) were
added to the cells, and lysates were scraped off, briefly centrifuged and added 250 μL 2× CyQUANT
GR. Sample fluorescence was measured using a fluorescence microplate reader (CM Genios, Tecan,
Männedorf, Switzerland) with filters appropriate for 480-nm excitation and 520-nm emission maxima.
Results were calculated in ng DNA as the percentage of unstimulated controls.

4.9. Anti-Apoptosis Assay

Apoptosis was induced in LOX-CXCL16, LOX-pcDNA and truncated LOX-ΔCXCL16 clones by
the addition of 0.1 μg/mL camptothecin (Sigma-Aldrich, St. Louis, MO, USA) applied in a stock
solution in DMSO, in the presence or absence of 50 ng/mL recombinant CXCR6 (BIOZOL, Eching,

182

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 1468

Germany). The final solvent concentration of 0.1% DMSO in camptothecin-treated cultures was also
used in controls. After stimulation, cleavage of poly(ADP Ribose) polymerase (PARP) was measured
by Western blot (150,000 cells/25 mm2 flask, grown for 30 h and stimulated for 18 h) as described
above using an antibody specifically detecting cleaved PARP (Asp124, 1:500, Cell Signaling Technology,
Danvers, MA, USA). An antibody against GAPDH (1: 500; Santa Cruz Biotechnology, Santa Cruz, CA,
USA) served as the loading control.

In T98G glioblastoma cells (250,000 cells/25 mm2 flask, grown for 24 h), apoptosis was
induced with 400 μg/mL TMZ (solved in DMSO) for 48 h in the presence or absence of 50 ng/mL
recombinant CXCR6 (BIOZOL, Eching, Germany). Cells were lysed, and caspase 3/7 activity was
measured as previously described [13] and normalized using a caspase 7 standard (Enzo Life Science,
Lörrach, Germany).

4.10. Migration Assay

Migration was analyzed in wound healing assays (scratch assay; compare [13]). Briefly,
1.5 × 105–1.8 × 105 LOX-CXCL16, LOX-pcDNA, truncated LOX-ΔCXCL16 clones or T98G glioblastoma
cells/well were seeded on 6-well dishes, grown to confluence, scratched with a pipet tip, washed and
supplemented (or not for controls) with 50 ng/mL recombinant CXCR6 protein (BIOZOL). In each
experiment, three scratch regions were photographed at 0 and 8 h. Scratch areas were measured, and
differences between 8 and 0 h were determined (yielding the settled area). Stimuli were normalized to
non-stimulated controls.

4.11. Statistical Analysis

For statistical analysis, a two-tailed Student’s t-test was used. Significance levels were p < 0.05
(indicated by *), p < 0.01 (indicated by **) and p < 0.001 (indicated by ***).

5. Conclusions

In this study, we could show that the transmembrane chemokine CXCL16 can mediate intracellular
signaling upon stimulation with its receptor CXCR6 in the ligand expressing cell. This signaling
mechanism has previously been reported for other transmembrane ligands like ephrins, semaphorins
and TNF family members and was termed reverse signaling. We now observed that reverse signaling
via the transmembrane chemokine CXCL16 promotes migration in the tumor context, but does not
affect proliferation or rescue from apoptosis in melanoma or glioblastoma cells. In this line, we could
detect that fast migrating glioblastoma cells show higher CXCL16 expression levels in comparison to
slowly-migrating cell fractions of the same tumor.

Taken together, being produced as a transmembrane ligand, CXCL16 harbors a broad range of
para- and autocrine communication options that may be regulated via expression levels of ligand and
receptor (e.g., in inflammation) and via cleavage and release of the chemokine domain by ADAMs.
Apart from the classical forward signaling via CXCR6, the transmembrane CXCL16 form may also
mediate signaling on its own, either upon binding its soluble CXCL16 (inverse signaling) or upon
binding of its receptor CXCR6 (reverse signaling), inducing proliferation and survival, as well as
migration in tumor cells.

Supplementary Materials: Supplementary materials can be found at www.mdpi.com/1422-0067/18/7/1468/s1.
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ADAM A disintegrin and metalloproteinase
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ERK Extracellular signal-regulated kinase (p42/p44)
FBS Fetal bovine serum
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GBM Glioblastoma multiforme
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Abstract: Certain viruses have the ability to subvert the mammalian immune response, including
interference in the chemokine system. Poxviruses produce the chemokine binding protein vCCI
(viral CC chemokine inhibitor; also called 35K), which tightly binds to CC chemokines. To facilitate
the study of vCCI, we first provide a protocol to produce folded vCCI from Escherichia coli (E. coli.)
It is shown here that vCCI binds with unusually high affinity to viral Macrophage Inflammatory
Protein-II (vMIP-II), a chemokine analog produced by the virus, human herpesvirus 8 (HHV-8).
Fluorescence anisotropy was used to investigate the vCCI:vMIP-II complex and shows that vCCI
binds to vMIP-II with a higher affinity than most other chemokines, having a Kd of 0.06 ± 0.006 nM.
Nuclear magnetic resonance (NMR) chemical shift perturbation experiments indicate that key amino
acids used for binding in the complex are similar to those found in previous work. Molecular
dynamics were then used to compare the vCCI:vMIP-II complex with the known vCCI:Macrophage
Inflammatory Protein-1β/CC-Chemokine Ligand 4 (MIP-1β/CCL4) complex. The simulations show
key interactions, such as those between E143 and D75 in vCCI/35K and R18 in vMIP-II. Further, in a
comparison of 1 μs molecular dynamics (MD) trajectories, vMIP-II shows more overall surface binding
to vCCI than does the chemokine MIP-1β. vMIP-II maintains unique contacts at its N-terminus to
vCCI that are not made by MIP-1β, and vMIP-II also makes more contacts with the vCCI flexible acidic
loop (located between the second and third beta strands) than does MIP-1β. These studies provide
evidence for the basis of the tight vCCI:vMIP-II interaction while elucidating the vCCI:MIP-1β
interaction, and allow insight into the structure of proteins that are capable of broadly subverting the
mammalian immune system.

Keywords: chemokine binding protein; chemokine analog; anti-inflammation; 35K; vCCI; vMIP-II;
MIP-1β/CCL4; molecular dynamics

1. Introduction

Protein–protein interactions are critical for many aspects of biological and immunological function.
Of particular interest are virally-encoded proteins that undermine the immune system, often by
having the ability to promiscuously bind many targets, and therefore, help the virus evade immune
surveillance. One such system targeted by viruses is the chemokine system, in which virally encoded
proteins disrupt the chemokine receptor/ligand interaction [1]. Chemokines (chemotactic cytokines)
are a class of small secreted proteins that mediate immune cell chemotaxis as part of the inflammatory
response. There are about 18 human chemokine receptors that are activated upon binding to their
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cognate chemokine ligand [2]. About 50 chemokine ligands are known, spanning 4 sub-families.
The two major subfamilies are CC chemokines (named for the adjacent Cys near the N-terminus of the
protein) and CXC chemokines (named for having an intervening amino acid between the conserved
N-terminal Cys). In general, CC chemokines (named numerically as CCL1; chemokine ligand 1,
etc.) bind to and activate cognate receptors on the surfaces of monocytes, macrophages and T-cells,
and these receptors are numerically named as CC receptors (e.g., CCR1, CCR2). CXC chemokines tend
to have cognate receptors on the surface of neutrophils [2], with receptors such as CXCR1. Chemokines
can sometimes bind multiple receptors, and receptors often have more than one cognate ligand,
although CC chemokines are restricted to CC chemokine receptors, and CXC chemokines have their
own CXC receptors.

Because of the central nature of the chemokine system in activating and localizing immune
cells, subversion of the process may be useful to a virus. Several types of chemokine-binding
proteins (CKBPs) have been identified (reviewed in [3]), including those that bind chemokines from
multiple subfamilies, such as Myxoma-T7 (M-T7) from myxoma [4], M3 from γ-herpesvirus-68 [5–8],
and the poxvirus-encoded smallpox virus-encoded chemokine receptor (SECRET) domain [9].
These proteins have gained interest as inflammation inhibitors, due to their ability to bind to
pro-inflammatory proteins.

One of the most potent inhibitors of chemokine action is the poxvirus-encoded protein vCCI
(viral CC chemokine inhibitor; also called 35K). This approximately 240 amino acid protein binds
80 CC-chemokines across several species, about 20 of which have nanomolar affinity to this
inhibitor [10,11]. The protein sequence across several poxviruses shows high identity, and the
structures from cowpox [12], rabbitpox [13], and mousepox [14] reveal a beta sandwich with a binding
face containing several key negatively charged amino acids, as well as a long acidic loop between beta
strands 2 and 3. We have carried out structural studies of vCCI in complex with MIP-1β (also called
CCL4 [13]), which revealed details of the interaction between vCCI and the chemokine, including
several close contacts that are critical for binding. Mutagenesis of vCCI/35K by others, in vitro and
in vivo, has confirmed the importance of several of the residues suggested by the structure, including
E143 and the acidic loop [14,15]. Mutagenesis studies on the chemokines themselves have also been
carried out by us and others and indicate that several evolutionarily conserved, positively charged
residues are important for binding to vCCI/35K [11,16,17]. In our work, with a variety of eotaxin
mutants (CCL11 [11]), we showed that eotaxin’s binding to vCCI was dependent on the presence of
several basic residues in the chemokine.

Viruses have also evolved the ability to interfere with the chemokine system by producing
chemokine homologs, small proteins that mimic the chemokine’s ability to bind a chemokine receptor,
thus blocking the native chemokine. Herpesvirus HHV-8 encodes several such chemokine analogs;
of particular interest is the protein vMIP-II (virally encoded macrophage inflammatory protein-II),
which has about 40% identity with the human CC chemokine MIP-1β, and has been shown to bind
and antagonize several CC chemokine receptors (CCR1, CCR2, CCR5, though it can agonize CCR3
and CCR8), as well as at least one CXC receptor (CXCR4) [18–20]. This range of receptor binding is
much greater than a typical chemokine. We have previously studied vMIP-II to elucidate its ability to
bind glycosaminoglycans, and have shown that, in solution, it is a soluble monomer with a fold similar
to that of MIP-1β [21,22]. Due to its nanomolar affinity to, and broad ability to bind to chemokine
receptors [18,22], vMIP-II has engendered interest as an anti-inflammatory agent, with some success in
rat studies involving ischemic stroke [23], spinal cord injury [24], and kidney transplant rejection [25].

vCCI and vMIP-II are therefore complementary proteins, the former having evolved to bind a
large variety of CC chemokines, and the latter having evolved to be a prototypical chemokine ligand
with the ability to bind many receptors. While we have studied these proteins in complex with their
natural ligands [11,13,22,26], we developed the hypothesis that a significant amount of insight could
be obtained by determining whether a tight complex could be formed by these proteins. In other
words, we set out to study the complex between an “ideal” chemokine binding protein (vCCI) and an
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“ideal” chemokine homolog (vMIP-II). Due to the broad action of these proteins, an understanding of
these powerful viral tools may be helpful in designing strategies to manipulate or control immune
responses, and could be applicable to fields ranging from autoimmunity to traumatic brain injury.

We present a technique for producing rabbitpox vCCI from Escherichia coli (E. coli.), as well as
experimental and molecular dynamics analysis of the vCCI:vMIP-II complex and the vCCI:MIP-1β
complex, comparing these two complexes to explore the differences in binding between the
virus-encoded chemokine analog and a natural human chemokine [13]. Our results show that the
affinity of vCCI to vMIP-II is higher than that between vCCI and natural chemokines [11,18] and
suggest explanations for this high affinity, as well as for previously-reported functional results.

2. Results

2.1. Folded Viral CC Chemokine Inhibitor(vCCI)/35K Can Be Produced from E. coli

Despite interest in the mechanism of affinity of vCCI, and for its possible use as a therapeutic,
it has been relatively time consuming to produce in vitro, since bacterial expression results in unfolded
protein. High expression of proteins from this family have been described from yeast [11–13],
baculovirus [14,17], and an antibody fragment crystallizable region(Fc)-linked vCCI was produced
from 293T mammalian cells [15]. Each technique is useful, but the lack of an E. coli expression protocol
has limited study of the protein, and in particular, limited the ability of investigators to easily make a
wide range of mutants. We have expressed vCCI from E. coli, and show that the protein can successfully
be refolded. Briefly, the cells are disrupted in 6 M guanidine hydrochloride at pH 8.0 under reducing
conditions, and purified with a nickel chelating column. After further reducing agent is added,
the solution is slowly added to 20× volume of a cold refold buffer containing L-arginine, sucrose,
and glutathione, and incubated for 1 day. The solution is then dialyzed at pH 7.4, followed by addition
of a protease to allow cleavage of the fusion tag. Final purification is carried out on an anion-exchange
column (see Materials and Methods for details).

The final product of refolding and purification results in a 15N heteronuclear single quantum
coherence (HSQC) spectrum of vCCI/35K that is essentially identical to that produced from
Pichia pastoris yeast expression (Figure 1A and Figure S1). Further, this protein forms a complex
upon addition of chemokine analog vMIP-II (Figure 1B), showing its functionality.

Figure 1. (A) 1H-15N heteronuclear single quantum coherence (HSQC) spectrum of unbound
15N-labeled vCCI in 100 mM NaCl, 20 mM NaOP (sodium phosphate) pH 7.0, measured at 37 ◦C;
(B) Overlay of the 1H-15N HSQC spectra of free 15N-labeled viral CC chemokine inhibitor (vCCI)
(black) and 15N vCCI:14N vMIP-II (red) with a ratio of 1:3, measured under the same conditions as in
(A). The concentration of vCCI was 50–60 μM.
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2.2. vCCI:vMIP-II Produce a High Affinity Complex

vCCI has a remarkable ability to bind almost all chemokines from the CC subfamily, and a
qualitative measure of its binding with herpesvirus encoded vMIP-II has been reported [10]. To more
quantitatively investigate the affinity between vCCI and vMIP-II, we used isothermal titration
calorimetry, in which vMIP-II was titrated into a solution of vCCI. This technique can provide several
thermodynamic parameters, and often a dissociation constant. Analysis of the titration data indicated
that the Kd of the complex was below 1 × 10−10 M (Table S1). This is the lowest detectable limit of the
instrument, and so an alternate method was used to obtain a more accurate binding constant.

An alternative method of obtaining affinity involves a competition technique in which vCCI is
bound to a fluorescently labeled chemokine (eotaxin-1/CCL11), and the competitor (vMIP-II in this
case) is titrated into the solution, with the resulting change in fluorescence anisotropy providing the
dissociation constant for the interaction [11]. This showed a Kd of 0.06 ± 0.006 nM for the vCCI:vMIP-II
interaction (Figure 2). This is among the tightest measured vCCI:chemokine interactions.

 

Figure 2. Competition fluorescence anisotropy of the vCCI:vMIP-II interaction. vMIP-II was added
to a complex of vCCI with fluorescently labeled eotaxin-1 (CCL11) as in [11]. Error bars are shown,
but are sometimes within the size of the data point.

2.3. Changes in Chemical Shift Suggest vCCI:vMIP-II Interaction Is Similar to Other vCCI:Chemokine Complexes

To determine the amino acids that are likely involved in the vCCI:vMIP-II complex, a comparison
of chemical shift changes between the free and bound forms of both vCCI/35K and vMIP-II was
carried out. In the case of vCCI, 15N HSQC spectra in the free and bound form using 15N labeled
vCCI (with non-isotopically labeled vMIP-II) were measured and compared, to determine the level
of peak movement upon complex formation. (Assignments of the unbound vCCI were obtained
from [27] and Biological Magnetic Resonance Bank (BMRB) databank 6809.) Chemical shift changes
in the 15N vMIP-II HSQC spectrum upon binding non-isotopically labeled vCCI/35K were also
determined. In cases where unambiguous assignment of the peak in the bound spectrum was
not possible, conservative assessments of peak movements were made, indicating that actual peak
movement could be greater than shown. Figure 3 shows residue-by-residue chemical shift change.
See Table 1 for definitions of chemical shift perturbation categories.

190

Bo
ok
s

M
DP
I



Int. J. Mol. Sci. 2017, 18, 1778

Figure 3. Changes in chemical shift upon complex formation. (A) Changes in chemical shift in vCCI
upon binding to vMIP-II. Arrows represent beta strands while spiral lines represent alpha helices.
See Table 1 for definitions of “0”, “1”, “2”, “3”; (B) Structure showing changes in vCCI (Protein Data
Bank code 2FFK upon binding vMIP-II. Green indicates greater than average, up to 1 standard deviation
away from the average; yellow indicates over 1 standard deviation away from the average; red indicates
below one standard deviation or the peak had not been discernable; (C) Changes in chemical shift
in vMIP-II upon binding to vCCI. Secondary structure is shown by arrows and spiral lines, as in (A).
See Table 1 for definitions of “0”, “1”, “2”, “3”; (D) Structure showing those changes in vMIP-II upon
binding vCCI (Protein Data Bank code 1VMP). Green indicates greater than average, up to 1 standard
deviation away from the average; yellow indicates over 1 standard deviation away from the average;
blue indicates below one standard deviation or the peak had not been discernable. All structure
figures were prepared by using UCSF Chimera (UCSF Resource for Biocomputing, Visualization,
and Informatics, San Francisco, CA, USA) [28].

Table 1. Definitions of the chemical shift perturbation categories in Figure 3.

Chemical Shift
Perturbation

Definition vCCI Chemical Shift
vMIP-II Chemical

Shift

0 No confirmable change No peaks visible No peaks visible

1 Less than or equal to average Δδobs ≤ 0.045 Δδobs ≤ 0.100

2
Greater than average, up to one

standard deviation above
average

0.045 < Δδobs ≤ 0.086 0.100 < Δδobs ≤ 0.178

3 Greater than one standard
deviation above average Δδobs ≥ 0.086 Δδobs ≥ 0.178

Δδobs: the difference in chemical shift between bound and free form of 15N-labeled complexes, as defined
in Methods.

As shown in Figure 3A, the areas of greatest chemical shift change for vCCI/35K upon binding to
vMIP-II are located in the region of amino acids in the 80’s, 140’s, and 190’s, with changes also observed
in the 30’s, 170’s–180’s and 220’s. These areas are shown on the structure of vCCI/35K (shown without
vMIP-II) in Figure 3B, and indicate a binding surface similar to those shown previously [11,13,14,27],
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comprised of negative charges (D141, E143, as well as likely the negatively charged loop in the 52–77
region that is not clearly assignable, likely due to flexibility) as well as interaction in the early 80’s
region. Figure 3C indicates that vMIP-II interacts with vCCI/35K using residues from its N-loop region
(residues 12–19), and with the second beta strand in the 30’s region, as well as with residues in the
early 50’s. Figure 3D shows vMIP-II with presumed interacting regions highlighted.

2.4. Molecular Dynamics Simulations on vCCI:vMIP-II

To further clarify the structural components and the likely interacting surfaces of the complex, and
to gain insight into the extraordinarily tight binding between vCCI/35K and vMIP-II, we carried out
molecular dynamics (MD) simulations to create 1 microsecond (μs) trajectories of both the vCCI:MIP-1β
complex and the vCCI:vMIP-II complex. Both trajectories are based on the reported vCCI:MIP-1β
structure (Protein Data Bank (PDB) ID: 2FFK), but for MIP-1β, the residues were changed to reflect
the wild type chemokine, as opposed to the triple mutant used in that structure determination [13].
The vCCI:vMIP-II trajectory was created from the same complex structure, but by computationally
superimposing the vMIP-II structure onto the MIP-1β chain to minimize the average difference between
the corresponding Cα backbone atoms ([13]; Figure 4A,B and Figure S2). (A third simulation was also
included that used the 2FFK structure directly, keeping MIP-1β as a triple mutant (K45A/R46A/K48A)
instead of changing it to wild type. However, this third simulation is not emphasized in this work; see
the Materials and Methods section for more details on the simulations.)

 

Figure 4. Complexes after 1 μs molecular dynamics simulation of vCCI:chemokine. For all figures,
vCCI is in red ribbon, and the bound chemokine is either blue ribbon (vMIP-II) or green ribbon
(MIP-1β). (A) Structure of vCCI:vMIP-II after 1 μs trajectory; (B) Structure of vCCI:MIP-1β in complex
after 1 μs trajectory; (C) Interactions between residues of vCCI and vMIP-II, as well as vCCI and
MIP-1β. Hydrogen bonds (solid lines) are shown if they appear in at least 50% of the last 300 ns of
the molecular dynamics simulation. Dashed lines indicate non-hydrogen-bond interactions between
residues. These are defined as residues whose access to solvent is occluded upon complex formation at
least 50% of the time, and that are within 2.8 Å of the partner residue on the other protein in at least
50% of the structures sampled every 20 ns for the final 500 ns of the trajectory.
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Analysis of the secondary structure of the complexes during the trajectory shows that all of the
α-helices and β-sheets are preserved though out the 1 microsecond runs for all three complexes (see
Figure S3). The root-mean-square deviation (RMSD) in the position of the backbone Cα atoms for
the entire complex is less than 1 nm over the entire runs and the RMSD for the individual vCCI
and MIP-1β chains is less than 0.8 nm, indicating no gross protein disordering over the simulation,
although there are highly flexible regions in both the vCCI and the chemokines. The residue-level
fluctuations (RMSF) are the root-mean square fluctuations of each residue around the average protein
structure for a trajectory. The RMSF values plotted vs sequence location and calculated for the final
750 ns of the trajectories are shown in Figure S4. These show significant fluctuations of the vCCI
N-terminal residues in all three complexes, as well as in the vCCI loop at residues 52–77. As described
below, the loop acts as an “arm” that folds down on the bound chemokine. The MIP-1β structures
show significant fluctuations at both the N- and C-termini, while vMIP-II shows fewer fluctuations at
its termini.

Figure 5 plots the total number of interstrand (vCCI:chemokine) hydrogen bonds over the
1 microsecond simulation for each of the three complexes. The vCCI:vMIP-II complex has significantly
more interstrand hydrogen bonds than either of the MIP-1β complexes while the wild type MIP-1β
has more than the mutant. Figure 4C shows the hydrogen bonds formed in the vCCI complex with
both vMIP-II and MIP-1β.

Figure 5. Number of interstrand (vCCI:chemokine) hydrogen bonds observed throughout
the molecular dynamics (MD) trajectory for vCCI:vMIP-II (blue); vCCI:MIP-1β (green) and
vCCI:MIP-1β-K45A/R46A/L48A (black).

We analyzed the effect of individual residues in vCCI and the chemokine ligand on solvent
exposure, using the server-based program PDBePISA [29–31]. The program computes the solvent
accessible surface area for both the complex and the computationally separated fragments, and reports
the solvent-exposed surface area of each residue in the separated proteins, and the amount of area
that is buried when the complex is formed. This analysis was performed every 10 nanoseconds
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for the final 500 nanoseconds of the simulation, for a total of 51 structures analyzed per complex.
The three complexes show different total amounts of buried surface area, as shown in Table 2.
Additionally, specific residue–residue contacts vary between the three different complexes. Figure S5
shows interactions of residues that are occluded during the simulation upon complex formation at
least 50% of the time, and that are within 2.8 Å of the partner residue in at least 50% of the structures
sampled every 20 ns for the final 500 ns of the trajectory.

Table 2. Buried surface area between vCCI and chemokine variants averaged over 51 structures
analyzed during the final 500 ns of simulation.

Complex vCCI Buried Surface Area (Å2) Chemokine Buried Surface Area (Å2)

vCCI:vMIP-II 1473 1528

vCCI:MIP-1β wild type 1355 1392

vCCI:MIP-1β K45A/R46A/K48A
(variant used in 2FFK structure

determination)
1020 1060

A comparison of the dynamics trajectories of vCCI/35K binding to vMIP-II and to MIP-1β shows
some striking differences, in particular, revealing several possible interactions that may account for the
approximately 10-fold tighter binding for vMIP-II to vCCI/35K. First, at the end of the simulation, the
total buried surface area for vMIP-II in complex is 1528 Å2, while the buried surface area for MIP-1β in
complex is 1392 Å2. Second, as shown in Figures 5 and 4C, during the time course of the trajectory,
vCCI/35K shows an overall larger number of hydrogen bonds with vMIP-II than with MIP-1β. Third,
the flexible, negatively charged loop in the 52–77 region of vCCI (between beta strands 2 and 3)
makes more contact, including a larger number of hydrogen bonds over the course of the trajectory,
with vMIP-II than with MIP-1β. And finally, during the 1 μs trajectory, vMIP-II shows overall more
interactions with vCCI than does MIP-1β, in particular, at the N-terminus of the chemokine where a
large portion of that region of vMIP-II lays across the vCCI binding face, while the MIP-1β N-terminus
does not.

The vCCI:vMIP-II trajectory shows several individual interactions that illuminate aspects of
their binding and complementary interactions, including significant contact throughout the trajectory
between residues E143 on vCCI/35K and residue R18 in vMIP-II (Figure 6A); and interaction between
the negatively charged loop between strands β2 and β3 in vCCI/35K with K45/R46 in vMIP-II
(Figure 6C). A similar trajectory is seen for vCCI:MIP-1β, with MIP-1β residue R18 showing interactions
with E143, as well as D141 of vCCI (Figure 6B). However, vMIP-II’s R18 residue also shows interaction
with vCCI residue D75 for almost half the time steps in the trajectory, while no such interaction is
observed with MIP-1β. The trajectories also show both vMIP-II and MIP-1β have their 24/45/46
position residues clustered together, and interacting with the vCCI loop between β2 and β3, but
the interaction is much more extensive in the vCCI:vMIP-II complex (Figure 6C,D and Figure 4C).
The N-terminus of each of the chemokines also behaves very differently in the trajectory. vMIP-II
shows considerably more interaction with vCCI throughout its N-terminus for much of the trajectory,
while the MIP-1β trajectory shows an N-terminus that does not appear to interact consistently with
vCCI, with main contacts to the binding partner not starting until residue 8. In total, the simulation
results point to possible reasons why vCCI shows different binding constants to various partners.
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Figure 6. Interactions between vCCI and vMIP-II or MIP-1β. vCCI is in red ribbon and the bound
chemokine is either blue ribbon (vMIP-II) or green ribbon (MIP-1β). (A) A close-up of the interaction
between R18 of vMIP-II (cyan) and D75, D141, E143 of vCCI (orange); (B) A close-up of the interaction
between R18 of MIP-1β (bright green) and D75, D141, E143 of vCCI (orange); (C) A close-up of the
interaction between the β2 and β3 loop of vCCI (red) and K45 and R46 of vMIP-II (cyan). L24 of
vMIP-II is also indicated in cyan; (D) A close-up of the interaction between the β2 and β3 loop of vCCI
(red) and K45 and R46 of MIP-1β (bright green). F24 of MIP-1β is also indicated in bright green.

3. Discussion

The ability to modulate the immune system, and in particular, to reduce the inflammatory
response, has great potential in health and medicine. Protein therapeutics have been approved for
this purpose [32,33], and investigation has continued into other potential sources of anti-inflammatory
proteins. Both herpesviruses and poxviruses have evolved to produce proteins that subvert the
mammalian chemokine system, and these include both chemokine binding proteins as well as
chemokine homologs [3,34,35]. The current work investigates the unusually high affinity interaction
between the vCCI/35K chemokine binding protein from rabbitpox, and vMIP-II, a chemokine analog
from herpesvirus HHV-8, with a combination of biophysical and molecular dynamics techniques.

vCCI was successfully produced and purified from E. coli. This fairly efficient procedure will
greatly expand the range of experiments that can be carried out with vCCI, from quickly making large
quantities of the protein (and any desired variants) for X-ray crystallography, to inexpensive isotopic
labeling that can lead to a variety of NMR experiments, including a full structure determination.
Isothermal titration calorimetry indicated a high affinity for the vCCI:vMIP-II complex, and this was
confirmed by fluorescence anisotropy, which revealed a Kd of 0.06 nM ± 0.006 nM that is significantly
lower than the Kd observed for vCCI with other chemokines using the same method [11]. Other
groups have investigated the binding constant of vCCI with various chemokines using other methods,
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including early qualitative work that suggested that vCCI/35K bound vMIP-II more tightly than most
other chemokines [10]. Others have used a scintillation proximity assay [35] and surface plasmon
resonance [14,16,17] to show that vCCI/35K binds a variety of chemokines at levels ranging from
sub-nanomolar to 20 nM.

Analysis of chemical shift perturbation by NMR indicates that vCCI/35K interacts with vMIP-II
using residues similar to those that have been shown to be important in binding by vCCI to other
chemokines, MIP-1β/CCL4, and eotaxin-1/CCL11 [11,13], such as acidic residues in the 141/143
area. Similarly, chemical shift perturbation of vMIP-II upon binding vCCI/35K shows chemical shift
changes in generally known areas, including the region near R18, as well as the area near the so-called
N-loop of the chemokine, where hydrophobic L13 is located (Figure 3). While NMR chemical shift
perturbation is a powerful tool, there are two main drawbacks. First, while a perturbation suggests
a locus for protein–protein interaction, and one can infer regions of interaction between proteins,
it does not confirm a pairwise interaction with the binding partner. Second, 2D 15N HSQC spectra
can be ambiguous in terms of assigning peaks upon movement. To resolve ambiguity would require
13C-labeling of the protein(s) and a series of 3D NMR experiments [11]. Therefore, we chose to
pursue molecular dynamics simulations, which provide a high resolution “movie” (within certain
approximations) of the structure and motions of all atoms in the protein and surrounding solvent,
and can delineate specific interactions and provide insight into differences in affinity.

Atomistic classical molecular dynamics (MD) is a well-established tool for studying protein
structure and dynamics [36]. In typical protein MD, the motions of all atoms are simulated using
empirical force fields that approximate the forces due to bonded and non-bonded interactions.
The resulting output is a high-resolution series of atomic motions that can be analyzed to characterize
the structure and dynamics of the protein, and infer the energy causes of the observed behavior.
With modern computers and MD software, it is feasible to routinely run simulations of moderately
large proteins (including a solvation shell of water and ions) for microsecond timescales, with the
largest published MD simulations reaching millisecond times [37]. The accuracy is limited by the
approximate nature of the force field and the limitation that bonds are not broken or formed during the
simulations (including protonation and deprotonation of acid and base sites), but MD has been shown
able to accurately predict protein properties, such as the folded conformation of small proteins [38].

In the investigation of the vCCI:vMIP-II complex, a 1 μs MD trajectory was run, providing great
insight into likely interactions that were not observable and/or confirmable by our NMR experiments
to this point. In general, the hypothesis that these two viral proteins may be a near-ideal binding pair
is supported by the MD trajectories, which show that that vCCI:vMIP-II complex has a larger buried
surface area (including the vMIP-II’s N-terminus) and a greater number of hydrogen bonds throughout
the trajectory, including more interactions between the chemokine and the negatively charged flexible
loop of vCCI than the vCCI:MIP-1β complex. The MD simulations also provide context for specific
regions of interaction that may be useful in general for a vCCI:chemokine complex. For example,
D141 and E143 in vCCI were observed to contact R18 in the vCCI:MIP-1β structure [13], and this
R18 was found to be critical for vCCI/35K binding in other chemokines [11,13,16,17]. However,
mutational studies on vCCI/35K showed E143 to be more important than D141 [15]. The MD trajectory
provides an explanation, showing significant, continuous interaction between E143 (vCCI/35K) and
R18 (vMIP-II), while almost no close interaction across the trajectory is observed with D141. In the
vCCI:MIP-1β trajectory, significant hydrogen bonding interaction (although below the 50% threshold
for Figure 4C) is observed between R18 of the chemokine and both E143 and D141 of vCCI, although
the interaction with E143 predominates.

The MD trajectory also provides a possible explanation for other unexplained mutational results.
In the original structure of the complex between vCCI/35K and MIP-1β /CCL4, it was observed
that both Y80 and R89 in vCCI/35K appeared close in space to the 48th position of MIP-1β [13].
In many chemokines, this position contains a large, basic residue that could be expected to both
sterically and electrostatically clash with those groups. It had been noted that mutation of this
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residue to the smaller Ala48 increased affinity for a similar chemokine MCP-1/CCL2 [16,17]. Indeed,
MIP-1β was mutated from a Lys to an Ala at that position in the structure, and that mutation was
attributed to tighter binding to vCCI. In an attempt to design a vCCI/35K that was better able to bind
chemokines, White et al. mutated each Y80 and R89 to Ala in vaccinia vCCI/35K, hypothesizing that
a smaller, uncharged residue in these positions would better interact with the large basic residue of
a chemokine [15]. Interestingly, while the vCCI/35K R89A mutation did lead to a better chemokine
binding ability, Y80A completely abolished the activity of the protein. The MD trajectory of Y80 in the
vCCI:MIP-1β complex shows the tyrosine side chain of vCCI consistently forming a hydrogen bond
with the backbone nitrogen of Lys48 of MIP-1β (Figures 4C and 7B). This Y80 hydrogen bond was not
consistently observed in the vCCI:vMIP-II trajectory, although the trajectory shows consistent contact
between these residues (Figure S5). In either case, the Y80 in this crowded area of the protein shows
little motion and appears to be holding open the negatively charged loop in vCCI. The Y80 residue in
vCCI has also been mutated by Arnold et al., who replaced tyrosine with arginine. This mutation did
also lead to loss of chemokine binding ability, although in this case, the cause is likely placing a basic
Arg on vCCI near the Arg48 of a chemokine [14].

Figure 7. Interactions illuminated by molecular dynamics simulation of the vCCI:MIP-1β and
vCCI:vMIP-II complex. vCCI is in red ribbon in both instances, bound vMIP-II is in blue ribbon,
and bound MIP-1β is in green ribbon. (A) Interaction between I184 of vCCI (orange) and I41 of vMIP-II
(cyan), as well as S182 of vCCI (orange) with the backbone of C51 of vMIP-II (yellow). C12 of vMIP-II
is also indicated in yellow; (B) Interaction between Y80 of vCCI (orange) and the backbone of K48 of
MIP-1β (green).

The MD trajectory has helped reveal several interesting interactions that NMR alone had difficulty
explaining. Arnold et al. observed that the mutation of residues S182 and I184 (using the present vCCI
numbering) resulted in substantial loss of binding activity, especially for I184 [14]. However, previous
chemical shift assignments for vCCI with other chemokines [11,13] as well as the current work with
vMIP-II, are unable to quantify the shifts to these residues in vCCI. The MD trajectory, however, reveals
an interaction between VCCI I184 and vMIP-II Ile41 and Cys51, seemingly to help anchor vCCI to
the chemokine throughout the trajectory (Figure 7A); this interaction is also seen in the vCCI:MIP-1β
trajectory, explaining large chemical shift changes in chemokines in the region 39–42. vCCI Ser182,
meanwhile, appears to have formed a hydrogen bond to the backbone N-H of C51 in both vMIP-II and
MIP-1β. This may explain the large chemical shift changes to that region of the spectra. This was also
observed in the chemical shift changes of eotaxin in the vCCI:eotaxin complex [11].

Overall, a combination of biochemical, biophysical, and computational experiments have been
used to provide a comprehensive explanation of the basis for the high affinity interaction between
vCCI/35K and vMIP-II. These proteins each exemplify a highly evolved mechanism to mimic and/or
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subvert the mammalian immune system, and an understanding of their interaction will be useful in
both their development as possible therapeutics and in general protein design for immunomodulation.

4. Materials and Methods

4.1. Protein Purification

4.1.1. Purifying vCCI from E. coli

The gene sequence encoding the rabbit pox vCCI was slightly modified by PCR to allow for proper
cleavage by enterokinase, which does not cut efficiently near proline. DNA coding for Met-Pro in the
first two amino acids was replaced with DNA coding for Ala-Met-Ala. The resulting gene was cloned
into the pET32a vector utilizing the restriction sites NcoI and HindIII. The plasmid was transformed
into E. coli BL21 (DE3) (Novagen, Madison, WI, USA) competent cells and expressed in Luria broth or
minimal media with 15NH4Cl as the sole nitrogen source. Protein production was induced when the
absorbance at 600 nm reached 0.70–0.75 with the addition of isopropyl β-D-1-thiogalactopyranoside
(IPTG) to 1mM and incubated with shaking at 22 ◦C for 20 h. The cells were then harvested by
centrifugation at 4200× g, 4 ◦C for 12 min and supernatant was discarded.

The cell pellet was resuspended in 6 M guanidine hydrochloride, 200 mM NaCl, and 50 mM Tris
(pH 8.0) and was lysed by three passages through a French press and then centrifuged at 27,000× g for
1 h. The supernatant was decanted and 15 mM β-mercaptoethanol (β-ME) was added and allowed to
stir at room temperature for 2 hours to reduce. The solution was then loaded onto a nickel chelating
column (Qiagen, Hilden, Germany) equilibrated with the resuspension buffer containing 15 mM βME
after a thorough 0.3 M imidazole wash to remove unbound nickel. The column containing the bound
vCCI was washed with 10 column volumes of resuspension buffer containing 15 mM βME, and then
with 10 column volumes of wash buffer (6 M Guanidinium chloride, 200 mM NaCl, 15 mM βME,
80 mM NaOP, pH 7.2). Proteins were eluted from the column using 6 M guanidine hydrochloride,
200 mM NaCl, and 60 mM NaOAc, pH 4. Fractions containing the eluted protein were identified by
absorbance at 280 nm and then pooled together. βME was then added to a concentration of 25 mM.
The fractions were allowed to stir for one hour at room temperature, followed by stirring for 12 hours
at 4 ◦C overnight.

The protein was then refolded by dropwise addition to 20x volume of ice-cold refolding buffer
(9.6 mM NaCl, 0.4 mM KCl, 2 mM CaCl2, 2 mM MgCl2, 550 mM L-arginine hydrochloride, 400 mM
sucrose, 3 mM reduced glutathione (GSH), 0.3 mM oxidized glutathione (GSSG), 50 mM Tris, pH 8),
and then allowed to stir 24 h at 4 ◦C. The solution was dialyzed 4 times into 4 liters 200 mM NaCl,
2 mM CaCl2, 20 mM Tris, pH 7.4 buffer at 4 ◦C.

To cleave the thioredoxin fusion tag from the purified protein, the samples were incubated for
12 hours at 4 ◦C with 650 nM of the protease enterokinase. The samples were then dialyzed 4 times
into 4 L of 20 mM Bis-Tris, 50 mM NaCl pH 7.1 and then passed through a 0.2 μm nylon filter to then be
purified on a HiTrap™ Q HP Column (GE Healthcare Life Sciences, Chicago, IL, USA) using a gradient
from 50 mM NaCl, 20 mM Bis-Tris pH 7.1 to 1 M NaCl, 20 mM Bis-Tris pH 7.1, to separate the cleaved
tag from vCCI. The fractions were analyzed on an SDS-PAGE gel to confirm purity and then fractions
containing vCCI were concentrated using the Amicon concentrators (Millipore, Billerica, MA, USA),
and buffer was changed to 100 mM NaCl, 20 mM NaOP pH 7.0 with 0.02% NaN3 for NMR studies.

4.1.2. Expression and Purification of vMIP-II

The gene for vMIP-II was placed into a pET28 vector and transformed into Escherichia coli BL21
(DE3) (Novagen, Madison, WI, USA) competent cells and expressed in either minimal media with
15NH4Cl as the sole nitrogen source for 15N-labeled samples or Luria Broth for 14N-labeled samples.
Protein production was induced by adding IPTG to 1 mM and incubated with shaking at 37 ◦C for 5 h.
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The cell pellet was resuspended in 6 M guanidine hydrochloride, 200 mM NaCl, 10 mM
benzamidine, 50 mM Tris (pH 8.0) and were lysed by French press and then centrifuged at 27,000× g
for 1 h. The soluble portion was then loaded onto a nickel chelating column (Qiagen, Hilden, Germany)
equilibrated with the resuspension buffer. Proteins were eluted from the column using a pH gradient
with 6 M guanidine hydrochloride, 200 mM NaCl, 60 mM NaOAc (pH 4) followed by addition of
10 mM βME while stirring for 2 hours at room temperature. The proteins were then refolded by
dropwise addition into 10× volume of refolding buffer (550 mM L-arginine hydrochloride, 200 mM
NaCl, 1 mM EDTA (Ethylenediaminetetraacetic acid), 1 mM reduced glutathione (GSH), 0.1 mM
oxidized glutathione (GSSG), 50 mM Tris, pH 8), and then allowed to stir overnight at 4 ◦C. The solution
was dialyzed three times into 4 L of 200 mM NaCl, 20 mM Tris pH 8 buffer at 4 ◦C.

To cleave the Small Ubiquitin-like Modifier (SUMO) fusion tag from the purified protein,
the samples were incubated for 12 hours with 100 nM of the Ubl-specific protease 1 (ULP-1). The protein
solution was then centrifuged to remove precipitated material and added onto a second nickel chelating
column (Qiagen, Hilden, Germany), with flow-through containing the cleaved vMIP-II being collected.
The samples were then dialyzed and purified on a C4 reversed-phase chromatography column (Vydac,
Hesperia, CA, USA), using an acetonitrile gradient. The fractions were analyzed on an sodium dodecyl
sulfate polyacrylamide gel electrophoresis (SDS-PAGE) gel to confirm purity and lyophilized in a
Labconco freeze-dry system.

The proteases used in these purifications were produced and purified in our laboratory as briefly
described: ULP1 or enterokinase protease were proteins were expressed in LB medium using a pET-28b
vector and the cells were collected and French pressed. The ULP1 protease from the supernatant
was purified using a nickel chelating column [39]. The enterokinase was found in the inclusion
body and resuspended in 6M guanidinium buffer before being purified using a nickel chelating
column. Enterokinase was then dialyzed in buffer to allow for refolding and tested for activity through
self-cleavage of the fusion tag (manuscript in preparation).

Proteins used in fluorescence anisotropy studies were purified as specified in [11]. vCCI for these
experiments were made using a gene encoding rabbitpox virus vCCI cloned into pPIC9K plasmid and
then transformed into Pichia pastoris strain SMD1168 (Invitrogen, Carlsbad, CA, USA) and purified as
previously described [13].

4.2. Nuclear Magnetic Resonance (NMR) Spectroscopy

All NMR samples were made in 20 mM sodium phosphate buffer, 100 mM NaCl with 10% D2O,
5 μM 2,2-dimethyl-2-silapentane-5-sulfonic acid (DSS), and 0.02% NaN3, with a final pH of 7.0. 15N
labeled lyophilized vMIP-II was resuspended into 5 mM NaOP buffer, pH 2.8 in order to dissolve the
protein, and then 10 μL was added to 340 μL NMR buffer (either alone or with 150 uM 14N-vCCI) for
final vMIP-II concentration of 50-60 μM. 14N-vMIP-II was also resuspended into 5 mM NaOP, pH 2.8,
and 10 μL was added to 340 μL NMR buffer containing 15N-labeled vCCI, for a final concentration
of 150 μM VMIP-II in the sample. vCCI was exchanged into NMR buffer as explained in the above
sections, with final concentrations for 15N samples being 50–60 μM.

All HSQC NMR data were acquired on a four-channel 600 MHz Bruker Avance III spectrometer
(Bruker Corp, Billerica, MA) equipped with a (GRASP II) gradient accessory and a (TCI) cryoprobe
with an actively shielded Z-gradient coil. Spectra with 15N-labeled vMIP-II were measured at 25 ◦C;
spectra with 15N-labeled vCCI were measured at 37 ◦C. The chemical shift was referenced relative
to internal DSS [40]. The data were processed using NMRPipe [41] and analyzed using PIPP [42]
(Available online: https://spin.niddk.nih.gov/bax/software/NMRPipe/). For HSQC spectra, sweep
width = 8474.576(1H) and 1766.784 Hz (15N), with 1280 points in 1H and 128* (256 total) points in 15N.
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The weighted average chemical shift change of the 1H and 15N resonances for each residue upon
binding was calculated using the equation [43]:

Δδobs =

√√√√ΔδH
2 +

(
ΔδN

5

)2

2
(1)

where ΔδH and ΔδN are the chemical shift changes of the 1H and 15N dimensions, respectively. Here,
the Δδobs is the difference between bound and free form of 15N-labeled complexes. Due to lack of
13C labeling, some bound peak identifications were estimates; to be conservative, the nearest residue
without a clear origin were assumed to belong to the residues in question.

4.3. Isothermal Titration Calorimetry (ITC)

A Nano ITC Low Volume isothermal titration calorimeter (TA Instruments, New Castle, DE, USA)
was loaded with degassed 10 uM vCCI in 20 mM NaOP, 100 mM NaCl, pH 7.0 and water in the reference
cell. Twenty 2.5 μL injections of 100 μM vMIP-II also in 20 mM NaOP, 100 mM NaCl, pH 7.0 were then
injected at 300 second intervals, with a 350 rpm stirring speed. Baseline selection, buffer-into-buffer
blank was subtracted from the data, and peak-by-peak manual integration was performed using
NanoAnalyze software (TA Instruments, New Castle, DE, USA). The data for an independent binding
site model was provided by the software. The Kd was below detectable limits (10−10 nM).

4.4. Fluorescence Anisotropy

Fluorescence anisotropy experiments were carried out in three independent experiments as
described in [11], at 25 ◦C and pH of 7.0 utilizing a Photon Counting (PC1) spectrofluorimeter and
VINCI software (ISS, Champaign, IL, USA), with an excitation wavelength of 497 nm and emission
wavelength of 524 nm. The obtained data were then fit to a system of mass conservation equations as
well as the following equation:

θ =
[L] f ree × Ka

1 + [L] f ree × Ka
(2)

where θ is the fraction of bound eotaxin-K63C, [L]free is the concentration of unbound vCCI, and Ka is
the association constant for the complex.

For the competitive binding experiment, a 1:1 ratio of the vCCI:eotaxin-K63C (both proteins were
prepared and purified as described in [11], with eotaxin-K63C labeled with fluorescein-5-maleimide)
complex was prepared at a concentration of 8 nM. 500 μL of this complex was then mixed with
varying amounts of unlabeled vMIP-II and incubated 30 minutes at 25 ◦C. Anisotropy measurements
were taken and the values were normalized so that 1 represents the 100% bound state. The resulting
data were fit using Scientist software (Micromath, Salt Lake City, UT, USA) to a system of equations
described previously [44,45].

4.5. Molecular Dynamics

All-atom molecular dynamics was performed on three vCCI:MIP complexes. All three complex
structures were based on the NMR structure of the VCCI:MIP-1β complex (PDB: 2FFK), which has
three mutations from the wild type MIP-1β sequence. We recreated the original wild type structure by
in silico editing of the 2FFK experimental structure. The vCCI:vMIP-II starting structure was created
from the vCCI:MIP-1β structure by computationally superimposing the experimental vMIP structure
(PDB code 1VMP) on the MIP-1β chain, to minimize the average difference between the corresponding
Cα backbone atoms (see Figure S2). The net charge (−11 vCCI:vMIP-II, −26 vCCI:MIP-1β mutant,
−23 vCCI:MIP-1β wild type) on the complexes was neutralized by adding Na+ ions and additional
Na+/Cl− pairs (~60) were added to yield an ion concentration of approximately 70 millimolar. After
short equilibration runs, a full 1 microsecond of MD simulation was run using Gromacs 5.0.7 [46–48]
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using the NPT ensemble, the Verlet cutoff scheme and a 2 fs timestep. All bonds to hydrogen were
constrained to their equilibrium length using the LINCS algorithm [49]. Temperature was maintained
at 300K using the Bussi et al. thermostat [50] and pressure at 1 bar using the Parrinello-Rahman
barostat [51]. The simulations were performed using the AMBER99SB-ILDN force field for the
protein [52] and the TIP3P water model [53].

4.6. Figure Preparation

All structure figures were prepared by using UCSF Chimera (UCSF Resource for Biocomputing,
Visualization, and Informatics, San Francisco, CA, USA) [28].

Supplementary Materials: Supplementary materials can be found at www.mdpi.com/1422-0067/18/8/1778/s1.
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Abbreviations

vCCI Viral CC Chemokine Inhibitor; also called 35K or vCCI/35K
vMIP-II Viral macrophage inflammatory protein II
E. coli Escherichia coli
NMR Nuclear magnetic resonance
HSQC Heteronuclear single quantum coherence
NaOP Sodium phosphate
HHV-8 Human herpesvirus 8, Kaposi’s sarcoma-associated herpesvirus
MIP-1β Macrophage inflammatory protein β, also known as CCL4
CCL4 CC chemokine ligand 4, also known as MIP-1β
IPTG Isopropyl β-D-1-thiogalactopyranoside
DSS 4,4-dimethyl-4-silapentane-1-sulfonic acid
β-ME β-mercaptoethanol
RMSD Root mean squared deviation
RMSF Root mean squared fluctuation (for specific residues)
MD Molecular dynamics
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Abstract: The aim of the present study was to determine the possible roles of chemokines in regulating
bovine endometrial function during early pregnancy. The expression of six chemokines, including
CCL2, CCL8, CCL11, CCL14, CCL16, and CXCL10, was higher in the endometrium at 15 and 18 days
of pregnancy than at the same days in non-pregnant animals. Immunohistochemical staining showed
that chemokine receptors (CCR1, CCR2, CCR3, and CXCR3) were expressed in the epithelial cells
and glandular epithelial cells of the bovine endometrium as well as in the fetal trophoblast obtained
from a cow on day 18 of pregnancy. The addition of interferon-τ (IFNT) to an endometrial tissue
culture system increased CCL8 and CXCL10 expression in the tissues, but did not affect CCL2, CCL11,
and CCL16 expression. CCL14 expression by these tissues was inhibited by IFNT. CCL16, but not
other chemokines, clearly stimulated interferon-stimulated gene 15 (ISG15) and myxovirus-resistance
gene 1 (MX1) expression in these tissues. Cyclooxygenase 2 (COX2) expression decreased after
stimulation with CCL8 and CCL14, and oxytocin receptor (OTR) expression was decreased by CCL2,
CCL8, CCL14, and CXCL10. Collectively, the expression of chemokine genes is increased in the
endometrium during early pregnancy. These genes may contribute to the regulation of endometrial
function by inhibiting COX2 and OTR expression, subsequently decreasing prostaglandin production
and preventing luteolysis in cows.

Keywords: cow; endometrium; chemokines; tissue culture; pregnancy

1. Introduction

The establishment of pregnancy is the result of successful communication between the conceptus
and the maternal endometrium. When animals become pregnant, the corpus luteum (CL) remains
functional and the dynamics of prostaglandin (PG) F2α secretion from uterus in early pregnancy
changes from that in the comparable stages of the estrous cycle [1–3]. At the time of recognition of
pregnancy, the bovine conceptus produces interferon-τ (IFNT) to prevent luteolysis, which is induced
by a pulsatile release of PGF2α from the uterus [2,3]. IFNT plays various roles in ruminants, such
as uterine receptivity to implantation and differentiation of the conceptus [2–4]. Extensive research
during the last decade, including global transcriptome studies, demonstrated the enrichment of
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immune-related genes, including interferon-stimulated genes (ISGs), in the endometrium of a pregnant
cow compared to non-pregnant or cyclic heifers [5–11]. However, the physiological roles of these
pregnancy-dependently regulated genes in the mechanism of maternal recognition are not yet fully
understood. Understanding the role of the fetal-maternal interaction during early pregnancy might
help to determine a way to improve reproductive efficiency and alleviate deficiencies.

Therefore, in the present study, we evaluated global gene expression patterns in the endometrium
of pregnant and non-pregnant cows using a custom-made, 15 K bovine oligo DNA microarray
analysis. Since the expression of messenger RNA of six chemokines, including CCL2, CCL8, CCL11,
CCL14, CCL16, and CXCL10, drastically increased in the endometrium during early pregnancy, the
effects of IFNT and fetal trophoblast-derived total protein on the expression of chemokine genes
were subsequently evaluated. Furthermore, the effects of these chemokines and pregnancy-related
substances, including IFNT, tumor necrosis factor-α (TNF) and leukemia inhibitory factor (LIF),
on the expression of interferon-stimulated gene 15 (ISG15), myxovirus-resistance gene 1 (MX1),
cyclooxygenase 2 (COX2), oxytocin receptor (OTR), and estrogen receptor α (ESR1) by cultured
endometrial tissues were studied to assess the physiological roles of chemokines in regulating
endometrial function during early pregnancy in cows.

2. Results

2.1. Expression of Chemokines and Their Receptors in the Bovine Endometrium during Early Pregnancy

Microarray analysis detected 344 and 1336 differentially expressed genes in the bovine
endometrium at 15 and 18 days of pregnancy compared with the same days in non-pregnant cows
(>2-fold change; p < 0.05). The expression of six chemokines, including CCL2, CCL8, CCL11, CCL14,
CCL16, and CXCL10, was higher in the endometrium during early pregnancy than in the non-pregnant
stage (Table 1).

Table 1. Comparison of mRNA levels for selected chemokines in the endometrium of pregnant vs.
non-pregnant cows as determined by microarray analysis (Fold > 2.0; p < 0.05).

Genes Day 15 (344 Genes) Day 18 (1336 Genes)

CCL2 (MCP-1) 3.58 -
CCL8 (MCP-2) 4.91 12.9

CCL11 (Eotaxin) - 61.1
CCL14 (HCC-1) 2.67 -
CCL16 (HCC-4) 2.55 -
CXCL10 (IP-10) 2.10 21.1

Messenger RNA expression of these chemokines was confirmed by real-time PCR. Transcripts
of CCL2, CCL8, CCL14, CCL16, and CXCL10 were more abundant in the endometrium at day 15 of
pregnancy than at day 15 in non-pregnant cows (Figure 1; p < 0.05). Moreover, the expression of CCL8,
CCL11, and CXCL10 mRNA was higher in the endometrium at day 18 of pregnancy than at day 18 in
non-pregnant cows (Figure 1; p < 0.05). Although messenger RNAs of chemokine receptors (CCR1,
CCR2, CCR3, and CXCR3) were detected in the bovine endometrium during both the estrous cycle
and pregnancy, there were no significant changes in the expression of these receptors between the
estrous cycle and pregnancy.
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Figure 1. Changes in relative amounts of mRNA for (a) CCL2, (b) CCL8, (c) CCL11, (d) CCL14,
(e) CCL16, and (f) CXCL10 in the endometrium at days 15 and 18 of non-pregnant cows (NP) and
pregnant cows (P). Data are means ± SEM of four cows per stage and are expressed as relative ratios
of the mRNAs to SUZ12 polycomb repressive complex 2 subunit (SUZ12). p-Values show significant
differences between NP and P.

Immunohistochemical staining showed that CCR1 (binds to CCL8, CCL14, and CCL16), CCR2
(binds to CCL2, CCL8, and CCL16), CCR3 (binds to CCL11), and CXCR3 (binds to CXCL10) were
expressed in the epithelial and glandular epithelial cells of the endometrium as well as in the fetal
trophoblast obtained from day 18 of pregnancy (Figure 2).
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Figure 2. Localization of CCR1 (binds to CCL8, CCL14, and CCL16), CCR2 (binds to CCL2, CCL8,
and CCL16), CCR3 (binds to CCL11), and CXCR3 (binds to CXCL10) in the bovine endometrium and
fetal trophoblast obtained from cows in their 18th day of pregnancy. Intensive immunoreactivity was
observed in endometrial epithelial cells, glandular epithelial cells, or fetal trophoblast. No positive
immunoreactivity was observed in the negative control (Control). Scale bar = 50 μm.

2.2. Effects of IFNT and FMP on Chemokine Expression in Cultured Endometrial Tissues

The addition of IFNT increased CCL8 and CXCL10 expression in cultured endometrial tissue
(Figure 3b,f; p < 0.01), but it did not affect CCL2, CCL11, and CCL16 expression. CCL14 expression
in this tissue was inhibited by IFNT (Figure 3d; p < 0.05). In addition, the supernatant derived from
homogenized fetal trophoblast (FMP) of day 18 of pregnancy stimulated CCL8 and CXCL10 expression
in the endometrial tissues (Figure 3b,f; p < 0.05).
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Figure 3. Effects of the supernatant derived from homogenized fetal trophoblast (FMP; 200 ng/mL) and
interferon-τ (IFNT; 100 ng/mL) on the mRNA expression of (a) CCL2, (b) CCL8, (c) CCL11, (d) CCL14,
(e) CCL16, and (f) CXCL10 in cultured bovine endometrial tissues. Homogenization buffer was added
at the control group. Data are means ± SEM of five cows and are expressed as relative ratios of the
mRNAs to SUZ12. p-Values show significant differences between treated group and control group.

2.3. Effects of Chemokines, IFNT, FMP, TNF, and LIF on ISG15, MX1, COX2, OTR, and ESR1 Expression in
Cultured Endometrial Tissues

CCL16 clearly stimulated both ISG15 and MX1 expression in the cultured endometrial tissues
(p < 0.001), whereas the other chemokines had no effect (Figure 4a,b). COX2 expression decreased
after the stimulation of CCL8 and CCL14 (Figure 4c; p < 0.05 or lower), and OTR expression was
decreased by CCL2, CCL8, CCL14, and CXCL10 (Figure 4d; p < 0.05 or lower). In contrast, ESR1
mRNA expression was not affected by all tested chemokines (Figure 4e).
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Figure 4. Effects of CCL2, CCL8, CCL11, CCL14, CCL16, and CXCL10 (50 ng/mL each) on the
mRNA expression of (a) interferon-stimulated gene 15 (ISG15), (b) myxovirus-resistance gene 1 (MX1),
(c) cyclooxygenase 2 (COX2), (d) oxytocin receptor (OTR), and (e) estrogen receptor α (ESR1) in cultured
bovine endometrial tissues. Data are means ± SEM of five cows and are expressed as relative ratios of
the mRNAs to SUZ12. p-Values show significant differences between treated group and control group.

The addition of IFNT and FMP increased the expression of ISG15 and MX1, and decreased
the expression of COX2 and OTR, in cultured endometrial tissues (Figure 5a–d; p < 0.05 or lower).
As expected, TNF stimulated COX2 expression and decreased OTR and ESR1 expression in these
tissues (Figure 5c–e; p < 0.05). Interestingly, it also stimulated the expression of both ISG15 and MX1
(Figure 5a,b; p < 0.05). Moreover, LIF decreased the expression of COX2 and OTR in endometrial
tissues (Figure 5c,d; p < 0.05), but did not affect ISG15, MX1, and ESR1 expression.
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Figure 5. Effects of the supernatant derived from homogenized fetal trophoblast (FMP; 200 ng/mL),
interferon-τ (IFNT; 100 ng/mL), tumor necrosis factor α (TNF; 50 ng/mL), and leukemia inhibitory
factor (LIF; 50 ng/mL) on the mRNA expression of (a) ISG15, (b) MX1, (c) COX2, (d) OTR, and (e) ESR1
in cultured bovine endometrial tissues. Data are means ± SEM of five cows and are expressed as
relative ratios of the mRNAs to SUZ12. p-Values show significant differences between treated group
and control group.

3. Discussion

The results of the current study demonstrated that gene expression in the bovine endometrium
during early pregnancy differs from that in the endometrium during the estrous cycle. In particular,
gene expression of six chemokines was apparently high in the endometrium on days 15 and 18 in
pregnant cows in comparison to the non-pregnant cows. In this study, we focused on the endometrial
gene expressions on days 15 and 18 of pregnancy since IFNT production from trophoblast drastically
increases around days 14–15 [12], and elongated conceptus is implanted to endometrial epithelial cells
immediately after (on days 18–19) in cattle [5]. Messenger RNA expression of CCL8 and CXCL10
was higher in the endometrium during both day 15 and 18 of pregnancy, but the expression of CCL2,
CCL14, and CCL16 were high in the endometrium of day 15 of pregnancy. CCL11 expression in
the endometrium was high in the endometrium during only day 18 of pregnancy, suggesting that
stage dependent changes of the expression of these chemokines have multiple roles in regulating
maternal-conceptus communication. Moreover, CCL8 and CXCL10 were increased by stimulation
with IFNT and FMP using an in vitro culture system. The binding sites of chemokines were present
in the endometrial epithelial and glandular epithelial cells. All tested chemokines, except for CCL11,
attenuated the expression of genes coding for pregnancy-related substances in the cultured endometrial
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tissues. These observations lead us to hypothesize that chemokines play an important role in regulating
bovine endometrial function during early pregnancy.

Immune cells, the main sources and targets of chemokines, are present in bovine endometrium
throughout the estrous cycle, and the number of immune cells increases around the late luteal stage [13].
Eosinophils secrete both CCL2 (known as MCP-1) and CCL8 (MCP-2) and the number of eosinophils
increase within the uterus during early pregnancy in ewes [14]. Both CCL2 and CCL8 act through
CCR2 found on monocytes and memory T cells [15]. In addition, CCL8 also binds to CCR1 found
primarily on T cells, monocytes, and eosinophils [15]. Here, we demonstrated that both CCR1 and
CCR2 are present in endometrial epithelial cells, and that the expression of CCL8 was increased by
IFNT and FMP, suggesting that CCL2 and CCL8 could affect endometrial function during the early
gestation period. Indeed, the present study demonstrated that CCL2 decreases COX2 expression and
CCL8 decreases both the expression of COX2 and OTR in cultured endometrial tissues. Since oxytocin
(OT) stimulates endometrial PG production by activating COX2 in endometrial cells [16], CCL2 and
CCL8 may subsequently contribute to inhibit PGF2α production to establish pregnancy in cows.

CXCL10, also known as IP-10, is found in monocytes that are localized in the subepithelial stroma
of ovine endometrium, and its expression is stimulated by IFNT and interferon-γ [17]. The expression
level of CXCL10 in the endometrium is higher in pregnancy than in the non-pregnant stage in goats [18].
In cows, CXCL10 expression in the endometrium was high in pregnancy and its mRNA expression was
stimulated by both FMP and IFNT in the present study. Furthermore, CXCR3, which is the binding site
of CXCL10, was expressed in the bovine endometrium and fetal trophoblast on day 18 of pregnancy.
CXCL10 inhibits OTR expression in cultured endometrial tissues. A previous study demonstrated
that CXCL10 could induce the recruitment of numerous leukocytes, lymphocytes, and/or monocytes
to the ovine uterus and enhance the ability to attach to day 17 trophoblasts and day 20 chorionic
membranes [19]. CXCL10 also induces caprine trophoblast adhesion [20] and chemotaxis in human
trophoblast cell lines [21]. These findings suggest that CXCL10 might affect not only PG production
from the endometrium, but also conceptus elongation at an early stage of pregnancy in cows.

In the present study, since CCL14 (also known as HCC-1) expression increased in the endometrium
of pregnant cows, we expected that CCL14 expression of the cultured endometrial tissues would
have been increased by stimulation with FMP or IFNT. However, FMP had no effect and IFNT
adversely inhibited CCL14 expression. We could not find an appropriate explanation for this apparently
contradictory phenomenon. Since chemokine production is regulated by many factors, including
cytokines, growth factors, and steroids [17,22,23], other factor(s) may have powerful effects on
the stimulation of CCL14 production in the endometrium of early pregnant cows. For example,
although IFNT inhibited CCL14 expression in these tissues, FMP showed no effect in this study.
Hence, some substances other than IFNT in FMP might indirectly stimulate CCL14 production in
cultured endometrial tissues, causing the inhibitory effects of IFNT on CCL14 expression to be masked.
In humans, CCL14 is produced maximally by the endometrium at the time of embryo implantation
and during early pregnancy, predominantly by decidualized stroma and epithelial cells [24], and its
receptor (CCR1) is present on invasive extravillous trophoblasts [25]. In addition, the migration of
trophoblasts is stimulated by CCL14 [25]. Since CCR1 protein was expressed in the fetal trophoblast as
well as in endometrial epithelial cells in this study, CCL14 may induce the promotion of trophoblast
migration in cows. In this study, CCL14 reduced COX2 and OTR expression in cultured endometrial
tissues, suggesting that CCL14 decreases PG production in the bovine uterus. Taken together, although
further studies regarding the physiological impact of CCL14 in regulating endometrial function are
required, CCL14 may be an important factor in maternal-fetal communication in cows.

Little information is available about the involvement of CCL11 in bovine reproduction. CCL11,
also known as eotaxin-1, increased in the endometrium on day 18 of pregnancy in this study. Since
the binding sites of CCL11 (CCR3) are expressed in bovine and human [26] endometrial epithelial
cells, we expected that this chemokine would act as a paracrine factor in the endometrium after day 18
of pregnancy. However, CCL11 expression was not affected by FMP and IFNT, and CCL11 did not
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affect the expression of any gene in cultured endometrial tissues. A previous study demonstrated
that CCL11 induces angiogenic responses by human CCR3-positive endothelial cells [27], and that
estradiol-17β (E2) acts through CCL11 to recruit eosinophils to the uterine stroma during the estrous
cycle in mice, but that these cells do not have a function in regulating either the duration of the estrous
cycle or the fertility of mice [28]. In addition, CCL11 regulates extravillous trophoblast migration,
invasion, and adhesion, highlighting a potential regulatory role for these chemokines during uterine
decidual spiral arteriole remodeling in the first trimester of human pregnancy [29]. Thus, CCL11 may
act on the trophoblast-conceptus via CCR3 rather than on endometrial cells in pregnant cows.

The precise roles of CCL16 in the bovine endometrium are currently unknown, but there is
considerable information regarding its functions in immunological disease and cancer in humans.
CCL16 mRNA was elevated in women with endometriosis, and immunoreactive CCL16 was
predominantly demonstrated in the endometrium [30]. CCL16 increases antigen presentation
of macrophages, enhances T-cell cytotoxicity, and stimulates the production of a number of
inflammatory-type cytokines (interleukin-1β, TNF, interleukin-12) [31]. CCL16 and its receptors
were identified in preterm placenta [32]. In addition, CCL16 induces endothelial cell motility, which
is pivotal in vessel formation by stimulating the release of proinflammatory and proangiogenic
chemokines [33,34]. In this study, CCL16 receptors (CCR1, CCR2) were expressed in the endometrial
epithelial cells, and CCL16 drastically stimulated the expression of ISG15 and MX1 in cultured
endometrial tissues. These effects are comparable with those of FMP and IFNT. Although a further
study is needed to clarify the role of CCL16 in regulating bovine endometrial function in detail, it may
positively influence angiogenesis and anti-viral activity by up-regulating ISG15 and MX1 expression
at the time of maternal recognition in cows.

IFNT, the pregnancy recognition hormone in ruminants, is produced by mononuclear
trophectoderm cells of conceptuses at a critical time to prevent regression of the CL function.
One mechanism by which IFNT inhibits luteolysis is the down-regulation of OTR, which prevents
OT-stimulated PGF secretion [35]. As expected, IFNT clearly stimulated ISG15 and MX1 expression
but inhibited COX2 and OTR expression by the cultured endometrial tissues, suggesting that in vitro
culture systems can support previous data regarding the biological effects of IFNT. On the other
hand, TNF is well recognized as a potent luteolytic factor in many mammalian species, including
cows. TNF and TNF receptors are present in the bovine endometrium, and TNF stimulates PGF
production only in the bovine endometrial stromal cells by increasing COX2 mRNA in cattle [36–38].
IFNT reduced TNF-induced PGF synthesis directly by attenuating COX2 gene expression in bovine
endometrial stromal cells in a dose-dependent manner [38]. Indeed, TNF stimulated COX2 and
inhibited the expression of OTR and ESR1 in endometrial tissues in the present study. In contrast,
TNF significantly stimulated the expression of both ISG15 and MX1 in endometrial tissues, similar to
INFT, which is a known anti-luteolytic agent. Since TNF acts through TNF receptor type I/type II via
various intracellular signaling pathways, including nuclear factor-kappa B/activator protein-1 and
mitogen-activated protein kinase [39], TNF may contribute directly or indirectly to anti-viral activity
within the uterus. LIF mRNA expression is observed in the endometrium of both humans and mice
and its concentration increases in mid- and late secretory phases [40]. LIF is regarded as an important
factor in both murine and human embryo implantation or decidualization. LIF-deficient female mice
are infertile due to the failure of implantation [41]. Since LIF reduced COX2 and OTR expression in
cultured endometrial tissues in this study, LIF may play an important role in establishing pregnancy in
the process of maternal recognition in cows as well as in humans and rodents.

4. Materials and Methods

4.1. Collection of the Bovine Uterus and Fetal Trophoblast

Bovine uteri were obtained from Japanese Black cows at the institute ranch within 10–30 min of
exsanguination. For the microarray analysis and immunohistochemistry, tissue samples were collected
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from cows on days 15 and 18 after artificial insemination (n = 4 animals/stage). The day of artificial
insemination was designated as day 1. The uterine horn with ipsilateral of the CL was obtained
and immediately cut open to see the endometrium. The presence or absence of fetal trophoblast
was checked macroscopically to determine whether the cows were pregnant or not. The caruncular
endometrial tissues (<0.5 cm3) were collected and submerged in RNAlater (Qiagen GmbH, Hilden,
Germany) or in 10% neutral formalin and stored until use.

Supernatants derived from homogenized fetal trophoblast on day 18 of pregnancy (FMP) were
collected as described previously [42]. Briefly, the fetal trophoblast was transferred into 2.5 mL of
ice-cold homogenized buffer (300 mM sucrose, 25 mM Tris-HCl, 2 mM EDTA; pH 7.4) containing a
proteinase inhibitor tablet (cOmplete Ultra tablet EDTA-free, Roche Diagnostics, Tokyo, Japan), and
was homogenized in an ice bath with a rotor-stator homogenizer (TissueRuptor; Qiagen) using three
30 s bursts at maximum speed with 20 s intervals of cooling between each burst. The homogenate
was subsequently centrifuged at 23,500× g for 30 min at 4 ◦C. The supernatant was collected and
total protein concentration was measured using a commercial protein assay kit (DC Protein Assay Kit,
500-0111JA, BIO-RAD Laboratories Co., Ltd., Tokyo, Japan).

All procedures for animal experiments were carried out in accordance with guidelines approved
by the Animal Ethics Committee of the National Institute of Agrobiological Sciences on 1 April 2014
(#H18-036-3).

4.2. Microarray Analysis

A custom-made 15 K bovine oligo DNA microarray was used for the microarray analysis, which
was performed according to previous reports [43,44]. After verifying the quality of the RNA with a
NanoDrop ND-1000 spectrophotometer (NanoDrop Technology Inc., Wilmington, DE, USA), and an
Experion RNA StdSens kit (700-7104JA, BIO-RAD Laboratories), we performed one-color microarray
analysis. RNA integrity was confirmed, and all samples had an A260/280 ratio greater than 1.8 and
an RNA integrity number greater than 8.5. The oligomicroarray produced by Agilent Technologies
(Palo Alto, CA, USA) was used in this study. Sixty-mer nucleotide probes for the customized microarray
were synthesized on a glass slide. cDNA synthesis, Cy3-labeled cRNA preparation, hybridization,
and the washing and scanning of the array slides were performed according to the Agilent one color
microarray-based gene expression analysis protocol. Briefly, 400 ng of total RNA from each sample
were reverse-transcribed into cDNA using the Quick Amp Labeling Kit (Agilent Technologies) with an
oligo dT-based primer, and then Cy3-labelled cRNA was prepared by in vitro transcription. Labeled
cRNA was purified with an RNeasy Mini Kit, and the concentration and Cy3 dye incorporation (pmol
Cy3/μg cRNA) were measured with a spectrophotometer. Labeled cRNA (600 ng) was fragmented
and hybridized using the Gene Expression Hybridization Kit (Agilent Technologies), according to
the manufacturer’s instructions. The arrays were washed using a Gene Expression Wash Pack Kit
and scanned using an Agilent Microarray Scanner. Feature Extraction ver. 9.5 was used for image
analysis and data extraction. The microarray data from each sample were imported into GeneSpring
12 (Agilent Technologies) for use in the software’s normalization algorithm and for candidate gene
detection. Normalization was performed by dividing each measurement of each array by the median
of all measurements in that array (per chip normalization). The Gene Expression Omnibus (GEO,
available online: http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi) accession numbers are as follows:
GPL9284 for the platform, GSM2455260 to GSM2455274 for the samples, and GSE93580 for the series.

4.3. Real-Time PCR

Total RNA isolation and subsequent reverse transcription and real-time PCR steps were carried
out as previously described [45]. The primers encoding the bovine sequences were chosen using an
online software package (available online: http://primer3.ut.ee/) and synthesized as listed in Table 2.
The primer length (18–25 bp) and GC contents of each primer (50–60%) were selected to avoid primer
dimer formation.
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Table 2. Primers used in real-time PCR.

Genes Sequence (5′-3′) GenBank Accession Number Size (bp)

CCL2
Forward: TGCAGACCCCAAGCAGAAAT

NM_174006 144Reverse: AGAGGGCAGTTAGGGAAAGC

CCL8
Forward: AACATGAAGGTCTCCGCTGG

NM_174007 108Reverse: GCAGCAGGTGATTGGGGTAG

CCL11
Forward: TCACGAGCAGCAAATGTCCT

NM_205773 101Reverse: CATGGCATTCTGGACCCACT

CCL14
Forward: ACTAAATTTCCCCGCTCGCT

NM_001046585 121Reverse: TGGCCAAACTTCTGCAGAGT

CCL16
Forward: GCCCACTGAGAGGATGAAGG

XM_002695627 129Reverse: TACTTCAGGCAGCAGTTGGG

CXCL10
Forward: CTCGAACACGGAAAGAGGCA

NM_001046551 117Reverse: TCCACGGACAATTAGGGCTT

ISG15
Forward: GCAGACCAGTTCTGGCTGTCT

NM_174366 58Reverse: CCAGCGGGTGCTCATCAT

MX1
Forward: GAGGTGGACCCCCAAGGA

NM_173940 58Reverse: CCACCAGATCGGGCTTTGT

COX2
Forward: TGTGAAAGGGAGGAAAGAGC

AF004944 115Reverse: GGCAAAGAATGCAAACATCA

OTR
Forward: TGTGCTGGACGCCATTCTT

NM_174134 93Reverse: GGAGCATGGCGATGATGAAAG

ESR1
Forward: CAGGCACATGAGCAACAAAG

NM_001001443 84Reverse: TCCAGCAGCAGGTCGTAGAG

SUZ12
Forward: GAACACCTATCACACACATTCTTGT

NM_001205587 130Reverse: TAGAGGCGGTTGTGTCCACT

Gene expression was measured by real-time PCR using an Mx3000P Real time PCR analyzing
system (Agilent Technologies) and a QuantiFast SYBR Green PCR kit (204054, Qiagen) starting with
500 ng of reverse-transcribed total RNA. PCR was performed under the following conditions: (first step)
95 ◦C for 5 min; 45 cycles of 95 ◦C for 15 s, 60 ◦C for 30 s, and (second step) 95 ◦C for 60 s; then 60 ◦C
for 30 s. The reaction was then held at 25 ◦C. Each PCR was followed by obtaining melting curves to
ensure single product amplification. As standard curves, serial dilutions of appropriate cDNA were
used for gene quantification. The expression ratio of each gene to SUZ12 polycomb repressive complex
2 subunit (SUZ12) mRNA, which has been demonstrated to be suitable for normalization in bovine
endometrial tissue [46], was calculated to adjust for any variations in the PCR reaction. Use of the
Mx3000P real-time PCR analyzing system at elevated temperatures resulted in reliable and sensitive
quantification of the RT-PCR products with high linearity (Pearson correlation coefficient r > 0.96).
To exclude any contaminating genomic DNA, all experiments included controls that lacked the reverse
transcription enzyme. As a negative control, water was used instead of RNA for the PCR to exclude
any contamination from buffers and tubes.

4.4. Immunohistochemistry

Immunohistochemistry for CCR1, CCR2, CCR3, and CXCR3 in the bovine endometrium and fetal
trophoblast on day 18 of pregnancy was performed using the automated Ventana HX System Discovery
with a DabMapKit (Roche Diagnostics), as described previously [47]. The 5 μm-thick sections from
paraffin-embedded tissue were incubated at room temperature with rabbit polyclonal anti-human
CCR1 antibody (ab140756, Abcam PLC, Cambridge, UK; dilution 1:200), rabbit polyclonal anti-human
CCR2 antibody (NBP1-48337, Novus Biologicals LLC, Littleton, CO, USA; dilution 1:100), rabbit
polyclonal anti-human CCR3 antibody (251536, Abbiotec LLC, San Diego, CA, USA; dilution 1:50),
or rabbit polyclonal anti-mouse CXCR3 antibody (orb5924, Biorbyt Ltd., Cambridge, UK; dilution 1:50)
for 12 h. The signals were detected using anti-rabbit IgG-Biotin conjugate (Sigma-Aldrich Co., LLC,
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St. Louis, MO, USA) diluted 1:100 for 1 h, and then counterstained with hematoxylin. Negative controls
were performed using normal rabbit IgG (NBP2-24891, Novus Biologicals) diluted at concentrations
equivalent to the primary antibodies. The sections were observed with a Leica DMRE HC microscope
(Leica Microsystems K.K., Tokyo, Japan) and photographed with a Nikon Digital Sight DS-Fi1-L2
(Nikon Instruments Co., Tokyo, Japan).

4.5. Endometrial Tissue Culture

For the tissue culture study, endometrial tissue samples were collected from cows on days 10–12 of
the estrous cycle (n = 5 animals). The endometrial tissues from the bovine uterus were separated using
a modification of procedures described previously [36,42]. The uterine lumen was washed three times
with 30–50 mL of sterile physiological saline supplemented with 100 IU/mL penicillin, 100 μg/mL
streptomycin, and 0.1% BSA (735078, Roche Diagnostics). The uterine horn was cut transversely
with scissors into several segments, which were slit to expose the endometrial surface. Caruncular
endometrial strips were dissected from the myometrial layer with a scalpel and washed once in
50 mL of sterile saline-containing antibiotics. The endometrial strips were then cut into small pieces
(2 mm3). The tissues (approximately 20–30 mg wt) were pre-incubated in Dulbecco’s Modified Eagle’s
medium (DMEM; D1152, Sigma-Aldrich Co.) supplemented with 0.1% BSA. After pre-incubating for
4 h, the endometrial tissues were placed in culture medium (DMEM/Ham’s F-12; 1:1 (v/v); D8900,
Sigma-Aldrich Co.) supplemented with 10% (v/v) calf serum (C6278, Sigma-Aldrich Co.), 20 IU/mL
penicillin, 20 μg/mL streptomycin, and 0.05 μg/mL amphotericin B (516104, EMD Millipore Corp.
Billerica, MA, USA), and cultured at 37.5 ◦C in a humidified atmosphere of 5% CO2 in air. Cultured
endometrial tissues were further incubated in the medium with recombinant proteins as follows:
bovine CCL2 (RP0027B, Kingfisher Biotech., Inc. St. Paul, MN, USA), human CCL8 (281-CP, R&D
Systems, Inc. Minneapolis, MN, USA), bovine CCL11 (RP0071B, Kingfisher Biotech.), human CCL14
(1578-HC, R&D Systems), human CCL16 (TP723266, OriGene Technologies, Inc., Rockville, MD, USA),
bovine CXCL10 (RP0079B, Kingfisher Biotech.), bovine tumor necrosis factor-α (TNF; 2279-BT, R&D
Systems), human leukemia inhibitory factor (LIF; TP723270, OriGene Technologies), bovine IFNT
(1.1 × 105 U/mg, generated from HEK293 cells as described previously; Takahashi et al., 2017 [48])
or supernatant derived from homogenized fetal trophoblast on day 18 of pregnancy (FMP). After
incubation for 18 h, the endometrial tissue and supernatant were collected and stored at −80 ◦C
until use.

To determine the responsibility of cultured endometrial tissue, the concentrations of PGE2 and PGF2α
in the culture media after stimulation with TNF were examined using commercial ELISA kits (PGE2;
500141, PGF2α; 516011, Cayman Chemical Co., Ann Arbor, MI, USA). Both the PGE2 (299.7% ± 7.4%)
and PGF2α (185.2% ± 16%) concentrations were significantly increased by the addition of TNF.

4.6. Statistical Analyses

Microarray data were analyzed statistically with an unpaired Student’s t-test and summarized
using GeneSpring 12 (Agilent Technologies). The differences of mRNA expression in the endometrium
between the non-pregnant and pregnant group (each day 15 and 18) were analyzed statistically with
an unpaired Student’s t-test. In tissue culture experiments, the difference of mRNA expression in the
endometrial tissues between control group and treated group was analyzed using one-way ANOVA
with Dunnett’s Multiple Comparison post hoc test with the KaleidaGraph 3.6 (Synergy Software,
Reading, PA, USA) software package. All Experimental data for real-time PCR are presented as the
mean ± SEM. A p-value < 0.05 was considered statistically significant.

5. Conclusions

In conclusion, chemokines that are increased in the endometrium of early pregnant cows, including
CCL2, CCL8, CCL11, CCL14, CCL16, and CXCL10, may regulate PG production and antiviral activity
in the uterus at the time of maternal recognition, together with IFNT, TNF, or LIF (Figure 6).
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Figure 6. Hypothetical model for inhibition of luteolysis by IFNT and chemokines. Although this
model is not concerned with the effects of steroids or growth factors, IFNT, CCL2, CCL8, CCL16,
CXCL10, and LIF may block TNF-stimulated-COX2 expression in bovine endometrial cells, leading
to the reduction of TNF-induced PGF2α output from the cells. Furthermore, IFNT and CCL16 may
stimulate anti-viral activity by up-regulating ISG15 and MX1 expression at the time of maternal
recognition in cows. Red and blue arrows show stimulatory and inhibitory actions of each substance,
respectively. IFNT may stimulate both CCL8 and CXCL10 production and inhibit CCL14 production
from bovine endometrium. Effects of CCL11 on bovine endometrial function are still unclear, although
its receptor (CCR3) is expressed in the endometrial epithelial cells.
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MCP monocyte chemoattractant protein
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