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Preface to ”Vibration Energy Harvesting for Wireless

Sensors”

Mechanical vibrations occur in most technical systems in operation. High level vibrations could

indicate an overloaded or damaged technical system; these states and behaviours can be monitored

or reported. The ambient vibrations may, in turn, be used as a source of energy. The vibrational

energy harvesters used in this frame could be an alternative for the supply of low-power autonomous

electronic systems for remote sensing of operations. However, a level of energy harvested by using

such an approach is usually very low and the whole concept of vibration energy harvesting system

operations (including power management electronics and wireless sensors) must be adapted for

factual target applications.

This special issue, through twelve diverse contributions, intends to capture some of the

contemporary challenges, solutions and insights around the outlined issues and provides an

overview on this rapidly evolving topic. The papers collected in the SI represent the variety of energy

harvesting sources, as well as the need to create numerical and experimental evidence bases around

them. Qualifying and quantifying their performances in terms of energy harvesting levels, as well

as their consistency and potential applications, are all reflected in the papers. The importance of

fundamental understanding of the ensuing sensors, along with their possible integration within the

respective application areas, including those related to the effective communication of measurement

data, are also emphasized through this special issue.

In the SI Mech et. al present magnetomechanical harvesting and related possi-bility of data

transfer and subsequently investigate a novel hybrid solution focusing on rapid demagnetization

[2]. Hadas et al. [3] investigate an electromagnetic harvester for railway applications, where the

energy is transferred from the vibration of the rails during their operational conditions, thereby

leading to applications that can encompass monitoring. Litak et al. [4] on the other hand focus on the

fundamentals of energy harvesting and investigate bifurcation aspects due to nonlinearities in them,

whereby different domains of harvesting exist. In particular, the impact of hysteresis is ana-lysed,

which should be considered in more detail by the energy harvesting community. Koszewnik et al. [5]

demonstrate a smart beam with Macro Fiber Composites (MFC) and demonstrate numerically and

experimentally how energy harvesting can be used for damage detection in this field. Machu et al. [6]

further investigate the design of en-ergy harvesting-powered sensors through various configurations,

creating experi-mental verifications of analytical models, which creates the possibility of developing

robust models with minimized computational effort, in-keeping with fundamental physics. Kunz

et al [7] focus their efforts towards novel methods to assess the performance of these harvesters in

terms of power flow. Bae and Kim [8], on the other hand, approach sensor performance issues in

terms of load resistance optimisation for a bi-stable system. Okosun et al. [9] address one of the core

sustainable development goals of availability of drinking water and experimentally demonstrate how

energy harvesting patches can be used for pipeline leak detection, creating a respective benchmark.

The topic of experimental validation is continued in Chen et al. [10] for impact driven harvesters

in a magnetic field; for such harvesters, the source can be important, and a comparison between

piezoelectric and triboelectric harvesting of en-ergy is investigated by Thainiramit et al. [11]. Finally,

Phan et al. [12] provide a short and impactful investigation of electromagnetic harvesters with linear

and nonlinear springs.

ix



The dynamism and breadth of the sector is clearly observed in the contributions to this special

issue, as is the variety of approaches that are available. We expect the considered sector to move

further in an interdisciplinary manner in the near future, giving rise to new sensors, methods of

measurement and impactful applications around a range of sectors, established through scientific

rigour, along with numerical and experimental benchmarks.

Zdenek Hadas, Saša Zelenika, and Vikram Pakrashi

Editors
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Article

Use of Magnetomechanical Effect for Energy Harvesting and
Data Transfer

Rafał Mech *, Przemysław Wiewiórski and Karol Wachtarczyk

Faculty of Mechanical Engineering, Wroclaw University of Science and Technology, 50-370 Wroclaw, Poland;
przemyslaw.wiewiorski@pwr.edu.pl (P.W.); karol.wachtarczyk@pwr.edu.pl (K.W.)
* Correspondence: rafal.mech@pwr.edu.pl; Tel.: +48-(71)-3202899

Abstract: The presented paper describes a method where, with the use of a dedicated SMART
Ultrasonic Resonant Power System (SURPS) developed by the authors, a power and data transfer
between two devices can be performed at the same time. The proposed solution allows power to
be supplied to the sensor, located in a hardly accessible place, with simultaneous data transfer in a
half-duplex way (e.g., “question–response”). The power transmission mechanism is based on the
excitation of a construction with a sinusoidal wave, with an actuator transforming this wave into
useful, electrical power through a harvester device. Data transfer is achieved with the use of the
F2F (Frequency Double Frequency) procedure, which is a kind of frequency modulation. To receive
optimized parameters for each construction, an original software is developed, which allows the
selection of the proper type of actuator, modulation, and frequency.

Keywords: smart materials; magnetostriction; Terfenol-D; wireless sensors; ultrasonic system

1. Introduction

In the past few decades, the development of wearable and wireless devices has been
growing significantly. It became possible to reduce the power which is needed to supply
these devices to only tens of milliwatts [1]. At those power levels, traditional batteries are
limited to only short-term operation, mainly due to dimension limitations. Additionally, in
the case of long-term operation, batteries need to be replaced or recharged while, at the
same time, undergoing degradation. Meanwhile, other components behind wearable and
portable devices improved rapidly following Moore’s law [2]. To overcome the problem of
traditional batteries, researchers started to work on energy harvesting. This is a technique
that can extract electrical power from ambient sources and might supplement and even
replace batteries.

Energy Harvesting (EH), originally known as power harvesting or energy scavenging,
is a set of techniques that provide electrical energy through energy conversion from differ-
ent sources, such as mechanical, thermal, solar, and electromagnetic energy and salinity
gradients, etc., e.g., [3]. Generally, the main goal is to use sources that are commonly
available in the environment, which, in most cases, are undesirable and suppressed (e.g.,
noise, impact, and mechanical vibration from equipment and constructions and different
sources of heat from friction or combustion or as a result of electric current flow and engine
cooling, etc.). Energy harvesting is also based on commonly available energy sources (solar
light, wave energy, salinity differences, and biochemical processes, e.g., plants), as well as
on energy connected with human biology (motion, body heat, etc.). Nowadays, it is said
that EH might be a useful source of “low-cost or cost-free” (excluding installation costs)
power supply to low-power electric devices [4–8]. Currently, many types of research are
being carried out in relation to vast energy harvester networks which provide a relatively
large amount of energy in a short time.

One of the sources of wasted energy is structural vibrations. In many cases, it can be a
consistent source of energy, even though its amplitude and frequency can vary significantly,

Sensors 2022, 22, 3304. https://doi.org/10.3390/s22093304 https://www.mdpi.com/journal/sensors1
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depending on the location. Vibrations in civil engineering constructions, such as buildings
or bridges, have low amplitudes and frequencies (0.1 g and 0.1 Hz); at the same time, vari-
ous small electrical devices, such as ovens, microwaves, and others, have higher amplitudes
and frequencies (0.5 g and about 150 Hz, respectively) [9]. In other constructions, such
as cars, planes, or helicopters, vibration amplitudes are relatively high, while amplitudes
are varied dependent on operation conditions [10,11]. The above conditions have inspired
multiple types of harvester to be developed and described in the literature.

Two types of harvester device can be distinguished, i.e., passive materials and active
materials. Those which are passive-type harvesters can be divided into electromagnetic
and electrostatic. The electromagnetic devices use Faraday’s law, and they are built from
a coil and permanent magnet. The relative motion of these two elements generates AC
voltage [12,13]. The electrostatic devices are variable capacitors with movable electrodes
and a dielectric layer between them. The motion of the layers caused by the vibrations
induces AC currents [14–17]. In the case of active harvesters, most devices are based on
magnetostrictive or piezoelectric (PZT) materials [18,19]. At this point, it should be noted
that piezoelectric harvesters are capacitive sources of energy; therefore, they have a high
output impedance. This implies that appropriate energy management circuits must be
used to be able to supply electrical devices. On the other hand, there are magnetostrictive
harvesters, which are inductive. Thus, they can provide low impedance at frequencies
characteristic of most common sources of vibrations (described above).

Of the passive vibration energy harvesters, magnetostrictive harvesters supply higher
energy density. What is more, a comparison of magnetostrictive devices with those based
on piezoelectric material showed that both can generate similar levels of output energy;
however, there is no need for additional special power management circuits in the case of
solutions based on magnetostrictive material. Among the magnetostrictive devices, the
two most common types are the axial type and bending type, based on the stress state in
the material. The axial-type devices are usually mounted in places where a large excitation
force is provided [20–28]. Because of these high loads, they can generate relatively high
power density levels up to even 10 W/cm−3 [23]. However, to protect core material from
damage, proper mechanisms of protection are needed, especially in the case of brittle
Terfenol-D [23,24]. Contrary to axial-type harvesters, the bending type of vibration energy
harvesting device can be mounted on any source of vibrations [29–33]. However, the output
power density is much lower, and the typical level is 10 mW/cm−3 [30,32]. Additionally,
bending harvesters can be divided into three different types: a single-layer magnetostrictive
beam, the output of which is relatively small [29,30]; a double layer, the output of which is
greater than for single layer [34] but is still relatively small, mainly because of dominant
shear stresses; and a composite magnetostrictive beam [31,32], which provides the highest
amount of energy of these three types but requires further investigations. It should be
noted that, in the case of magnetostrictive harvesters, their efficiency varies and depends on
many factors, such as load, frequency of operation, method of mounting, or the material on
which the given device is based. In study [32], it was seen that the efficiency of the energy
conversion of the proposed device was 16% at 395 Hz; however, in [31], the maximum
conversion efficiency was 35%, and it was achieved at an input frequency of 202 Hz.

In the literature on the subject, it can be seen that the research focused mainly on
piezoelectric transducers [5–7,35,36]. However, it turns out that, in some cases, a better
solution is the use of magnetostrictive harvesters [37]. Taking into account the previous
research conducted in this area, the main goals of this research are:

• development of a system that allows the transmission of energy and information
through a solid in the case of ultrasonic frequencies (the system should operate at
frequencies above 20 kHz, i.e., inaudible to most people);

• use of smart materials (piezoelectric and magnetostrictive);
• development of the test stands which allow the determination of the operating param-

eters of the device.
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In this work, the axial-type harvester is presented. Such a harvester was chosen after
analysis of already developed harvesters, which can be found in the literature. Additionally,
such a solution was also connected with the predicted amount of energy which might be
generated with the use of this type of harvester. It can be seen, based on the literature
research, that higher amounts of energy can be obtained from axial-type harvesters.

2. Materials and Methods

The results presented in the paper are related to the magnetomechanical effect. The
main material used in the research was Terfenol-D (a material with so-called giant magne-
tostriction). Additionally, the research used material prepared by the authors, which was
produced by the suction casting method.

The prepared material was Fe57Co10B20Si5Nb4V4, which is given using atomic nota-
tion. The elements used for the preparation of the alloy were melted into uniform material
with the use of a laboratory furnace. High accuracy of chemical composition was obtained
by using elements of very high purity and using a scale with high accuracy. The weighted
elements were mixed and placed in the furnace to create alloy material. After melting
the elements three times in the argon atmosphere, the obtained alloy was again heated to
the temperature of the liquid and then rapidly sucked into the copper mold, which was
constantly water-cooled. The materials prepared with this method were in form of rods.

To achieve the main goal set by the authors, the design of a multiphase magnetostric-
tive actuator was developed. This device served as an actuator of a multiphase mechanical
vibration regulator, which allowed the positioning of objects that are freely placed on
the beam. Positioning was performed using mechanical vibrations. It was assumed that
the proposed solution will make it possible to supply energy in a controlled manner and
remotely perform mechanical work (e.g., displacement in a given direction, rotation of a
mechanism, unscrewing an element by pressing a switch). The described process should
be possible to carry out with the use of vibrations up to 30 kHz. To accomplish this task
with the use of magnetostrictive actuators, the idea of generating phase-shifted vibrations
that have the same frequency was implemented. The implementation of this idea consisted
of switching on the actuators, which were placed one after the other, and the signals sent
by them were shifted relative to each other by an appropriate angle, which was controlled
by the developed algorithm. The whole system used feedback obtained from a vibration
sensor, thanks to which the presented method allowed the use of the so-called Structural
Stiffness Code (CSS).

2.1. Magnetostrictive Actuators

To be able to generate mechanical vibrations, first, it is necessary to understand the
operation of the different types of actuator. The selection of an actuator for a given task
depends on the vibration level (PSD—Power Spectral Density), the operating frequency,
and the level of amplitude-phase distortions. When we consider devices without moving
elements, i.e., solid-state devices, we limit the choice between two types of transducer,
namely, piezoelectric (PZT) and magnetostrictive (usually based on Terfenol-D). In the case
of piezoelectric devices, it should be noted that they only work in a strictly defined range
of resonance frequencies. This range is related to the design of the transducer. In the case of
the operation of such devices outside their scope, the actuator overheats, and the ceramic
material is usually destroyed. In the case of actuators based on a magnetostrictive material,
the frequency range in which they can operate is much wider compared to PZT actuators.
The operating frequency of the magnetostrictive actuator can reach 100 kHz [38] and also
includes the resonant frequencies of the actuator itself [39]. Additionally, such actuators
generate large forces, which, depending on the design and size of the device, can reach
up to several hundred kN. Despite the above advantages, these actuators also have some
drawbacks, the most important of which are the non-linear operating characteristics, low
vibration amplitude, and the limited operating temperature associated with the use of an
induction coil. Additionally, the price of such actuators is relatively high when compared
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to devices based on PZT. However, due to the abovementioned advantages, it was decided
to use magnetostrictive actuators in the solution presented in this paper.

2.2. Magnetostrictive Harvesters

In the case of magnetostrictive harvester actuators, the most important element is the
magnetostrictive core. Such a core may consist of one or more elements, depending on the
size, length, and purpose of the device. The material from which the core is made is also an
important issue. Such material must be characterized by gigantic magnetostriction (GMM—
Giant Magnetostrictive Materials, e.g., Terfenol-D, nano-ferrite cobalt). An additional
element is a system that allows you to adjust the pre-magnetization of the material, which
are usually properly selected neodymium magnets. The number of elements that make
up the core of the device has a significant impact on the frequency of operation. The
smaller the number of elements, the higher the operating frequency can be. To optimize the
construction of the actuator, the magnetostrictive material and neodymium magnets are
arranged alternately.

In the case of magnetostrictive materials, the parameters of the physical fields that
affect the material from the outside, i.e., the magnetic field and also the mechanical field,
are of great importance. Therefore, to obtain the best working parameters, permanent
magnets and appropriate spring systems are used. The springs are used to create initial
stress in the magnetostrictive material, the appropriate level of which makes it possible to
increase the amplitude of work. In addition, the main task of the permanent magnets is to
shift the starting point of the material’s operation, thanks to which such devices can work
in the linear range of their characteristics.

The actuators/harvesters presented in this paper have relatively large dimensions:
the diameter of the device was 44 mm and its height was 47 mm. The geometry was
forced mainly by the necessity of applying the appropriate actuator pressure to the tested
structure. Inside the casing was a coil with a resistance Rcoil = 5.5 Ω. The devices worked
in a wide frequency range from 10 Hz to 30 kHz to find the resonant frequency of the
system within which the system obtained the highest voltage values. Additionally, both
harvesters and actuators were pre-stressed with a force of 400 N. This value was determined
based on experimental tests, during which the magnetomechanical response of the system
depending on the applied load was determined.

The above information is based on the authors’ extensive experience in the construction
and modernization of magnetostrictive actuators [38]. Subsequent constructions and
modifications allow more and more power to be obtained; therefore, these devices began
to be used as a source of electricity (Figure 1). The amount of electricity, i.e., the values of
current and voltage, must be appropriate for the power supply of the sensor and the built-
in processor (with a matched converter) and the communication system. In addition to
these parameters, the generator voltage/current conditioning system is equally important.
Additionally, to properly design the harvester’s electrical circuits, it is necessary to know
the characteristics of the receiving device.

 
Figure 1. Harvester scheme.
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2.3. Electric Transducer

Harvesters can be divided into direct current and alternating current. DC harvesters
include devices that use the thermoelectric or photovoltaic effect. On the other hand, AC
harvesters are devices that generate energy from vibrations (magnetostrictive, piezoelectric,
and the Faraday effect). Harvesters that use a mechanical impulse (shock) to generate
energy are a special case [38]. In the event of an impact, electricity is produced and available
for a very short time. Impact harvesters are characterized by a strong current pulse that
appears in the form of an alternating current. At the same time, in the generated signal,
one can observe the frequencies related to the magnetic resonance between the core and
the coil of the device. Harvesters of this type differ in the amount of magnetostrictive
material and their form (solid, composite, powdered) in the magnetic circuit. The power
that can be obtained from this type of harvester depends on the type of material, layout,
and dimensions of the core.

3. Results

3.1. Multiphase Actuator

Mechanical vibrations in a wide frequency range were generated with the use of a
multiphase magnetostrictive actuator. The system also had an integrated sensory part. The
control of the system was carried out using the HERON Advanced Multiphase software.
This software allowed us to supply the actuator with control signals, which kept the whole
structure in resonance. The vibration controller used an electronic system containing DSP
(Digital Signal Processor) and measurement modules, i.e., input–output modules, DDS (Di-
rect Digital Synthesis) generators, and an ICP (Integrated Electronics Piezoelectric) sensor
from PCB Piezotronics. A dedicated CDM-P1 device was responsible for conditioning the
signal and changing the vibration amplitude.

To generate the so-called multiphase vibrations, it is necessary to use a head that
contains many magnetostrictive actuators. The research presented in the paper was carried
out with the use of a head consisting of four actuators equipped with Terfenol-D cores and
a nanocrystalline alloy prepared by the authors. Such an arrangement of actuators allowed
for their analog control similar to that of a typical stepper motor. In addition, a PCB-type
vibration sensor, which was located at the central point of the system, was used to measure
the vibration values in the tested object. A diagram of the arrangement of actuators with
the PCB sensor is presented in Figure 2.

The prototype head was manufactured according to the design shown in Figure 2. The
actuators were arranged symmetrically (Figure 2b). In addition, Figure 2c schematically
shows the positioning system that used the generated vibrations for a straight rail. This
circuit worked with a feedback loop, which is described below.

Figure 3 shows the vibration control system with the designed head. Importantly, in
the case of this system, it was possible to control each actuator separately, thanks to which
it was possible to generate even very complex mechanical vibrations. In addition to the
designed head, the vibration controller consisted of many advanced electronic systems
based on the HERON card with a floating-point DSP and the Texas Instruments C6000
card with expansion modules. Moreover, the system was supplemented with dedicated
software using API.
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(a) (b) 

 
(c) 

Figure 2. The idea of the four magnetostrictive actuators (A1–A4) system: (a) actuators operating
simultaneously with vibration measurement path; (b) symmetrically distributed actuators; (c) linear
positioning system using vibration.

 

Figure 3. Elements of the control system based on Hunt Engineering DSP.
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The Hunt Engineering HERON system was responsible for signal processing in the
system. Thanks to the use of this system, it was possible to comprehensively design the
experiment, because the software allowed for the acquisition and conditioning of the sensor
signal and the generation of phase-shifted control signals. For this purpose, both a DAC
(Digital-to-Analog Converter) and a DDS were used.

The PCB sensor received vibrations in the form of electrical signals and then, after
being appropriately supplied, they were collected by a module of 16-bit ADCs-HEGD12.
They were used as the basis for the determination of the setpoints of the digital vibration
controller which released subsequent DDS values in the feedback loop through HEGD4.
The role of CDM-1P was only the conditioning of sensor signals and power amplification
for the four magnetostrictive actuators.

The HERON Advanced Multiphase software used in the system was applied to main-
tain the structure in resonance, although the resonant frequencies were changing. To
achieve such an effect, the system generated a control signal for actuators with the appro-
priate frequency of resonant vibration. Determining the appropriate resonant frequency
was possible based on the analysis of the signal with a given moment of frequency. In the
case of a decrease in the vibration amplitude at a given excitation, a deviation from the
resonance state was found. In the next step, the system checked how the system would
behave in the case of excitation with a higher and lower frequency. If, in any of the cases,
the amplitude of the vibrations increased, then the system defined this frequency as the
new resonant frequency. In the next step, the operation of checking the amplitude value
was repeated.

3.2. Remote Object Positioning

One of the tasks that were assigned to the designed system was the positioning of the
object on the structure with the use of vibrations. To carry out this task, in the first stage, it
was necessary to generate vibrations with a resonance frequency in the structure. Then,
a non-magnetic object weighing about 30 g was placed on the vibrating structure (a steel
beam 6 m long). The vibrations caused by the beam set the mass in motion—the element
was jumping on the beam and hitting it. These impacts were used to determine its position
on the object through changes in the phase shifts in the generated signals.

Due to the application of the acceleration sensor in the developed multiphase head, it
was possible to register the acoustic events that occurred when the mass separated from
the beam. Due to the small mass of the object (20 g), the frequency of the system only
slightly changed (0.04%). In addition, the previously described acoustic event related to
the separation of the mass from the beam had a much higher frequency than the resonant
frequency of the beam itself. The changes in vibrations were recorded as a sinusoidal signal
with a frequency of 667 Hz.

3.3. Code of the Structure Stiffness—CSS

The above-described acoustic event that occurred in the system during the impact of
the mass against the beam was characteristic of each structure. In the event of a change of
mass or construction change, the response changed. It was related to the different amounts
of energy accumulated over time. This response served as a control signal for the vibration
controller. In addition, the ability to control the amplitude of vibrations and measure the
response of the structure made it possible to detect changes in it, including the appearance
of defects or damage.

Based on these tests, it can be concluded that the number and nature of recorded
acoustic events are mainly influenced by the energy (in the form of mechanical vibrations)
supplied to the tested structure and the temporary state of the structure in which they
are located. Hence, the sequence of acoustic events as a modulated binary waveform
(via F2F-frequency/dual-frequency modulation or modified MFM frequency) depends
on the changing parameters of the medium in which the vibrations propagate, including
propagation obstructions. The obtained results were mainly influenced by: the type of
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mechanical structure (its stiffness), the frequency of induction characteristic for any of the
structural elements, and material defects such as pores or cracks. The resulting sequence of
acoustic events was characteristic of each object and depended on the energy supplied to
the object. This relationship was referred to as the Structural Stiffness Code (CSS). The use
of this relationship and the ability to correctly interpret the received binary signal enabled
the operation of the vibration controller in a wide frequency range, thanks to which it was
possible to move the object with a specific algorithm.

Figure 4 shows the application of the CSS method. As a result of moving the object
along with the structure, it was possible to isolate several acoustic events in the signal of
the ICP sensor. The essence of the CSS method is the determination of a binary series based
on the duration of acoustic events and the appropriate energy released into the system by a
moving object. The main influence on the amount of released energy is the period in which
a high level is maintained from the initiation of a given event. In this way, a unique code
connected with the state of the structure can be obtained. Work on this code and its use are
the subjects of further work.

Figure 4. Decoded signals from ICP sensor, where the numbers from 1 to 13 represent code of the
structure stiffness (CCS).

The number of acoustic events is characteristic of a specific state of the structure.
Thanks to the use of a vibration regulator in a wide frequency range, it is possible to
determine a specific structure “code” and to determine the dynamic characteristics of a
mechanical structure. To accomplish this task, it is necessary to use a programmable pure
sinusoidal excitation.

This issue requires further research, but, even at this stage, according to the authors, it
can be stated that it was possible to develop a unique method that allows for the positioning
of objects and the assessment of their structure/condition. The measurement technique
based on the proposed solution can be an alternative to vibroacoustics and can potentially
be used in SHM (Structural Health Monitoring).

3.4. Power and Data Transmission

In previous research by the authors, it turned out that SMART magnetic materials can
be effectively used for wireless transmission of power and information [38]. The achieved
results also indicated the high effectiveness of this method. The system that allowed for
simultaneous data and power transmission was developed by the authors and is called
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SURPS (SMART Ultrasonic Resonant Power System). This system provides transmission
through various solids, as well as through liquids. An additional advantage of the system
is the possibility of using various transmitter–receiver configurations [38].

The results presented in this paper are a continuation of work on the use of the mag-
netomechanical effect in the case of energy harvesting which was more widely described
in [38]. As was shown earlier (Figure 2), four actuators were used instead of one. This was
due to the desire to check whether it was possible to transmit energy continuously during
data transmission. For this purpose, the Phase Shift Vibration Algorithm (PSVA) was used,
which is schematically presented in Figure 5. In the case of this algorithm, the vibrations
caused by the actuators were out of phase with each other, while each of the harvesters
received a signal with a specific phase.

 

Figure 5. Power transmission through ultrasonic vibration—scheme.

The transmission was carried out by an actuator that transmits mechanical energy
in the form of a pure sinusoidal ultrasonic wave and then this wave was picked up by
the harvester, which converted this wave into an electric current using the magneto- or
electrostrictive material contained therein. This way of transmitting energy also allowed
information to be sent. What is more, it was possible to send energy through different
materials, and the choice of material depended mainly on the distance the energy needed
to be sent.

To transmit the information, the F2F procedure was used, which is a type of frequency
modulation. The modulation worked in such a way that the data transmission frequency
was one order lower than the resonant frequency of the structure. Figure 6 shows, schemat-
ically, how the data were transmitted via a magnetostrictive (AT) actuator and how the
signal was received on the harvester with a magnetostrictive core. In the case of using
a single harvester, it is visible that there was a break in the collection of energy while
receiving the signal, which means that the harvester was not powered at the moment. In
the case of using more harvesters, this was transferred to each of them. The use of PSVA
allowed the creation of a dedicated circuit in which each harvester received the signal in
the appropriate phase so that, when data were sent to one of the harvesters, others were
still powered continuously.
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Figure 6. Data transmission and receiving information for PSVA.

3.5. System Structure

The SURPS was designed to work with various actuator–harvester configurations.
One such configuration is a system where harvesters are connected in series and are located
between two parallel beams. Such a system is characterized by a resonance frequency
above 20 kHz. The test stand, consisting of two steel rails with magnetostrictive transducers
between them, is shown in Figure 7. This system made it possible to simultaneously power
the microprocessor on the side of the energy harvesters and transmit data in both directions.

Figure 7. Actuator–harvester magnetostrictive system based on two beams.

Based on the above-described solution, supplemented with the current state of knowl-
edge in the field of ultrasonic techniques and wireless power transmission, an original and
innovative transmitting–receiving system was developed, equipped with a microcontroller,
frequency modulators, and dedicated proprietary software. Figure 8 shows a schematic
overview of how the system works. The developed system has several variants, depending
on what medium is used for data and energy transmission. More information on the tested
system can be found in [3].
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Figure 8. A block diagram of SURPS structure.

The main applications of SURPS encompass:

• service of piezoelectric or magnetic actuators/harvesters;
• scanning of a given frequency range using an actuator–harvester system with a real-

time performance readout;
• searching for and generation of the resonance frequency of mechanical constructions;
• data transmission between the actuator and the harvester section in both directions

(Tx, Rx), possible vibration generation in the frequency range from 0.1 Hz to 50 kHz
with every 0.1 Hz (DDS generator by Analog Devices AD9851 was used);

• possible signal generation for two actuators generating vibration of the same frequency
but shifted to each other in phase;

• harvester readout of current RMS voltage.

The results showing the frequency-amplitude characteristics for the circuit shown in
Figure 7 are presented in Figure 9. It is worth noting that the highest voltage value (the
highest efficiency) was achieved for the frequency located in the above acoustic band (above
20 kHz). The zone defined as SW in the figure defines the acceptable range of resonance
frequencies and is approximately 20 kHz. The dashed line shows the voltage value at the
level of 2.5 V, above which loss of the microprocessor system occurred. In addition, point
A mark the most advantageous frequency ranges in the case of broadcasting information.
As can be seen, several frequency ranges could be distinguished that allow the system to
be powered and, depending on the conditions and needs, choices could be made between
the required ranges of carrier signals. It should also be mentioned that it was possible to
connect more microprocessors to the harvester network, but, in that case, it was necessary
to follow a strictly defined sequence of their activation. This solution allows the system to
be used in SHM (Structural Health Monitoring) applications with numerous sensors.
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Figure 9. Frequency response of the dual-beam system.

The system was tested using a Gecko microprocessor chip with a 32-bit Cortex-M3
EFM32TG840 processor from Energy Micro. The solution for energy and information
transmission proposed in the paper had to allow for powering the Gecko system, as it
is a typical system used in industry. Additionally, the proposed system had to ensure a
simultaneous half-duplex transmission. This meant that data were sent in one direction
and at a certain time but in a two-way channel. The processor software was developed by
the authors of the paper and supplemented with numerous useful functions.

The F2F-AM algorithm was used for data transmission. This algorithm guaranteed the
stability of the information flow and allowed the system to achieve the transmission value
at the level of 1 kbps, which was a sufficient speed in the analyzed case. To obtain higher
bit rates, other frequency modulations had to be used. Figure 10 shows the results achieved
for the test stand shown in Figure 7. The signal was transmitted by a magnetostrictive
actuator, and the nature of the signal was sinusoidal with slight harmonic distortions. The
frequency transmitted by this actuator was modulated in the on–off mode, which means
that the actuator was turned on and off, which caused temporary shortages in the power
supply of the energy harvester. To ensure continuous operation of the microprocessor
on the harvester’s side, the system was equipped with a set of capacitors, the capacity of
which was sufficient for 0.5 s of microprocessor operation. Thanks to this solution, it was
possible to continuously power the microprocessor despite the temporary shortages of
power supplied by the harvester and to transmit many bits of data encoded in ASCII.

The results obtained during the research showed that the developed proprietary
SURPS enables the transmission of energy over distances up to 6 m without the need for
wires and using only various types of mechanical structure. This solution allows the use of
various types of harvester in many configurations, while the selection of the appropriate
harvester system is influenced by the material and form of the medium through which
energy and data are transmitted, as well as the ultrasonic wavelength.

To obtain the highest possible efficiency of both information and energy transmission
while maintaining a low level of generated noise, the original software was developed.
This software allows for the selection of an appropriate actuator type for a given design, as
well as modulation and the recommended frequency band, thanks to which it is possible to
precisely determine the values of resonance frequencies. Finally, the software selects the
resonance range in which the transmission is most effective.
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Figure 10. Graphic presentation of the results of power and data transfer.

4. Conclusions

The paper presents the results of works devoted to the transmission of energy and
information through various centers. The results achieved include the following:

• A prototype of a multiphase head developed based on four magnetostrictive actuators
in a symmetrical system integrated with the accelerometer;

• The possibility of setting objects on the surface of the structure in motion by shaping
the appropriate form of vibrations with the aid of the developed head;

• A SURPS allowing the transmission of power and information in long rods using
ultrasonic vibration;

• The use of harvesters/actuators based on both magnetostrictive and piezoelectric
material and the use of F2F (frequency/double-frequency) procedures, which are a
type of frequency modulation, for the transmission of information;

• The development of original software to select the appropriate actuator and modula-
tion type and recommended frequency band for energy and data transfer.

The results presented in this paper are current and constitute the basis for further work
in the field of energy and data transmission. One of the main scopes for future research
is the usage of controlled vibrations made by the designed actuator in NDE diagnostics.
The presented method can be considered as an expansion of the methods known as energy
harvesting due to the possibility for it to transform various forms of energy supplied
to/collected from the system to perform mechanical work, e.g., object positioning.
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Abstract: This paper presents the results obtained using the rapid demagnetization method in the
case of an NdFeB magnet and a new hybrid core. The developed core consists of three basic elements:
an NdFeB magnet, Terfenol-D, and a specifically developed metallic alloy prepared by means of
a suction casting method. The main goal of proposing a new type of core in the event of rapid
demagnetization is to partially replace the permanent magnet with another material to reduce the
rare-earth material while keeping the amount of generated electricity at a level that makes it possible
to power low-power electrical devices. To “capture” the rapid change of magnetic flux, a small
number of coils were made around the core. However, the very low voltage level at very high current
required the use of specialized electronic transducers capable of delivering a voltage level appropriate
for powering a microprocessor system. To overcome this problem, a circuit designed by the authors
that enabled voltage processing from low impedance magnetic circuits was used. The obtained
results demonstrated the usefulness of the system at resonant frequencies of up to 1 MHz.

Keywords: SMART materials; magnetostriction; Terfenol-D; energy harvesting

1. Introduction

Interest in energy harvesting (EH) is continuously increasing from year to year. The
primary impulse for development in the discussed area is related to the shortage of electric-
ity and the search for new possible sources of energy. In this context, the idea of EH would
also include the generation of energy from wind, solar plants, and other natural power
sources on a large scale. In the literature, the discussion of energy harvesting is limited to
small electrical and electronic devices that can operate in a self-sufficient manner [1–3]. On
the basis of this limitation, it has become clear that EH cannot be considered as a feasible
power source in high-power applications. However, as could be predicted, increasing the
number of devices that can be powered from harvested energy would make it possible
to relieve other energy sources [4–8]. Obtaining energy for devices from the environment
has found possible applications in many different markets, and the number of possible
applications will grow continuously [9–13]. Currently, the consumer device market is not
large, but it is predicted that it will increase continuously, and will have an influence on the
direction of future research. Important features and attributes have had, and still have, an
influence on the directions of EH development and potential target markets, including:

• Small size, portability;
• Capability of performing in difficult-to-access environments;
• Fewer cables and reduced usage of other materials, devices, and systems;
• Provision of real-time information;
• Decreased cost;
• Low maintenance needs;
• Reduction of batteries—green energy;
• Great market potential, and the absorptiveness of the market.

Due to their small size and lack of need for complicated powering assemblies, these
devices can be used in difficult-to-access environments [14–16], such as in complicated
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machines, structures, etc. Research on the use of EH devices in very fragile environments
such as the human body was performed at Southampton University Hospital in the UK. A
prototype of an electrodynamics harvester was created that was able to generate enough
energy from heartbeats to supply power to a pacemaker for the entire life of a patient.
The output was 4.3 micro joules per heartbeat; with the use of new and better polymer
materials, that value is expected to double [1].

Additionally, self-sufficient devices mean less cable. This applies mainly to sensors,
and is a very important advantage, making monitoring constructions, machines, and dif-
ferent types of elements much easier and safer to use, while providing better information
for decision-making processes like with respect to the maintenance needs of an object [17].
These advantages were noticed by the American Society of Civil Engineers, which to-
gether with the University of Texas (UT), began testing a new wireless bridge monitoring
system [18]. Another system for monitoring the condition of railway bridge structures
was presented in Ref. [19]. Sensors that do not need a separate powering system make it
possible to test bridges more quickly and receive more detailed information in real time.
The importance of such kinds of systems is evidenced by the fact that in America in 2008,
over 17,000 bridges did not meet the requirements necessary for operation.

The research and development on generating energy is progressing very quickly,
opening new markets for a growing range of different devices. Consumers and the military,
along with third-world markets, are the main groups, and will create the biggest market
for devices by value. Their share accounted for around 88% of all value predicted for
such kinds of device in 2014. As projects are run mainly for profit (including both present
and future profits, both financial and strategic), it seems to be significant to realize the
importance and the full potential of the EH concept and technology. According to the
report presented by IDTechEx Ltd. (Cambridge, UK) [20], these potential markets could
represent an income of about USD 1.156 trillion per year.

The main idea of the presented research was to determine whether the chosen types
of harvesting device and the proposed type of excitation could be useable for mechanical
purposes. The main goal of this investigation was to determine whether the new proposed
hybrid core structure, when applied in dedicated harvesters, is able to provide sufficient
energy to supply the chosen ATMEL microcontroller. The tests were carried out on a
dedicated stand, allowing the impulse load to be applied with a fixed value. The results
of the impulse investigations are discussed in detail to provide information about the
usefulness of the proposed hybrid core in the area of energy harvesting.

2. Materials and Methods

The study presented in this paper was based on a well-known giant magnetostriction
material, Terfenol-D, and on a material prepared by the authors, produced by the suction
casting method. In addition, commercially available NdFeB neodymium magnets were
also used in the investigation.

2.1. Suction Casting Alloy

The newly created material in the form of a metallic alloy described in this paper
was developed based on literature data describing a patented soft, magnetic, amorphous
material known as FINEMET [21,22]. It should be noted that the material with the composi-
tion Fe57Co10B20Si5Nb4V4 described in this paper was developed in the opposite direction
to what has been the case in many studies showing materials based on FINEMET. The
material presented in this work has a lower content of the basic elements, such as Fe and Co.
It should also be emphasized that when describing the material, its composition is given
in atomic notation, not mass notation. An arc furnace (arc-melter) was used to produce
the material. To ensure the highest possible representation of the developed chemical
composition of the alloy, very high-purity elements—up to 99.999%—were used for its
production. Each of the alloying elements was weighed out to 4 decimal places, and then
these components were placed in the arc furnace chamber. Next, the furnace chamber
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was sealed, and then the air was removed from it by pumping to a vacuum of 5 × 10−5,
after which the entire chamber was flushed with argon and pumped down again. After
several chamber flushing processes, the alloy was prepared by melting all the elements
several times to homogenize them in the entire volume. Finally, the liquid alloy was sucked
into a specially prepared mold, which made it possible to obtain rods with a diameter of
3 mm and a length of 150 mm. The material prepared in this way was then subjected to
mechanical treatment in order to be able to place it in devices for energy harvesting.

2.2. Ferro Magnetic Generator (FMG)

The tests performed in this work are mainly based on the principles of Ferro Magnetic
Generators (FMG). As is generally known, the working principle is based on ferromagnets
that are demagnetized either by shock loading or from the impact of high-speed flyers. The
same effect might also occur as a result of the detonation of high explosives. The team at the
Agency for Defense Development in Korea presented the output characteristics of annulus-
and cylinder-type explosion-driven devices based on NdFeB magnets [23]. In this paper,
the authors decided to use similar principles to FMG to obtain energy that could possibly
be used to supply microcontrollers, but without the use of an explosion-driven device, and
only with a force impulse. The force impulse causes a change in the magnetization around
the material, then this change in the magnetic field is picked up by the coil and converted
into electric energy.

In the case of a magnet, during an impact, it will be demagnetized (partially), and
with a sufficiently large number of impacts, it could be fully demagnetized. In addition, in
the event of an impact with sufficiently high energy, it could even be destroyed, generating
a high amount of energy. On the other hand, the results showed that the use of magnets
alone as a source of energy may be insufficient, as can be seen from the results shown in
this paper.

3. Results

This section is divided into appropriate subsections, allowing the presentation of
the course of the processes and the evolution of subsequent solutions, leading to the
achievement of the aims of the study. The first part of this section describes the devices
for energy harvesting that were then used in the experimental activities described in the
second part.

3.1. Harvesters

The research object is a unique basic Energy Harvester Device (EHD) model, shown in
Figure 1. The model, called TCCM (Top Core Coil Magnet), is a construction consisting of
four major elements: the Top, the role of which is to transfer the shock to the core, and the
Coil, Magnet, and Core, which process the impact energy passed from the top, transforming
it into electricity. For the aforementioned shock, a reference shock with specific repeatable
parameters was used, thanks to which it was possible to test the harvester cores under the
same working conditions. However, it should be noted that these devices can also operate
in the case of various oscillating systems (with vibrations) of appropriate amplitude.

• A permanent NdFeB was used as a magnet.
• The material used for the core was important, because this is the part of the device

responsible for the generation of current of sufficient value to operate as a pulse power
supply. A few different core arrangements are proposed. The main material used was
Terfenol-D and its powder. Additionally, pieces of the newly produced alloy were
introduced to the core arrangement.

• The coil with a plastic body (the number of turns was 980, the resistance was 14Ohm,
and the inductance was 1.1 mH) was fixed to the neodymium magnet.

As can be seen from the cross-section (Figure 1), TCCM harvesters can be considered
to be one of the simplest models, especially since they do not have a system allowing the
introduction of prestress, which makes it a structure with relatively low stiffness, especially
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when the force impulse is given. It should be noted that due to the simplicity of this
structure, the device allows a large number of different materials to be tested relatively
quickly for suitability in the field of energy recovery.

 

Figure 1. TCCM harvester scheme.

The construction of a more advanced version of TCCM called Double Top Core Coil
Magnet (DTCCM) is shown in Figure 2. This is a modified version of the TCCM harvester
in which two magnetoelectric circuits are applied. The magnetic circuit of this device is also
based on neodymium magnets, and it has low dispersion of magnetic field on the outside
due to the permendur plates.

• Two coils used in the shown construction are the same, and have the same parameters,
with static resistance Rc = 11 kΩ.

• In this type of harvester, it is possible to apply and control prestress. This is due to the
thin-walled steel tubes, in which screw-bolts are placed, but the strength of both the
screws and the tubes acts as a limitation.

Additionally, different arrangements of cores were also used.

3.2. Test Stand and Measurements

Figure 3 shows the scheme of the stand developed to perform impact tests for energy
harvesting devices, in particular, TCCM devices. A horizontally mounted PZT sensor was
used to measure the impact force. The sensor was placed on a rigid, non-deformable surface
of non-magnetic plate. To generate the impulse force in the device, an aluminum rod was
used, which was mounted so that it always hit the center of the upper part of the device.
The velocity of the rod movement, and thus the value of the impact force, was regulated.
A fast MOSFET transistor interacting with a linear motor was used for regulation, which
made it possible to set a precisely defined velocity. Additionally, the impact energy can be
changed by changing the load applied to the moving element using weights of a known
mass. The mass of each weight was determined with an accuracy of four decimal places. A
maximum of 2 kg can be placed on the movable element, but it was decided to apply 0.5 kg
due to the small size of the part with the aluminum rod. Thanks to the applied solutions, it
was possible to obtain repeatable values of impact energy Ek.
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(a) (b) 

Figure 2. DTCCM harvester: (a) scheme, (b) real device.

 

Figure 3. Test stand for TCCM harvester investigations.

The prepared system made it possible to test the cores placed inside the coil of the
TCCM device. The impulse force resulting from the movement of the hammer in the form
of the aluminum rod is transmitted to the core of the device through its upper part (Top).
Figure 4 shows the response of the system during the experiment. Performing the analysis
with respect to the experimental process, it is possible to specify individual phases within
the experiment. The first phase is the phase just before it hits the device, where the voltage
can be observed to rise. This change in voltage is probably caused by the movement of the
ram in the magnetic field of the applied neodymium magnet. The next phase is the impact,
which causes a shock wave to go through the consecutive elements of the harvester, to the
magnet located at the bottom. This changes the magnetic flux, thus inducing a voltage on
the used coil.
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Figure 4. Example of a waveform obtained from TCCM.

In the case of the TCCM harvester, only the top and the core of the system affect the
resonance frequency of the system. The shock wave generated by the impact can circulate
in the core–magnet system until it is completely suppressed, or exit the system through a
magnet that is in contact with another rigid surface. However, it should be noted that this
wave is not transferred to the coil itself. It can be observed that the mechanical resonance
of the device resulting from the impact is a decisive factor for the signal obtained from
the device.

In the case of the energy harvesting device used in the experiment, it was found that
the prestress system did not need to be used. It was observed that the prestress effect
was obtained during the first moments of impact. This was also the moment at which the
maximum response values of the tested system were obtained. It should be noted that the
values of the generated voltage were dependent on the applied electromagnetic system,
which was in the form of a coil. When applying the same impact energy, the obtained
voltage values, apart from the materials used for the core of the device, were also dependent
on the number of turns in the coil.

The main goal of this investigation was to show the differences between the materials
used to produce the core of the harvester in terms of the current values obtained for each of
them, as well as with respect to the reaction of the PZT sensor and TCCM for impact. The
final research step was to perform the core selection, which is a significant element of the
harvesting device.

The original current signals from the coil were windowed using the Hamming win-
dowing function. All current measurements were performed using a sampling rate of
1 MHz. In line with this, FFT analysis was performed for a spectrum of 500 kHz. Due to
the applied windowing, the analysis of the spectrum was narrowed to 5 kHz and 10 kHz
when using Terfenol-D as the core material.

As an output of the impact (the applied shock force), the velocity and voltage were
determined, and their values are presented in Figure 5, where a correlation between the
output signals and the actual test phases is presented.

The first phase of the test encompassed the acceleration of the aluminum ram up
to a velocity of 1.1 m/s, Ek = 1.21 J, as shown in Figure 5. The second phase was the
moment of impact, upon which the ram rapidly slowed down, and its reflection moment
was controlled and damped. In the worst scenario, when the ram was not aligned with
the harvester axis, vibration occurred throughout the whole device. On the graphs in
Figure 5, the moment of impact is visible. A rapid increase in the current value appears at
the moment of impact.

In Figure 6, the results of an experiment with a series of four impacts with the same
parameters and a TCCM harvester are presented. Analysis of the signal from the PZT
piezo patch revealed the nature of the impact, as well as the reaction of the surface to
which the harvester was fixed. However, according to the fact that loading the PZT with an
impedance value of 1 MΩ decreases the surface signal one hundred times to the order of a
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few μV, the practical influence of that signal is negligible. By registering the signal from
the PZT, it was possible to control the repeatability of the shock tests, except that, in the
future, it will be possible to use that signal as a coupling to change the stiffness of the next
generation of harvesters, with the intention of absorbing the maximum amount of energy
from the impact with minimal transmission of that energy to the surface. However, the
repeatability of the signal in the PZT did not have a place in the current signal of the coil.
The reverse magnetostriction effect (Villari’s effect), and ensuring that the system has the
appropriate operating parameters are very important. Even small changes in the impact
conditions, mainly differences in the ram or the core, resulted in significant changes in the
current values obtained. The operating parameters of the system are also greatly influenced
by the external bias field, the pre-stress, and the impact energy.

 

Figure 5. Impact correlated with graphs of velocity and output voltage.

It was important to assess the influence of the state of aggregation (solid, powder) of
the core material on the output values. The main criterion for analyzing this influence was
the absolute value (the ideal looseness straightens the AC signal) of the current during the
1 ms following the impact moment.

The fundamental frequencies of mechanical resonance are the second parameter
describing the core composition. The coil resistive load value Rc = 125 Ω was determined
using the math library package Numerix SIGLIB v6.0, implemented in the Agilent VEE Pro
software.

During the impact tests, the couple–core–magnet system reacts rapidly, while the coil’s
body is not expanded by the core material. When the impact energy becomes critical, Ek
max, an irreversible change in system parameters occurs, resulting in the deformation of
the coil body. This becomes an important issue when the core is in a powder state, because
the powder adapts itself to the shape of the coil.

During the investigation, it could be seen that the core material had a crucial influence
on the results of the tests. These results are shown in Table 1, where the differences
between four measured parameters can be seen. It can be observed that the highest
value of Imax was obtained for the Terefenol-D rod with small pieces of the prepared
Fe57Co10B20Si5Nb4V4 alloy used as the core. However, due to the high cost of Terfenol-D
and its brittleness, the number of tests was limited. As an alternative for a solid rod made
using that material, a powder form that was capable of withstanding impact energies
greater than those achievable for steel and NdFeB was used. Additionally, the Terenol-D
powder was partially mixed with powdered Fe57Co10B20Si5Nb4V4 alloy. The results of
the impact tests for the powder core are shown in Figure 7. The only limitations of the
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experiment were the performance of the body and the durability of the coil windings.
However, these two parameters were taken under consideration.

 

Figure 6. Reaction on impact: the PZT sensor signal, current of coil for TCCM, and their FFT spectrums.

Table 1. Comparison of different harvesting cores with parameters as follows: TotalLoad = 125 Ω,
Ek = 5.6 J, Rc = 180 Ω for V = 6.7 m/s, and m = 0.5 kg.

Core Type Imax [μA]
ABS Imax (1 ms)

[μA]

FFT Dominate Frequency

F1 [Hz] F2 [Hz]

Cu 1200 600 375 1500
Fe 1600 500 500 1750

Ferrite 500 200 375 1500
NdFeB 1200 400 875 1500

Terfenol-D powder mixed with
Fe57Co10B20Si5Nb4V4

2500 800 250 1625

Terfenol-D rod with
Fe57Co10B20Si5Nb4V4 pieces 35,000 8300 500 1875

Where:

• TotalLoad = 125 Ω is the resistive load on the coil, which is a source of generated energy
due to an impact.

• Rc = 180 Ω is the static coil resistance (in this case quite a high value). In the case
of harvesting energy from the reverse magnetostrictive effect, the coil parameters,
i.e., how many Ohms and how many turns the coil has, are an important factor. In
this paper, the aim was to generate the highest possible voltage increase so that the
microprocessor power rectifier system was able to work under optimal conditions.

• Imax is the parameter that indicates the ability to power the microprocessor system from
a single hit. This is the maximum current obtained during the impact phenomenon
and the frequency response of the natural vibrations of the harvester’s core. In the
case of using magnetostrictive cores, the Imax parameter is two orders higher than in
the case of using other materials.
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Figure 7. Example of the coil current measured for solid Terfenol-D with Fe57Co10B20Si5Nb4V4 alloy
pieces, as well as its FFT.

The test performed using powdered Terfenol-D mixed with Fe57Co10B20Si5Nb4V4
alloy as the harvester core, even without to the application of prestress, showed that with
this type of core, it was possible to achieve higher results for the investigated parameters
than when using the other listed materials. The lowest results were obtained for the sintered
ferrite-type core.

The tests carried out using the TCCM devices made it possible to perform a comparison
of the different types of materials used for the harvester core. However, it should be noted
that regardless of the material used, the amount of energy obtained from the device was
insufficient to power the microcontroller. Therefore, in the next step, it was decided to
modify the test stand to carry out tests with the DTCCM harvester type. For this purpose,
the PicoPower platform was specifically developed by the authors, based on the Hereon
Hunt system. The block diagram for the research stand is shown in Figure 8. The data
acquisition system that was used played a significant role in the stand. This system made it
possible to obtain data with a very low level of noise in real time from all sources plugged
into it.

The main component of data transfer between the Heron DSP chip and the host was
one FIFO buffer that was connected to the PCI interface on the motherboard. The HEDG12
module was used to acquire the coil parameters in the form of current and voltage. This
module is a 16-bit ADC converter with eight channels. Thanks to the use of this module, it
was possible to acquire data on all eight channels using sigma-delta conversion.

The sigma-delta conversion technique used made it possible to eliminate analog anti-
aliasing filters from the measurement path. Simply put, this technique oversamples the
waveform that appears at the input eight times. The next step is to digitally filter the
over-sampled data. Finally, the resulting samples are reduced eightfold.

The devices presented in this paper are not intended to serve as continuous energy
sources for microcontrollers. The main purpose of the developed harvesting devices is
to provide a sufficiently large energy pulse to be able to charge a large-capacity capacitor.
However, this does not mean that they cannot act as such a source of energy. For the
devices shown in the paper, the manner in which they work will depend on the system
specification. If the system is intended to send signals every few milliseconds, then the
amount of energy supplied may not be large enough to accomplish such tasks. However, if
the signal is to be sent every few hours, days, etc., then such a system could be regarded
as a continuous source of energy. Figure 9 shows the principle of the system’s operation.
Additionally, the capacitors would have to act fast enough to capture the current impulse
in tens of μm.
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Figure 8. The PicoPower Development Platform was applied as a system to construct a new type of
harvesting power supply.

Figure 9. Supply current and voltage measurement scheme for detecting the lifetime of a powered
microcontroller.

Figure 10 shows the implementation of the developed energy harvesting device in
practice, i.e., with the use of a microcontroller. The voltage drop that can be noticed on
the measuring resistor, Rsense = 4.7 (Figure 9), can be read as the current consumed by the
capacitor–microcontroller system. Because the capacitors C1 and C2 (Figure 9) are charged
in the first phase, a significant increase in current can be noticed. These capacitors represent
a large load for the developed harvester. In the moment at which current consumption
decreased, the voltage reached a value of Uc = 3 V (Figure 9), making it possible to initiate
microcontroller operation. In the first step, the microcontroller performed a reset, and
then started to implement the saved algorithm. The microcontroller was supposed to wait
until the capacitors were charged to about 5 V before performing the next actions. In the
moment at which this value was reached, the microcontroller was to start generating signal
sequences, which were then counted and forwarded by the RS232 HEGD3 module.

The lifetime algorithm of the program worked from Umax = 5 V to Umin = 1.8 V.
During this voltage drop, the microprocessor was able to send about 50 pulses, giving
a microcontroller life of about 3 ms. By selecting various mechanical excitation sources,
values of up to 200 pulses were obtained, which extended the lifetime of the microcontroller
to 8 ms. Finally, an Energy Harvesting Device platform was developed that was able to
supply a popular microcontroller, realizing its code for a lifetime of 3 ms with a low impact
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energy of Ek = 0.25 J. The presented device was based on a core made of Terfenol-D powder
mixed with Fe57Co10B20Si5Nb4V4 alloy powder.

 
Figure 10. The lifetime of the ATMEGA48V microcontroller circuit powered by the DTCCM harvest-
ing device at a low impact energy of Ek = 0.25 J.

In the case of the proposed system, it seems difficult to estimate its efficiency. It cannot
be easily calculated, because the electrical efficiency of the system is dependent on the
efficiency of each of its components, and the measurement path is complicated. It is obvious
that the higher the efficiency of converting energy from one form to another, the better it
will be. However, attention should be paid to the fact that the proposed solution needs
to work in places where energy is not processed in any way, but only lost in the form
of mechanical vibrations. In such cases, recovering or changing even a small part of the
energy into another form of energy (in this case electric) seems to make the most sense,
even though the efficiency of this transformation is not at a high level. The device shown
in this work is based on the reverse magnetostriction effect, but of course, work is also
underway using inverse pizoelectric effects, the Farraday effect, and electrostatic charges.
In the case of the presented solution, the goal was to develop a device that would not have
any moving parts, thus limiting the possibility of defects to some extent. In further research
work, it is planned to modify both the measurement system and the harvester in order to
increase the amount of electricity generated.

4. Conclusions

Two types of simple energy harvesting devices were developed and investigated using
dedicated test stands. The first type of harvester device was used to perform basic research
on the influence of the core type on the resulting values of electric energy. On the basis of
this series of tests, it is possible to conclude that:

• The proper choice of the coil (the number of coils and its impedance) and the core
material for the harvesting device is very important, and has a significant influence on
the results.

27



Sensors 2022, 22, 2102

• Providing low-frequency vibration might have significant implications for the practical
realization of energy harvesting, and application in industrial objects, as it could
support the optimal operation (generation of current) of the harvester for a long time.
However, it should be noted that the value of current generated as a result of impacts
will be much higher than that generated from vibrations.

• In the coil and PZT sensor, the same frequencies were dominant, although the PZT
spectrum had further harmonics that did not occur in the current signal of the coil. It
was found that the two frequencies characterizing the material of the harvester core
are sufficient.

• In the low-energy range of impulses, Ek ≤ 5.6 J, the application of Terfenol-D rod as the
core results in the device to being able to supply about ten 8-bit RISC microelements
in a time of about 1 ms.

• To ensure optimal prestress, while also increasing the resonance frequency and the
lifetime of waves passing through the harvester device, the TCCM structure was
modified. The developed DTCCM harvester structure made it possible to apply and
tune the prestress value to the core of the device.

• Finally, an Energy Harvesting Device platform was developed that was able to supply
a popular microcontroller that realizes its code within a timeframe of 3 ms with a low
impact energy of Ek = 0.25 J.

Moreover, the results obtained in the presented work may constitute a base for further
application work with the developed materials, particularly in the field of energy harvesting.

The solution proposed in this paper may find application in various areas, including
the transport and manufacturing industries. These devices could be placed under or in the
vicinity of railway tracks or on railway carriages. Another example would be trucks or
loading bases, where devices could be placed in the ground (e.g., around speed bumps).
In addition, devices of this type could find application in the manufacturing industry,
especially in steel mills and pressing plants, near presses, or hammers. Another interesting
application is the use of the proposed device in ballistics equipment. As additional work,
cooperation has been initiated with a group of scientists from the Department of Mechanics,
Mechanical and Biomedical Engineering, researching ballistic shields. When testing such
shields, large amounts of energy are generated and lost at the same time. Work is currently
underway on the effective use of the proposed devices to recover at least a small part of the
energy supplied to ballistic shields.
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Abstract: This paper deals with a development and lab testing of energy harvesting technology for
autonomous sensing in railway applications. Moving trains are subjected to high levels of vibrations
and rail deformations that could be converted via energy harvesting into useful electricity. Modern
maintenance solutions of a rail trackside typically consist of a large number of integrated sensing
systems, which greatly benefit from autonomous source of energy. Although the amount of energy
provided by conventional energy harvesting devices is usually only around several milliwatts, it is
sufficient as a source of electrical power for low power sensing devices. The main aim of this paper is
to design and test a kinetic electromagnetic energy harvesting system that could use energy from a
passing train to deliver sufficient electrical power for sensing nodes. Measured mechanical vibrations
of regional and express trains were used in laboratory testing of the developed energy harvesting
device with an integrated resistive load and wireless transmission system, and based on these tests
the proposed technology shows a high potential for railway applications.

Keywords: energy harvesting; train; electromagnetic transducer; model; vibration; test; wireless sensor

1. Introduction

Modern railways are required to provide an improved quality of service and high
levels of safety. Reliable trackside infrastructure maintained in good condition is impor-
tant for smooth transportation of goods and passengers. To accomplish that, preventive
maintenance and scheduled maintenance techniques are currently being used for trackside
infrastructure, which can reveal critical wears, defects or failures. However, continuous con-
dition monitoring and long-time sensing using modern electronics could detect incipient
wears, failures and degradation that could affect safe railway operation.

Monitoring of trackside systems is important in order to reveal significant changes
in functional parameters (e.g., deformation, vibration and temperature). This type of
monitoring and diagnostics is widely known as condition-based maintenance, and its
main goal is to provide significant savings in infrastructure operational costs. Predictive
maintenance techniques require detailed trackside monitoring and the employment of many
sensing systems. Reliable and low-maintenance power supplies are essential prerequisites
to reliable predictive maintenance results.

Electrical power for these monitoring systems could be delivered from a catenary
that is a part of the trackside infrastructure electrical grid. The catenary, however, could
be difficult to access due to tight restrictions set up by the infrastructure management
and operation in order to maintain the reliability of the track systems. Furthermore, even
in the case of a modern railway network, many electrical systems access points are still
remote or quite difficult to access due to poor infrastructure and a lack of foresight in
regard to modern wireless sensing system power management. Cables and wires are an
expensive part of the infrastructure, are often subject to theft, and are difficult to maintain,
especially when the layout of railway tracks is changed. Auxiliary railway systems are
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ready to accept alternative power sources and achieve economically efficient operation by
using alternative and energy harvesting sources to power them. Renewable energy sources,
such as solar panels or wind turbines, could be used for remote applications that are quite
demanding in terms of their power consumption (e.g., warning and signal lights, track
switches, grade crossing signals, point machines, positive train control systems and train
positions, communication access points etc.). Other energy harvesting sources are widely
discussed for embedded monitoring systems in railways. Energy harvesting has been
used for wireless sensor nodes and low-power autonomous systems for over 20 years [1].
In general, energy harvesting is based on the conversion of ambient energy into useful
electricity. In trackside environment, the passing train by itself could deliver a wide variety
of ambient mechanical energy (e.g., mechanical vibration, rail deformation, the sag of
sleepers or rails etc.) that could be utilized for such systems.

Individual trackside energy harvesting technologies are summarized in this paper,
and the physical principle of a kinetic energy harvesting solution based on converting
track vibration into electricity is proposed. On the basis of a mathematical model, a design
for a maintenance-free kinetic energy harvester is developed and described, including
experimental results and the testing of a complete system with a sensor node.

2. Energy Harvesting Technologies for Trackside Applications

Recent developments in wireless technologies have resulted in a significantly smaller
size, lower price and decreased energy consumption of these systems. For this reason, in
railways applications wired sensors are often being abandoned and replaced by wireless
alternatives. Their main advantages, on top of the abovementioned ones, are their easy
installation and simplified maintenance. The primary battery source and operation in low-
power mode could assure the reliable operation of these sensors for more than a year [2].
However, such a period is still close to the required maintenance period of the sensor itself.
For this reason, energy harvesting technologies are investigated in order to achieve several
years of maintenance-free operation of these sensor nodes.

Wireless sensor nodes with autonomous energy harvesters could find their way into
various engineering applications, as they could operate autonomously in maintenance-
free mode for long periods of time. As an example, these solutions are currently used in
heavy industry applications, structural health monitoring systems [3], aerospace [4] and
transportation [5]. Current energy harvesting technologies have been investigated as a
possible source of power for wireless applications, which would otherwise be difficult to
connect to the existing power grid.

Track condition monitoring applications are developed on the basis of acceleration
sensors [6] or strain gauges [7], mainly for the condition monitoring of a crossing [8–10].
Bridge monitoring solutions have also been widely discussed in recent publications. Pa-
per [11] discussed the feasibility of a bridge monitoring system in terms of its operational
life. It illustrated how the traffic on a bridge over time could accentuate the identification
of damage, which was necessary to know the state and health of the structure. A segmental
prefabrication and assembly of the bridge on the Guangzhou Metro was presented in [12].
Passing vehicles induced vibrations used for energy harvesting, and using appropriate
modelling and dynamic analyses of the bridge system a new type of electromagnetic vi-
bration energy harvester was proposed. This device was designed in a way that could
power strain-collection units for a bridge health monitoring system. These typical sensing
applications, such as crossings and bridges, provide a measurable dynamic response of
the track infrastructure to the passing train. In this case, the measured response from the
passing train could serve as a suitable source of energy for monitoring applications.

Many published papers dealing with trackside energy harvesting solutions showed
that harvesting energy from passing trains has a great potential for wireless sensing ap-
plications in railways. Authors of paper [13] investigated the possibility of establishing a
self-powered wireless sensor network by integrating the ZigBee stack protocol together
with an energy harvesting power source. This system is used for the condition monitoring
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of urban rail transit utilizing localized energy harvesting. Authors of the previous article
also present another complex system for the smart monitoring of an underground railway
by local energy generation in paper [14].

A study and the results of a portable electromagnetic energy harvesting system are
presented in papers [15,16]. Their proposed solution consists of a mechanical transmission
and an electrical regulator that converts sags in the rail into electricity, providing a peak
voltage of 58 V at 1 Hz with a displacement of 2.5 mm. Authors from Stony Brook presented
a preliminary prototype of a mechanical-rectifier-based harvester [17]. This study illustrated
that sufficient power can be harvested by the device, which is based on a motion rectifier
design. A novel direct-motion-driven harvester was described in publication [18], where
the authors describe how an anchorless mounting results in a higher power capacity
without the requirement of any special preparation during its installation. An installation
and test under a fully loaded freight train running at 64 km/h was also presented in
this paper. Paper [19] presented a design, modelling, in-lab experiment and field-test
results of a mechanical motion rectifier mechanism which is based on a compact ball-screw-
based electromagnetic energy harvester. A theoretical study of a cam mechanism was
presented by the University of Nebraska in publication [20], where it was used to exploit
the contact between a train wheel and a harvester mechanism to drive an electromagnetic
generator. A solution based on a direct load piezoelectric harvesting device was proposed in
paper [21], offering a structurally simple solution in the form of a piezoelectric drum device
placed under sleepers. Piezoelectric solutions for strain-based energy harvesting have been
widely discussed, where piezoceramic patches or piezo stacks transduce deformation into
electricity [22].

The abovementioned technology mainly converts a direct train load in form of di-
rect contact, deformation or element strain. These devices have the potential to provide
peak output power of several watts; however, they are not suitable for high-speed rail
applications due to their necessity for a mechanical contact. In contrast, the subsequently
presented drum and patch type piezoelectric element solutions are suitable for high-speed
operation at the cost of a lower power output in the range of several microwatts. These
piezoelectric elements provide a very high voltage but a low current. This disadvantage
could be eliminated by multilayer piezoelectric composites; however, the manufacturing
of such materials is a very expensive process and for this reason it is not suitable for
cost-effective wireless sensor nodes.

Kinetic energy harvesting solutions capable of transducing kinetic energy from vibra-
tions under the passing train into electricity serve as maintenance-free sources of energy.
Authors of publication [23] investigated the possibility of harvesting energy from the
vertical vibrations of sleepers generated by passing trains at various speeds. A model com-
bining the track structure and the energy harvesting system was used. Results indicated
the generated power was around 100 mW, assuming a 2 mm rail displacement amplitude
at a frequency of 6 Hz. The presented track model was validated with UK network exper-
imental data. Testing of a piezoelectric vibration cantilever harvester in publication [24]
was focused on energy harvesting at a frequency of 5 to 7 Hz. An output power of 4.9 mW
and a peak-to-peak voltage of 22.1 V were achieved on a rail vibrating with amplitudes
of 0.2 to 0.4 mm at a frequency of 7 Hz. A design of a resonant electromagnetic harvester
was published in papers [13,25]. An approach based on magnetic levitation was capable of
energy harvesting at a broadband low-frequency vibration in range of 3 to 7 Hz. This device
induced a peak-to-peak voltage 2.32 V and an output power of 119 mW when subjected to
vibrations with 1.2 mm amplitudes and with an optimal resistive load of 44.6 Ohm.

An innovative approach was presented in paper [26], where authors deployed piezo-
electric energy harvesting devices for monitoring a full-scale bridge structure undergoing
forced dynamic testing by passing trains. A similar approach was used in paper [27],
where the damage detection and structural health monitoring of a laboratory-scaled bridge
was observed using a vibration energy harvesting device, in particular a cantilever-based
piezoelectric energy harvesting device. The published approach had an advantage over the
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conventional accelerometer-based method in terms of power requirements, because energy
storage and data transmission units were the only power-consuming parts of the system.

3. Model Based Design of Electromagnetic Trackside Energy Harvester

A passing train provides mechanical vibrations in rails and sleepers. The vertical
deflection of a sleeper is depicted in Figure 1 using the variable z. This sag in a sleeper
depends on the passing train’s mass, velocity and the quality of the rail subgrade. The
proposed energy harvesting system is based on a principle of kinetic energy harvesting
which can convert the kinetic energy from sleeper oscillations into useful electricity. A
mechanical resonator is used for the transfer of input kinetic energy into the free oscillation
of a seismic mass. A design of this kinetic energy harvester is based on a mass m which
is suspended on two steel cantilevers with a known stiffness k1 and known mechanical
damping dm. This longitudinal design could be placed on the top of a sleeper, or it could be
embedded inside a new generation of innovative sleepers.

Figure 1. Physical principle of kinetic energy harvester under passing train vibrations.

On the basis of the previously published analysis, the electromagnetic energy trans-
ducer provides an effective harvesting power for this application. The oscillating mass
is a part of a magnetic circuit, and its free oscillation x against a fixed coil generates use-
ful electricity, which provides electromagnetic damping forces in the form of electrical
damping de.

3.1. Mathematical Model of One Degree of Freedom System

The kinetic electromagnetic energy harvesting system could be described by a mul-
tidomain model in the form of coupled mechanical and electrical systems, as depicted
in Figure 2. The mechanical resonator is excited by ambient mechanical shocks z to the
oscillating sleeper and this results in the relative movement x. The relative movement x
of the mass m in the magnetic circuit consisting of the frame and a fixed coil is inversely
proportional to the mechanical damping dm. Due to Faraday’s law, the relative movement
of the magnetic circuit results in a change in the magnetic field of the coil, inducing an
electromotive voltage ui. A model of an electromagnetic coupling coefficient was used for
the description of the interaction between both the mechanical and electrical domains. The
induced voltage depends on the design of the electromagnetic transducer (the electromag-
netic coupling coefficient cEH) and its relative velocity. When a resistive electrical load RL is
connected to a coil, then a current flows through the coil and electrical power is extracted
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from the system. The electrical power extracted from this system provides electromechan-
ical feedback in a form of an electrical damping, which is depicted as a damper de. This
electrical damping feedback is proportional to the electromagnetic coupling coefficient cEH.
A derived mathematical model with one degree of freedom was used for predicting the
harvested power in a resonance operation.

Figure 2. Coupled mechanical and electromagnetic models of the proposed kinetic energy harvester.

A second-order equation according to the mechanical model in Figure 2 describes me-
chanical oscillations of a seismic mass as a response to the kinetic excitation of the sleeper:

m
..
x + dm

.
x + de

.
x + kx = −m

..
z (1)

where x is the relative displacement of the oscillating mass, z is the absolute displacement
of the vibrating sleeper, m is the moving mass, dm is the mechanical damping, de is the
electrical damping, and k is the mechanical stiffness.

The mechanical stiffness combines stiffness of both cantilevers. The stiffness of a single
beam k1 can be calculated using this equation:

k1 =
3 · E · J

l3 (2)

where E is Young’s modulus of the used material (steel), J is a second moment of the area,
and l is the length of the cantilever. The mechanical stiffness k is then simply 2·k1 for this
double suspended system.

The mechanical damping dm can be calculated using this relation:

dm =
1

2Qm
2mΩ (3)

where Qm is the mechanical quality factor, either estimated or calculated from an experi-
ment. The natural frequency Ω can be calculated using a commonly known formula for a
single degree of freedom system:

Ω =

√
k
m

(4)

The electrical damping dm of the electromechanical system can be calculated using
this equation:

de =
(BNl)2

RC + RL
=

(cEH)
2

RC + RL
(5)

where B is the magnetic flux density in the coil, N is the number of turns, l is the active
length of one turn, RC is the coil resistance, RL is the load resistance, and cEH is the
electromagnetic coupling coefficient of the energy harvester, where cEH = BNl.

The induced voltage on the coil ui, can be calculated using equation:

ui = BNl · .
x = cEH · .

x (6)
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The first-order electric differential equation of the electrical circuit in Figure 2 is then:

L · di
dt

+ i · (RC + RL) = ui (7)

where L is the inductance of the coil, and i is the electric current. By design, the inductance
of the coil in our harvester is very small (for a coil with an air core) and the current change
is very slow, therefore the first term is irrelevant and the equation can simplified:

i =
cEH · .

x
RC + RL

(8)

The coupled mechanical equation can modified, where Equations (5) and (8) provide
the electrical damping as a function of the electric current:

m
..
x + dm

.
x + cEHi + kx = −m

..
z (9)

The fundamental performance of the energy harvester is the equation for the
output power:

pout = i2 · RL (10)

The displacement amplitude (peak values) could be simply calculated from these equa-
tions assuming a resonance operation. The mechanical amplitudes of both the displacement
and velocity follow these relations:

xA = zAQT =

..
zA

Ω2 QT → .
xA =

..
zA
Ω

QT (11)

where the term QT is the total quality factor of both the mechanical and electrical damping.
This quality factor is a compound on the basis of the following relation:

QT =
1

2 dm+de
2mΩ

=
mΩ

dm + de
(12)

The calculation of the velocity amplitude can be used for the calculation of the ampli-
tude of the induced voltage:

uiA = cEH · .
xA (13)

and the amplitude of the output voltage on the resistive load is:

uLA = uiA

RL
RC + RL

(14)

The output power amplitude can then be expressed using either voltage or current:

poutA = i2A · RL =
u2

LA

R
(15)

3.2. Design of Energy Harvesting Device

The proposed design of the electromagnetic kinetic energy harvester could be capable
of converting sleeper vibrations into useful electricity. Resonance operation is not possible
due to the pulse excitation characteristics produced by the passing train. However, the free
oscillation response to the passing train provides a relative oscillation of the suspended
seismic mass against the fixed base with a coil, which has the potential to generate satisfac-
tory levels of useful electrical power. In the case of the longitudinal design of the device
mounted on top of the sleeper, the suspension system consists of a pair of steel cantilevers
with dimensions of 400 × 30 × 3 mm3. The mechanical resonator is by design tuned up
to have a natural frequency of 12 Hz, which provides a sufficient relative movement. The
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long steel cantilever design results in a mechanical resonator with one degree of freedom in
the vertical direction, which makes it sensitive to the train induced vibrations. The relative
movement amplitude is important for a correct design of the magnetic circuit, which is
fixed inside the seismic mass. A concept of a sleeper kinetic energy harvester design for
trackside application is shown in Figure 3.

 

Figure 3. Proposed integration of KEH design for railway applications.

The fundamental part of the seismic mass is a magnetic circuit with 16 rare earth FeNdB
magnets and ferromagnetic holders. A pair of ferromagnetic holders with permanent
magnets moves freely in the air gap of a fixed coil. A planar finite element analysis of this
magnetic circuit was conducted in order to calculate the average magnetic flux density
in the area of the coil for a given relative movement. The coil was designed to have an
air core and wound up around a plastic frame fixed to the base. All active turns of the
coil were placed in the air gap of the magnetic circuit. A relative position of the magnetic
circuit and coil was set with a minimal air gap to achieve efficient electro-mechanical energy
conversion. This analysis was done in an FEMM environment and the calculated magnetic
field is shown in Figure 4.

 

Figure 4. Planar FEMM model of magnetic circuit; analysis of magnetic flux density B.

37



Sensors 2022, 22, 905

The developed and assembled kinetic electromagnetic device for trackside application
is shown in Figure 5 and it consists of:

1. A base (1) fixed on a vibrating structure,
2. The flexible suspension of a resonator (2)—its stiffness is provided by a pair of

steel cantilevers,
3. A resonator mass (3) with a magnetic circuit inside,
4. A self-bonded air coil with a plastic coil holder (4).

 

Figure 5. Design of proposed kinetic energy harvester.

The model from the previous chapter was used for the design of the individual
parameters with respect to the required harvested power. The parameters of the final
model and the assembled device (see Figure 5) are summarized in Table 1.

Table 1. Parameters of individual harvesters used in experiments.

Parameter Symbol Value

Total weight - 3.9 kg
Total dimensions - 600 × 160 × 90 mm3

Moving mass m 0.8 kg

Resonance frequency Ω 12 Hz
Mechanical quality factor QM 150

Coil dimensions - 210 × 25 × 3 mm3

Coil wire diameter - 0.15 mm
Coil turns N 300

Coil resistance RC 150 Ω

FeNdB magnetic circuit dimensions - Two pairs, 3 × 10 × 180 mm3

Air gap - 6 mm
Average magnetic flux density B 0.3 T

4. Electromagnetic Kinetic Energy Harvester Testing with Resistive Load

4.1. Resonance Operation: Model Results and Experiment

The designed parameters of the model are used to predict the output voltage and
power in a resonance operation. The presented electro-mechanical equations in combina-
tion with the model of peak voltage and peak power described in Section 3.1 were used
for output calculations for a variable resistive load. The experiment was conducted on a
laboratory shaker, an RMS SW8142–SWH600APP, connected to its auxiliary measurement
instruments and depicted in Figure 6. The harvested voltage was measured on an oscil-
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loscope, a Rigol MSO 5204. Both the model and experiment were excited in a resonance
frequency with an acceleration amplitude of 1 ms−2.

 

Figure 6. Shaker lab test of kinetic energy harvester.

The calculated output voltage and power are shown in Figure 7, and both outputs
are compared with values obtained from the experiment. The correlation between the
model and experiment is very good for low values of the resistive load. Based on the
harvester model, the maximal power was expected with a resistive load of 3 kΩ. However
the experimental results showed that the maximal power was harvested for a resistive
load of 2 kΩ, but the harvested power was very similar across a wide range of resistive
loads, 2–3 kΩ. The experimentally measured voltage and power for a higher resistance
were lower than the theoretical values and it seemed that the real damping was higher
compared to the damping model at higher speeds, causing a less pronounced increase in
the output voltage due to the voltage being proportional to the speed.

Figure 7. Voltage and power responses in resonance operation vs. load resistance—simulation results
and measurements with excitation acceleration amplitude of 1 ms−2.
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4.2. Test of Kinetic Energy Harvester—Harmonic Vibration

The frequency response is very important for characterizing an energy harvester’s
performance. A shaker test with sinusoidal vibrations was used to measure the frequency
response around resonance. Both sweep up and sweep down tests with a slowly changing
input frequency of vibration were used for voltage and output power response measure-
ments in the frequency domain. The input acceleration with an amplitude of 1 ms−2 and
frequency rate of change of 0.1 Hz/s were used in the tests. These sweep tests were realized
around the resonance frequency with different load resistance.

The measured peak voltage and peak power are depicted in Figure 8. The lab experi-
ment was made with four different load resistances: 1, 2, 3 and 5 kΩ. The voltage response
was proportional to the load resistance. It was caused by an increase in the velocity due
to decreasing electrical damping. However, the output power peaks at around 2 kΩ, and
below and above that value the power amplitudes decreased. This power maximum was
observed in a resonance operation, but outside of the resonance operation the device har-
vested higher power with the lowest load resistance of 1 kΩ. The kinetic energy harvester
with a lower resistance provided higher power outside of a resonance operation. Based
on this fact, it is suitable to use a resistive load of 2 kΩ in a resonance operation but use
a lower value of 1 kΩ for a non-resonance operation. This fact is discussed further in the
next section.

Figure 8. Voltage and output power depending on excitation frequency with different load resistance.
Video S1.

4.3. Test of Kinetic Energy Harvester—Train-Induced Vibrations

The typical transient dynamic response of a kinetic energy harvester was provided
with real train-induced vibrations as inputs. Real vibrations in the trackside sleeper, where
the vibrations were not pure sinusoidal, but rather had the characteristic of a series of
mechanical pulses, are shown in Figure 9. The acceleration and displacement of the sleeper
was measured on a trackside in the Czech Republic using an inertial accelerometer on the
sleeper and a capacitive displacement sensor mounted between the sleeper and a fixed
point. This detail is for a single bogie consisting of two train wheels. The movement of the
sleeper had general characteristics based on many parameters of the track subgrade. For
this particular sleeper movement, the shown input vibrations for whole trains are used for
the kinetic energy harvester test. Experiments with different electric loads were made with
the aim of finding an optimal resistive load for a maximal energy harvesting potential.
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Figure 9. Typical vibrations of sleeper under passing train—detail of bogie/two wheels.

Real acceleration and displacement measurements of sleeper movement for two typical
trains were used for lab tests of the developed kinetic energy harvesters:

• Train 1—Regional train travelling at 80 km/h,
• Train 2—Express train travelling at 130 km/h.

As Figure 10 shows, the maximal average power was measured with a resistive load
of 150 Ω, which was the same as the coil resistance. The output power was lower at
higher resistive loads due to lower damping and lower energy harvesting from trackside
vibrations. The power was lower at lower resistive loads due to higher energy dissipation
on the coil resistance rather than the load resistance.

Figure 10. Average power depending on load resistance for Train 1 and Train 2.

Different weights of the seismic mass of this device were tested in order to achieve
the optimal design of this energy harvesting device. The default weight of the moving
mass, 800 g, was increased using an additional external weight. Unfortunately, decreasing
the weight below the default value without significant structural modifications was not
possible. A relation of this mass value to the generated power was experimentally verified,
and the results of his test are shown in Figure 11. It was possible to add an extra mass
to the initially calculated seismic mass of 800 g; however, it is evident that the output
power would decrease with higher values of the seismic mass, and it was verified that the
modelled mass of 800 g provided the most effective energy harvesting operation with the
given train vibration data. On the other hand, it was not possible to decrease the mass
in the current design due to the nature of the magnetic circuit, which needs a minimal
cross-section area of the core to function properly.
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Figure 11. Average power depending on moving mass for Train 1 and Train 2.

Time-domain measurements of the voltage and power with the excitation acceleration
and displacement for both testing trains are shown in Figure 12. These measurements were
done with the optimal resistive load of 150 Ω. The average harvested power and total
harvested energy for a passing train are presented in Table 2.

 
(a) (b) 

Figure 12. Lab shaker test with real acceleration data from regional Train 1 (a) and from express
Train 2 (b); measured voltage and power with load resistance of 150 Ω for input mechanical vibrations
of the shaker.
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Table 2. Harvested power and energy with optimal load resistance.

Acceleration Source Average Power Harvested Energy

Regional Train 1 9.1 mW 77 mJ
Express Train 2 29.3 mW 167 mJ

Both the voltage and power strongly depended on the input acceleration during
the train’s passage. While the average power was 9.1 mW for the regional Train 1, the
maximum power during much more pronounced acceleration peaks was up to 300 mW. In
the case of the express Train 2, this vibration could generate average power of 29.3 mW and
several peaks above 600 mW could be observed. Given all the information it is necessary to
mention that the variable nature of the output power must be considered during the design
of power management electronics for railway applications.

5. Kinetic Energy Harvester as Source of Energy for Wireless Sensing

The previous chapter shows that the kinetic energy harvester could generate useful
electric power from passing trains. However, a test with power management electronics,
a sensing node, and a communication module is required to fully assess the feasibility of
this energy harvesting technology. For this reason, operational tests of the kinetic energy
harvester utilized as a source of energy for a wireless sensor node were conducted for both
types of trains. Our lab successfully tested autonomous wireless sensor nodes with the
vibration energy harvester in lab conditions, and these results, including the design of a
power management, sensing unit and communication module, were successfully published
in our research paper [28].

The electric diagram of an energy harvesting system with a sensor node and communi-
cation module is shown in Figure 13. The developed kinetic energy harvester is connected
to previously published electronic systems. It consists of a rectifier, a storage capacitor with
a capacity of 493 μF, an LTC 3588 power management circuit, an analogue front end for the
sensing signal, and a communication module based on the NRF24L01 chip from Nordic
Semiconductor.

 

Figure 13. Schematic diagram of energy harvesting system with highlighted electrical parameters
measurement.

Measured vibration signals for both types of passing trains (the same as those in
the previous section) were used for the test of this autonomous source of energy for the
sensing node and communication module. Measurements of electrical signals highlighted
in Figure 13 (the voltage induced by the energy harvester, the input voltage and the current
into the LTC power management circuit of the wireless sensor node) were used for the
harvester performance assessment.

Experimental results of the autonomous wireless sensing node operation are depicted
in Figure 14 for both train types. The voltage induced on the developed kinetic energy
harvester was very similar to the response with a resistive load. The input voltage into the
LTC circuit rose quickly during the first second of the train’s passage and then began to
fluctuate around a constant value for the regional Train 1, or slowly increase for the express
Train 2, which provided more power in general. After a train passed, the voltage decreased
slowly and transmission continued. The current was discontinuous due to characteristics of
the LTC power electronics, and this pattern reflected the transmission of the measured data.
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(a) (b) 

Figure 14. Shaker test with real acceleration data from Train 1 (a) and Train 2 (b) with connected
power electronics; measured voltage and current according to electric schema. Video S2.

During this experiment, the average power consumption of the radio transmission
unit was around 4.5 mW, which was less than the average power acquired from each
train. The power harvested during a train’s passage was stored in the capacitor, and after
the passage it was used to continue the data transmission. This energy could also be
stored for later if the transmission was no longer active after the respective train passed.
However, it would strongly depend on the sensor setup and monitoring requirements for
any given application. Nevertheless, experiments with both types of trains confirmed that
the proposed system was able to provide enough power for continuous transmission, as is
evident in Figure 14.

Measurement with different capacitor values are depicted in Figure 15. The excitation
acceleration data were acquired from Train 1, similarly to Figure 14a. For a better under-
standing of the energy storage capabilities, the graph of the voltage is accompanied by a
graph depicting the calculated energy stored in the capacitor. Initially, the lower capacity
caused the voltage to increase rapidly; however, after a few seconds of operation the stored
energy was lower compared to the case with higher capacity. Furthermore, with lower
capacity values the voltage tended to fluctuate significantly.
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Figure 15. Charging process of capacitor of different value with continuous power consumption of
wireless sensor.

6. Potential Applications

Several manufacturers of railway infrastructure systems (e.g., sleepers/bearers, rail-
way switches, point machines, axle counters etc.) have begun to seriously consider the
development of new equipment with energy harvesters for predictive maintenance applica-
tions of their products. There are two potential workstreams: retrofitting existing products,
and novel design of products with embedded energy harvesting. Both emphasize the main
advantages of energy harvesting devices, which would result in a reduction in wiring
and cables (in both communication and power), reduction of losses due to cable theft,
decreased costs of the energy power supply and battery replacement etc.—and all of these
aspects contribute to a significant reduction in maintenance costs. This fact is amplified
by the subsequent application of predictive maintenance methods, which replace periodic
inspections and, compared to the conventional methods, can reveal potential defects and
abnormal degradation before a fatal system failure occurs.

6.1. Smart Railway Monitoring Application

A new generation of smart sleepers could detect overloaded trains, trains with ab-
normal wheel wear or problems with suspension systems, all of which contribute to a
significantly higher load on the track and a rapidly increasing wear of railways. The railway
wear or significant changes in subgrade and ballast properties—mainly the gap under a
sleeper—could also be detected by smart monitoring systems embedded in sleepers. The
proposed concept of autonomous application is shown in Figure 16. The kinetic energy
harvester could be integrated or embedded inside innovative sleepers and provide elec-
tricity for autonomous monitoring. The sensing node could be integrated into rails in the
form of a piezoelectric layer that generates an active voltage signal and does not consume
power. This system could be even more affordable if PVDF piezopolymers for structural
monitoring were used.
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Figure 16. Proposed autonomous railway application of autonomous piezoelectric sensing. Video S3.

This maintenance system could be interesting for infrastructure management and
freight train providers interested in detecting critical wear or damage of both the railway
and trains. The comprehensive monitoring system could solve the sensitive question of
whether freight cars are subjected to excessive wear due to poor track quality, or conversely
whether damaged freight cars in operation are causing excessive wear of railways.

6.2. Concept of Smart Turnouts

Switches and crossings are the parts of a railway track most impacted by the dynamic
forces applied by trains. From a maintenance point of view, it is important to recognize
faults or degradation processes at an early stage, before any significant limitation in op-
erability occurs. The best way to monitor the conditions of crossings is with condition
monitoring systems capable of measuring and evaluating the dynamic impacts on crossings
over longer periods of time. The concept of an autonomous sensing node with a vibration
energy harvester could represent a suitable solution for this system, and kinetic energy
harvesters could provide sufficient energy, especially if piezopolymer materials were uti-
lized as the active piezoelectric sensors (e.g., PVDF), mainly because they do not require an
external power source to operate. The concept of an autonomous wireless node depicted
in Figure 17 can transmit signals from the turnout structure to a close trackside IoT point.
There is also the option to process signals on-site and transmit only the results of embedded
data analyses. Energy harvesting could mostly be useful in the case of short-distance
wireless communication between the track structure and the IoT point, which would use
electricity from the power grid.
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Figure 17. Proposed concept of smart turnout based on energy harvesting.

7. Conclusions

The main design goal of all energy harvesting devices should be to deliver sufficient
power for the operation of a given system. In the case of railway applications, replacing ca-
bles, cutting off railway systems from the power grid, and using energy harvesting sources
for every system is not always an optimal solution, and in many cases is nearly impossible
to implement. It is important to keep in mind that energy harvesting devices are utilized as
power sources for specific tasks and must be developed and designed with respect to the
system they are used to power in order to achieve reliable, low-power and maintenance-free
operation over long periods of time. Only such an approach would inevitably lead to a
long-term deployment of energy harvesting devices with a new generation of smart railway
systems and parts for sustainable rail transportation.

The maintenance of cable systems could result in damage to the wires used in wired
sensing systems. For this reason, using embedded kinetic energy harvesters as a source of
energy for autonomous wireless sensing nodes is an advantageous approach for long-term
railway sensing and monitoring. Two potential applications are presented in this paper for
smart rail monitoring and a turnout predictive maintenance system.

The main aim of this paper was to present the development of a kinetic energy
harvesting device for rail track applications, a device that is able to provide sufficient power
for short-distance communication. The developed device was tested under lab conditions
with the input vibration signals of two different trains, regional and express. In lab tests,
vibrations obtained from a real rail track used as an input provided enough energy for the
communication module and transmission of the sensing signal, with the results presented
in this paper. The concept it uses, of placing a kinetic energy harvester on the top of sleepers,
could generate an average output power in range of 5–35 mW, depending on the train
speed. In this case, this technology could be attractive for the retrofitting of the existing
railway infrastructure and for innovative products.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/s22030905/s1, Video S1: Resonance, Video S2: Train, Video S3: Communication.
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Abstract: The piezoelectric energy-harvesting system with double-well characteristics and hysteresis
in the restoring force is studied. The proposed system consists of a bistable oscillator based on a
cantilever beam structure. The elastic force potential is modified by magnets. The hysteresis is an
additional effect of the composite beam considered in this system, and it effects the modal solution
with specific mass distribution. Consequently, the modal response is a compromise between two
overlapping, competing shapes. The simulation results show evolution in the single potential
well solution, and bifurcations into double-well solutions with the hysteretic effect. The maximal
Lyapunov exponent indicated the appearance of chaotic solutions. Inclusion of the shape branch
overlap parameter reduces the distance between the external potential barriers and leads to a large-
amplitude solution and simultaneously higher voltage output with smaller excitation force. The
overlap parameter works in the other direction: the larger the overlap value, the smaller the voltage
output. Presumably, the successful jump though the potential barrier is accompanied by an additional
switch between the corresponding shapes.

Keywords: vibration energy-harvesting system; hysteretic effect; bistable oscillator; bifurcation

1. Introduction

Mechanical vibrations typically induced during machine operation are a disadvanta-
geous phenomenon. In most practical applications, the influence of mechanical vibrations
is limited by means of vibration-reduction systems, while the complete elimination of
vibration is practically impossible. On the other hand, there are devices in technology in
which vibrations are intentionally induced: vibrating conveyors, compactors, pneumatic
hammers, etc. Currently, there is growing interest from both scientists and industry in the
harvesting of this irretrievably lost energy resulting from vibrations [1–3]. This is possible
because of energy harvesters that use, among others, the piezoelectric effect.

Piezoelectric energy harvesting from ambient vibration sources has been widely stud-
ied in recent years [1–11]. The applied devices are made up of a vibration resonator formed
as a beam-mass resonator structure and a piezoelectric transducer [1,2]. To improve effi-
ciency, a nonlinear oscillator was proposed [3–12], which is characterized by inclinations of
resonance curves [13] and additional resonances defined by the multiplied rational and
fractions of the main resonance frequencies [11,12,14]. Simultaneously, multiple coexisting
solutions are present in such a system and depend on initial conditions [13–15]. Among
the main disadvantages of such systems, one can distinguish the difficulty of controlling
particular solutions [16]. In recent years, several studies have been conducted to investigate,
among others, the hysteretic effects of elastic beam materials and related structures, as well
as piezo elements [17–19]. In this study, we continue the investigation of the dynamics of
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a nonlinear bistable energy harvester with hysteresis induced by the snap-through phe-
nomenon of a bistable beam [17,19]. Our study was inspired by a recent work [17], wherein
composite bistable beams were used for energy harvesting, and by [20], where bistability
was used in combination with an additional magnetic field to model the potential shape.
In [17], the authors proposed a piezoelectric energy harvester that stores the potential
energy induced by the mutual self-constraint of the subbeams and harvests the large energy
released during the rapid shape transition.

Regarding nonlinear systems, the assessment of the impact of individual parameters is
difficult to implement without detailed numerical experiments [8,12]. This claim is justified
because even a small change in the value of any parameter in a nonlinear system can lead to
drastic changes in the dynamics of the system [21]. In this publication, we are considering
cutting the potential barrier and shifting the cut parts so that they overlap. This can be
modelled by an elastic cantilever beam that is subjected to initial elastic deformation. An
example of such an arrangement would be a typical hairpin. Another possibility is to use a
shape-memory material.

2. Mathematical Model

The starting point for the numerical experiments performed is the piezoelectric beam
resonator system (Figure 1a) [22], which is the subject of many publications (see [23]). In
general, the analyzed system consists of a flexible beam I with piezoelectric transducers
II attached to its flat surfaces. The flexible beam I is rigidly fixed in the frame IV, which
is bolted to the vibrating subassembly of the mechanical system, from which energy
is recovered by means of screws III. In our research, the impact of the hysteresis loop
(presumably from the composite beam) on the efficiency of the energy harvested was
assessed. For simplicity, we used the initial configuration of the system without hysteresis
(Figure 1a) accompanied by the interacting permanent magnets to support the double-well
solution (Figure 1b). The hysteresis loop caused by the beam complexity is introduced
to the above system potential as an effect of cut and sift the left- and right-hand sides of
potential characteristic (Figure 1c) with respect to the central point at the top of the potential
barrier by the distance of d (Figure 1c).

(a) 

 
(b) (c) 

  

Figure 1. System and its potential characteristics: (a) schematic diagram without indicating the origin
of hysteresis, modelling of the hysteretic branches: (b) potential without hysteresis loop, (c) with
hysteresis loop, d indicates the overlap shift, q is the displacement of the tip point of the beam. i is the
current in the electrical circuit.
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In numerical simulations, it was assumed that the system was influenced by mechani-
cal vibrations of the frame mapped by the harmonic function having an amplitude A and a
frequency ωW, f = Asin(ωW t). The differential equations of motion, taking into account the
electromechanical coupling, have a general form of:⎧⎨⎩ m1

d2q
dt2 + bB

(
dq
dt − d f

dt

)
+ cB(q − f )− c1(q − f ) + c2(q − f )3 + kPUP = 0,

CP
dUP
dt + UP

RO
− kP

(
dq
dt − d f

dt

)
= 0,

(1)

where m1, bB, cB are effective (modal) beam parameters corresponding to the mass, damping
and stiffness, respectively. c1 and c2 denote the coefficients of the magnetic force. CP and
RO are parameters in the electrical circuit indicating capacity and resistance, respectively.
Finally, kp is the coupling parameter and Up is the voltage output on the resistor [4,12,22].

Considering quantitative and qualitative computer simulations, the system of Equation (1)
was transformed into a dimensionless form. A new coordinate y, y = q − f, was introduced,
defining the difference between the displacement of the free end of the flexible beam q and
the point of its attachment to the rigid frame IV f (see Figure 1a). The differential equations of
motion, considering dimensionless time and dimensionless displacement, finally take the form:{ ..

x + 2δ
.
x − α(x + a·d)·

[
1 − (x + a·d)2

]
+ θu = ω2 p sin(ωτ),

.
u + σu − ϑ

.
x = 0.

(2)

where:
ω2

0 = c1−cB
m , δ = bB

mω0
, α =

c2x4
0

c1−cB
, θ = kP

ω2
0 x0m

, p = A
x0

,

ω = ωW
ω0

, x = y
x0

, ϑ = kPx0
CP

, σ = 1
ω0CPRO

, τ = ω0t.

In the model tests, x0 represents the scaling parameter equal to the absolute value of
the coordinate defining the position of the minimum potential barrier. On the other hand,
the variable a occurring in the mathematical model reflects control quantity responsible for
the shift of the operating point from one half of the potential barrier to the other. In general
terms, the variable a takes the value of 1 or −1 depending on the hysteretic branch. Here, we
limit ourselves to listing the numerical values of the mathematical model coefficients, based
on which quantitative and qualitative computer simulations were carried out, i.e.,: δ = 0.05,
ϑ = 0.5, θ = 0.05, σ = 0.05, α = 0.5.

3. The Results of Model Tests

Based on the assumed numerical data characterizing the mathematical model of the an-
alyzed energy-harvesting system, numerical experiments were performed to investigate the
impact of the d shift on the efficiency of energy harvesting. In the first stage, the impact of
the shift on the location of the zones of chaotic and periodic solutions was assessed. Among
the periodic solutions, small and large orbits were found. Areas of chaotic solutions can be
identified via different numerical tools, such as bifurcation diagrams [21], 0–1 test [19,24]
or by determining the maximal Lyapunov exponent [25]. In our numerical simulations
(performed in Mathematica), the areas of chaotic and periodic solutions were visualized in
the form of multicolor maps showing the distribution of the maximal Lyapunov exponent
(Figure 2). According to the authors, this approach makes it possible to look at system
dynamics with a wide range of variability of the parameters characterizing the source of
mechanical vibration affecting the energy-harvesting system. The maximal Lyapunov expo-
nent was estimated in a three-dimensional phase space following the numerical procedure
proposed by Wolf et al. [26]. The phase space was spanned by the computed coordinates (x,
.
x, u). All the included two-dimensional, multicolor distribution maps were plotted for the
assumed nodal initial conditions: x(0) = 0,

.
x (0) = 0 and u(0) = 0. Furthermore, two control

parameters, ω and p, were selected to describe changes in the external excitation source.
Technically, the small distance of the initial conditions between the tested trajectory and the
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reference trajectory was assumed to be ε(0) = 10−5. To obtain a satisfactory resolution, the
ranges of the control parameters ω and p were divided into 500 subintervals.

  
(a) (b) 

Figure 2. Influence of the parameter d and damping on the distribution of the largest Lyapunov
exponent: (a) d = 0, (b) d = 0.3 with nodal initial conditions.

It is worth mentioning that the positive values of λ relate to the chaotic dynamic
response of the system, otherwise (negative, λ < 0) the system response is regular with
the corresponding phase trajectories tending to stable points or periodic orbits. However,
when λ approaches values equal to zero, we are dealing with the so-called bifurcation
points (or quasiperiodic solutions). In a low frequency range ω, narrow repetitive zones
of chaotic solutions are arranged along the curves that can be approximated by functions
with a fairly high exponential growth. Regardless of the parameter d value, the largest
area of chaotic solutions is located in the central parts of the multicolor maps showing the
distribution of the maximal Lyapunov exponent. For the case of d = 0, this region is located
in the band ω [1,2] (see Figure 2a). However, for d = 0.3, this zone stretches towards higher
values of the dimensionless frequency ω [1, 2.4] (see Figure 2b). An indicator expressed
as the effective value of the voltage induced on the piezoelectric electrodes was taken as
a measure of energy-harvesting efficiency. To determine the effect of the solution on the
efficiency of energy harvesting, the multicolor maps of the maximal Lyapunov exponent
distribution were compared with the diagrams of effective voltage values. The results
clearly indicate that when the solution changes from periodic to chaotic, the voltage induced
on the piezoelectric electrodes is limited. Examples of these landmarks are marked in black.
The RMS(u) diagrams (RMS—root mean square) were identified in relation to every value
of the dimensionless excitation frequency from the range ω [0,4], based on a time sequence
of 50 periods of the mechanical vibration signal affecting the energy-harvesting system.

With regard to the zero initial conditions, it can be observed that—irrespective of
the displacement value of the “cut” halves of the potential barrier d (Figure 1b,c) and the
amplitude of the excitation source p—periodic solutions with a periodicity of 1T (single
excitation period T) dominate in the range of low, dimensionless excitation frequencies
of ω < 0.5. It should be noted that increasing the width of the hysteresis loop reduces the
energy-harvesting capability. Consequently, the reduction in the voltage induced on the
piezoelectric electrodes is particularly noticeable in the range of higher parameter p values.
In the range of low amplitudes of forced vibration, p < 0.1, particularly in the zone of chaotic
solutions, no significant decrease in effective voltage value is observed. As predicted by
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RMS(u), the voltage value is directly proportional to the amplitude and average kinetic
energy of cantilever beam vibration.

3.1. Influence of the Parameter d on the Geometrical Structure of a Chaotic Attractor

The below graphs (Figure 3) show examples of attractors that occur in the regions of
chaotic solutions. It is worth mentioning that in the classic visualization of the Poincaré
cross-section, numerical results are presented as a set of points located on the phase plane.
Much more information about the geometric structure of chaotic attractors can be obtained
by analyzing the density of the distribution of the points of intersection of the trajectory
and the control plane. In this way, one obtains information from the areas of the phase
plane where the trajectory most often intersects with the control plane. The graphical
representations of the Poincaré cross-sections are then plotted against bifurcation diagrams.
From a theoretical point of view, bifurcation diagrams can be drawn based on the following:
Poincaré cross-section, phase trajectory and time sequence. In our case, these diagrams
were plotted based on the local minima (points marked in red) and maxima (points marked
in blue) of the analyzed time series (Figure 3).

The plotted Poincaré cross-sections show different geometrical structures of attractors
depending on the external excitation frequency value affecting the energy-harvesting system.
To quantify the geometric structure of the chaotic attractors, their correlation dimension was
identified, and the effective voltage values induced on the piezoelectric electrodes were also
given. Based on the model tests, it was found that in the case of the “developed” attractors (a
developed attractor is understood as a structure consisting of the Poincaré cross-section points
forming an even distribution along the geometric structure), the correlation dimension of the
attractor of the system with a displaced characteristic (ω = 1.7 Figure 3b) is comparable to
the attractor plotted for the classical potential function (ω = 1.7 Figure 3a). In conclusion, the
parameter d does not significantly affect the position of the band of chaotic solutions. Both for
d = 0 and d = 0.3, unpredictable solutions are located in comparable ranges of the variability
ω ε [1.5, 1.9]. Similar values of the correlation dimension (DC) also result from the similarity
of the geometric structure of the chaotic attractors and the density distribution of the points of
intersection between the trajectory and the control plane.

The most important element distinguishing the two discussed cases is the parameter
representing the effective value of the voltage induced on the piezoelectric electrodes. In
the case of the “split” and shifted characteristic (ω = 1.7 in Figure 3b), the value is lower
by approximately 0.08. This RMS voltage value is directly related to the lower amplitude
of the displacement of the free end of the flexible beam I (Figure 1). The influence of the
displacement of the “cut” halves of the potential barrier is best visible in the bifurcation
diagrams. In particular, this is very visible in the range of low values of ω, where increasing
the parameter d results in narrowing the zones of chaotic solutions. It is also worth noting
that in the range of low values of ω, the zones of unpredictable solutions are additionally
shifted, as a result of which it is impossible to directly refer to the Poincaré cross-sections
that were plotted for the cases d = 0 and d = 0.3. The numerical modelling results presented
in this section were obtained for zero initial conditions. This approach however does
not fully reflect the capability of harvesting energy from vibrating mechanical devices.
Therefore, the numerical simulations focused on the assessment of initial conditions from
the point of view of coexisting solutions.
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Figure 3. Influence of the parameter d on the geometric structure of the Poincaré cross-section: (a) d = 0,
(b) d = 0.3. Starting from the top, the horizontal panels correspond to the Poincaré map and the corresponding
time series for selected ω and amplitude–frequency spectrum. The bottom panels show the bifurcation
diagrams based on the local minima (red) and the local maxima (blue) compared with RMS(u) for d = 0.3. To
clarify the influence of the parameter d on bifurcations in the selected frequency interval, (c,d) magnify the
difference between the cases d = 0 and d = 0.3, respectively. The simulation results were obtained assuming
zero initial conditions.
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With reference to the presented Poincaré sections, Fourier amplitude–frequency spectra
were plotted. They provide information on the dominant harmonics in the time series, which
constitutes the formal basis for depicting Poincaré maps. Based on the spectra, it is possible to
conclude that in the case of developed attractors, for which the correlation dimension DC > 1.5,
harmonic components representing the frequency of the source of excitation dominate in the
Fourier spectra. We deal with such geometrical structures of Poincaré cross-sections in the
widest zone of chaotic solutions, located in the band ω ε [1.4, 1.9]. However, in the range of
low ω values, the correlation dimension of the Poincaré cross-sections DC <1.5. At the same
time, in the amplitude–frequency spectra, it is represented by the domination of harmonic
components that are a multiple of the frequency of mechanical vibrations affecting the energy-
harvesting system. We deal with such a sequence of dominant harmonic components of
the Fourier spectrum when the correlation dimension of Poincaré cross-sections is in the DC
range of [1.1, 1.5]. At this point, it is worth noting that such spectra occur both in the case
of continuous and smooth (p = 1, d = 0, ω = 0.42) and discontinuous (p = 1, d = 0.3, ω = 0.26)
characteristics representing the potential barrier. On the basis of the presented results of
numerical experiments, it is also possible to state that for correlation dimensions DC < 1.1, in
the amplitude–frequency spectra, the dominant harmonic components are the multiples of
the combination of the two fundamental frequencies ω and ω1. As in the previous example,
this is the case with both continuous and smooth (p = 1, d = 0, ω = 0.21) and discontinuous
(p = 1, d = 0.3, ω = 0.48) characteristics representing the barrier potentials.

The diagrams (the bottom panels Figure 3a,b) show a direct comparison of Feigen-
baum’s steady state bifurcation diagrams with the diagrams of RMS values of the voltage
induced on the piezoelectric electrodes. In the wide range of variability of the dimension-
less excitation frequency ω ε [0, 4], bifurcation diagrams are dominated by one relatively
wide band of chaotic solutions, within the ω range of [1.4, 1.9]. On the other hand, in the
band ω < 1, there are many bands corresponding to unpredictable solutions, separated by
pieriodic areas and bifurcation zones. The individual bands characterizing the dynamics
of the tested energy-harvesting system were distinguished by colors: the bands of chaotic
solutions were depicted with a light cyan color, and the bifurcation zones with a light
magenta color. Based on the presented graphs, it is difficult to unambiguously characterize
the dynamics of the system, because both in the bands of chaotic solutions and bifurca-
tion zones we deal with an increase and a decrease in the effective voltage induced on
piezoelectric electrodes. We are also dealing with both the decrease and increase in the
voltage induced on piezoelectric electrodes in the areas of periodic solutions. For example,
the voltage drop induced on piezoelectric electrodes in the area of periodic solutions is
in the ω band of [0.225, 0.245] (Figure 3c). The same is the case when the halves of the
“cut” potential barrier overlap with ω in [0.23, 0.255] (Figure 3d), and the range of variation
of the dimensionless excitation frequency is similar. In the remaining bands of periodic
solutions, for example ω ε [0.337, 0.395] (Figure 3c) and ω ε [0.355, 0.42] (Figure 3d), we
deal with the opposite situation, i.e., an increase in the voltage induced on the electrodes is
observed. While any detailed inference regarding the correlation of the bifurcation diagram
with the diagram of rms voltage values in the bands of chaotic solutions and bifurcation
zones is difficult due to the large number of points, in the case of periodic solutions it is
possible to formulate a probable diagnosis.

It is possible to formulate the hypothesis that if the mean of the slope coefficients
approximating the branches of the bifurcation diagram in the area of periodic solutions is
positive, then we are dealing with an increase in the effective value of the voltage induced
on the piezoelectric electrodes. On the other hand, when the average value of the slope
approximating branches of bifurcation diagrams takes negative values, a decrease in the
RMS voltage is observed on the electrodes. If the mean value of the slope of the branch takes
values in the vicinity of zero, then the RMS voltage diagram assumes a constant value.
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3.2. Identification of Multiple Solutions

It should be emphasized that the results presented in the previous section pertain to
selected cases of system dynamics for zero initial conditions. However, one of the most
important properties of nonlinear dynamic systems is related to the coexistence of different
solutions depending on the initial conditions. For the defined system and excitation
parameters, one has to find the system’s evolution with various initial conditions. This
problem comes down to the study of phase plane orbit topologies [22], the origins of which
are located in different places. In the case of systems with a greater number of degrees of
freedom, coexisting periodic and chaotic solutions are identified in a multidimensional
phase space. The space dimension is a multiple of the number of degrees of freedom.
Considering the research problem formulated in this way, it is possible to conduct complex
numerical calculations, the results of which can be illustrated in the form of a diagram of
solutions (DS) [27,28]. In this approach, the information about the efficiency of harvesting
energy from coexisting solutions is neglected. For this reason, this work contributes to
the state of the art by proposing a different approach, the essence of which boils down
to multiple plotting of voltage effective value diagrams. Every diagram is plotted for
randomly chosen initial conditions of the phase space. Such presentation of computer
simulation results provides information about the number of coexisting solutions. However,
it does not provide information about their periodicity. For this reason, additional detailed
computer simulations were performed to identify the periodicity of individual branches
appearing in the diagrams of effective voltage induced on the piezoelectric electrodes
(Figure 4). The following convention was adopted to define periodicity: the digit before the
letter T indicates the periodicity of the solution, while the number of solutions with a given
periodicity is denoted by the right subscript.

It should be noted that both the plotted DS diagrams and the diagrams of effective
values plotted for randomly selected RMS(u) initial conditions were obtained in a simplified
manner. As a result, their accuracy is a compromise between the precision of numerical
calculations and the time of computer simulation. Below are some examples of diagrams
showing the effective values of the voltage induced on the piezoelectric electrodes. On their
basis it was possible to determine the ranges of variability of the dimensionless frequency
ω in which energy harvesting is most effective. Examples of numerical results showing
the effects of the dimensionless excitation amplitude p and the shift d of the left and right
potential halves overlap in the barrier zone are given in the graphs (Figure 4).

Given the identified branches on the plotted diagrams of the RMS values of the voltage
induced on the piezoelectric electrodes, additional numerical simulations were performed
to identify phase trajectories of the coexisting solutions. The periodicity of individual
branches was identified for the frequency ω > 0.4. Irrespective of the d shift value of
the “cut” potential barrier, the highest energy-harvesting efficiency was obtained for 1T-
periodic solutions in the band ω < 2. A comparison of the numerical results presented in
this section with the RMS(u) diagrams (Figure 2) reveals that the highest energy-harvesting
efficiency in this band is achieved by assuming zero initial conditions. However, in the zone
ω > 2, energy-efficient solutions can be obtained too, for example by initiating appropriate
initial conditions. It is also worth noting that the parameter d does not affect the nature
(periodicity) of a given solution. Its influence is mainly visible in the shift of individual
branches in relation to the frequency axis ω. However, with increasing the parameter d
value, this shift is directed towards higher values of the dimensionless excitation frequency
ω. Moreover, as the parameter d is increased, the efficiency of energy harvesting is reduced.
A detailed examination of the single points and branches in the diagrams (Figure 4) shows
that they represent transient solutions which finally become attracted to permanent periodic
solutions over long enough time spans. This is the case with, e.g., the 4T2 branch that
appears in the diagrams identified for p = 2.
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Figure 4. Bifurcation diagram: effect of parameters d and p on energy recovery efficiency with various
initial conditions considered simultaneously for the given system parameters. The parameters are
indicated in the figures. For better clarity, the solutions are marked by nTm (n—the response period,
m—the number of different solutions with the same response period). The bottom panels are the
summery of the upper left and right parametric cases to show the tendencies of the system evolution
with d parameter changes.

For clarity, the selected cases were studied with the help of phase plane trajectories
(Figure 5). The images are shown against the background of the potential barrier. It should
be noted that the multiple solutions, which are marked in different colors depending on
the solution periodicity, occur with the evolution of the frequency ω. The Poincaré points
are also identified, which confirms the periodicity of the solutions obtained. The multiple
solutions of the same period are plotted using the same color. Usually, they are trapped in
the left and right potential wells.

The trajectories, which were depicted against the background of the “cut” and shifted
halves of the potential barrier, illustrate the possible cases of coexisting solutions. Figure 6
presents selected examples of coexisting solutions. The examples were selected to illustrate
the effect of the superimposition of the “cut” halves of the potential barrier, with respect
to large (Figure 6a) and small (Figure 6d) orbits of coexisting solutions and unpredictable
responses (Figure 6b). The following convention was adopted during the graphical vi-
sualization of the results of computer simulations: the colors of the coexisting solutions
were assigned to the individual branches of the diagrams of the RMS values of the voltage
induced on the piezoelectric electrodes (Figure 4), while the coexisting solutions are plotted
with dashed lines.
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Figure 5. Influence of the parameters d and p on the efficiency of energy harvesting: 3D orbits with the
vertical axis indicate the total mechanical energy. For clarity, the corresponding hysteretic potential is plotted
with a division into two-color flaps with overlap. The system parameters are indicated in the figures.
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Figure 6. Examples showing the influence of parameter d on coexisting solutions, plotted for: (a) and
(b) coexisting solutions for p = 1, ω = 1.6, (c) p = 1, ω = 2.0, (d) p = 1, ω = 3.4.

Based on the results of computer simulations, it can be concluded that the increase in
the value of the parameter d does not change the nature of the solution. This behavior of the
system is observed both in the case of periodic and chaotic solutions. It is also worth noting
that the vibrations of the elastic cantilever beam for periodic solutions do not undergo
a phase shift with the increase in the parameter d (Figure 6a,c). In the case of large and
medium orbits, only a reduction in the amplitude of vibrations is observed. However,
amplitude limitations were not observed for solutions whose orbits are located inside the
potential well (Figure 6d). If the response of the system is given in the form of a chaotic
solution (Figure 6b), the change of parameter d does not cause a significant deformation
of the geometric structures of the Poincaré sections, and their similarity is preserved. The
differences in the plotted Poincaré cross-sections become apparent when the correlation
dimensions are identified. With an increase in the value of the parameter d, a decrease in
the value of the correlation dimension Dc is observed. On the other hand, in graphical
images of amplitude–frequency spectra, it is manifested by limiting the amplitude of the
excited harmonics, with a simultaneous slight shift towards higher values.
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4. Conclusions

The influence of parameter d reduces the distance between the external potential
barriers, and as a result, the efficiency of energy harvesting changes. On the one hand, the
system easier undergoes the potential barrier, on the other, the large orbit size is limited.
The small orbit solutions are very similar for any d as they are governed by the linearized
equations. In the hysteretic potential case, chaotic solutions may appear easier as a result
of the higher competition between unstable small and large orbits. It is worth noting that
the hysteretic property of the system can be a side effect of bistable structures such as
bistable plates or beams [20,29]. Consequently, the amplitude of resonator oscillations is
smaller, and the efficiency of energy harvesting is decreased with respect to the system
without hysteresis. In the next step, we would perform experimental verification of the
observed tendencies with a suitable metrological characterization. Based on the numerical
experiments carried out, it is possible to formulate the following, more detailed conclusions:

• If the mean value of slope coefficients approximating the branches of the bifurcation
diagram in the area of periodic solutions assumes positive values, then we deal with
an increase in the effective value of the voltage induced on the piezoelectric electrodes.
For its negative values, a decrease in the RMS voltage is observed at the piezoelectric
electrodes.

• With increasing overlapping of the cut halves of the potential barrier, in a wide
range of variability of the dimensionless excitation frequency, a reduction in the
efficiency of energy harvesting is observed, which is confirmed by the diagrams of
RMS voltage values presented in the graphs (Figure 4). The limitation of energy-
harvesting efficiency, caused by the increase in the value of parameter d, is determined
by the reduction in the width measured between the potential barriers.

The presented graphs clearly indicate that when designing energy-harvesting systems,
the impact of hysteresis caused by overlapping potential barriers should be avoided or
minimized. From an engineering point of view, such characteristics of potential barriers
can be found in mechanical systems that have been pre-deformed, or in the case of shape-
memory materials.
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Abstract: This paper investigates damage identification metrics and their performance using a
cantilever beam with a piezoelectric harvester for Structural Health Monitoring. In order to do
this, the vibrations of three different beam structures are monitored in a controlled manner via two
piezoelectric energy harvesters (PEH) located in two different positions. One of the beams is an
undamaged structure recognized as reference structure, while the other two are beam structures
with simulated damage in form of drilling holes. Subsequently, five different damage identification
metrics for detecting damage localization and extent are investigated in this paper. Overall, each
computational model has been designed on the basis of the modified First Order Shear Theory
(FOST), considering an MFC element consisting homogenized materials in the piezoelectric fiber
layer. Frequency response functions are established and five damage metrics are assessed, three of
which are relevant for damage localization and the other two for damage extent. Experiments carried
out on the lab stand for damage structure with control damage by using a modal hammer allowed to
verify numerical results and values of particular damage metrics. In the effect, it is expected that the
proposed method will be relevant for a wide range of application sectors, as well as useful for the
evolving composite industry.

Keywords: Structural Health Monitoring; piezoelectric; energy harvesting; damage detection; macro
fiber composites (MFC); damage sensitive feature; finite element method (FEM)

1. Introduction

Modern mechanical and civil structures are becoming increasingly flexible and com-
plex with time. Beams, pipes, and cables in disparate areas of engineering (e.g., aeronautical,
bridge, petroleum, renewable energy) remain critical structural elements which continue to
degrade and remain susceptible to both external excitation and internal disturbances, lead-
ing to increasing risk and maintenance costs [1–5]. Critical components in these complex
structures are typically designed around limit state principles for a certain level of damage
tolerance and their maintenance and inspection schedules may not necessarily provide an
appropriate evolution of damage due to logistic and procedural aspects, epistemic and
aleatory uncertainties around such processes, and due to human effects.

In this context, damage detection or assessment of the current condition of structure
can be addressed effectively through Structural Health Monitoring (SHM) by reducing the
number and frequency of inspections, uncertainties, and also provide some information
about the capacity of a system, which is not possible from the more popular visual inspec-
tions, thereby also increasing the value of information from such systems and eventually
create more resilient structures. A wide range of SHM systems are widely studied by
both academia and the industry, including vibration, optical, thermal, or impedance-based
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methods [6–8]. In particular, the vibration method is intensively developed by many
researchers due to the simplicity of implementation of chosen sensors on real structures
and fast detection of damage in the structures with the use of real-time monitoring systems.
The instance of these considerations are papers [9,10], where the behavior of the intact and
damaged mechanical structures has been assessed based upon natural frequencies, mode
shapes, frequency response functions, and also power spectral density or based on spatial
wavelet analysis [11].

Many investigations in this field have shown that one-layer piezoelectric patches or
piezo harvesters with lightweight fiber materials allow identifying changes in different
kinds of vibrating structures [12–16]. The relevant properties of these element, especially
their fragility or extreme value effects allow to use them in many applications to monitor
structure or detect damage [17–21]. A core aspect behind energy harvesting not being a
part of SHM is the relative lack of sector specific examples and benchmarks, where the
damage detection markers are compared in terms of their performance. Such markers can
relate to damage existence, location, extent, and a combination thereof and it is important
to discover and distinguish which markers are relevant for which purposes. In recent times,
there has been some effort in creating benchmarks yielding sector specific challenges and
energy harvesting sensors, along with markers for damage detection. A recent work [22]
uses energy harvesting (EH) systems to assess the leak localization in water pipes. Here,
the authors investigated several pipes with different widths of leak to propose and calibrate
a leak index based on the monitoring voltage from a piezoelectric energy harvester (PEH)
and the power spectrum of the output signal generated from particular polyvinylidene
fluoride (PVDF) piezoelectric transducers. Subsequently, the use of Pb-free biomolecular
piezoelectrics was also used to enhance SHM of water pipes [23]. Similar examples are
available for bridge monitoring under operational conditions via Pb-zirconate titanate (PZT)
patches [24,25]. Similar investigations have been also performed with piezoelectric PVDF
sensors for wireless monitoring of tension conditions in a cable stayed bridge [26]. Similar
applications have also been considered for the aerospace sector in terms of component
monitoring in airplanes [27], including those harvesting energy from fuselage vibration
with one-layer piezo transducers [28].

While the potential of an energy harvesting system for supporting SHM is established
in principle, the implementation of it in specific engineering sectors is still fraught with
several questions around interpretation and performance of responses, their analyses, and
metrics developed for monitoring features of interest. An initial computational model is
helpful in this regard to assess sensor location, potential impact of nonlinearities of the
energy harvesting element, and the eventual translation of such information into designing
appropriate SHM systems. The advantage of an energy harvesting-based monitoring often
lies in the low-power aspect of it and the ease of use, which can lead to the possibility
of extensive instrumentation. Model updating and digital twinning are also becoming
more common in such industries and, consequently, a work like this will also provide a
connectivity of harvesters integrated to such updating processes, for operational structures
and those which are evolving through varied technological readiness levels.

There exists papers which address elements of the abovementioned challenges. The
influence of non-linear geometric responses of a piezoelectric composite plate considering
von Karman large strain theories into the classic plate solution has been investigated by
using a 3D element model [29], with results indicating that the problem cannot be omitted
especially when correct prediction of the stress-strain over the PEH is analyzed. A piezo-
electric element modeled as a shell element acting under d31 effect of the crystal [30] noted
that the effect of non-linearity is small and can be neglected, especially when commercial
piezoelectric patches are used. Other scientific works in this field focused on introducing
piezoelectric coupling to the shell element [31,32] and the results indicate the influence of
non-linearity for piezoelectric laminated shell is significant and should be further analyzed.
As a result, this led to developing investigations and modeling the piezo structure as a
higher order layer-wise plate finite element considering piezoelectric coupling [33]. In
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summary, despite many scientific contributions related to formulations of plates and shells
for piezoelectric laminated elements, there is a gap in verification of numerical results
considering the shell finite elements of the piezoelectric element. This paper addresses
this knowledge gap by carrying out numerical analysis and subsequently validating them
against experimental results.

Studies similar to what has been presented in this paper are also of particular relevance
for new sensors that are being developed from environmental perspectives to avoid Pb-
based systems [23] or multi-functional materials [34]. As their material properties and
uncertainties become lower, the possibility of their use in many sectors get higher and
the current work can make them better adapted to the composites sector where energy
harvesting based SHM still requires significant research. While the presence of damage
is often easier to detect with a sensor, the localization of such damages often provides
further challenges, especially when the damages are relatively closely spaced. The impact
of closely spaced damages have been studied before [11,20], and while there is a natural
understanding that indicators of damage at some point would present a coalesced effect
of two damages after a certain proximity, there is a paucity of literature in investigating
quantitatively what the effects are for patch based systems. Furthermore, the use of
composite materials for this topic is important as a benchmark due to their extensive use
in new sectors, especially in marine environments [21]. Over time, their degradation,
especially in the durability aspects for saline and harsh marine environments [35], will be
of particular relevance around this topic. There is thus a need for a detailed numerical
and experimental investigation of a relatively generic example which can be used in the
future for similar studies, but also as an evidence base for current performance of patch-
based energy harvesting and SHM, future adaption to new sensors, and to new structural
systems and environments. This will also lend eventually to estimates on their lifetime
risk levels [36] and comparative performances [37] around such levels, especially when the
exposure is of a stochastic nature.

Therefore, this paper is focused on damage identification in thin structures by using
piezo fiber composites. In contrast to [20,21,23], the piezo harvester with three dimensional
material in the piezoelectric fiber layer is considered to enhance the harvesting effect,
especially in resonance regions with the host structure. To establish this, three different
structures have been investigated, where the first one is intact, while the other two are
damaged. The damage is introduced by drilling holes in the area of the beam closer to the
end of the piezo-composite located closer the fixed end of the beam. The numerical results
obtained from the finite element (FE) models of both sensors and also the damage indexes
were determined next based on the frequency response functions, which subsequently
allows for damage localization assessment. An experimental test on a real structure was
finally carried out to verify the numerical results.

The paper is organized as follows: Section 2 describes the methodology of modeling
a piezo-harvester based on the First Order Shear Theory (FOST) and also presents the
procedure of determining the shell finite element of the laminated structure of the piezo-
composite. Section 3 presents the computational models of all structures (intact and
damage) with a homogenous model of macro-fiber composite (MFC), which is also a core
novelty of this manuscript. In Section 4, experimental investigations were carried out for
all structures with the use of an impact modal hammer. The measurement signals from
both MFC elements allow calculation of real values of damage matrices and for comparison
with numerical results. Additionally, the approach allows assessing the damage location.
Section 5 concludes the main findings of this work.
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2. Mathematical Model of the Smart Structure with a Laminated Model of the
MFC Element

The finite element model designed on the basis of the First Order Shear Theory (FOST)
is mainly used in many applications consisting of thin structures like beams or plates to
monitor their state via piezoelectric patches like macro-fiber composites [38]. The chosen
finite element (FE) model is described by the laminated shell quadratic finite element with
eight nodes: five mechanical degrees of freedom (three translations, two rotations) and
three electrical DOFs related to the number of the piezoelectric-active layers of MFCs.
In addition, this FE model can act as an equivalent single layer model to describe the
mechanical behavior and as a layer-wise model to describe the electrical behavior. As a
result, all the aforementioned performances of the proposed FE element caused that this
element can simulate not only layered materials (e.g., laminated structural composites)
with the piezoelectric layers embedded in the structure, but also non-layered materials
(e.g., aluminum) with piezoelectric sensors attached to this structure. Another important
aspect to note is that only displacements, forces applied to the structure (impulse inputs),
and electrical potentials can be enough to obtain the frequency response functions of this
structure and calculate the damage metrics properly. This makes the proposed FE model
more useful to increase the computation efficiency, especially for real time SHM, without
compromising damage identification accuracy.

The shell finite element, capable of simulating a plane, can be implemented in Ansys
and solved using the curvature formulation, which must be at least quadratic to describe
single or double curved shells with adequate accuracy [39]. Under such circumstances, the
problem of interpolation of the curvature field should be considered in the same way as
in the case of the issue of variables. In order to do this, it can be assumed that direction 1
is taken to be aligned to the fibers of a given lamina, direction 3 is aligned to the normal
laminate direction, while direction 2 is obtained based on the right-hand rule. Indexes of
all variables described in this manuscript are then given in the range of i = 1..3, j = 1..3,
k = 1..3, l = 1..3.

Constitutive Equations and Electrical Assumptions of the Piezo-Electric Lamina and Its Finite
Element Model

The piezoelectric MFC, as shown in Figure 1, is a five-layer smart composition with a
single active layer of the thickness of tMFCa, two electrode layers of the thickness of tMFCe,
and two Kapton layers of the thickness of tMFCk. As a result, this smart MFC element,
attached to the host structures, is described in the form of constitutive equations given by
Equation (1).

σij = CE
ijklεkl − ekijEk,

Di = eijkεkl + dε
ikEk

(1)

where:
σij—the laminate stresses;
Dk—the electrical displacement;
Ek—the electrical field;
CE

ijkl—the short-circuit elastic properties of the piezo-laminate;
εkl—the laminate strains;
eijk—the piezoelectric coupling coefficients;
dε

ik—the dielectric properties of the piezo-laminate.
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Figure 1. The structure of the macro-fiber composite.

From the measurement point of view, a proper polarization direction of the active
element attached to the structure is required. In many applications, especially in those
related to SHM, this problem has been solved by choosing the transverse direction of the
active element polarization. As a result, Equation (1) can be simplified to the form given by
Equation (2) when the Voigt notation is used, and also the normal transversal stress can be
considered by omitting (σ33 ≈ 0).⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

σ11
σ22
σ12
τ23
τ13
D3
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where the material matrix components are

Q11 = CE
11 −

CE2
13
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33
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33
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13
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15
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33
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33 − e2
33

CE
33

.

Application of smart elements in the form of macro fiber composites in mechanical
structures requires also considering their mechanical and electrical properties. In the case
of the mechanical behavior of the laminated structures, the Equivalent Single-Layer (ESL)
approach has been used. Then, according to Figure 1, actuating and generalized forces
and moments, like: shearing forces (Q), bending moments (M), normal moments (N), and
torsion moments (T) in relation to the thickness of the piezo, can be written in the local
coordinate system in the following forms:⎧⎨⎩

Nx
Ny
Nxy

⎫⎬⎭ =

tMFCa/2∫
−tMFCa/2

⎧⎨⎩
σxx
σyy
σxy

⎫⎬⎭dz +
nlp

∑
op=1

tMFCp/2∫
−tMFCp/2

⎧⎨⎩
σxx
σyy
σxy

⎫⎬⎭dz +
nlk

∑
ok=1

tMFCk/2∫
−tMFCk/2

⎧⎨⎩
σxx
σyy
σxy

⎫⎬⎭dz, (3)

⎧⎨⎩
Mx
My
Mxy

⎫⎬⎭ =

tMFCa/2∫
−tMFCa/2

z

⎧⎨⎩
σxx
σyy
σxy

⎫⎬⎭dz +
nlp

∑
op=1

tMFCp/2∫
−tMFCp/2

z

⎧⎨⎩
σxx
σyy
σxy

⎫⎬⎭dz +
nlk

∑
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tMFCk/2∫
−tMFCk/2

z
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σxx
σyy
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⎫⎬⎭dz, (4)
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{
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where:
nlp—the amount of the electrode layers of the MFC element, op = 1..nlp;
nlk—the amount of the Kapton layers of the MFC element, ok = 1..nlk;
nl—the total amount of layers of the MFC element: nl = nlp + nlk + 1;
tMFCa—the thickness of the active layer of the MFC element;
tMFCp—the thickness of the passive layer of the MFC element;
tMFCk—the thickness of the Kaption layer of the MFC element;
ttotal_MFCp—the total thickness of the passive layers of the MFC element;
ttotal_MFCk—the total thickness of the Kaption layers of the MFC element.

In the case of determining the electrical behavior of this laminate piezo structure, the
layer-wise approach has been used. Then, according to this method, electrical displacement
of this piezo-composite for the active piezoelectric layer is expressed in the following form:

D3 =

−tMFCa/2∫
−tMFCa/2

{E3}dz, (7)

where:
D3—the electrical displacement of the active layer of the MFC element
E3—the electrical field of the MFC element with the vertical polarization.

Determining the representative mechanical behavior of the smart structure with the
attached laminate to its surface is also required and is relevant for SHM. To do this, the
degenerated shell theory with an implicit curvature [38] is used. Displacements, strains,
and the electrical field can be written then as a function of the nodal degree of freedom of
the finite element in the following form (Equations (8)–(10)), respectively:

ui = un
i φn, θk = θn

k φn, ϕp = ϕn
pφn, (8)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ε11
ε22
ε12
γ23
γ13

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

(
Bm + Bb0 + s3Bb1
Bs + Bt0 + s3Bt1

)
ũ, (9)

E3 = Bφ ϕ̃, (10)

where: φn is the shape function for n-th node of the finite element, Bm, Bb0, Bb1, Bs, Bt0,
Bt1 are the curvature-displacement components calculated versus in-plane membrane
strains (m), b0 is the uniform term of in-plane bending strains, b1 is the linear term of
in-plane bending strains, s is the out-of-plane shearing distortions, t0 is a uniform term of
out-of-plane torsions, and t1 is a linear term of out-of-plane torsions, respectively.

Taking in Equations (8)–(10) to account, the strains, displacements, and electrical
potentials of the laminated elements can be expressed in terms of the nodal variables.
Subsequently, taking a solution of the elemental equilibrium equation adopted from [38]
into account, equations for the piezoelectric problem of laminate structure where wi and wj
are Gauss’ Quadrature weights, can be expressed as

M
..
u + C

.
u + Kuuu + Kuϕ ϕ = F

Kϕuu + Kϕϕ ϕ = Q
(11)

70



Sensors 2021, 21, 6796

where:
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∑
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Kϕu =
j=3

∑
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T
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]
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)
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Kϕϕ =
j=3

∑
i,j=1

det(J−1)wiwjBuϕ
TdBuϕ, (15)

C = αM + βKuu, (16)
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]
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Bt1

]
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]
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h
2

φn Hn
ij. (17)

From a numerical point of view, the electrical and mechanical degree of freedom,
as well as the generalized mass, damping and stiffness matrices need to be transformed
to modal coordinates in such a way that the nodal variables for a given element can be
obtained in a single vector ordered by node numbering. In order to do this, the transforming
matrix R should be used. Then, a general mechanical-electrical system in modal coordinates
can be express in the following form, respectively:

û =

{
u1

1 u1
2 u1

3 θ1
x θ1

y ϕ1
p(1) . . . ϕ1

p(last) . . .
un

1 un
2 un

3 θn
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, (18)

û = R
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, (19)
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Kuu Kuϕ

Kϕu Kϕϕ
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RT , (20)
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M 0
0 0

]
RT , (21)

Ĉ = R

[
C 0
0 0

]
RT , (22)

F̂ = R

{
F
Q

}
, (23)

M̂
..
û + Ĉ

.
û + K̂û = F̂ (24)

3. Numerical Analysis of a Smart Beam as a Laminated Structure

The numerical calculations of the cantilever beam of a length of 380 mm, width
of 31 mm, and a thickness of 1.8 mm, with two piezo-stripe elements (MFC 8528 P2),
consisting of a three-dimensional homogenized material in the active layer, is described in
this section. The parameters of a homogenized material for the MFC taken from [40] are
collected in Table 1. To assess the values of damage identification metrics, the considered
structures (intact and damage structures with first one, two and three drilled holes) were
modelled in the Ansys software with the assumption that the first MFC element is located in
the distance of 40 mm from the fixed end of the beam, while the second one is at a distance
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of 15 mm from the free end of the beam. Taking into account the structure of the cantilever
beam with MFC attached to its top surface, the host beam structure is modelled by using
an 8-node coupled-brick element Solid186. For the MFC element, the electrode and Kapton
layers are modelled similarly with the use of a Solid186 element, while the piezoelectric
fiber layer with a homogenized material is modelled by using a Solid226-node coupled
brick element. In addition, it has been assumed that modelling of the adhesive layer can be
omitted due to its thickness which is less than 15 μm. Finally, this leads to determining the
computational model of the considered structure shown in Figure 2 consists of 120 of finite
elements Solid226 of the length of 10 mm for the cantilever beam, 102 elements of type
Solid226 for each passive layer (electrode and Kapton) and 102 elements of type Solid226
for the active layer.

Figure 2. The numerical model of the smart intact structure with both piezo composites attached to
the host structure.

Table 1. Material properties of homogenized MFC layer of MFC8528 P2.

Mechanical Parameters

Young’s
Modulus

(GPa)

Poisson’s Ratio
(-)

Shear
Modulus

(GPa)

Piezoelectric
Charge

Coefficient
(pC/N)

Relative Permittivity (-)

Ex 31.6 vxy 0.4 Gxy 4.9 d31 −173 εr
T 2253

Ey 17.1 vyz 0.2 Gyz 2.5 d32 −150

Ez 9.5 vxz 0.4 Gxz 2.4 d33 325

Geometrical parameters

overall length
[mm]

overall width
[mm]

active length
[mm]

active width
[mm]

thickness of
fiber layer [μm]

thickness of
electrode layer

[μm]

thickness of
Kaption layer

[μm]

103 31 85 28 180 25 30

In the first step of numerical calculations, the eigenvalue problem of such a modelled
structure is solved by using the Ansys software. For this purpose, the behavior of three
different structures (one intact and two damage structures with one hole and two holes,
respectively, of the diameter of 8 mm) are compared in the selected frequency range
1–400 Hz. The example of the damage structure with two holes is shown in Figure 3. The
obtained eigenvalues for each structure are listed in Table 2.
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Table 2. Values of natural frequencies of the intact structure and damage structures.

Mode of Vibration
Eigenvalues [Hz]

Intact Structure Damage with One Hole Damage with Two Holes

First 10.27 10.23 10.20

Second 63.74 63.52 63.25

Third 183.04 182.84 182.85

Fourth 369.79 369.12 368.13

Figure 3. The numerical model of the damage structure with two holes drilling in region close to the
end of the piezo-patch MFC1.

Taking into account the obtained result shown in Table 2, it can be noticed that the
values of the first four lowest natural frequencies of the damage structures for the increasing
number of holes in the structure decreases slightly. The obtained effect is insignificant
from the point of view of considering an SHM system since the decrease is of about 0.5%
versus the values of eigenvalues of the intact structure. This is thus can be omitted in
further analysis.

Next, a harmonic analysis for each structure is performed. To do this, the computa-
tional models of intact and damage structures with shell models of the MFC elements were
excited by an impulse load of 48N magnitude, while the vertical displacement was taken
from specific nodes of brick models of piezo composites MFC1 and MFC2, respectively.
Taking into account the results presented in Figure 4, it can be observed that the accuracy
between the frequency responses of intact and damage structures is high, especially in reso-
nance regions, where the vibration amplitudes of the damage structure are lower than that
of the intact structure (see Figure 5). This leads to difficulties related to proper identification
and interpretation of damage in the structure and the calculation of damage identification
metrics as damage indicators. This issue is taken up in detail in the next section.

Further analysis of the harmonic responses performed for the FEM models of the intact
and damage structures indicates that the distance between the location of the measurement
and excitation is the cause of obtaining two different kinds of systems from a control
strategy view point, linked to collocated for MFC1 sensor and non-collocated for MFC2
sensor, respectively. An example of the frequency response for the collocated system is
the upper diagram shown in Figure 4, where resonance and anti-resonance frequencies
are occurring. An example of the frequency response of the non-collocated system is
presented in the lower diagram in Figure 4 where the increase of the distance between the
point of measurement related to the location of the piezo MFC2 and the point of impact
lead to omitting the first antiresonance frequency. Consequently, a proper location of the
piezo-sensor on the structure should be also considered for SHM deployment.
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Figure 4. The frequency response function for the intact and damaged structures calculated in
the selected frequency range of 1–400 Hz in terms of (a) the piezo MFC1 location, (b) the piezo
MFC2 location.

Figure 5. The frequency response function for the intact and damaged structures calculated in the selected frequency range
in terms of (a) the piezo MFC1 location, (b) the piezo MFC2 location.

4. Experimental Verification

The process of frequency response function (FRF) verification of the intact and damage
structures are further used to compute damage identification metrics. Two piezo-patch
sensors, MFC 8528 P2, were attached to the host aluminium beam structure with the help
of an adhesive UHU Plus (Figure 6). The first piezo MFC1 is located 40 mm from the fixed
end, while the second one in the distance of 15 mm from the free end of the beam. The
laboratory stand is retrofitted into the modal hammer developed by Bruel and Kjaer used
to excite the considered structures to vibrations. The data acquisition module PXI 4496 is
used to measure and record vibrations from the beam.

Taking numerical investigations of Section 3 into account, experiments on a real
structure were carried out. An impulse load with a magnitude of 48 N is applied to the
structure to a chosen point located 10 mm before the piezo MFC1 and 30 mm from the fixed

74



Sensors 2021, 21, 6796

end of the beam while structural vibrations are measured with both laminate composites,
MFC1 and MFC2, respectively.

Figure 6. The view of a real laboratory stand during a lab test (a) the smart beam with both piezo-
composites MFC 8528 P2, (b) the data acquisition module PXI 4496a.

First, the intact structure is investigated by applying the aforementioned impulse load
to the beam at 4.2 s of measurement. Taking into account the recorded voltage from both
piezo elements shown in Figure 7, it can be seen that the transient response measured
with MFC2 is longer than that measured with MFC1. This is due to the fact that the piezo
MFC1 is located closer to the fixed end of the beam where the damping is higher. Further
analysis of the intact structure behavior requires transformation of input/output signals to
the frequency domain and determining two frequency responses functions (FRFs) at MFC1
and MFC2 locations, respectively, as presented in Figure 8.

Figure 7. The excitation signal and measurement signals measured by MFC elements during analysis
of the intact structure.
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Figure 8. The comparison of the amplitude plots of the intact structure measured by using (a) piezo-patch MFC1,
(b) piezo-patch MFC2.

In Figure 8, collocated piezo MFC1 and non-collocated piezo MFC2 aspects are ob-
served and this allows to verify FRFs determined from computational models. The fre-
quency response for piezo MFC1 has interchangeable character of the resonance and
anti-resonance frequencies, while in the case of MFC2, the generated frequency response is
without the first anti-resonance frequency. Thus, the distance between the sensor and the
actuator is crucial to describe the behaviour of the structure.

Further analysis of the recorded frequency responses from both piezo-sensors showed
also a high convergence between them, especially in the resonance areas, where the am-
plitude of vibrations from tests is close to the amplitude from the numerical model. In
other areas it can observe mismatch between both FRFs that are due to a heterogenous
adhesion between the piezo elements and the host structure and nonlinearity of the MFC,
especially in the strain-displacement relation. In the effect, the real frequency response
generated on the basis of the noisy measurement signal contains additional slight ampli-
tude peaks especially in higher frequencies. However, despite these discrepancies, from
monitoring point of view, it can be still conclude that those responses properly verify the
numerical responses.

In the next step, an experimental test was carried out for the damage structure with
one hole drilled in the distance of 25 mm from the end of the MFC1 piezo-patch sensor
and 150 mm from the place of impact. Similarly to the previous case, this structure was
excited to vibration again by using a modal hammer and applying the impulse load with
the magnitude of 48 N at the same point. As a result, two measurement signals from both
piezo-composites were measured by a PXI module that next allow to generate two separate
frequency response functions showed in Figure 9.

Observing diagrams in Figure 9, it can be noticed again that the experimental fre-
quency response functions are close to the frequency responses obtained based on the
numerical model, especially in the resonance areas of the first four natural frequencies. In
this case, it can be seen that the natural frequencies of the structure measured with the help
of both piezo-composites, MFC1 and MFC2, are identical with those calculated from the
numerical model, while their amplitudes, especially for those measured by using the MFC1,
are less convergence. This behaviour results from higher damping in the real structure
than it was assumed for the numerical model. Moreover, as it was just mentioned, it is
caused by heterogenous adhesion between the sensor and the host structure, nonlinearity
of the piezo sensors, as well as the noisy measurement signal that is used to generate real
frequency response. The mismatch is also representative of typical tests.
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Figure 9. The comparison of the amplitude diagram of the damage structure with one hole measured by using (a) piezo-
patch MFC1, (b) piezo-patch MFC2.

In the same way, the structure with two holes located very close to the MFC1 sensor
was investigated. In this case, the second hole was located 12 mm from the first one and
37 mm from the end of the piezo MFC1. Taking into account Figure 10, it can be observed
that the amplitudes of the structure vibration on the generated FRF from the piezo MFC1
are close to the amplitudes vibrations calculated based on the numerical model. Another
behaviour that can be seen in the case of the FRF analysis from the piezo MFC2 is the high
convergence only in resonant areas. The main reasons of this mismatch can be attributed to
a heterogenous adhesion between the bottom surface of the piezo MFC2 and the top surface
of the aluminium beam, nonlinearity of the piezo-composite and noisy measurement signal.
Again, despite some discrepancies between them located outside the resonance areas, the
FRF generated from the lab stand can be assumed as correct.

Figure 10. The comparison of the amplitude plots of the damage structure with two drilled holes measured by using
(a) piezo-patch MFC1, (b) piezo-patch MFC2.

The last step of the experimental test was collecting all the generated FRF from both
piezo sensors—MFC1 and MFC2—to perform their analysis and assess the real value of
the damage identification metrics. Taking into account Figure 11, it can be observed that
the increasing number of holes in the damage structure and the decreasing stiffness of the
structure in chosen areas of the beam do not lead to a change in the natural frequencies but
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affects only the amplitude of the structure in the resonance areas. It this way, the conclusion
from the analysis of the computational model has been verified. Further analysis of these
diagrams indicates also that the decrease of the beam stiffness resulting from drilling the
holes in the areas located very close the MFC1 sensor leads also to the amplitude increase
of vibrations measured by the MFC1 sensor but only for the first lowest natural frequencies.
In the case of the piezo MFC2, it can be observed that drilling one hole leads firstly to the
increase of the vibration amplitude while drilling another hole leads to its decrease. A
similar effect is also presented in Figure 12 where the power spectrum of measurement
signals from both piezo-sensors is analyzed. Finally, taking into account the generated
FRF’s and the power spectrum of signals from the piezo composites, it can be concluded
that those diagrams are insufficient to identify the damage in the structure properly. For
this reason, the damage identification metrics should be calculated.

Figure 11. The comparison of the FRF of the intact beam and damage structures with one hole and two holes measured by
(a) piezo-patch MFC1, (b) the piezo-patch MFC2.

Figure 12. The comparison of power spectrum of the intact beam and damage structures with one hole and two holes
measured by (a) piezo-patch MFC1, (b) the piezo-patch MFC2.

5. Damage Identification Metrics and Discussion

The numerical and experimental investigations of the intact structure and damage
structures presented in the previous sections showed problems with a proper identification
of damage in the structure only in terms of FRFs, because the dynamics of these structures
is scattered when the frequency increases. Therefore, in order to assess the precision of
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the damage type and the damage localization, the damage identification metrics should
be calculated. Taking this fact into account, five different damage identification metrics
M1–M5 taken from [41–45] were calculated for each considered damage structures, and the
results of the calculations are presented in this section. In addition, in order to perform
better analysis, the metric M2 for the intact structure is calculated as a reference value
as well as the damage indicators M1–M5 on the basis of the computational model with
three holes. The calculation of damage indices M1, M3, M4, and M5 cannot be done for a
healthy baseline because they represent a relationship between the damaged and the intact
structure, and consequently a reference M2 marker can link the performances together.

In the first step, their values were calculated based on the frequency responses
from the numerical models and then from the FRF generated (Figures 8–10) from the
laboratory setup.

The metrices considered in this paper can be divided into two groups: quantitative
indicators M1–M3 given by Equations (25)–(27)and qualitative indicators M4–M5 given by
Equations (28) and (29). The calculation of these metrics for the first group were performed
in terms of a specific frequency value to assess the damage localization in the structure,
while in the case of the second group, in terms of the selected frequency range 1–400 Hz,
to assess the level of damage. Finally, the results obtained from the computational model
considering the damage structure with three holes were collected in Table 3, while results
for the experimental response without the structure with the most number of holes are
presented in in Table 4. In addition, in order to easier analyze, the damage metric M2 for
the intact and damage structures with one and two holes is also presented in the form of a
diagram in Figure 13.

M1 = max
(

HI( fi)

Hd( fi)

∣∣∣∣
P1

,
HI( fi)

Hd( fi)

∣∣∣∣
P2

)
, (25)

where:
HI( f ), Hd( f ) denotes frequency response of the intact and damage structure, respectively.

M2 = max
(

Hd( fi)|P2
Hd( fi)|P1

)
, (26)

M3 =
log(HD( fi)− HI( fi))

log(HI( fi))
∗ 100%. (27)

Table 3. Results of the damage metrics M1, M2, and M3 calculated in terms of numerical models.

Frequency Response Function Damage Metrics

Metric M1 Metric M2 Metric M3 [%]

Frequency [Hz] 10.1 60.8 13.5 9.97 60.8

Sensor MFC_1 MFC_2 - MFC_1 MFC_2

Intact structure - - 66.18 - -

Damage structure (1 hole) 5.874 1.340 26.23 234.1 203.2

Damage structure (2 holes) 7.403 1.682 9.44 253.0 237.5

Damage structures (3 holes) 9.508 1.956 3.37 286.3 265.3

Table 4. Results of the damage metrics M1, M2, and M3 calculated in terms of the generated FRF from the lab stand.

Frequency Response Function Damage Metrics

Metric M1 Metric M2 Metric M3 [%]

Frequency [Hz] 10.1 60.8 13.9 10.1 60.5

Sensor MFC_1 MFC_2 - MFC_1 MFC_2
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Table 4. Cont.

Frequency Response Function Damage Metrics

Metric M1 Metric M2 Metric M3 [%]

Intact structure - - 65.10 - -

Damage structure (1 hole) 5.399 1.278 26.41 230.1 209.1

Damage structure (2 holes) 7.620 1.569 10.07 257.0 241.5

Figure 13. The comparison of damage identification metric M2 of the damage structures with one hole and two holes
calculated based on (a) numerical approach, (b) experimental approach.

Taking into account the results collected in Tables 3 and 4 and Figure 13, it can be
noticed that the experimental tests and the obtained values of the damage metrics M1,
M2, and M3 verify in their numerical results. The analysis of the values collected in
Tables 3 and 4 show that a gradual decrease of the structure stiffness in a chosen area
of the structure leads to the increase of the values of M1 and M3. The inverse effect
can be obtained in the case of the analysis of the damage metric M2 (Figure 13), where
the increasing number of holes in the structure relative to the intact structure leads to a
decrease of its maximum value. It is, however, important to note that all metrics exhibit a
monotonicity of calibration against damage, which is important for SHM. Further analysis
of these tables also shows that the calculated maximum values of the damage metrics M1
and M3 for the piezo-composite for MFC1 cases are higher than their values calculated
for the piezo-patch MFC2. This leads to a conclusion that the damage in the structure
is located closer the piezo MFC1 and the piezo MFC2. With adequate sensors, this can
lead to the localization of damages better. The actual demand of the spacing of sensors
will eventually depend on the demands of detection of the feature of interest in terms
of extent and resolution, noise in the measured signal, and the excitation that generates
the responses.

Next, the values of the qualitative indicators M4 and M5, given in Equations (28) and (29),
were calculated to assess the level of damage in the structure in the selected frequency
range of 1–400 Hz, with a frequency increment Δf of 0.00024 Hz (reciprocal of sampling
frequency fs = 4096 Hz). Similar to previous cases, the first frequency responses functions
from the numerical model (Figures 7–9) were taken to calculate these values, and next, the
FRF from the laboratory experiment to verify them. The obtained results for the damage
metric M4 are shown in Figure 14, while the results for the damage metric M5 in Figure 15.

M4 =
Δ f

fhigh − flow

n

∑
i=1

∣∣∣∣ Hd( fi)− HI( fi)

HI( fi)

∣∣∣∣, (28)
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where:
Δf —the frequency increment;
fhigh—the upper frequency;
flow—the lower frequency.

M5 =

n
∑

i=1
|Hd( fi)− HI( fi)|

n
∑

i=1
|HI( fi)|

. (29)

Figure 14. The comparison of damage identification metric M4 of the damage structures with one hole and two holes
calculated based on (a) numerical approach, (b) experimental approach.

Figure 15. The comparison of damage identification metric M5 of the damage structures with one hole and two holes
calculated based on (a) numerical approach, (b) experimental approach.

As observed in Figures 14b and 15b, the experimental results of the damage metrics
M4 and M5 carried out for only two damage structures with one and two holes allow
verifying the values obtained from the computational model. Analysis of M4 indicates a
decrease of its values for a gradually increasing number of the drilled holes in a chosen
area of the beam even for more damaged structure (see orange line in Figure 14a). A similar
observation was noted during the analysis of M5 where its value for the structure with
three holes were the lowest. Overall, damage metrics M1–M5 are useful to identify damage
and its localization, and can support SHM for beam-like structures. Moreover, these results
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can be useful to build equivalent damage model and also create a fundamental, low-fidelity
system which can lend itself to further studies.

6. Summary and Conclusions

The use of piezoelectric patches in SHM has expanded the possibilities of use of energy
harvesting in recent times. Nonlinearity in the piezo patches with a potential application
for SHM has led to investigations in this paper on structures composed of thin piezo-stripes
by creating computational models for them. With the current focus on using traditional
and modern sensors to aid digital twinning and model updating, such a focus on the
behavior of the sensors becomes even more important. Composite structures are making
new inroads into a range of sectors, including renewable energy, and so this example is
also relevant for future expansion in terms of sustainability of such solutions.

Taking this into account, the stress–strain effect in the laminate structure was analyzed
first in this paper to create a fundamental background model. Next, a modal analysis of the
chosen structures (intact and damaged) with piezo patch MFCs were carried out using FEM,
establishing a homogenized model of MFC elements. Results presented in Figures 4 and 5
indicate that a gradual increase of the number of the holes drilled in the beam in a cho-
sen area slightly affects the values of the resonance and antiresonance frequencies and
leads to a decrease of the vibration amplitude due to changes in local stiffness. Further
analysis of response to harmonic loading, performed on the FEM models for the intact
and damage structures indicates that the distance between the measurement location and
excitation leads to collocated (sensor MFC1) and non-collocated (sensor MFC2) systems.
Taking the FRF of the collocated system into account (Figures 8a, 9a and 10a) the inver-
sion of resonance and anti-resonance frequencies is observed. For non-collocated system
(Figures 8b, 9b and 10b), the increase of distance between the sensor and the location of
excitation leads to the estimation of FRFs while omitting the first antiresonance frequency.

Next, FRFs of the FEM models of the intact and damaged structures are used to
assess the damage location. Five different damage indexes were calculated in this regard,
comprising of three quantitative and two qualitative indicators, estimated as a function of
locations of the sensors on the structure. Estimated damage indices in Table 3 show that
a gradual decrease of the beam stiffness leads to consistent and monotonic change of the
indexes (26% increase of M1, 20–30% increase of M3 and decrease of M2) with respect to
the reference value. This consistency of the damage indicators in the presence of realistic
conditions is desirable and is indicative of their robustness.

Additionally, taking into account the values in Tables 3 and 4, it can be noticed that
the damage of the structure is located closer to the MFC1 sensor and consequently, higher
values of damage indicators closer to the harvesting sensors can also be used to identify
the approximate location of the damages. With reasonably spaced sensors in the context
of damage detection resolution requirements, this can provide information in terms of
detection of the damage location. The qualitative metrics also show a decrease in values
for increasing number of holes in the structure, as observed from numerical simulations.
This consistency of multiple metrics to describe same damage changes also opens up the
possibility of using combined metrics to have a more robust detection scheme.

Experimental investigations carried out in the laboratory (one intact and two damage)
with an attached PEH allowed to verify the numerical results indicate that estimated
FRFs from piezo-sensors MFC1 and MFC2 are consistent with changes due to damage.
Subsequent analysis (Figures 11 and 12) also confirms that the beam stiffness decreasing
in a chosen region by drilling an increasing number of holes slightly affects the values of
resonances and antiresonances, but significantly affects their amplitude within the range of
low frequencies. This is especially illustrated in the vicinity of the first natural frequency
where drilling subsequent holes leads to the increase of their values (Figure 12a—MFC1),
while in the case of the measurement using MFC2 sensor, the amplitude of vibrations
increases and then decreases. Heterogenous adhesion between the harvesting elements
and the host structure can lead to such a situation. Summarizing the experimental tests, it
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can be said that the damage location on the basis only on the analysis of FRF is difficult for
energy harvesting and it must be processed further to create relevant markers of damage
detection. The proposed damage metrics in this paper illustrate how such markers can
be developed and combined, especially in an output-only context. The results of Table 4
indicate similar trends of the proposed metrics as compared to what was observed through
numerical simulations. Higher values of damage metrics were observed for sensor closer
to the damage (Figures 14b and 15b) along with distinctive and consistent difference over
the entire testing range of 1–400 Hz.

This work can act as a reference point for modelling and the expectation of perfor-
mance of such energy harvesting based SHM sensors for applications in civil/
mechanical systems.
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Abstract: This paper deals with analytical modelling of piezoelectric energy harvesting systems for
generating useful electricity from ambient vibrations and comparing the usefulness of materials
commonly used in designing such harvesters for energy harvesting applications. The kinetic energy
harvesters have the potential to be used as an autonomous source of energy for wireless applications.
Here in this paper, the considered energy harvesting device is designed as a piezoelectric cantilever
beam with different piezoelectric materials in both bimorph and unimorph configurations. For both
these configurations a single degree-of-freedom model of a kinematically excited cantilever with
a full and partial electrode length respecting the dimensions of added tip mass is derived. The
analytical model is based on Euler-Bernoulli beam theory and its output is successfully verified with
available experimental results of piezoelectric energy harvesters in three different configurations.
The electrical output of the derived model for the three different materials (PZT-5A, PZZN-PLZT
and PVDF) and design configurations is in accordance with lab measurements which are presented
in the paper. Therefore, this model can be used for predicting the amount of harvested power in a
particular vibratory environment. Finally, the derived analytical model was used to compare the
energy harvesting effectiveness of the three considered materials for both simple harmonic excitation
and random vibrations of the corresponding harvesters. The comparison revealed that both PZT-5A
and PZZN-PLZT are an excellent choice for energy harvesting purposes thanks to high electrical
power output, whereas PVDF should be used only for sensing applications due to low harvested
electrical power output.

Keywords: energy harvesting; vibrations; piezoelectric; analytical model; beam model; equivalent
model; power prediction

1. Introduction

Energy harvesting is more than 20 years a hot topic in the field of wireless sensing [1]
since it allows for converting various energy types from ambient sources into an electrical
one. Although the amount of such harvested energy is usually small (tens of μW up to sev-
eral mW), it can be used as a source of electrical power for modern, low power-consuming
sensors that are typically used in wearable electronics and industrial applications [2] where
powering using cables is not feasible (either due to a hazardous environment or complex
setup). Piezoelectric kinetic energy harvesters in the form of a vibrating multilayer structure
with piezoelectric layers [3] are commonly used in vibration energy harvesting applications,
where the structure is excited by an ambient source of vibrations. The main task of kinetic
energy harvesters is then to transform the mechanical energy of ambient vibrations, mainly
those of machine frames or human body movement, into useful electrical energy by means
of the direct piezoelectric phenomenon.

The main goal in the field of energy harvesting is to design a kinetic energy harvester
which is capable to generate a sufficient amount of electrical energy in a particular vibratory

Sensors 2021, 21, 6759. https://doi.org/10.3390/s21206759 https://www.mdpi.com/journal/sensors87



Sensors 2021, 21, 6759

environment [4] in order to power some other electronic equipment. However, each
application has its requirements or limits for dimensions and weight of the harvester; the
principle of energy harvesting can be used practically everywhere, for example in the field
of medicine [5], wearables [6], portables [7], aircrafts [8], structural health monitoring of
railways [9] or bridges [10].

It has been proved many times that for harvesting energy from ambient vibrations the
kinematically excited cantilever beam is one of the most effective designs of a piezoelectric
energy harvester. The fundamental and also the most important issue of this solution is
the choice of a suitable piezoelectric material for effective electromechanical conversion.
The review of commonly used piezoelectric materials and structures for energy harvesting
purposes is summarized in publication [11], where it is shown that not only the material
itself but also the intended operational mode significantly affects the amount of harvested
power due to a great variation in piezoelectric coefficients. The highest piezoelectric
coefficients (generally, the higher the coefficients, the higher the amount of harvested
power) are provided by piezoceramic materials [12], especially those based on lead (PZT).
As a non-toxic alternative, new lead-free piezoceramic materials have been developed
which are based on multifunctional Perovskite [13] or structured layers made of Barium
and Titanate [14]. Besides these piezoceramic materials which are inherently very brittle
and stiff, there are also more flexible materials such as macro-fiber composites which are
very promising in the area of strain energy harvesting [15] and piezopolymers which are
summarized in review paper [16]. An example of a cantilever harvesting device based on
a piezoelectric polymer (PVDF) is presented in paper [17] and the effectivity of PVDF in
energy harvesting applications is nowadays widely discussed [6].

In conclusion, the two most important factors that determine the effectiveness of a
vibrational energy harvesting device are the used piezoelectric material and the harvester’s
geometry. Many recent works were concerned about the optimal harvester’s geometry
for selected piezoelectric material, e.g., [18], but the effectivity of various piezoelectric
materials has not been widely discussed yet. Both the selection of efficient piezoelectric
material and suitable geometry of the harvester can be solved with an appropriate model
of the piezoelectric resonator. For this reason, the presented paper is organized as follows.
First, derivation of an analytical beam model of a kinematically excited piezoelectric
cantilever in both bimorph/unimorph configurations which also respects the dimensions
of used tip mass. This beam model is subsequently reduced to a single degree-of-freedom
(DOF) system using the first mode shape function. Although, the derivation of a coupled
electromechanical model was published several times, e.g., [19–23], here, we also show
the effect of chosen mode shape function which is used in reducing the beam model
into single DOF model. Then, the model is verified with 3 different experimental results.
Finally, the main aim of this paper is to provide a methodology based on a verified
model that can be used to compare the effectivity of materials commonly used in energy
harvesting applications.

2. Model of Piezoelectric Vibration Energy Harvester

In order to harvest as much energy from vibrations as possible, it is paramount to
properly design dimensions of the harvester and optimize its electrical impedance. This
goal can easily be achieved with an analytical model which is able to predict electromechan-
ical response of piezoelectric energy harvesters. Therefore, here in this paper a single DOF
model of a kinematically excited cantilever in both bimorph/unimorph configurations is
derived. This analytical model is based on Euler-Bernoulli (thin) beam theory and its out-
put is compared with results from experiments conducted with three different piezoelectric
harvesters described further in the following section. Then, the derived model is used in a
comparative study to compare the piezoelectric materials used in the experiments in terms
of energy harvesting efficiency.
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2.1. Bimorph Cantilever Beam with Piezoelectric Layers in Series

A piezoelectric cantilever beam harvester in a bimorph configuration is shown in
Figure 1. This beam model with dimensions L × B × H, where H = 2 hp + hs, is used for
obtaining a single DOF analytical model. The clamped end is kinematically excited with a
time-harmonic base acceleration a(t) from an external source of vibrations. Piezoelectric
layers are in operational mode 31 (in-thickness polarization of piezoelectric layers and axial
bending deformation of the harvester) whose polarization is denoted by arrow symbols in
the figure. These layers have electrodes present over a region of dimensions LE × B which
is mentioned further in the text as section VE; the remaining portion of piezoelectric layers
is not polarized (mentioned as section VR), and thus is not affected by the piezoelectric
effect. A tip mass Mt of negligible rotary inertia is attached to the free end of the beam
spanning over the length LMt—this section is denoted as VR, Mt. The bimorph model is
reduced to a single DOF model which describes the movement of the bimorph’s free end q
relative to the moving clamped end.

Figure 1. Geometric model of a piezoelectric bimorph in operational mode 31.

The assumptions of Euler-Bernoulli beam theory combined with those of the classi-
cal laminate theory concerning continuous strain throughout the layers of a multilayer
structure imply that the strain εx within bimorph’s layers can be expressed as

εx= −∂2w
∂x2 z, (1)

where w is transverse displacement of the beam’s centerline relative to the movement of
the excited clamped end. Since the beam is split into a section VE which is affected by
the piezoelectric effect, section VR which is not affected by the piezoelectric effect and
section VR, Mt with distributed tip mass attached, the displacement needs to be a piecewise
function defined as

w(x, t) =

⎧⎪⎨⎪⎩
w1(x, t) for x ∈[0, LE]

w2(x, t) for x ∈(LE, L − LMt]

w3(x, t) for x ∈(L − LMt, L]

. (2)
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For these functions it must hold that they are continuous and smooth at intersection
points, i.e., they must satisfy following conditions:

w1(x = LE, t)= w2(x = LE, t)
w2(x = L − LMt, t)= w3(x = L − LMt, t)

∂w1
∂x (x = LE, t) = ∂w2

∂x (x = LE, t)
∂w2
∂x (x = L − LMt, t) = ∂w3

∂x (x = L − LMt, t)

. (3)

The piezoelectric constitutive relations, which are required further in the derivation of
the analytical model, take the following form for the uniaxial stress state [23]:

εx= sE
11σx+d31Ez, (4)

Dz = d31σx + εT
33Ez, (5)

where εx represents normal strain, sE
11 is mechanical compliance measured at constant

electric field, σx is normal stress, d31 is the mode-31 component of the piezoelectric charge
coefficient matrix, Ez is the z-component of electric field intensity, Dz is the z-component of
electric flux density and εT

33 is permittivity in direction of the polarization axis measured at
constant mechanical stress. From Equation (4) the expression for the stress σx is extracted as

σx =
(

sE
11

)−1
εx −

(
sE

11

)−1
d31Ez . (6)

Note that the reciprocal value of sE
11 equals to the elastic modulus Yp of used piezo-

electric material. Equation (6) can then be rewritten as

σx= Ypεx −Ypd31︸ ︷︷ ︸
e31

Ez= Ypεx − e31Ez , (7)

where e31 is the piezoelectric modulus. Substituting (7) into (5) yields

Dz = d31Yp︸ ︷︷ ︸
e31

εx +
(

εT
33 − d31e31

)
︸ ︷︷ ︸

εS
33

Ez= e31εx + εS
33Ez, (8)

where εS
33 is the permittivity of used piezoelectric material measured at constant strain.

Piezoelectric materials are dielectrics and, as a consequence of the Gauss’ law, it
holds that ∂Dz/∂z = 0 [24]. This implies that Dz = const. Since the strain term in (8)
changes linearly with the z-coordinate, we can use its mean value at the center of the n-th
piezoelectric layer; the z-coordinate of the center of n-th layer is denoted as zTpn. Next,
the fundamentals of electricity, see e.g., [25], state that integration of Ez over the thickness
of a particular layer yields the voltage drop for the given layer. In order to make Dz
independent of the z-coordinate, Ez must be a linear function of this coordinate with its
mean value at the center of n-th layer given by

Ez
(
zTpn

)
= −Un

hp
= − U

2hp
(9)

where U is the magnitude of generated voltage drop and hp is the thickness of piezoelectric
layers. By using Equations (1) and (9) in Equation (8) and by assuming that Dz is a
layer-wise function, one receives:

Dz= −e31zTpn
∂2w
∂x2 − εS

33
2hp

U. (10)
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By combining Equations (8) and (10), the following expression for Ez is obtained:

Ez =
e31

εS
33

∂2w
∂x2

(
z − zTpn

) − U
2hp

. (11)

According to [26], the electric current I generated by two in-series connected piezo-
electric layers can be expressed as

I =
U
Rl

=
d
dt

⎛⎝�
AE

Dzdxdy

⎞⎠, (12)

where the subscript AE denotes the area of electrodes and Rl represents the connected
resistance. Inserting (10) into Equation (12) yields

U
Rl

=
d
dt

⎡⎣�
AE

(
−e31zTpn

∂2w
∂x2 − εS

33
2hp

U

)
dxdy

⎤⎦. (13)

Integrating terms in (13) leads to a following PDE which governs the electrical behavior
of the considered bimorph

Ceq
dU
dt

+
1
Rl

U = κ
∂2w
∂x∂t

∣∣∣∣
x=LE

, (14)

where Ceq denotes the bimorph’s equivalent capacitance defined as

Ceq = εS
33

BLE

2hp
, (15)

and κ represents generic electromechanical coupling defined as

κ = −Be31zTp. (16)

As a next step, Equations (11) and (1) can be inserted into Equation (7) to obtain an
expression for stress σx within the polarized piezoelectric layers:

σx = −Yp
∂2w
∂x2 z+

e2
31

εS
33

∂2w
∂x2

(
zTpn − z

)
+

e31

2hp
U. (17)

Within the other layers (non-polarized piezoelectric layers and the substrate) the stress
obeys the Hooke’s law:

σx= −Yn
∂2w
∂x2 z , (18)

where Yn denotes elastic modulus of the used piezoelectric material Yp or the substrate Ys.
Total energy stored in the considered bimorph upon vibrations consists of kinetic

energy Ek, strain energy Ep and the work done by inertial forces due to kinematic excitation
Wext. Kinetic energy of the considered beam can be written as

Ek = 1
2
�
VE

[
ρn

(
∂w1
∂t

)2
]

dV+ 1
2
�
VR

[
ρn

(
∂w2
∂t

)2
]

dV+ 1
2

�
VR, Mt

[(
ρn +

Mt
LMtBH

)(
∂w3
∂t

)2
]

dV

= 1
2

LE∫
0

[
m∗

(
∂w1
∂t

)2
]

dx+ 1
2

L − LMt∫
LE

[
m∗

(
∂w2
∂t

)2
]

dx+ 1
2

L∫
L − LMt

[(
m∗ + Mt

LMt

)(
∂w3
∂t

)2
]

dx,
(19)
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where ρn is density of the n-th layer, Mt is the attached tip mass and m* is the bimorph’s
mass per unit of its length defined as

m∗= B
(

ρshs+2ρphp

)
. (20)

Strain energy stored in the bimorph can be expressed as

Ep = 1
2
�
VE

[εxσx]dV+ 1
2
�
VR

[
Ynε2

x
]
dV+ 1

2
�

VR, Mt

[
Ynε2

x
]
dV

= 1
2

LE∫
0

[
J∗piezo

(
∂2w1
∂x2

)2 − κw1
dδ
dx (x − LE)U

]
dx+ 1

2

L − LMt∫
LE

[
J∗

(
∂2w2
∂x2

)2
]

dx+ 1
2

L∫
L − LMt

[
J∗

(
∂2w3
∂x2

)2
]

dx ,
(21)

where dδ/dx is the first derivative of Dirac’s delta function, J∗piezo denotes bending stiffness
of the beam section where the polarization of a piezoelectric material is considered (over
the length LE) defined as

J∗piezo =
1

12
YsBh3

s+2Yp

[
1
12

Bh3
p +

(
hp

2
+

hs

2

)2

Bhp

]
+υ, (22)

where

υ = 2 × 1
12

e2
31

εS
33

Bh3
p , (23)

and J* is bending stiffness of the non-polarized section of the beam (the rest of the beam
outside the length LE) defined as

J∗ = 1
12

YsBh3
s+2Yp

[
1
12

Bh3
p +

(
hp

2
+

hs

2

)2

Bhp

]
. (24)

The work done by inertia forces due to kinematic excitation is defined as

Wext = −�
VE

[ρna0w1]dV − �
VR

[ρna0w2]dV− �
VR, Mt

[(
ρn +

Mt
LMtBH

)
a0w3

]
dV

= −
LE∫
0
[m∗a0w1]dx −

L − LMt∫
LE

[m∗a0w2]dx −
L∫

L − LMt

[(
m∗ + Mt

LMt

)
a0w3

]
dx.

(25)

Subsequently, Hamilton’s variational principle [27] is used to obtain equations of
motion in the form of PDEs with a nonzero right-hand side. The equations of motion for
the polarized portion of the beam and for the non-polarized portions of the beam take the
following form:

J∗piezo
∂4w1

∂x4 +m∗ ∂2w1

∂t2 − κ
dδ
dx

(x − LE)U = −m∗a0, x ∈[0, LE] (26)

J∗ ∂4w2

∂x4 +m∗ ∂2w2

∂t2 = −m∗a0, x ∈(LE, L − LMt] (27)

J∗ ∂4w3

∂x4 +

(
m∗ + Mt

LMt

)
∂2w3

∂t2 = −
(

m∗ + Mt

LMt

)
a0, x ∈(L − LMt, L] (28)

Equations above, however, do not account for damping; therefore, they have to be
extended with a damping term. Here, we shall consider the stiffness damping term from
Rayleigh’s Damping theorem:

J∗piezo
∂4w1

∂x4 +
2br

Ω1
J∗piezo

∂5w1

∂x4∂t
+m∗ ∂2w1

∂t2 − κ
dδ
dx

(x − LE)U = −m∗a0, x ∈[0, LE] (29)
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J∗ ∂4w2

∂x4 +
2br

Ω1
J∗ ∂5w2

∂x4∂t
+m∗ ∂2w2

∂t2 = −m∗a0, x ∈(LE, L − LMt] (30)

J∗ ∂4w3

∂x4 +
2br

Ω1
J∗ ∂5w3

∂x4∂t
+

(
m∗ + Mt

LMt

)
∂2w3

∂t2 = −
(

m∗ + Mt

LMt

)
a0, x ∈(L − LMt, L] (31)

where br is the considered damping ratio and Ω1 is the value of the beam’s first eigenfre-
quency. Equations (29)–(31) together with (14) form a complete equation system which
describes the electromechanical response of the considered bimorph.

However, this system of PDEs is actually not very effective to be used in modelling of
energy harvesting devices because of its complexity, thus its transformation into a much
simpler single DOF model is necessary. In the scope of vibrational energy harvesting
applications, the beam is kinematically excited with frequencies very close or equal to the
harvester’s first resonant frequency f 1,r. This fact means that beam vibrations are composed
mostly of the first vibrational mode and, as a consequence, the beam’s displacement relative
to the base movement in all sections (VE, VR and VR, Mt) can be written as

w(x, t) ≈ φ1(x)η1(t), (32)

where φ1 is the mode shape function of the first mode and η1 is its modal coordinate. The
shape function φ1 can be approximated with an arbitrary function that resembles the shape
of the first bending mode. Although Erturk in [26] recommends using an approximative
function which accounts for a tip mass at the beam’s free end, such a function is not
appropriate for tip masses spanning over a finite length of the beam. Therefore, the
following expression was chosen to simplify his approximative function into:

φ1(x)= C1 ·
[

cos
λ1

L
x − cos h

λ1

L
x + ς1

(
sin

λ1

L
x − sin h

λ1

L
x
)]

, (33)

where
ς1 =

sin λ1 − sin hλ1

cos λ1+ cos hλ1
. (34)

The eigenvalue λ1 is obtained as the first positive root of the following transcendental
equation [26]

1 + cos λ1cos hλ1= 0. (35)

Equation (33) accurately describes the first mode shape of a beam without a tip mass.
Further in the paper it will be shown that simpler functions which deviate from the actual
shape overestimate the beam’s stiffness and influence the calculated results.

The constant C1 in (33) should be evaluated so that φ1 is mass-normalized to prevent
numerical errors in further calculations of the model’s parameters, i.e., φ1 satisfies the
following condition

L − LMt∫
0

φ1(x)m∗φ1(x)dx+
L∫

L − LMt

φ1(x)
(

m∗ + Mt

LMt

)
φ1(x)dx = 1 (36)

Then, approximation (32) can be inserted into the equation system (14), (29)–(31)
which can now be solved effectively using the Galerkin method [27], resulting into a much
simpler equation system:

M
d2η

dt2 +B
dη

dt
+Kη + θU = F, (37)

Ceq
dU
dt

+
1
Rl

U = θ
dη

dt
, (38)
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where

M =
L−LMt∫

0
φ1(x)m∗φ1(x)dx +

L∫
L−LMt

φ1(x)
(

m∗ + Mt
LMt

)
φ1(x)dx = 1

K = J∗piezo

LE∫
0

[
d2φ1(x)

dx2

]2
dx + J∗

L∫
LE

[
d2φ1(x)

dx2

]2
dx = Ω2

1

B = 2brΩ1

θ = κ
dφ1
dx

∣∣∣
x=LE

F = −
[

m∗a0

L−LMt∫
0

φ1(x)dx +
(

m∗ + Mt
LMt

)
a0

L∫
L−LMt

φ1(x)dx

]
(39)

2.1.1. Effect of Chosen Mode Shape Function on Model Output

This section addresses the effect of the chosen approximative mode shape function
φ1 on the model’s behavior. To this purpose, a reference configuration of a piezoelectric
harvester with a significant tip mass is needed. This requirement is satisfied by a PZT-5A
bimorph from a well-known work of Erturk and Inman [26].

To analyze the influence of the chosen approximative function φ1 on the model’s
output, the actual mode shape of the reference harvester is needed. To obtain the actual
mode shape, a 3D numerical model of the reference harvester was created in commercial FE
software ANSYS APDL made of approx. 1,000 SOLID186 higher-order elements. The actual
mode shape denoted as φ1,true was obtained from a modal analysis of the model using
the path post-processing tool. Both the actual mode shape φ1,true and the approximation
φ1,approx defined by (33) normed to unity are plotted in Figure 2a. While mode shapes in the
graph look almost identical, a much clearer distinction can be seen in Figure 2b by plotting
their first derivatives with respect to x (the slope of the mode shape). Here, the actual mode
shape φ1,true shows a much higher degree of compliance (higher value of dφ1/dx) at the
beam’s free end, which is crucial for high power output. This increase in compliance at
the beam’s free end is caused by the presence of the tip mass. Therefore, the presence of
heavy tip masses at the beam’s free end causes an increase in beam’s compliance near its
free end which cannot be accounted for using simpler approximative functions, such as
polynomials. Using simpler approximative functions will lead to stiffer behavior of the
beam model and result in higher resonant frequencies and underestimation of generated
electrical power. Nevertheless, the errors in the model’s output by using (33) are not
significant as demonstrated further in the paper.

Figure 2. (a) Comparison between approximation and true mode shape; (b) comparison of slopes between approximation
and true mode shape.
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2.1.2. Single DOF Model of Bimorph Configuration

The system of Equations (37) and (38) is still not suitable for prediction of harvested
power due to using the modal coordinate. For this reason, these equations are transformed
from the modal coordinate into direct calculation of the relative movement of the bimorph’s
free end q defined by (32) as

q(t) = φ1(x = L)η1(t), (40)

Inserting (40) into (37) and (38) transforms the equation system into the sought single
DOF model:

Meff
d2q
dt2 + Beff

dq
dt

+ Keffq + θeffU = Feff (41)

Ceq
dU
dt

+
1
Rl

U = θeff
dq
dt

(42)

where
Meff =

M
φ2

1(x=L)
= 1

φ2
1(x=L)

Keff =
K

φ2
1(x=L)

=
Ω2

1
φ2

1(x=L)

Beff =
B

φ2
1(x=L)

= 2brΩ1
φ2

1(x=L)

θeff =
θ

φ1(x=L) =
κ

φ1(x=L)
dφ1
dx

∣∣∣
x=LE

Feff =
F

φ1(x=L)

, (43)

where capacitance Ceq is defined through Equation (15) and the connected resistive load Rl
represents the useful electrical load.

2.2. Modification of Single DOF Model for Unimorph Configuration

The model of a unimorph configuration of a piezoelectric harvester which considers
only one piezoelectric layer is commonly used with piezoelectric polymers. The unimorph
geometric model shares the same parameters to that of a bimorph shown in Figure 1. The
single DOF model for the unimorph uses exactly the same equations that were derived for
the bimorph, i.e., (41) and (42). Contrary to the bimorph, however, the major difference lies
in fact that the bimorph’s neutral axis is coincident with its geometrical midplane, whereas
this is not true in case of a unimorph. Therefore, the coefficients in (41) and (42) have to be
re-defined to respect this fact.

First, the neutral axis of the unimorph zN is calculated as [28]

zN =
YszTshs + YpzTphp

Yshs + Yphp
=

1
2

hshp
Yp − Ys

Yshs + Yphp
. (44)

Then, the coefficients in (41) and (42) are re-calculated with respect to the unimorph’s
neutral axis zN using the same shape function φ1 as in (33). First, the mass coefficient Meff
is defined as

Meff =

∫ L − LMt
0 φ1(x)m∗φ1(x)dx +

∫ L
L − LMt

φ1(x)
(

m∗ + Mt
LMt

)
φ1(x)dx

φ2
1(x = L)

, (45)

where m* changes to
m∗= B

(
ρshs + ρphp

)
. (46)

Then, the stiffness coefficient Keff changes to

Keff =
J∗piezo

∫ LE
0

(
d2φ1(x)

dx2

)2
dx + J∗

∫ L
LE

(
d2φ1(x)

dx2

)2
dx

φ2
1(x = L)

, (47)
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for which the term J∗piezo is defined as

J∗piezo= YsB

[
1
3

(
hs − hp

2

)3

+
1
3

(
hs + hp

2

)3

− z2
Nhs

]
+ YpB

[
1
3

(
hs + hp

2

)3

− 1
3

(
hs − hp

2

)3

− z2
Nhp

]
+υ , (48)

where

υ =
e2

31

εS
33

B

[
1
3

(
hs + hp

2

)3

− 1
3

(
hs − hp

2

)3

− z2
Tphp

]
, (49)

and J* is defined as

J∗= YsB

[
1
3

(
hs − hp

2

)3

+
1
3

(
hs + hp

2

)3

− z2
Nhs

]
+ YpB

[
1
3

(
hs + hp

2

)3

− 1
3

(
hs − hp

2

)3

− z2
Nhp

]
. (50)

Next, the damping coefficient Beff is defined as

Beff =
2br

Ω1
Keff , (51)

and the electromechanical coupling coefficient θeff changes to

θeff =
κ

φ1(x = L)
dφ1

dx

∣∣∣∣
x=LE

, (52)

where κ is re-calculated with respect to the neutral axis zN as

κ = −e31
(
zTp − zN

)
. (53)

Then, the effective load Feff is defined as

Feff= −
m∗a0

∫ L − LMt
0 φ1(x)dx +

(
m∗ + Mt

LMt

)
a0

∫ L
L − LMt

φ1(x)dx

φ1(x = L)
, (54)

and the equivalent capacity Ceq is defined as

Ceq = εS
33

BLE

hp
. (55)

3. Verification of Analytical Model Based on Experimental Results

In this chapter, the derived single DOF model is verified for a time-harmonic kinematic
excitation. Three different piezoelectric energy harvesters with known geometry and
materials are analyzed and their measured responses are compared with the simulations of
the derived single DOF model.

The first experiment is a well-known published work of Erturk and Inman [26] where
the authors used a bimorph with PZT-5A piezoelectric material and electrodes spanning
over the whole bimorph’s length, providing a linear dynamic response. The other two ex-
periments included both bimorph and unimorph configurations of piezoelectric harvesters
with a partial electrode length. Both these experiments were conducted in laboratories of
Brno University of Technology. The first of these experiments used a bimorph made of
PZZN-PLZT piezoceramic [6] which exerted a weak non-linear response in the frequency
domain. The second experiment used a simple unimorph configuration for wearables with
a thin PVDF layer. Geometrical parameters and material data of individual harvesters for
both the piezoelectric layer and the substrate are summarized in Tables 1 and 2, respectively.
Data for the PZT-5A bimorph is extracted from [26], the PZZN-PLZT from [6] and the
PVDF from [16].
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Table 1. Parameters of individual harvesters used in experiments.

Harvester Type
(Configuration)

L
[mm]

LE

[mm]
LMt [mm]

B
[mm]

hs [mm]
hp

[mm]
Mt [g]

PZT-5A
(bimorph) 50.8 50.8 – 31.8 0.14 0.26 12

PZZN-PLZT
(bimorph) 40 25 15 10 0.1 0.2 10

PVDF
(unimorph) 71.9 49.2 4 10 0.3 0.13 2.6

Table 2. Material properties of piezoelectric layers and substrates for each harvester used in experiments.

Harvester Type
(Configuration)

Material
P

[kg/m3]
Y

[GPa]
d31

[C/N]
εS

33/ε0 [−]

PZT-5A
(bimorph)

PZT-5A 7800 66 –190 × 10–12 1500
Brass shim 9000 105 – –

PZZN-PLZT
(bimorph)

PZNN-PLZT 7800 62.5 –195 × 10–12 1850
Steel shim 7850 210 – –

PVDF
(unimorph)

PVDF 1760 2 –19 × 10–12 12
Steel shim 7850 210 – –

3.1. PZT-5A Bimorph with a Full Electrode Length and a Linear Response

This experiment was described and published in detail in paper [26]. This experi-
mental work has a very high impact and for this reason it was used in our analysis as an
etalon for the other piezoelectric harvesters. The geometric model of this piezoelectric
harvester is in accordance with the model in Figure 1. The bimorph’s piezoelectric layers
were made of PZT-5A and the substrate was made of brass. It included electrodes covering
the whole bimorph’s length for harvesting the generated charge. Geometric parameters
of the bimorph and properties of used materials are summarized above in Tables 1 and 2,
respectively. This bimorph had an experimentally determined damping ratio br = 0.027.
Since the authors did not state a full description of the tip mass’ position and dimensions,
it is assumed that the tip mass is located exactly at the bimorph’s free end with dimensions
allowing for considering the tip mass as a point particle.

This harvester was subjected to a time-harmonic kinematic excitation with a varying
forcing frequency f. The experiment mapped how amplitudes of generated electrical
power and amplitudes of velocity of the bimorph’s free end change with a varying forcing
frequency upon different values of connected resistive load. Furthermore, the experiment
mapped how the peak values of generated electrical power vary with connected resistive
load at a specific forcing frequency.

A comparison of published and measured results with the output of our analytical
model is presented in Figure 3. The experiment tracked how the peak values of generated
electrical power and the velocity amplitude at the beam’s free end dq0/dt change with
a varying forcing frequency. The results are displayed for three different values of used
resistive load: 1 kΩ, 33 kΩ and 470 kΩ. The graphs show a good match between the output
of the analytical model and the obtained experimental data for all three used resistive loads.
Note that some discrepancies exist upon the first resonant frequency of the bimorph; this is
mainly due to a steep gradient of calculated results near the first resonant frequency. The
reader should also note that for resistive loads of 1 kΩ and 33 kΩ there is a slight difference
in resonant frequencies between the real bimorph and the analytical single DOF model.
This deviation is caused by the used approximative function φ1 which does not account for
a concentrated tip mass at the beam’s free end. Therefore, as mentioned earlier, the used
approximative function forces the beam to behave slightly stiffer and lowers the amount of
generated electrical power.
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Figure 3. Comparison of electrical power and velocity of tip mass for both experimental results [26] and analytical model.

The output of analytical model matches perfectly with the experimental results for
both the short-circuit frequency f SC and the open-circuit frequency f OC of this coupled
electromechanical system. The short-circuit and open-circuit frequency are the first resonant
frequencies in case of Rl = 0 and Rl → ∞, respectively. The match of simulation results with
the measured ones for various values of resistive load Rl and kinematic excitation at both
the short-circuit frequency f SC and the open-circuit frequency f OC is shown in Figure 4. Both
states correspond with operations slightly below and above the resonance excitation for
various values of resistive load, which determine the value of actual resonance frequency.
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Figure 4. Peak power values as a function of resistive load upon excitation at short-circuit resonance frequency and the
open-circuit resonance frequency.

While in case of the open-circuit forcing frequency the results of the analytical single
DOF model agree with the measured values, for the short-circuit case the calculated values
from the single DOF model are slightly shifted towards higher values of resistive load.
Also note that there are differences in both frequencies between the real bimorph and the
single DOF model. While in case of the open-circuit frequency this difference is very small,
for the short-circuit frequency this difference is notably larger and affects the value of
optimal resistive load for which the generated electrical power reaches its peak value. This
is caused by the used approximative function φ1 which causes the beam to behave stiffer.
Nevertheless, this inaccuracy is negligible in terms of using analytical models for a rough
prediction of the generated power when the system is excited by real vibrations.

3.2. PZNN-PLZT Bimorph with Partial Electrode Length and Weak Non-Linear Response

The experiment with PZNN-PLZT bimorph (see Figure 5) was conducted in a lab-
oratory at Brno University of Technology with a partial electrode length (there are no
electrodes under the tip mass). Geometrical parameters of this bimorph are summarized
above in Table 1. The bimorph’s piezoelectric layers were made of PZNN-PLZT, which is
in detail described in [6], and the substrate was made of a common steel shim. Properties
of these materials are listed above in Table 2. Electrodes were made using a thin silver tape
casting. Since the silver electrodes were substantially thinner than other layers, they were
not accounted for in the calculation of single DOF model parameters due to their negligi-
ble effect on the net mass and the beam’s stiffness. The bimorph had an experimentally
determined damping ratio br = 0.025 via an impulse response in the short-circuit state.

The clamping of the used bimorph was kinematically excited at several forcing fre-
quencies near the bimorph’s first resonant frequency with a constant acceleration amplitude
a0 = 0.1 g. The aim of this experiment was to track results, namely the RMS of generated
voltage and RMS of velocity of the tip mass, at different excitation frequencies close to the
bimorph’s first natural frequency. Also, the optimal resistive load was sought at which the
bimorph generates maximal electrical power at its current first resonant frequency which
slightly varies with changes in Rl.

A comparison between the measured data and the calculated output of the analytical
model is shown in Figure 6, namely the RMS values of output voltage and those of velocity
of the bimorph’s free end as a function of forcing frequency. The results are displayed for
two values of used resistive load: 1 MΩ and 10 MΩ. The measured data shows a weak
non-linear softening dynamic behavior; however, the analytical single DOF model with
linearized parameters still shows a very good degree of accuracy for both used resistive
loads in terms of achieved amplitudes.
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Figure 5. PZNN-PLZT bimorph used in experiment.

Figure 6. Comparison of generated voltage and velocity of harvester’s tip mass obtained from measurement and developed
analytical model for Rl are 1 MΩ and 10 MΩ.

Our experiment also tracked the values of generated electrical power as a function
of used resistive load. During the measurement, the forcing frequency was adjusted for
each value of resistive load so that it matched the bimorph’s actual first resonant frequency.
Both the analytical model and the experiment show (Figure 7) that the optimal resistive
load is approx. 1.5 MΩ and, at the same time, also the maximal values of generated
electrical power calculated with the single DOF model agree with experimental data at
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all used values of resistive load. The reader should note here that the curve from the
analytical model is slightly shifted to higher values of Rl which is, similarly as in the
previous experiment, due to the used approximative function φ1, which makes the beam
model behave slightly stiffer.

Figure 7. Power as function of resistive load upon excitation at actual resonant frequencies.

3.3. PVDF Unimorph with a Partial Electrode Length and a Linear Response

PVDF piezoelectric energy harvesters are very often presented as a suitable kinetic
energy harvester [29] and for this reason the PVDF material was chosen for the last ex-
periment, which was also conducted in a laboratory at Brno University of Technology.
The PVDF foil is used in a unimorph configuration of a clamped cantilever with a partial
electrode length shown in Figure 8. Parameters of this unimorph are listed above in Table 1.
The unimorph’s piezoelectric layer is a PVDF foil and the substrate is a steel shim [30].
Properties of these materials are summarized above in Table 2. Electrodes were made
using a thin silver tape casting. The silver electrodes were not accounted in the calculation
of single DOF model parameters as in the previous model due to their negligible effect
on the net mass and beam’s stiffness. The clamping of the used unimorph was kinemat-
ically excited at several forcing frequencies near the unimorph’s first natural frequency
(f 1,r = 18.7 Hz) with a constant acceleration amplitude a0 = 0.035 g. The unimorph had an
experimentally determined damping ratio br = 0.0065 via an analysis of impulse response
in the short-circuit state.

This experiment measured the RMS of output voltage and the amplitude of velocity of
the tip mass at different forcing frequencies close to the unimorph’s first natural frequency.
A comparison between the measured data and the calculated output of the analytical
model is shown in Figure 9, namely the RMS values of output voltage U and amplitudes
of velocity of the tip mass as a function of a forcing frequency for Rl = 10 MΩ. One can
see that the first resonant frequency of the analytical model is again slightly higher due
to used approximative function φ1; nevertheless, the calculated values from the analytical
model agree with the measured ones.

3.4. Single DOF Model Parameters of Considered Harvesters

The calculated parameters of individual harvesters which were used as input in ana-
lytical models are summarized in Table 3. The values of effective load Feff were normalized
with respect to 1 g of base acceleration.
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Figure 8. PVDF unimorph used in the experiment and a strip of PVDF foil used as the piezoelec-
tric layer.

Figure 9. Comparison of output voltage and velocity of tip mass obtained from the measurement and by using the developed
analytical model for Rl = 10 MΩ.

Table 3. Parameters of each piezoelectric harvester used in the analytical model.

Harvester Type
Meff

[g]
Beff

[Ns/m]
Keff

[N/m]
Feff

[N/g]
θeff

[N/V]
Ceq

[F]

PZT-5A 14.1 2.24 × 10–1 1218.10 1.51 × 10–1 2.20 × 10–3 4.12 × 10–8

PZZN-PLZT 6.10 5.13 × 10–2 164.56 7.90 × 10–2 6.03 × 10–5 3.65 × 10–9

PVDF 2.90 4.40 × 10–3 40.38 3.27 × 10–2 1.21 × 10–6 3.08 × 10–10

The steady-state results calculated with the developed analytical single DOF model
and parameters given in Table 3 showed an excellent agreement with all presented ex-
periments. Combined with low usage of computer resources, the developed analytical
model presents a simple and very effective tool for proper designing of piezoelectric har-
vesters. Moreover, the model can be used to simulate transient responses of the considered
harvester (represented by its geometry and materials) to arbitrary time-dependent loads
as demonstrated further in the text. For increased accuracy outside the vicinity of the
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harvester’s first resonant frequency, additional mode shapes (φ2, φ3, etc.) can be supple-
mented. Moreover, the single DOF model can easily be extended to support calculations of
strain and stress levels within the beam’s layers to determine a maximal allowable load as
shown in [31].

4. Comparison of Piezoelectric Materials for Kinetic Energy Harvesting Purposes

Since the analytical single DOF model of a piezoelectric harvester was successfully
validated for both unimorph and bimorph configurations using the data from three different
piezoelectric materials and experiments, the verified models of three harvesters will enable
to determine the effectivity of used piezoelectric materials in different energy harvesting
applications. Here, the three materials considered in the scope of this work (PZT-5A, PZZN-
PLZT and PVDF) are compared in terms of harvested electrical power when subjected to
harmonic vibrations (lab shaker) and in terms of harvested electrical energy when subjected
to random vibrations (human body movement).

4.1. Harmonic Vibrations Case

To compare the output of harmonically excited piezoelectric harvesters made of
different piezoelectric materials, their dynamic parameters must be similar, that is, their
effective mass Meff and eigenfrequency f1. This can be done by changing dimensions of
the considered harvesters; however, doing this will also lead to changes in the piezoelectric
coupling coefficient and ultimately making the comparison invalid. To overcome this
issue and maintain comparability, the volume of polarized piezoelectric materials was
kept constant. The dimensions of polarized piezoelectric material in case of piezoceramic
bimorphs were fixed at values LE × B × hp = 40 × 10 × 0.26 mm and in case of PVDF
unimorph at LE × B × hp = 40 × 40 × 0.13 mm due to manufacturing limits of PVDF foils
(these must be thin but can span over a large area). Then, to reduce the complexity of this
optimizing task, the value of LMt was fixed at 5 mm and the thickness of the substrate
hs was fixed at 0.15 mm (0.3 mm) in case of bimorphs (PVDF unimorph). Thus, the only
parameters left for optimizing were the total length of the harvester L and and the tip
mass Mt. These parameters were then tuned (see Table 4) to achieve values of Meff and
f1 common to all three harvesters. Upon the study, the harvesters were forced with a
time-harmonic base acceleration for various values of resistive load Rl at their actual
resonant frequencies.

Table 4. Tuned dimensions of harvesters and their equivalent single DOF model parameters used in the comparison.

Harvester Type
(Configuration)

L
[mm]

LE
[mm]

LMt
[mm]

B
[mm]

hs
[mm]

hp
[mm]

Mt
[g]

PZT-5A
(bimorph) 68.8 40 5 10 0.15 0.26 3.67

PZZN-PLZT
(bimorph) 54.3 40 5 10 0.15 0.26 3.99

PVDF
(unimorph) 71.9 40 5 40 0.3 0.13 2.60

Harvester Type
(Configuration)

Meff
[g]

Beff
[Ns/m]

Keff
[N/m]

f1

[Hz]
Feff/g
[N/1g]

θeff
[N/V]

Ceq
[F]

PZT-5A
(bimorph) 4.21 4.45 × 10–2 161.25 31.13 5.02 × 10–2 5.14 × 10–4 1.02 × 10–8

PZZN-PLZT
(bimorph) 4.21 4.20 × 10–2 161.05 31.13 4.75 × 10–2 6.36 × 10–5 4.50 × 10–9

PVDF
(unimorph) 4.21 1.07 × 10–2 161.25 31.13 5.40 × 10–2 5.54 × 10–6 1.30 × 10–9
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The comparison (see Figure 10) revealed that PZT-5A is the best suitable material
of the considered ones for energy harvesting purposes thanks to its high power output
(several mW per 1 g of base acceleration) and a broad range of optimal resistive load
(approx. 150 kΩ to 1.1 MΩ) due to its strong piezoelectric coupling. PZZN-PLZT is also
suitable for energy harvesting applications since it offers high power output of about 1 mW
per 1 g of base acceleration for resistive loads close to 1 MΩ. On the other hand, PVDF
generates the least amount of power of the three materials and due to its very high optimal
resistive load it is not sufficient for energy harvesting applications. Note that the strong
piezoelectric coupling in case of PZT-5A harvester significantly damps the power output
between the two optimal resistive loads which results in a local minimum surrounded by
two local maxima.

Figure 10. Comparison of harvested electrical power among the considered materials for various
resistive loads upon simple harmonic forcing at the first resonant frequency.

4.2. Random Vibrations Case

For this comparison, typical mechanical vibrations of a human forearm which are
encountered in wearables applications were measured [32] and analyzed using the devel-
oped model. The measured time-course of acceleration a(t), see Figure 11a, is generated by
a random movement of the forearm and can be thought of as a representative of random
vibrations as can be seen from its spectrogram in Figure 11b. Therefore, it is perfect for the
comparison of energy harvesting devices since a steady-state response, whose magnitude
depends on how close the forcing frequency is to the harvester’s resonant frequency, will
not occur.

The measured acceleration a(t) is used as input for a transient analysis of the derived
single DOF analytical model, where the applied force is a function of acceleration data.
This model of coupled electro-mechanical system is realized in Matlab Simulink simulation
environment [33] and its aim is to track the amount of harvested electrical energy for
various values of resistive load Rl. Simulation results of predicted harvested energy for this
wearable operation for the harvesters used in the experiments and the tuned harvesters
from Section 4.1 are shown in Figure 11c,d, respectively.

In case of unmodified harvesters used in the experiments (Figure 11c), the PZT-5A
harvester is able to convert the most of mechanical energy (~0.17 mJ) among the three
compared harvesters and has a low value of optimal resistive load (~118 kΩ). The energy
output of PZZN-PLZT harvester (~0.07 mJ) is of the same order as the one of the PZT-5A
harvester, however its much higher optimal resistive load (~1.82 MΩ) makes it less suitable
for energy harvesting applications. On the contrary, the PVDF harvester is not suitable
for energy harvesting applications at all due to very low energy output (~0.07 μJ), but it
will find its use in sensing applications due to very high value of optimal resistive load
(~28 MΩ). The same also applies to results in case of tuned harvesters (Figure 11d), where
the tuned PZT-5A harvester once again shows that the energy harvesting properties of
PZT-5A are far superior to those of PZZN-PLZT and PVDF. The increase in harvested
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electrical energy for the tuned PZT-5A harvester compared to the unmodified geometry is
due to its lower resonant frequency which was reduced from 46.8 Hz to 31.1 Hz.

 
Figure 11. (a) Measured acceleration of a random movement of a human wearable and (b) its spectrogram; a comparison
of harvested electrical energy from the human forearm movement among (c) the piezoelectric harvesters used in the
experiments and (d) the tuned piezoelectric harvesters from Section 4.1 for different values of resistive load.
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The results of both these comparisons showed that both PZT-5A and PZZN-PLZT
piezoceramic harvesters are suitable for energy harvesting purposes, although operating
at different values of resistive load, whereas the harvester based on piezoelectric polymer
PVDF provides an insufficient energy harvesting system due to a very low amount of
harvested energy. However this energy harvester should primarily be used in sensing
applications [34].

5. Conclusions

The main aim of this paper was to compare the effectiveness of materials commonly
used in energy harvesting operations using a single DOF model and at the same time
analyze the effect of used mode shape function on simulation results. The single DOF
model of a cantilever piezoelectric harvester in both bimorph and unimorph configurations
was derived based on Euler-Bernoulli beam theory. Output of the model was confronted
with available experimental data obtained from three different piezoelectric harvesters
(PZT-5A bimorph, PZZN-PLZT bimorph and PVDF unimorph) and showed a good degree
of accuracy. It is obvious that the presented model of an energy harvester can be used
for various piezoelectric materials. Therefore, the developed single DOF analytical model
represents a simple and very helpful tool for designing piezoceramic vibration energy
harvesters. Moreover, it could easily be employed to check if a particular kinetic energy
harvester provides sufficient output power for the intended application. Or inversely,
the model could be used to design a piezoceramic harvester with optimized operational
parameters and dimensions due to the model’s ability to predict the amount of harvested
energy in particular operational conditions. Moreover, the developed model can easily be
extended to support calculations of strain and stress levels within harvester’s layers for
further assessments concerning strength and fatigue limits.

The model is primarily intended for operations of the harvester at frequencies where
vibrations consist mostly of the first mode shape, since it offers the best operational condi-
tions for energy harvesting (no strain nodes). If higher vibrational modes are of interest,
the developed model can easily be extended by supplementing their respective shape
functions and using the superposition principle. It was found that the quality of the used
approximative function for the first mode shape affects the beam model’s stiffness in such a
way so that simpler (less accurate) approximative functions force the beam model to behave
stiffer, i.e., its resonant frequency being shifted to higher values. Also, the way how device
layers and electrodes are assembled can also affect the stiffness of the system and could
potentially result in a weak nonlinearity, which was observed in one of our experiments.
Nevertheless, a typical assembly of layers and the approximative shape function used in
this work (the shape of the beam’s first vibrational mode without a tip mass) still shows a
good degree of accuracy.

The single DOF model itself poses as a very effective tool whose main advantages
are low computer resources usage and the ability to calculate transient responses for
arbitrary time-dependent loads. Both these features were employed in an energy harvesting
effectivity comparison of the three materials used in the scope of this work. The materials
comprised of PZT-5A, which is known nowadays to be one of the best materials for energy
harvesting purposes, and PZZN-PLZT and PVDF which are used in our laboratory for
designing vibration energy harvesting devices. The comparison was split into two parts
with respect to forcing: case of simple harmonic vibrations and case of random vibrations.
The case of simple harmonic vibrations was carried out so that the harvesters’ dimensions
were tuned in order to achieve common value of seismic mass and resonant frequency
for all three harvesters and at the same time the harvesters had same volume of polarized
piezoelectric material. In case of random vibrations the harvesters were subjected to a
non-harmonic and non-periodic vibrations typical for wearables applications. Results from
both comparison cases showed that the piezoceramic harvesters (PZT-5A and PZZN-PLZT)
are a perfect choice for energy harvesting applications, though geometry and electrical
load must be optimized. On the contrary, the PVDF harvester is not suitable for energy
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harvesting purposes due to very low values of harvested energy despite many recent
papers reporting the otherwise, and its potential lies in sensing applications.
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Abstract: Measuring the efficiency of piezo energy harvesters (PEHs) according to the definition
constitutes a challenging task. The power consumption is often established in a simplified manner,
by ignoring the mechanical losses and focusing exclusively on the mechanical power of the PEH.
Generally, the input power is calculated from the PEH’s parameters. To improve the procedure, we
have designed a method exploiting a measurement system that can directly establish the definition-
based efficiency for different vibration amplitudes, frequencies, and resistance loads. Importantly,
the parameters of the PEH need not be known. The input power is determined from the vibration
source; therefore, the method is suitable for comparing different types of PEHs. The novel system
exhibits a combined absolute uncertainty of less than 0.5% and allows quantifying the losses. The
approach was tested with two commercially available PEHs, namely, a lead zirconate titanate (PZT)
MIDE PPA-1011 and a polyvinylidene fluoride (PVDF) TE LDTM-028K. To facilitate comparison
with the proposed efficiency, we calculated and measured the quantity also by using one of the
standard options (simplified efficiency). The standard concept yields higher values, especially in
PVDFs. The difference arises from the device’s low stiffness, which produces high displacement that
is proportional to the losses. Simultaneously, the insufficient stiffness markedly reduces the PEH’s
mechanical power. This effect cannot be detected via the standard techniques. We identified the main
sources of loss in the damping of the movement by the surrounding air and thermal losses. The latter
source is caused by internal and interlayer friction.

Keywords: piezoelectric; piezoelectric ceramic; lead zirconate titanate (PZT); polyvinylidene fluoride
(PVDF); energy harvesting; efficiency; efficiency measurement; power conversion; power flow

1. Introduction

The increasing demands on the monitoring and predictive maintenance of mechanical
structures, intelligent building control, and other remote sensing applications generate the
need to install electronics at isolated locations. Such sites are often characterized by difficult
access and a lack of infrastructure. Self-powered electronic devices thus became an essential
prerequisite. These instruments and apparatuses gather electricity from sources such as
light, temperature difference, and diverse forms of kinetic energy, including ambient
mechanical vibrations [1,2]. The vibrations can be converted to usable electrical energy by
means of piezoelectric energy harvesters (PEHs).

This type of movement is present in machines and structures where collecting relevant
operational information has a beneficial impact, namely in industrial equipment, cars,
aircraft, and bridges [1,3]. Moreover, PEHs are also employed in harvesting from human
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movement [1]; substantial effort has therefore been invested in developing and improving
PEHs to generate as much energy as possible from the oscillations.

The power output constitutes the key criterion to determine the applicability of a
PEH; however, this factor does not provide sufficient information if individual PEHs are
to be compared. The reason is that the maximum power output is defined mainly by the
PEH’s dimensions and vibration amplitude. In view of these facts, Beeby et al. [4] pro-
posed normalized power density (NPD), which divides the power output by the vibration
amplitude and the volume of the harvester. Although such metrics appear suitable for
comparing PEHs, the authors also mention certain drawbacks. One of the disadvantages
rests in ignoring important factors, including the bandwidth [4]. Generally, however,
Beeby et al.’s approach is simple, straightforward, and easily applicable. Other researchers
developed more sophisticated methodologies, involving the frequency parameters; these
techniques were analyzed comprehensively by Hadas et al. [5], who outlined their benefits
and drawbacks.

A portion of relevant papers interpret the PEH as an energy converter, meaning that
the power output and related alternatives are not considered convenient for a comparison
of PEHs. The authors thus employ efficiency as the criterion to examine the devices, as is
common in other energy converters. The relevant theories and measurement procedures
were summarized and discussed by Yang et al. [6]. In their paper [6] the efficiency not only
embodies an essential factor in the development and optimization of PEHs but also finds
use as a parameter allowing comparison between energy harvesting methods.

Efficiency

The efficiency is the ratio between the power output and input. In PEHs, the electrical
power output is measurable without difficulty. Determining the mechanical power input,
however, constitutes a more challenging task, as the process cannot be easily monitored [6].
To establish the efficiency, the power input of the harvester is often simplified to its mechan-
ical power [6,7] because this quantity can be easily calculated via the PEH’s parameters.

The calculation is performed by means of, for example, the widely applied formula
proposed by Richards et al. [7], which defines the efficiency for the resonant frequency and
optimal load [6]:

η =
1
2

k2
sys

1 − k2
sys

/(
1
Q

+
1
2

k2
sys

1 − k2
sys

)
, (1)

where η is the efficiency, and ksys and Q denote the system coupling coefficient and the
quality factor of the PEH, respectively.

Some of the researchers [6,8,9] expanded the efficiency calculation to involve broader
frequency and load ranges. Regrettably, neither the calculating process nor the measure-
ment of the parameters are unified, resulting in that the determined efficiencies oscillate
between less than 1% [10,11] and more than 80% [8,12] in lead zirconate titanate (PZT)
PEHs.

The role of the system coupling coefficient (ksys) is not identical with that of the
electromechanical coupling coefficient (keff) defined in [13,14]. The latter embodies a
piezomaterial coefficient, whereas the former (ksys) describes the whole structure of the
PEH. The material coupling coefficient can be obtained from the material resonance and
anti-resonance frequencies [13]:

k2
sys =

f 2
o − f 2

s
f 2
o

, (2)

where fo and fs are the open and the short natural frequencies of the PEH, respectively.
Equation (2) has found wide use [6–8], in spite of the fact that it is valid only for

undamped systems (damping coefficient, ζ = 0) [15,16]. Utilizing Formula (2) in damped
systems (ζ > 0) produces inaccurate parameters [15] and, consequently, imprecise effi-
ciency.
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Regrettably, this method (Equation (2)) for calculating the ksys exhibits significant
uncertainty due to two large numbers being subtracted close to each other; therefore, the
efficiency calculation (Equation (1)) will comprise a major error, too. This error, however, is
not evaluated in the literature [6,7,10,11,17,18].

Some experts [6,12] also measured experimentally the mechanical power of PEHs. Al-
though such an attitude finds application in validating the derived formulas, it still ignores
the mechanical losses. By extension, the parameters of the devices have to be employed to
calculate the power. This simplification assumes that the ambient vibration source has an
“infinite power” compared to the consumed power of the PEH. The mechanical losses can
therefore be ignored, as they are easily replenished from the source [19]. In some situations,
such as harvesting from human motion, this assumption is invalid, and the mechanical
losses have to be taken into account [19]. Furthermore, the mechanical losses also constitute
an important parameter in developing the PEH.

Liao and Sodano [20] established that the approach neglecting the mechanical losses
is oversimplified, and they proposed that the input power should not be considered the
mechanical power of the PEH. The authors recommend using the power fed into the
device from the ambient source to maintain the steady state vibrations. Although this
claim is correct, the calculation of the power from the parameters of the PEH cannot be
characterized in the same manner. The reason rests in that the procedure involves only the
internal and electrical losses and ignores the mechanical ones (e.g., the internal friction
or aerodynamic drag). In this context, Yang et al. [6], for example, found close similarity
between their method and the PEH’s damping coefficient.

Based on our review of the literature, we can conclude that the mechanical losses are
disregarded in the current efficiency measurements, which exploit the mechanical power
of PEHs as the input. Furthermore, although the harvesters’ parameters are utilized for
the calculations, the measurement method and the uncertainties are either characterized
unclearly or remain ignored [6,8,10,11].

Such issues then justify the need for a new measurement system capable of evaluating
the efficiency via the mechanical power supplied to a PEH by an ambient vibration source
(proposed efficiency). This power is determined from the force and velocity of the source
(in our case, a vibration shaker), eliminating the necessity to use the parameters of the PEH
in the calculation. Furthermore, the same measurement assesses the harvester’s mechanical
power, too, and the efficiency can then be established in a simplified manner (simplified
measured). Importantly, the device’s parameters (ksys and Q) are calculable from the
results to facilitate computing the efficiency according to (1) (simplified calculated). In
addition, the uncertainties of all of the aforementioned approaches are determined during
the measuring procedure.

As indicated, the unique setup allows us to yield the proposed efficiency, the simplified
efficiencies, and the related uncertainties from merely a single measurement. The methods
are thus compared in identical conditions. Expectably, the simplified efficiencies, being
comparable, should exhibit the same values. The proposed efficiency nevertheless shows
lower values, as it includes the mechanical losses.

The paper is organized as follows: The introductory sections set out the problem,
together with relevant processes, procedures, and options. Section 2 debates the methodol-
ogy, characterizing the power flow in piezoelectric harvesters, outlining the calculation of
the input power, and describing the measurement system and its uncertainties. In Section 3,
the main discussion and results are presented, including the outcomes obtained from a
measurement of the efficiency of two different commercially available harvesters. The
results of the proposed method are correlated to common simplified efficiencies. Finally,
the power flow is discussed, in conjunction with a quantitative analysis of the losses.
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2. Methods

Prior to describing the efficiency measurement system, we will discuss the power flow
in PEHs (Figure 1). During each cycle, the energy is transmitted back and forth due to the
oscillations of the system. In this chapter, however, only the power flow average through
several cycles is assumed.

 

Figure 1. The power flow in a piezo energy harvester (PEH). The traditional approach to determine the efficiency considers
the harvester’s mechanical power (PM) as the input power. Alternatively, according to the definition, the power fed into the
PEH from the ambient source (PVIB) has to be used as the input.

In a laboratory environment, the vibrations are generated by a vibration exciter
(shaker), which produces a vibration power (PSHPEH ) and has its own losses (PSHNO ).

The power from the vibration source (PVIB) is transferred to the vibration movement
of the PEH, i.e., the harvester’s mechanical power (PM). Similarly to every other power
transfer, this process generates some losses. In the presented case, the two main sources
are the thermal losses (PTH) generated by the internal friction in the PEH, and the acoustic
losses (PAIR), originating from the movement of the PEH in the air.

The mechanical power (PM) is further transferred to the harvester’s usable electrical
power output (PE). Here, the main sources of loss are the internal losses (PIL), arising
mainly from the electromechanical losses in the piezoelectric and electrical dissipation (PEL)
on the PEH’s internal resistance.

In steady state vibrations, however, only a part of the PEH’s mechanical power (ΔPM)
is dissipated in the form of the internal and electrical losses. The electrical power output
is replenished from the vibration source, as proposed by [20]. Nevertheless, the amount
of such replenished power is difficult to evaluate. For simplification we assume in the
calculation that the entire mechanical power of the PEH is replenished from the vibration
source. This approach also allows us to be consistent with other efficiency-related papers,
except for [20]. Similarly to our procedure, however, the authors of this referenced source,
too, were unable to measure the losses.

The applied simplification underestimates the thermal losses (PTH) as these are cal-
culated via the PEH’s mechanical power (PM). The efficiencies are not affected, because
the traditional approach to determine the efficiency employs the mechanical power (PM)
as the input power [6]. However, according to the definition [20], the power supplied to
the PEH from the ambient source, namely the PVIB in our case, has to be used as the input.
For clarification purposes, the methods to measure or calculate the powers expressed in
Figure 1 are described in the sections below.
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2.1. Shaker Vibration Power

The vibration power of the shaker (PSH) is calculated out of the known force and
velocity (Equation (3)) [6,18,21]. As both of the quantities are vectors, their phases have to
be measured, too. In the steady state condition and at harmonic vibration, the power of the
mechanical vibration is calculated as:

pSH = F · v = |F||v| cos(φ). (3)

The velocity of the structure’s base is either directly measured or, as in our case,
calculated from the known acceleration. Since the vibrations are steady state and harmonic,
the calculation simplifies into:

|v| =
∣∣∣∣∫ adt

∣∣∣∣ = ∫
aampl sin(2π f t + φa)dt =

aampl

2π f
cos(2π f t + φa). (4)

The electrodynamic shaker is, principally, a loudspeaker. To calculate the force gener-
ated by the shaker, we can then employ the formula of Ampere’s law, commonly used for
this purpose in acoustics [22]:

F = lI × B. (5)

As the magnetic flux density B in the coil gap and the length of the wire l in the mag-
netic field remain constant, their product, kBl , can be easily determined [22], simplifying
Equation (5) to read

|F| = kBl |I| = kBl Iampl sin(2π f t + φI). (6)

Substituting (4) and (6) into (3) and averaging the outcome through the period,
we yield:

PSH =
1
T

∫
T

pSHdt =
1
T

∫
T

kBl Iampl sin(2π f t + φI)
aampl

2π f
cos(2π f t + φa)dt

= kBl Irms
arms

2π f
cos

(
φ − π

2

)
, (7)

where pSH and PSH are the shaker’s instantaneous and average vibration power, respec-
tively; Frms and vrms are the effective values of the vibration force and velocity, respectively;
kBl denotes the shaker’s Bl coefficient; Irms and arms are the effective values of the drive
current and acceleration, respectively; φ is the phase between those two vectors; and f
represents the frequency of the vibrations.

2.2. Vibration Power

The measurement of the vibration power (PVIB) delivered from the vibration source to
the PEH is rather complicated [6]. In the case of steady state harmonic vibrations, however,
the power can be determined from the vibration power of the shaker (PSH).

The power generated by the vibration shaker (PSH) depends on the vibration ampli-
tude, frequency, and load on the vibration rod and fixture. Advantageously, the power to
vibrate structures other than the PEH is measurable as well, by the same measurement
but without the PEH mounted. Then, the vibration power (PVIB) can be calculated simply
by subtracting the vibration power without the PEH (PSHNO) from that with the device
(PSHPEH ). We have:

PVIB = PSHPEH − PSHNO, (8)

where PVIB is the vibration power consumed by the PEH from the ambient vibration source,
and PSHPEH and PSHNO stand for the shaker’s vibration power with and without the PEH
mounted, respectively.
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2.3. Acoustic Losses

The motion of the piezoelectric cantilever is damped by the ambient air. The damping
produces an acoustic power, calculable from the known deflection of the moving object.
The acoustic power for a harmonic oscillation is given by [22], as follows:

Pair = AI = A
1
2

ρcω2d2, (9)

where A is the area, I denotes the sound intensity, ρ represents the air density, c is the speed
of sound in the air, ω stands for the angular frequency, and d is the oscillation amplitude.

Due to the nature of the cantilever deflection, the calculation can be materialized
when the resonance mode is measured at n points evenly distributed on the surface of the
cantilever. The measured deflections (di) are applicable in establishing the partial intensities
(Ii), and we sum them to estimate the total acoustic power; we then have:

Pairtot =
n

∑
i=1

A
n

In =
n

∑
i=1

A
n

1
2

ρcω2d2
i . (10)

When the deflections are measured on the edge of the structure, this arrangement has
to be taken into account and then reflected in the calculation by an appropriate reduction
of the corresponding area.

2.4. Thermal Losses

The power transfer from the vibration rig to the movement of the PEH, the PEH’s
mechanical power (PM), involves losses, such as the internal friction between and in the
material layers of the harvester. The losses dissipate some of the power to heat. By
extension, in more general terms, losses also accompany the mechanical–electrical power
conversion in the piezoelectric (Section 2.8) and the electrical losses (Section 2.7) on the
internal resistance; both are also dissipated as heat. Thus, the powers of the individual loss
components cannot be evaluated by measuring the heat.

Moreover, in PEHs, the overall power dissipated into heat is so small that it produces
only an almost insignificant change in the harvester’s surface temperature, for instance, in
the PZT PEH at 1 grms the warming of the PEH caused by the thermal losses (14.93 mW;
Table 1) is less than 0.02 K. For this reason, we were unable to measure the outcome.

Beneficially, the amount of thermal losses (PTH) can be determined in an indirect
manner, via:

PTH = PVIB − PAIR − PM, (11)

where PTH and PAIR are the thermal and the acoustic losses, respectively, and PVIB and PM
denote the vibration and the mechanical powers of the PEH, respectively.

2.5. PEH Mechanical Power

The mechanical power of a PEH (PM) can be measured via Formula (12), derived by
Yang et al. [6]:

PM =
1
2

meaXvZ sin(φX), (12)

where me is the PEH’s effective mass, ax denotes the amplitude of the relative acceleration
of the PEH’s tip, vZ represents the amplitude of the base velocity, and φX is the phase
difference between the base velocity and the PEH’s tip acceleration.

2.6. Electrical Power Output

The electrical power output of the PEH (PE) is measured on the resistive load; however,
it alternates with the vibration frequency. Thus, the output has to be rectified to be able to
power some types of electronics, and additional losses occur. For this reason, rectification

114



Sensors 2021, 21, 2388

was not involved in our experiments. Relevant power management circuits are also being
intensively developed [5]; these are nevertheless not discussed in this paper. We have:

PE =
U2

rms
RL

, (13)

where PE is the PEH’s electrical power output, and Urms denotes the effective value of the
voltage generated by the PEH on the preset resistive load, RL.

2.7. Electrical Losses

To ensure the maximum flow of power from the PEH to the load, the optimum external
load has to have the same value as the internal resistance of the PEH. Then, the power
transfer is at a maximum but provides an efficiency of only 50%, meaning that half of the
generated electrical power is the electrical power output (PE) and the other half comprises
the electrical losses (PEL) dissipated on the internal resistance. Then, the electrical losses
(PEL) can be easily determined:

PEL = PE, (14)

where PEL denotes the electrical losses on the internal resistance, and PE is the electrical
power output.

2.8. Internal Losses

The mechanical–electrical power conversion is performed by the piezoelectric layer in
the PEH. The portion of the mechanical power that is absorbed by the layer but remains un-
converted into the electrical power (PE) forms the internal losses (PIL), which are dissipated
into heat.

The efficiency of the conversion in the piezomaterial is defined by the electromechani-
cal coupling coefficient (keff). The relevant value usually varies between 0.4 and 0.6 in the
PZT ceramic but amounts to less than 0.3 in the polyvinylidene fluoride (PVDF) film. The
conversion efficiency of the material enclosed in the PEH’s structure is slightly different,
and therefore the internal losses (PIL) cannot be calculated directly by using this coefficient.
However, indirect calculation is possible; we then have:

PIL = PM − PE − PEL, (15)

where PIL and PEL are the internal and electrical losses, respectively, and PM and PE
represent the mechanical and electrical powers, respectively.

2.9. Efficiency Calculation

To include the mechanical losses in the efficiency, we consider as an input power the
vibration power supplied to the PEH from an ambient vibration source, PVIB. We have:

η =
PE

PVIB
=

U2
rms

RL

PSHPEH − PSHNO

, (16)

where η stands for the measured efficiency; PVIB is the PEH’s power input; PE denotes
the electrical power output, i.e., the voltage U generated across the load resistor, RL; and
PSHPEH and PSHNO represent the vibration power with and without the PEH mounted on
the shaker, respectively.

2.10. Efficiency Measurement

To measure the efficiency, we improved the automated measurement system [23] to
manage the vibration amplitudes at a lower error rate and to reduce the noise. Moreover,
the data post-processing stage was redesigned to compute the power consumption of the
PEH. The actual setup is described in detail within Section 2.12.
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Because the efficiency results appear to be the most interesting near the PEH’s me-
chanical resonance, this resonance is localized by using sweep sine vibration.

To obtain proper efficiency results, we need to ensure that the PEH vibrates in its first
longitudinal mode without any torsional oscillation or clamping. Such a condition was
verified via a mode measurement system utilizing a scanning laser vibrometer. This step
is especially significant when the examined PEH has unknown parameters. Importantly,
the measured mode can also be used for calculating the aerodynamic drag. The system is
characterized in the following section.

2.11. Mode Measurement System

The applied scanning laser vibrometer system (Figure 2) consists of a Polytec OFV-
5000 vibrometer controller and Polytec OFV-505 sensor head, two-axis ThorLabs GVS012
scanning mirrors, a National Instruments Compact DAQ-9174 chassis with an NI 9223
analog input card (to ensure the acquisition of the measured and the reference vibrations),
and an NI 9263 voltage output card (to adjust the mirrors’ positions).

Figure 2. The scanning vibrometer setup to used verify that the first resonance mode has been reached.

The system is controlled by a custom-built, PC-based LabVIEW application, which
defines and corrects the movement of the mirrors and the laser focus to measure at se-
lected points on the PEH. In addition to these operations, the program acquires the vi-
brometer velocity data for every set point. The reference vibration was measured with a
B&K 4507-B-001 accelerometer to enable the phase compensation of the discrete vibration
measurements at the points selected on the PEH’s surface. This step ensures the determi-

116



Sensors 2021, 21, 2388

nation of the vibration mode and allows the measurement of the acoustic losses. As the
laser vibrometer acquires the velocity of every measured point, it was integrated into the
spectral domain to yield the displacement amplitude. The obtained data can be used to
confirm the resonance mode and to calculate the acoustic power produced by the PEH.

2.12. Efficiency Measurement System

The system comprises two parts (Figure 3), one measuring the harvesters’ parameters
and the other controlling the vibrations. By definition, the measuring component sets
the resistance via an Agilent 34970A data acquisition/switch unit and communicates the
vibration parameters, frequency, and amplitude to its counterpart. Here, the vibrations are
monitored and adjusted by a PI controller, and after they have settled down (error < 0.1%
for 10 s, the system will measure the harvester’s output voltage on the pre-set load, the
displacement of the harvester’s tip, and the shaker’s current and voltage. The accelera-
tion data are then transferred from the vibration control unit. The smaller displacement
amplitudes are measured by a Polytec PDV 100 vibrometer, while in the higher ones a
Micro-Epsilon optoNCDT 1401-20 optical sensor is employed. The measurement is per-
formed with a 24-bit, ±5 V, NI 9234 analog input card or, if the measured harvester’s output
voltage reaches above 5 V, a 24-bit, ±30 V NI 9232 card. To minimize the noise (<40 μV
and 127 μV, respectively) in the experiment, we selected sampling frequencies exhibiting
the maximum decimation rate of 256. Moreover, the noise and possible scalloping loss
were further reduced by extracting the effective value from the signal spectrum via an FFT
with a flat top window [24].

 

Figure 3. The system used to measure the power and efficiency.

The vibration control is ensured by a Compact RIO 9067 device equipped with NI 9234
analog input and NI 9263 analog output cards. The generated signal is transmitted to a
B&K 2719 power amplifier, which drives a TIRA 52110 vibration shaker. The vibrations are
measured by the B&K 4507-B-001 accelerometer, and the signal returns to the Compact RIO
via an MFF M28 supply module. The accuracies of the accelerometer and the MMF supply
module correspond to 0.4% (in the measured range of 20–300 Hz) and 0.5%, respectively;
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both of the units are calibrated. To reduce the noise, we employed the method characterized
above.

The resistive load is configured by a set of different parallel combinations of resistors
on an Agilent 34904A matrix switch inserted into the Agilent 34970A measurement unit.
Each of the two switches contains nine resistors, whose parallel combinations cover two
decades of resistance (meaning that four decades in total are covered). Throughout the
measurement process, the resistances are controlled by an Agilent 34401A multimeter, with
the repeatability of the measurements amounting to less than 0.04%. When the parallel
combination of the load and the measurement card input resistances produces a significant
error, a voltage follower is employed. The entire system is located in an air-conditioned
laboratory, where all the measurements take place.

2.13. Comparison with the Methodology Currently in Use

To facilitate comparison of the proposed efficiency measurement technique with the
existing methodology, we calculated the efficiency values in the PEHs at the devices’
resonant frequencies and optimum loads by using the standard approach. Even though
novel computing formulas are available, such as that described in [25], these share the same
simplified principle, which interprets the harvester’s mechanical power as the input power.
Thus, we decided to compare our new metrics with a well-established and widely used
option (Equation (1)) [7] (simplified calculated). The procedure embodied in Equation (1)
was experimentally verified by, for instance, the authors of reference [6], whose efficiency
measurement concept is also used herein for comparison (simplified measured).

The data enabling the calculation of the aforementioned efficiencies were gathered
during merely one measurement, meaning that the error that arises from diverse conditions
cannot occur.

3. Results and Discussion

The measurement system was tested on two commercially available PEHs, one being
a PZT PEH MIDE PPA-1011 (PZT PEH), which has a rigid structure with a FR4 base, and
the other embodied in a PVDF TE LDTM-028K (PVDF PEH), which exhibits a flexible foil
structure with an integrated 720 mg tip mass. The dimensions of these PEHs are shown in
Figure 4; the capacitances equal 90.5 nF and 485 pF, respectively.

(a) (b)

Figure 4. The tested PEHs: the MIDE PPA-1011 (a) and the TE LDTM-028K (b).

Initially, each resonance frequency was found via the sine sweep, and then the vibra-
tion mode (Figure 5) of the examined harvester was checked. The measured amplitudes
enabled us to calculate the acoustic power corresponding to the aerodynamic drag. At
the final stage, we carried out the same measurement cycles at different vibration ampli-
tudes. The 3D proposed efficiency plots (side and top views) relating to selected vibration
amplitudes are shown in Figure 6.
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Figure 5. The confirmed oscillation: the first longitudinal mode in the MIDE PPA-1011 at 1 grms (a) and 2 grms (b); an in the
TE LDTM-028K at 1 grms (c) and 2 grms (d).
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Figure 6. The proposed efficiency rates measured near the harvesters’ resonance frequencies, at 1 grms and 2 grms: the
zirconate titanate (PZT) PEH, (a,b, respectively); the polyvinylidene fluoride (PVDF) PEH, (c,d, respectively). The 3D plots
and the top views are shown on the left-hand and the right-hand sides, respectively. Note the different efficiency scales for
the two PEHs.
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By common definition, the power generated by the PEHs increases with the vibration
amplitude. In the PZT PEH, the power varied between 165 μW at 0.25 grms and 3.78 mW
at 2 grms. The PVDF PEH, however, is smaller and exhibits a higher optimal load, and thus
the power values dropped to between 11.6 nW at 0.25 grms and 793 nW at 2 grms.

3.1. Uncertainties of the Measurement System

The type B uncertainty was calculated analytically from the devices’ specifications.
In this uncertainty, the cause consisted in the errors of the NI measurement cards and
the accelerometer chain. The error distribution in the individual devices was considered
normal (Gaussian), allowing us to calculate the uncertainty. The type B uncertainty varied
from 0.003 to 0.4%A for the interval of 1σ. The unit of efficiency is usually %, and the same
unit normally expresses relative error. In this paper, for clarity, the symbol %A thus denotes
the measured efficiency or its absolute error, whereas %R stands for the relative error.

The type A uncertainty was determined as the worst case scenario from all measure-
ments at different frequencies and vibration amplitudes, with each of these uncertainties
established from 300 repetitive measuring cycles. The result to express the uncertainty
was computed from the post-processed values. In general terms, this method involves
the random measurement errors and their filtering by means of an FFT with a flat top
window. The relative type A uncertainty amounted to 0.05, 0.03, and 0.002%R in the current,
acceleration, and phase, respectively. The absolute combined uncertainty relating to the
proposed efficiency measurement ranged between 0.007%A and 0.5%A for the interval
of 1σ.

3.2. Uncertainty in Simplified Efficiencies

In the simplified measured and proposed efficiencies, the uncertainties were calculated
similarly, from the measurement system’s uncertainties. The absolute combined uncertainty
relating to the simplified measured efficiency varied between 0.015%A and 0.27%A for the
interval of 1σ.

The uncertainty of the simplified calculated efficiency, however, arises from the un-
certainty of the parameters ksys and Q, which are calculated from relevant frequencies.
For instance, in the PZT PEH, vibrating at 1 grms, the open natural frequency attained
fo = 123.33 Hz and the short one equaled fs = 123.00 Hz, both at the relative uncertainty
0.12%R. The two frequencies being close to each other, the relative uncertainty of ksys
amounted to 63.3%R. This rate, above all, then caused the combined absolute uncertainty
of the simplified calculated efficiency to be much higher than those in the measured
efficiencies, namely, it ranged between 3.05 and 5.56%A for the interval of 1σ.

3.3. Efficiency of the PZT Ceramic Based Harvester

The diagram characterizing the PZT PEH (Figure 7) indicates that the simplified
measured and simplified calculated efficiencies yielded similar results; the measured one,
however, has a markedly lower uncertainty. These efficiencies are three to five times greater
than the proposed efficiency because they did not take into account the mechanical losses.

Moreover, all types of efficiency exhibited a decreasing trend when the vibration
amplitude rose. The proposed class nevertheless declined slightly faster due to the growth
of the mechanical losses, which occurs with increasing vibration amplitude.

In the given context, Figure 8 shows the individual powers of the PEH. It is worth not-
ing that the aerodynamic loss was higher than the PEH’s mechanical power, the difference
being approximately 50%. Furthermore, the amount of the vibration input power (PVIB)
transferred to the mechanical power of the PEH (PM) decreased with increasing vibration
amplitude from approx. 40% to 20%. This indicates that the mechanical losses increased
with rising vibration amplitude.
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Figure 7. The PZT PEH: Comparing the efficiency values established via our method (proposed) with those calculated from
the PEH’s parameters for the optimum condition (simplified calculated) and measured from the PEH’s mechanical power
(simplified measured). The error bars represent the 1σ interval.
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Figure 8. The PZT PEH: Comparing the power delivered by the shaker to the PEH, with the power dissipated in the air, the
PEH mechanical vibration power, and the electrical power output.

3.4. Efficiency of the PVDF Foil Based Harvester

In the PVDF PEH, the simplified calculated and simplified measured efficiencies
(Figure 9) amounted to approximately 1.5 %A; the proposed efficiency was significantly
smaller, varying between 0.005 and 0.015 %A. Such a condition is caused mainly by the
harvester’s low stiffness, an effect stemming from the flexible structure. Thus, even though
the displacement of the PEH’s tip is notable, the vibration power remained very small,
being less than 1%R of the input vibration power (Figure 10). Consequently, due the
major displacement, the aerodynamic losses produced more than a half of the overall ones.
Moreover, the rather high optimum load resistance (330 kΩ) means that the power output
was small, ranging between 11.6 nW at 0.25 grms and 793 nW at 2 grms.
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Figure 9. The PVDF PEH: Comparing the efficiency values established via our method (proposed) (a) with those calculated
from the PEH’s parameters for the optimum condition (simplified calculation) and measured from the PEH mechanical
power (simplified measurement) (b). The error bars represent the 1σ interval.
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Figure 10. The PVDF PEH: Comparing the power delivered by the shaker to the PEH with the power dissipated in the air,
the PEH mechanical vibration power, and the electrical power output.
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3.5. Comparing the Efficiencies

The simplified efficiencies (measured and calculated) exhibited the same results,
similarly to the findings presented by Yang et al. [6].

The proposed efficiency showed lower values because the mechanical losses not only
need to be taken into account but are also, as is obvious from the measured data, higher than
the actual mechanical power of the PEH (PM). In general terms, it is then possible to claim
that the mechanical losses embody a significant factor affecting the performance of PEHs.
Ignoring the losses during in the input power calculations involved in the computation
of the simplified efficiency computations of the PEH can cause a significant error when
different types of PEHs are compared for various purposes. Our novel method enables
direct efficiency measurement and does not omit the mechanical losses of the PEH.

Even in situations where the mechanical losses can be neglected, the calculation of the
efficiency from the parameters (1) is affected by a large uncertainty. This arises mainly from
the uncertainty of the system coupling coefficient (ksys). If the same efficiency is measured
via the PEH’s mechanical power (PM), the uncertainty is significantly lower.

Moreover, excluding the harvester’s parameters allows us to use the proposed method
for comparing different principles of power generation from ambient vibrations. Our
system is capable of measuring a wide range of efficiencies, from tens of percent to units of
parts per million, and the shape of the data (Figure 6) appears to be credible even at low
efficiency rates. The uncertainty of the measured efficiency is also provided.

3.6. Power Flow

Once the PEH has been characterized, we can determine the individual power compo-
nents according to the classification in Figure 1. The individual power components in the
absolute value and their contribution to the total power consumed by the PEH are shown
in Table 1. These items of information allow us to localize the most significant losses in the
power conversion.

Table 1. Comparing the individual power components in the tested PEHs at 1 grms.

Power Type
MIDE PPA-1011 TE LDTM-028K

[mW] [%] [μW] [%]

Vibration power PVIB 43.04 100 3745 100

→ Acoustic losses PAIR 16.56 38.5 1770 47.3

→ Thermal losses PTH 14.93 34.7 1963 52.4

→ PEH mechanical power PM 11.55 26.8 11.94 0.318

→ Internal losses PIL 8.72 20.2 11.55 0.308

→ Electrical losses PEL 1.41 3.3 0.197 0.005

→ Electrical power output PE 1.41 3.3 0.197 0.005

The most significant types of loss were the acoustic and thermal ones, which together
dissipated more than two thirds of the total power input. Regrettably, we were able to find
only a few papers that focused on reducing such losses [26–28]. By contrast, many research
teams are developing new piezomaterials with the aim to reduce the internal losses; these
processes, however, dissipate only a small portion of the power input. Finally, the electrical
losses are negligible when compared to the other categories. The intensive research and
development of power conditioning circuits will nevertheless allow the electrical losses to
be reduced even further in the future.

In conclusion, let us emphasize again that multiple efforts are being made to minimize
the internal and electrical losses (which embody only a small portion of the total losses),
whereas the type of loss that exhibits the maximum contribution to the total sum remains
mostly ignored.
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4. Conclusions

By reviewing the papers that discuss techniques for calculating the efficiency of PEHs,
we concluded that researchers regularly compute the input power as the power stored
in the harvester’s movement. Such a procedure, however, causes the mechanical losses
induced by the actual motion to be ignored. We designed a method to measure the efficiency
of energy harvesters in such a manner that the mechanical losses generated by internal
friction and aerodynamic drag are taken into account. Unlike the traditional approach,
our technique relies on computing the input power out of the vibration power extracted
from the shaker, with the losses preserved. In the experiments, a mode measurement
system was employed to estimate the losses linked to the aerodynamic drag.

We developed a system capable of characterizing the power and measuring directly
the overall efficiency of a harvester; the combined absolute uncertainty amounted to less
than 0.5 %A. The measurement system was tested on commercially available PZT and
PVDF PEHs: a MIDE PPA-1011 and a TE LDTM-028K. In the former, the efficiency at the
resonant frequency and optimal load varied from 6.1 %A at 0.25 grms to 2.2 %A at 2 grms.
In the latter, the same quantity reached approximately 0.007 %A in all of the measured
vibration amplitudes (0.25–2 grms).

The efficiency data relating to the optimum load and frequency were compared with
the calculations based on the PEHs’ coupling coefficients and quality factors. In the PZT
harvester, the proposed measured efficiency rate was roughly three to five times lower
than the efficiencies determined via the existing methodology. The PVDF device, however,
exhibited rates markedly lower than those established in the PZT one. Generally, it is
then possible to claim that the mechanical losses embody a significant factor affecting the
performance of PEHs.

We localized the main sources of loss, identifying these with the thermal and acoustic
losses caused by the movement of the PEH. The internal losses, arising from the piezoelec-
tric efficiency, consist of only a small portion of the total dissipated power, and the electrical
ones, generated by the internal resistance, are negligible. Regrettably, while efforts are
being made to minimize those sources of loss that exert a minimum impact on the total
losses, only a few research groups focus on the major sources.

As our metrics are independent of the PEHs’ parameters, they can be applied in
comparing the efficiencies of diverse vibration harvesters. The proposed method may
accelerate the development of new vibration harvesters in general because the partial
procedures comprised within the technique allow easy and accurate measurement of the
devices’ performances. By extension, as suggested above, an interesting benefit lies in the
possibility of comparing the outcomes delivered by different research teams.

In terms of future research, we intend to improve the measurement system to better
measure and model the individual types of loss. Such an aim should then produce an
increase in the efficiency of piezo energy harvesters.
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Abbreviations

The following abbreviations are used in this manuscript:

PEH Piezoelectric Energy Harvester
PZT Lead Zirconate Titanate
PVDF Polyvinylidene Fluoride
ksys System Coupling Coefficient
Q Quality Factor
fo Open Circuit Natural Frequency
fs Short Circuit Natural Frequency
PSH Shaker Vibration Power
PSHPEH Shaker Vibration Power with Mounted PEH
PSHNO Shaker Vibration Power without PEH
PVIB Vibration Power
PAIR Acoustic Losses
PTH Thermal Losses
PM PEH Mechanical Power
PIL Internal Losses
PEL Electrical Losses
PE Electrical Power Output
F Vibration Force
v Vibration Velocity
kBI Shaker Bl Coefficient
a Vibration Amplitude
f Frequency of Vibration
%A Percent as Absolute Quantity (used for the efficiency value and its absolute error)
%R Percent as Relative Quantity (used for the relative error)
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Abstract: In this study, a semi-analytic approach to optimizing the external load resistance of a
bi-stable electromagnetic energy harvester is presented based on the harmonic balance method. The
harmonic balance analyses for the primary harmonic (period-1T) and two subharmonic (period-3T
and 5T) interwell motions of the energy harvester are performed with the Fourier series solutions of
the individual motions determined by spectral analyses. For each motion, an optimization problem
for maximizing the output power of the energy harvester is formulated based on the harmonic balance
solutions and then solved to estimate the optimal external load resistance. The results of a parametric
study show that the optimal load resistance significantly depends on the inductive reactance and
internal resistance of a solenoid coil—-the higher the oscillation frequency of an interwell motion (or
the larger the inductance of the coil) is, the larger the optimal load resistance. In particular, when the
frequency of the ambient vibration source is relatively high, the non-linear dynamic characteristics of
an interwell motion should be considered in the optimization process of the electromagnetic energy
harvester. Compared with conventional resistance-matching techniques, the proposed semi-analytic
approach could provide a more accurate estimation of the external load resistance.

Keywords: electromagnetic energy harvester; bi-stable oscillator; load resistance optimization;
frequency response analysis; harmonic balance method

1. Introduction

Energy harvesting is a series of processes that convert ambient energy (vibration,
sunlight, wind, raindrop, earth heat, human motion, etc.), usually unused and wasted, into
electric energy that is stored in a capacitor or used to supply power to micro-devices. The
energy harvesting technology is considered a promising alternative to chemical batteries
for autonomous wireless microdevices. In particular, vibration-based energy harvesters
have been intensively studied and developed because vibration energy sources exist almost
everywhere in our daily life and industrial environment, and its conversion mechanism is
relatively simple.

The early design of vibration energy harvesters was based on a linear resonator
coupled with electromagnetic, electrostatic, or piezoelectric transducers [1,2]. Such linear-
resonant energy harvesters produce high electric power only in a narrow resonant fre-
quency band, which is not suitable for harvesting energy from real-world vibration sources
with time-varying and/or multiple frequency components [3,4]. Accordingly, energy har-
vesting systems of various structures (e.g., frequency-tunable oscillators [5–7], an array of
multimodal oscillators [8–10], and non-linear mono-stable [11–14] or multi-stable oscilla-
tors [15–26]) have been investigated to deal with the narrow bandwidth problem of the
linear system.
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A bi-stable oscillator that possesses a double-well potential energy function is known
to be one of the most advantageous candidates to overcome the limitation of the linear
system. The dynamic behavior of the bi-stable oscillator is generally more complicated than
that of mono-stable oscillators owing to the existence of a saddle barrier between the poten-
tial energy wells, but its large-amplitude oscillation (called interwell motion) tends to cover
a much broader frequency range. During the past decade, various types of bi-stable energy
harvester have been proposed based mainly on magnetically (repulsive/attractive) and/or
mechanically buckled structures, and their performance has been evaluated under ambient
vibration sources of the swept sine, impulse, and Gaussian white noise types [1,2,18]. The
performance of a bi-stable energy harvester depends on the amount of ambient vibration
energy transmitted to the energy transducer, that is, transmissibility, which is related to
the features of a forced interwell motion, such as the required intensity of excitation, the
associated frequency bandwidth, and its oscillation frequency and amplitude. Various
optimization strategies have been proposed to enhance the performance of vibration energy
harvesters (e.g., artificial intelligence-based optimizations, structural optimizations, and
nonlinear optimizations) [27,28]. Additionally, an external load resistance connected to
an energy harvester for harvesting electrical energy is also an important design factor
that should be optimized for maximizing performance. The resistance-matching technique
has been commonly used for estimating the optimal load resistance [29], but it applies
in principle to systems where both the source and load devices are linear. For non-linear
systems (including a bi-stable system considered in this study), the resistance-matching
technique may give an inaccurate estimation of the optimal load resistance with significant
error, depending on the system and the excitation conditions.

In this study, a semi-analytic approach based on the harmonic balance method is
proposed to optimize the external load resistance of a bi-stable electromagnetic energy
harvester accurately, when compared with conventional resistance-matching techniques.
To this end, the frequency responses of the primary harmonic and subharmonic interwell
motions are numerically obtained first, and their solution forms are assumed in accordance
with the results of spectral analyses. For each interwell motion, an optimization problem
was formulated and solved, based on the harmonic balance solution of the assumed Fourier
series, to calculate the optimal external load resistance of the energy harvester. In addition,
a parametric study was conducted to investigate the effects of the system parameters
and excitation conditions on the optimal load resistance of the electromagnetic energy
harvester, which is not considered in conventional resistance-matching techniques; the
results are discussed.

2. Bi-Stable Oscillator Model of an Electromagnetic Energy Harvester

Figure 1 shows the schematic diagram of an electromagnetic energy harvester consid-
ered in this study, which is composed of two parts: a clamped-clamped beam oscillator and
an external solenoid coil structure. The inertial mass, along with two permanent magnets,
is attached to the middle of the stainless-steel beam to adjust the natural frequency of the
beam oscillator. The solenoid coil structure is fixed to the external space and aligned with
the inertial mass, so that the permanent magnet can oscillate through the inner hole of the
solenoid coil when the base of the energy harvesting system is excited by a certain ambient
vibration. The coil is connected to an external load resistance for harvesting electrical
energy. With this structure for electromagnetic induction, the energy harvesting system
can convert ambient vibration energy to electrical energy that would be used (or stored in
a capacitor) for powering micro-devices.

The performance of the energy harvesting system depends significantly on the trans-
missibility of the system, that is, the amount of ambient vibration transmitted through the
beam oscillator to the permanent magnet traveling in the inner hole of the coil. Thus, the
electromagnetic energy harvester is designed based on a statically bi-stable oscillator to
better respond to various types of ambient vibration with wide-band frequency compo-
nents. To this end, an axial load is imposed on the beam in the longitudinal direction by
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moving the right clamped end slightly to the left, which causes the buckling phenomenon
of the beam. It is well known that at the moment when buckling occurs, new symmetric
non-trivial equilibria (x = ±x0) start bifurcating from the trivial one (x = 0), which is
called the pitch-fork bifurcation of equilibrium. After the buckling, the beam structure
becomes unstable at the trivial equilibrium, and is stable at the two non-trivial upper and
lower equilibria depicted in Figure 1.

 
Figure 1. Schematic diagram of an electromagnetic bi-stable energy harvester composed of a clamped-
clamped beam and an external solenoid coil. The right end of the beam is movable in the horizontal
direction but can also be fastened at a certain position. The gravitational field is assumed to be in the
perpendicular direction to the given plane.

The mathematical model for the aforementioned energy harvesting system is given by
the following electro-magneto-mechanical oscillator model [30–32]:

..
x + 2ζω0

.
x − γx2

0x + γx3 + κ0 I = −Ab cos Ωt, (1a)

L0
.
I + (Re + rL)I = β

.
x, (1b)

where x is the displacement of the inertial mass attached to the middle of the beam; x0
indicates the distance of the non-trivial equilibria measured from the trivial one; γ is the
coefficient given by (ω0/4x0)

2; I is the electrical current flowing across the load resistance
Re; ω0 and ζ are the natural angular frequency and damping ratio, respectively; κ0 and β
are the electro-magneto-mechanical coupling constants; rL and L0 are the internal resistance
and inductance of the coil, respectively; and Ab and Ω are the magnitude and frequency of
the base acceleration, respectively. The baseline parameter values of the oscillator model
are listed in Table 1. In addition, for the purpose of generality, the following dimensionless
variables and parameters are introduced to Equations (1a) and (1b):

y =
x
x0

, J =
I
I0

, τ = ω0t, A =
Ab

x0ω2
0

, ωr =
ω

ω0
, κ =

κ0βL0

α2rL2 , α =
ω0L0

rL
, R =

Re

rL
, (2)

and the resulting dimensionless forms of governing equations can be obtained in the form:

..
y + 2ζ

.
y − 1

2
y +

1
2

y3 + κ J = −A cos ωτ, (3a)

α
.
J + (R + 1)J =

.
y, (3b)

where ω are and the dimensionless forcing frequency (or the frequency ratio); α is the
dimensionless resonant inductive reactance (or the ratio of the resonant inductive reactance
of the coil, ω0L0, to the internal resistance of the coil, rL); and R is the dimensionless
external load resistance (or the ratio of the external load resistance to the internal resistance
of the coil).
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Table 1. Parameter values of the electro-magneto-mechanical oscillator [30,32].

Parameter Value

x0 0.29 mm
R 18 Ohm

ω0 365 Hz
ζ 0.004
κ0 16.7
β 0.5
rL 18 Ohm
L0 5 mH

3. Numerical Frequency Response Analysis of an Electro-Magneto-Mechanical
Oscillator Model

3.1. Steady-State Response and Its Bifurcation

In this work, a series of numerical simulations of the electro-magneto-mechanical
oscillator model expressed in Equations (3a) and (3b) are performed to investigate the
dynamic behaviors of the system and the associated energy harvesting performance. By
introducing the state vector [y1, y2, y3, y4] =

[ .
y, y, J, θ

]
, where θ = ωτ, into Equations (3a)

and (3b), the dimensionless governing differential equations can be rewritten into an
autonomous system of first-order differential equations in the following vector form:

.
y = f (y, t) =

⎡⎢⎢⎣
−2ζy1 +

1
2 y2 − 1

2 y3
2 − κy3 − A cos y4

y1
− R+1

α y3 +
1
α y1

ω

⎤⎥⎥⎦. (4)

Frequency response analyses are carried out by the direct numerical integration of
Equation (4) based on the Runge–Kutta methods. For all the numerical simulations, the
baseline parameter values given in Table 1 are used, unless otherwise stated. The steady-
state forced responses of the electromagnetic energy harvester are evaluated first, while
the frequency of the base excitation varies by means of frequency marching or frequency
sweeping, and then their Floquet multipliers are obtained by solving the eigenvalue
problem of the following monodromy matrix:

M =
1

∏
i=N

exp
[∫ τi

τi−1

J(τ)dτ

]
, (5)

where J is the Jacobian matrix, and N is the number of equally spaced time intervals
included within one period. The bifurcation type of the stationary oscillation can be
determined from the investigation of its Floquet multipliers. When the stability of the
steady-state solution changes, the accompanying bifurcations can be classified into three
different types: saddle-node bifurcation (if the largest Floquet multiplier μ is positive 1, i.e.,
μ = +1), period-doubling bifurcation (μ = −1), and Neimark–Sacker bifurcation (|μ| = 1
and Im[μ] �= 0).

3.2. Non-Linear Oscillations Owing to Double-Well Potential: Intrawell and Interwell Motions

The electromagnetic bi-stable energy harvester possesses a double-well potential en-
ergy function, as shown in Figure 2a. There are one trivial saddle point and two non-trivial
center points in the potential function. The two potential wells are in symmetric configura-
tion with respect to the potential saddle barrier formed at the trivial point of y = 0. This
potential saddle barrier leads to two different types of forced response: intrawell and inter-
well motions, depending on the intensity of the base excitation. When the base excitation
is weak, the system only oscillates with small amplitude inside one of the two potential
wells (as demonstrated by the thin line in Figure 2b), which is called intrawell motion,
owing to the existence of the potential barrier. When the base excitation becomes relatively
strong, the system gains enough kinetic energy to cross the potential barrier (the thick line
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in Figure 2b). Accordingly, it begins oscillating with a much larger amplitude, producing
higher electrical power, and it is called interwell motion. The interwell motion tends to
occur over a much broader frequency band than the resonant frequency band of linear
oscillators. Using this interwell motion, the electromagnetic bi-stable energy harvester can
harvest energy from ambient vibration energy sources, including wide-band frequency
components. The aforementioned high-energy interwell motion of the electromagnetic
energy harvester appears in various types of oscillations: primary harmonic motion, its
subharmonic and superharmonic motions, and even non-periodic chaotic motion. Among
these interwell motions, the primary harmonic motion of period T = 2π/ω has been used
the most for broadband energy harvesting applications. However, it was recently reported
that subharmonic motions are also useful and suitable [29].

(a) (b) 

Figure 2. (a) Double-well potential energy function of the electromagnetic bi-stable energy harvester.
The open and solid circles indicate the saddle and center points, respectively. (b) Phase plane
representation of the intrawell and interwell oscillations (of period T = 2π/ω), which are denoted
by thick (blue) and thin (magenta) lines, respectively, obtained when A = 0.02 and ω = 0.82. In (b),
the red points indicate the stroboscopic projections of the oscillations, which are synchronized with
the period T of the base excitation.

Figure 3 shows the frequency responses for (a) displacement and (b) output power
of the electromagnetic energy harvester obtained when the base acceleration is 0.02. In
this figure, the subharmonic interwell motions of periods 3T and 5T and the primary
harmonic interwell motion of period T are presented along with the intrawell motion for
comparison purposes. The subharmonic interwell motions are much larger in amplitude
than the intrawell motion (as shown in Figure 3a), although they are smaller than the
primary harmonic interwell motion, and accordingly can produce relatively higher output
powers (as shown in Figure 3b). This is more clearly demonstrated in Figure 4 by directly
comparing the period-1T, 3T, and 5T interwell motions on the state plane. The period-
3T interwell motion has a notably wide frequency band, similar to that of the period-T
interwell motion. It is interesting that the frequency bands of the period-1T, 3T, and 5T
interwell motions are continuously connected to each other and tend to form a whole
wide frequency band. The above observations indicate that the subharmonic interwell
motions in addition to the primary harmonic interwell motion can play an important role
in enhancing the operating frequency band of electromagnetic energy harvesters.
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(a) (b) 

Figure 3. Frequency responses for (a) displacement and (b) output power of the electromagnetic bi-stable energy harvester
obtained when A = 0.02: (1T) primary harmonic period-T interwell motion, (1T-SO) period-T intrawell motion, (3T)
subharmonic period-3T interwell motion, and (5T) period-5T interwell motion. The saddle-node bifurcations and period-
doubling bifurcation are designated by points SB and PD, respectively. In (a), the red dots indicate the stroboscopic
projections of the oscillations, which are synchronized with the period T of the base excitation. The dashed-dotted lines are
the harmonic balance solutions for the primary harmonic and subharmonic interwell motions, which will be discussed in
Section 4.

 
(a) (b) 

Figure 4. Phase plane representations of (a) period-3T and (b) period-5T motions obtained with the base acceleration of
A = 0.02 and forcing frequencies of (a) ω = 1.37 and (b) ω = 1.65, respectively. The period-T interwell and intrawell motions
of Figure 2b are also presented for comparison purpose. The solid circle dots indicate the stroboscopic projections of the
oscillations, which are synchronized with the period T of the base excitation.

4. Semi-Analytic Approach to Optimizing the External Resistance

The external load resistance of an electromagnetic energy harvester, together with
the transmissibility, is an important design factor, which must be optimized to maximize
its output electrical power. An impedance-matching technique has been commonly used
to solve this optimization problem, with the assumption that the inductance of the coil is
negligible. In this case, the external load resistance is actually matched with the internal
resistance of the solenoid coil; thus, it will be called ‘resistance matching’ in this study.
However, it should be noted that the impedance- (or resistance-) matching technique only
applies when both the source and load devices are linear, although they are frequently
used for non-linear systems at the cost of accuracy. In this work, a semi-analytical approach
based on the method of harmonic balance is implemented to evaluate the optimal value of
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the external load resistance accurately, with which the interwell motion of the system can
most efficiently produce electrical power.

First, Fourier analyses are performed to find the appropriate solution forms of the
steady-state primary harmonic and subharmonic interwell motions, which depend on
the type and intensity of non-linearity [33], and the results of the time responses and the
corresponding amplitude spectra are presented in Figure 5. The forcing period of the
base excitation is given by T = 2π/ω, and accordingly the oscillation frequencies of the
subharmonic period-3T and 5T motions tend to be lower than the forcing frequency ω,
as shown in Figure 5c,e. Such subharmonic behavior is known to be a typical feature
of a bi-stable system. Therefore, the fundamental oscillation frequencies of the interwell
motions can be defined by ωk = ω/k, where k = 1, 3, and 5 for the period-1T, 3T, and 5T
motions, respectively. From Figure 5b,d,f, it can be observed that the interwell motions
only have two or three important frequency components: ω1- and 3ω1-components for the
period-T motion, ω3- and 3ω3-components for the period-3T motion, and ω5-, 3ω5- and
5ω5-components for the period-5T motion, as shown in Figure 5b,d,e, respectively. Thus,
the steady-state periodic solutions can be assumed in the following forms of the Nth-order
Fourier series:

(Period − T motion) y = ∑
n=1,3

an cos nωτ + bn sin nωτ, J = ∑
n=1,3

cn cos nωτ + dn sin nωτ (6a)

(Period − 3T motion) y = ∑
n=1,3

an cos
nω

3
τ + bn sin

nω

3
τ, J = ∑

n=1,3
cn cos

nω

3
+ dn sin

nω

3
(6b)

(Period − 5T motion) y = ∑
n=1,3,5

an cos
nω

5
τ + bn sin

nω

5
τ, J = ∑

n=1,3,5
cn cos

nω

5
+ dn sin

nω

5
(6c)

where the highest order of harmonics is given as N = 3 for the period-1T and 3T motions and
N = 5 for the period-5T motion, and all the constant terms are set to zero as the main interest
is on the interwell motion, of which the center of oscillation is the trivial point (y = 0).

Substituting Equations (6a)–(6c) into Equations (3a) and (3b), followed by equating
the coefficients of like harmonic components, leads to a system of non-linear algebraic
equations for unknown variables an, bn, cn, and dn, which are numerically solved by the
Newton–Raphson method. As shown in Figure 3, the harmonic balance solutions (dashed-
dotted lines) for primary harmonic and subharmonic interwell motions are well matched
with the numerical solutions. Additionally, time-domain comparisons are made in Figure 6,
where numerical and analytical results are also in a good agreement with each other.

 
(a) (b) 

Figure 5. Cont.
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(c) (d) 

 
(e) (f) 

Figure 5. (first column) Time responses and (second column) the associated amplitude spectra, obtained by the fast Fourier
transform. In (a,b) the period-1T motion when A = 0.02 and ω = 0.82, in (c,d) the period-3T motion when A = 0.02 and
ω = 1.37, and in (e,f) the period-5T motion when A = 0.02 and ω = 1.65. The base excitation used for this simulation is
also presented for comparison. In (a,c,e), the red dots indicate the stroboscopic projections of the oscillations, which are
synchronized with the period T of the base excitation.

 
(a) (b) 

Figure 6. Cont.
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(c) 

Figure 6. Comparisons between numerical and analytical solutions for (a) period-1T, (b) 3T, and (c) 5T interwell motions,
which are obtained when the amplitude and frequency of the base acceleration are given as A = 0.02 and ω = (a) 0.82,
(b) 1.37, and (c) 1.65.

Using the obtained harmonic balance solutions, the average output power Pav of the
electromagnetic energy harvester can be evaluated as P2

av = ∑ (c2
n + d2

n)/2, and the optimal
value of the external load resistance is estimated by solving the optimization problem of
∂Pav/∂R = 0. The optimal external load resistance reduces to 1 for the same problem when
the resistance matching technique is used.

Figure 7 shows the average output powers, harvested from (a) period-1T, (b) period-
3T, and (c) period-5T motions, with respect to the external load resistance. The numerical
and semi-analytical results are compared to each other in Figure 7. As shown in this figure,
the analytic and numerical results for the average output powers are well matched with
each other. Furthermore, the optimal values of the external load resistance were evaluated,
and it was observed that the analytic results are in an excellent agreement with numerical
results with a maximum relative error of less than (a) 0.3%, (b) 2.0%, and (c) 1.5%. This
observation supports the validity of the semi-analytic approach to optimize the external
load resistance implemented in this study.

 
(a) (b) 

Figure 7. Cont.
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(c) 

Figure 7. Plots of the external load resistance versus the average output power harvested from (a)
period-1T, (b) period-3T, and (c) period-5T motions of the electromagnetic energy harvester. The
results are obtained by numerical integration (blue solid lines) and the semi-analytic approach (red
dashed lines) and compared to each other. For each motion, the comparisons in between are made
with three different forcing conditions: (a) (A, ω) = (0.012, 0.6), (0.02, 0.7), (0.03, 0.8), (b) (A, ω) =
(0.012, 1.0), (0.02, 1.2), (0.03, 1.4), (c) (A, ω) = (0.012, 1.4), (0.02, 1.6), (0.03, 1.8). The solid circle points
indicate the optimal conditions for the external load resistance with which the output power is
maximized.

In general, the subharmonic period-3T and 5T interwell motions tend to produce
relatively lower electric power than the primary harmonic period-1T interwell motion
(but relatively higher than intrawell motions). However, the frequency bands of the
period-1T, 3T, and 5T interwell motions are possibly different from each other (as shown
in Figure 3), and each of the interwell motions could be used to harvest energy in the
associated frequency band, depending on excitation conditions.

5. Effects of Inductive Reactance and Excitation Conditions on Optimal External
Resistance

Using the semi-analytic method mentioned in the previous section, a parametric study
is conducted to investigate the effects of the dimensionless resonant inductive reactance
α (defined by the ratio of ω0L0 to rL in Equation (3b)) and the excitation conditions (the
frequency and intensity of the base excitation) on the optimal load resistance of the electro-
magnetic energy harvester, which is not considered in the resistance-matching technique.

Figure 8 shows the optimal values of the external load resistance for (a) period-1T,
(b) period-3T, and (c) period-5T motions of the electromagnetic energy harvester, obtained
by using the semi-analytic method, with respect to the resonant inductive reactance. In this
figure, the results clearly indicate that the optimal load resistance of the electromagnetic
energy harvester can be significantly affected by the resonant inductive reactance and
excitation frequency. For all the period-1T, 3T, and 5T motions, the optimal load resistance
increases as the dimensionless resonant inductive reactance increases—-in other words,
as the inductance (L0) of the solenoid coil becomes relatively larger—-and accordingly, it
deviates from the optimal value (i.e., 1) estimated by the resistance-matching technique, in
which the inductance of the coil is assumed to be zero. Such a deviation tends to be larger
when the frequency (ω) of the base excitation is higher, which is more remarkable for the
interwell motion of the shorter oscillation period (in the order of periods (a) 1T, (b) 3T,
and (c) 5T in Figure 8) or higher oscillation frequency (in the order of (a) ω1, (b) ω3, and
(c) ω5). From these observations, it is deduced that the optimal load resistance depends
on the inductive reactance of the coil, which is defined by ωkL0, in addition to the internal
resistance (rL) of the coil.
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(a) (b) 

 
(c) 

Figure 8. Plots of the resonant inductive reactance versus the optimal load resistance for (a) period-1T,
(b) period-3T, and (c) period-5T motions of the electromagnetic energy harvester. For each motion
(colored thick lines), the results are calculated by using the semi-analytic method, with three different
values of excitation frequency and a constant base acceleration of 0.02, and compared with that
obtained by the resistance-matching technique (grey thin line).

Figure 9 shows the optimal values of the external load resistance for the period-1T,
3T, and 5T motions of the electromagnetic energy harvester, obtained with three different
values of base acceleration: (a) A = 0.012, (b) A = 0.02, and (c) A = 0.03. The calculations
are made only in the range of the excitation frequency in which the interwell (period-1T,
3T, and 5T) motions exist. As shown in this figure, the period-1T and period-3T motions
occur in a broad range of excitation frequencies, whereas the period-5T motion occurs in a
relatively narrow range, which means that the former are more important design factors in
broadband energy harvesting applications. The frequency range for each interwell motion
tends to be broader as the intensity of the base excitation increases, slightly shifting to a
higher frequency. For the period-1T motion, the optimal load resistance obviously increases
with excitation frequency, whereas for other interwell motions, only small variations in
the optimal load resistance are observed in the overall range of excitation frequency
(particularly for period-5T motion, the resistance is almost constant). This is because the
lower the oscillation frequencies of the subharmonic period-3T and 5T motions (ω3 = ω/3
and ω5 = ω/5, respectively) are, the weaker the effects of the inductive reactance of the
solenoid coil on the optimal resistance. Furthermore, the optimal load resistance is not
sensitive to changes in the intensity of the base excitation. As shown in Figure 10, the
optimal load resistance for the period-1T and 3T motions tends to increase slightly with
the base acceleration and, contrarily, the one for the period-5T motion decreases slightly.
However, these changes in the optimal resistance are not significant (less than 0.01%).
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(a) (b) 

 
(c) 

Figure 9. Plots of the excitation frequency versus the optimal load resistance for the interwell
motions (with periods 1T, 3T, and 5T) of the electromagnetic energy harvester. In this simulation, the
acceleration of base excitation is set to (a) 0.012, (b) 0.02, and (c) 0.03.

 
(a) (b) 

Figure 10. Cont.
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(c) 

Figure 10. Base acceleration versus optimal load resistance for (a) period-1T, (b) period-3T, and (c)
period-5T motions of the bi-stable electromagnetic energy harvester.

6. Broadband Energy Harvesting Applications

The output power of the bi-stable electromagnetic energy harvester is evaluated, while
the frequency of the harmonic base excitation varies by means of frequency marching, and
compared with that of its linear counterpart in Figure 11 to demonstrate its broadband
energy harvesting performance. As shown in this figure, for the linear system, a sharp
resonant peak of the output power response appears in a very narrow frequency band. In
this case, the natural frequency of the system must be designed to be synchronized with
the forcing frequency of the harmonic excitation, otherwise it is likely to fail to produce
high output power. On the contrary, the bi-stable system possesses the multiple branches
of the interwell motions (including the period-1T, 3T, and 5T motions) in a broad frequency
band and thereby can keep normally operating with high output power, regardless of the
synchronization of the frequencies. Therefore, the bi-stable energy harvester is definitely
more advantageous in real applications, in which the ambient harmonic vibration possibly
varies, than the linear system. Actually, there are various types of ambient vibration source
such as harmonic, periodic, impulsive, and random excitations. The external load resistance
of the bi-stable electromagnetic energy harvester should be optimized in an appropriate
manner that depends on the type of the ambient vibration source.

 
(a) (b) 

Figure 11. Frequency marching responses for the output powers of the electromagnetic bi-stable energy harvester and its
linear counterpart, which are obtained when (a) A = 0.02 and (b) 0.03.
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Basically, the semi-analytical optimization approach proposed in this study is suitable
for harmonic vibration sources, since it is based on the harmonic balance solution. For
all the above simulations, the optimal load resistance was evaluated and investigated,
when the frequency of the harmonic base excitation was constant, to demonstrate the
dynamic characteristics of the optimal resistance. In this section, the proposed optimization
approach is further extended for piecewise harmonic excitations with constant amplitude
but stepwise changes in frequency.

The general form of the average output power is given in the form:

Pav = J2
RMSR =

1
ΔT

∫ TN

T0

J2Rdτ, (7)

where JRMS is the root mean square (RMS) of the output current flowing across the external
load resistance over the whole-time interval ΔT(= Tn − T0). For most base excitations, the
numerical integration method can be commonly used to evaluate the average power of
Equation (7). Particularly for the piecewise harmonic excitation, the frequency of which
is defined on a sequence of sub-time intervals ΔTk = Tk − Tk−1 (k = 1, 2, · · · , N), the
resulting average output power is rewritten as the weighted sum of N RMS values:

Pav =
ΔT1
ΔT

(
1

ΔT1

∫ T1

T0

J2Rdτ

)
+

ΔT2
ΔT

(
1

ΔT2

∫ T2

T1

J2Rdτ

)
+ · · ·+ ΔTN

ΔT

(
1

ΔTN

∫ TN

TN−1

J2Rdτ

)
, (8a)

or

Pav =
n

∑
k=1

rk J2
k R with rk =

ΔTk
ΔT

and Jk =

√
1

ΔTk

∫ Tk

Tk−1

J2dτ, (8b)

where Jk is the RMS output current on the subinterval ΔTk, and rk is the weighting factor.
Assuming that the base excitation is harmonic on each subinterval ΔTk, the RMS output
current (Jk) and the associated average power (J2

k R) can be evaluated by using the harmonic
balance solutions of Equations (6a)–(6c). The optimization problem for maximizing the
total output power given by Equation (8) is readily formulated and solved to estimate a
single optimal value of the external load resistance.

Figure 12a shows the amplitude of the output current response to (red line) piecewise
harmonic excitation, which is obtained numerically for the period-1T interwell motion of
the bi-stable electromagnetic energy harvester. In this simulation, the forcing frequency of
the piecewise base excitation decreased from 1.0 by 0.05 to 0.5 for every 1000 cycles, but the
amplitude of the base acceleration is set to be 0.02 g. The resulting output current response
tends to intermittently vary with stepwise change in excitation frequency. Additionally,
the average output power is evaluated with the variation of the external load resistance, as
illustrated in Figure 12b. The optimal load resistance, 1.111, is estimated and compared
with the analytical one, 1.104, evaluated by using Equations (6) and (8). The relative error
of the analytical optimal resistance is very small (less than 0.7%), which supports the
assertion that the proposed optimization approach is also valid for the piecewise harmonic
excitation. In Figure 12a,b, the results for (blue line) swept-sine excitation are presented
for comparison purposes. The swept-sine excitation continuously decreased with the slow
sweep rate of 5 × 10−6 in the same frequency range. The output current response to the
swept-sine excitation gradually decreases in the similar tendency to the piecewise harmonic
case but with the difference in amplitude, which results in the difference in average output
power. However, the optimal resistance, 1.139, for the swept-sine excitation (particularly
with a slow sweep rate) is very similar to that for the piecewise harmonic case, with a
small difference (less than 2.6%). This means that the semi-analytical optimal resistance is
possibly used as an approximate for slowly swept excitation.

As another example, Figure 13 shows the output current responses to piecewise
harmonic and swept-sine excitations, which is obtained numerically for the period-3T
interwell motion. The forcing frequency of the piecewise base excitation increased from 1.0
by 0.05 to 1.5 for every 1000 cycles. The frequency of the swept-sine excitation increased
with the sweep rate of 8.9 × 10−6. The numerical optimal resistances for the piecewise
harmonic and swept-sine excitations are nearly close to each other, approximately 1.056.
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The semi-analytical optimal resistance, 1.059, is in good agreement with the numerical
results for both the piecewise harmonic and swept-sine excitations.

 
(a) (b) 

Figure 12. (a) Amplitudes of the output current responses to (red line) piecewise harmonic and (blue line) swept-sine
excitations, which are obtained for the period-1T interwell motions of the bi-stable electromagnetic energy harvester, and
(b) average output powers evaluated with the variation of the external load resistance.

 
(a) (b) 

Figure 13. (a) Amplitudes of the output current responses to (red line) piecewise harmonic and (blue line) swept-sine
excitations, which are obtained for the period-3T interwell motions of the bi-stable electromagnetic energy harvester, and
(b) average output powers evaluated with the variation of the external load resistance.

7. Conclusions

In this study, a semi-analytic approach to optimizing the external load resistance
of an electromagnetic energy harvester was proposed for primary harmonic (period-1T)
and subharmonic (period-3T and 5T) interwell motions. The harmonic balance solutions
of three interwell motions were obtained first and used to formulate an optimization
problem for the external load resistance. The optimal load resistance was obtained, by
solving the formulated problem, and investigated. A parametric study was performed to
investigate the effects of the system parameters and excitation conditions on the optimal
load resistance of the electromagnetic energy harvester. The results showed that for all
the period-1T, 3T, and 5T motions, the optimal load resistance tended to increase as the
inductance of a solenoid coil was larger and as the frequency of the base excitation was
higher, but it was not sensitive to the intensity of the base excitation. Additionally, the
optimal load resistance significantly depended on the oscillation frequency (or period) of
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the interwell motion—the higher the oscillation frequency (or the shorter the period) is,
the larger the optimal resistance; thus, for the period-1T, 3T, and 5T motions in order. All
of the above observations consistently indicate that the effect of the inductive reactance
of the solenoid coil on the optimal load resistance becomes significant, particularly when
the frequency of ambient vibration is relatively high. In this case, the non-linear dynamic
behaviors of the interwell motions and the associated inductive reactance of the solenoid
coil should be considered as important design factors in the optimization process of the
electromagnetic energy harvester. Therefore, when compared with conventional resistance-
matching techniques, the semi-analytic approach presented in this study could provide a
more accurate estimation of the optimal load resistance.
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Abstract: While the potential use of energy harvesters as structural health monitors show promise,
numerical models related to the design, deployment and performance of such monitors often present
significant challenges. One such challenge lies in the problem of leak detection in fluid-carrying
pipes. Recent advances in experimental studies on energy harvesters for such monitoring has been
promising but there is a paucity in existing literature in linking relevant fluid–structure interaction
models around such applications. This paper addresses the abovementioned issue by developing
a numerical model with Computational Fluid Dynamics (CFD) and Finite Element (FE) tools and
carries out extensive analyses to compare it with existing experiments under controlled laboratory
conditions. Conventional Polyvinylidene Fluoride (PVDF) films for leak detection and monitoring of
water pipes were considered in this regard. The work provides guidelines on parameter selection
and modeling for experimental design and repeatability of results for these types of experiments in
future, around the demands of leak monitoring. The usefulness of such models is also demonstrated
through the ability to estimate the optimum distribution frequency of these sensors that will enable
the detection of the smallest leak of consequence under a known or established flow condition.

Keywords: PVDF patches; structural health monitoring; sensing; energy harvesting; pipe leak detection;
computational fluid dynamics; optimum sensor distribution

1. Introduction

Vibration leak detection methods have been identified as effective for early leak detection in
pipes. They are a popular choice for any leak detection set-up because they are non-invasive and
more suited for monitoring than inspection [1–3]. The principle of vibration-based leak detection is
anchored to the Fluid–Structure Interaction (FSI) and Negative Pressure Wave Propagation Attenuation
Mechanisms (NPWPAM) phenomena [4–6]. Research has been carried out using commercially available
accelerometers as sensors for vibration pipe leak detection [7,8]. However, there are some established
downsides to their use for such applications, ranging from them being costly [9,10], requiring an
external power source to operate, to being generally rigid, making it difficult to achieve excellent
conformance with the cylindrical pipes they are bonded to [11]. The need for cheap, output-only
and flexible vibration sensors for pipe leak detection is what motivated the development of patches
made from piezoelectric materials as alternative sensors to commercial accelerometers. PVDF patches
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are relatively cheaper (when compared to commercial accelerometers), flexible and responsive to
leak-induced changes to pipe surface vibration levels. Okosun et al. 2018 [12], presented the fabrication
experimental validation for metal pipe leak detection and monitoring of these PVDF patches. Despite
the opportunities presented by various experiments, there is a gap in the literature around numerical
modeling for such systems. Development of a reasonable fluid–structure interaction model connected
to the energy harvesting based monitoring framework can guide future experiments and also help in
sensor placement strategies. This paper addresses this gap and puts current experimental results and
future experimental designs into context.

Obtaining the pipe surface vibration levels numerically for the healthy pipe state and a number of
leak states are essential for experimental design and numerical validation of the PVDF patches for
water pipe leak detection, and this task is a two-pronged complex problem. The first phase of the
problem deals with the turbulent flow dynamics, Fluid–Structure Interaction (FSI), and leak induced
Negative Pressure Wave (NPW; for leak pipe states) with the output from this step being the internal
pipe wall pressure fluctuations. The second addresses the propagation of resulting internal pipe wall
pressure fluctuation to the external pipe surface exciting vibration response with the output being
either pipe external surface strain or acceleration (in this case strain, since piezoelectric patches are
strain based vibration sensors). After obtaining the pipe surface strain level for the all the simulation
cases, and knowing the properties of the PVDF patches, the theoretical voltage output from the PVDF
patches can be calculated for positions of interest along the pipe length, using the already established
strain–voltage relationship for PVDF films [13].

In addition to the numerical validation of these piezoelectric patch sensors, this paper also
presents a numerical methodology for determining the optimum frequency distribution of these
sensors (i.e., their maximum distance apart) that will enable the detection of the smallest conceivable
leak of consequence under any known/established flow condition. To be able to detect a small pipe
leak under low flow rate conditions using vibration patch sensors, the distance between two sensors
must be equal to or less than the length of the portion of the pipe that will be influenced by the induced
NPW due to the onset of the leak at that flow condition. Hence, the lowest flow rate, the smallest
expected leak size, and the length of pipe influenced by the leak-induced NPW before its complete
decay are crucial information for determining the distribution frequency of sensors adopted for a
pipe leak vibration monitoring application. Such guidance cannot be obtained from the experimental
validation exercise presented in [12] because of the limited size of a typical fluid test rig. The test pipe
section of the rig consisted of 100 cm long steel test pipes and the influence of the smallest test leak size
(a 2 mm hole) travelled through the entire length of the pipe irrespective of the position the leak was
introduced along the pipe length (details of this test rig can be found in [12]).

The results and findings from this paper guide the procedure of creating a numerical framework
for interpretation of existing or earlier experiments within the context of the Fluid–Structure Interaction
for pipeline leaks in various sectors of application. The work also helps in designing future experiments
and provides some quantitative estimates on the choice of parameters for modeling, measuring and
comparing along with their quantitative. Finally, the work can be used to obtain the minimum number
of sensors required to detect a certain level of leakage, for a given flow-rate. The findings can be
easily adapted to a range of sensors and can thus be useful for development of novel sensors and
measurement chains around this topic.

2. Modeling Turbulent Fluid Flow

2.1. Detection Context

Fluid flow regimes are mainly laminar or turbulent [14]. Laminar flow is characterized by fluid
particles flowing in orderly streamlines, with each layer moving smoothly past the adjacent layer with
little or no mixing, whereas turbulent flow is chaotic where the fluid particles have random motions
in all three dimensions. Turbulence leads to irregular and unsteady flow dynamics characterized by
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the fluctuations of transported quantities (mass, momentum and scalar species), in time and space.
In turbulent flow, eddies or vortices are generated by the relative motion of fluids near the boundary
layer. These eddies are characterized by identifiable swirling patterns and the energy dissipated by
these eddies is converted to heat and wall pressure [15].

The ratio of inertial forces to viscous forces within a flowing fluid, can tell if the flow is laminar
or turbulent. This ratio is given by a dimensionless quantity called the Reynolds number (Re) [16],
and the relationship is given below.

Re =
ρUd
μ

(1)

where ρ is the fluid density, U is the mean velocity of the flow, d is the diameter of the pipe inner
cross-section and μ is the fluid dynamic viscosity.

Laminar flows can be described completely mathematically by the continuity, Navier–Stokes,
energy conservation equations and the equation of state. However, in the case of turbulent flows,
in addition to the aforementioned equations, the turbulence transport properties must also be
accounted for [17]. Commercial Computational Fluid Dynamics (CFD) codes provide models that
utilizes additional terms (other than those provided by the governing CFD equations) to account for
these transport properties but great care has to be taken in the modeling of the problem, which can be a
rigorous undertaking. Flows in pipes in real life applications are normally turbulent, which is why they
are very complicated [18–20]. Fluid Dynamics problems involving flow-induced pressure fluctuations
or wall pressure fluctuations caused by turbulence are very complex, often proving difficult to model
and solve. It exists over a range of frequencies; hence, it can be termed a broadband phenomenon [21].
This wall pressure fluctuation is the desired output from the first phase of the simulation process in the
validation of PVDF patch sensors for pipe leak monitoring and the subsequent section of this paper
will provide the details of the solution methodology adopted.

2.2. Overview of Modeling Methods

In practice, there are three main methods for the analysis of turbulent flows in commercial
CFD codes, namely: Direct Numerical Simulation (DNS), Large Eddy Simulation (LES) and
Reynolds-Averaged Navier-Stokes (RANS) models. With DNS being the most accurate and RANS the
least accurate.

Direct numerical simulation (DNS) solves these equations numerically in a rigorous way to a
desired accuracy without any additional model or correlation. However, its application is still limited
because existent problems require a large amount of computational resources, exceeding the capacity of
conventional computers, hence it is not a very practical model. For this reason, DNS was not employed
in solving the FSI problem of this research [16,18].

Reynolds Averaged Navier–Stokes (RANS) employs equations in modeling the turbulent flow.
These models do not provide instantaneous values for the flow and are based on time averages,
e.g., they do not compute the pressure fluctuations at the Fluid-Structure Interface [22,23]. The k–ε
model and the k–ω model are the commonly used RANS-based two equations turbulence models.
The two extra transport equations accounts for the turbulent properties of the flow. Depending on the
chosen model, the transported variables are most often the turbulent kinetic energy k and turbulent
dissipation rate ε or specific turbulence dissipation rate ω. The scale and energy of turbulence are
determined by solving the two transport equations [24]. The k–ωmodel has an advantage of having
an improved performance for near wall boundary layer regions of the flow under adverse pressure
gradients when compared to the k–εmodel. The k–εmodel on the other hand, is more robust in the
free shear flows and mainstream regions [25]. An integrated model that takes advantages of both
models is known as the shear stress transport k–ω (SST k–ω) model [20]. The SST k–ω turbulence model
operates by employing the k–ωmodel in the near-wall region and by employing a blending function,
switches to the k–εmodel in the free shear flow turbulent region [26].
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In this study, internal pipe wall pressure fluctuations or variations is the output quantity of interest
from the CFD simulations and it is required as input for the second phase of FE simulations to obtain
the pipe surface vibrations, hence, RANS based models cannot accomplish the central purpose of this
study. However, the SST k–ω RANS model was employed in the process of selection of a mesh for the
pipe models before simulation, as one of the selection criteria requires time-averaged solutions.

As described above, the reasons that DNS and the RANS models cannot be employed for
obtaining the internal pipe wall pressure fluctuations from the turbulent fluid flow simulation are
clear. Here, the LES model, which models the actual physics of the flow better when compared to
the RANS models was employed. The LES approach is a hybrid model derived from a combination
of DNS and the RANS models. In contrast to a time-averaged approach, LES provides a model that
computes the instantaneous velocity and pressure field, in contrast to the time-averaged approach
adopted by RANS and it is not as computationally expensive as DNS [16]. In LES, the flow is resolved
to a characteristic scale, usually taken to be the size of the grid, and then modeled on the smaller scales.
The idea for the LES model stems from the fact that large eddies possess an anisotropic behavior and at
the smallest scales, the turbulence is isotropic. Hence, while the large eddies need to be resolved the
smallest scales can be solved adequately statistically. Grid scales (GSs) are length scales the size of
the grid or larger and scales smaller than that are referred to as subgrid scales (SGSs). The model of
a turbulent flow problem should be such that the grid spacing results in most of the total turbulent
kinetic energy contained in the large eddies being directly computed, and the remaining fraction of the
kinetic energy that is not resolved to the GS modeled [27]. A variety of SGS eddy viscosity models for
LES have been detailed in literature including the Wall Adapting Local Eddy-Viscosity (WALE) model,
the Smagorinsky and Smagorinsky–Lilly models [16,20]. The LES WALE model was employed for the
LES simulation runs in this study since it is known that it performs significantly better in the near wall
and boundary layer region when compared to Smagorinsky models [28,29].

In this study, the commercial codes employed were ANSYS FLUENT for the CFD (first phase)
simulations and ANSYS Transient Structural for the (FE second phase) simulations. The governing
equations and basic formulations of the LES model, which is the primary turbulence model employed
in this study can be found in [28,30]. That of the SST k–ω RANS model employed in the mesh selection
process can be found in [20,26].

2.3. Important Parameters in Turbulent Flow Modeling

To get accurate results from the Fluent turbulent simulation, the pipe flow model and simulation
set up must at least come close to satisfying certain conditions. There are some parameters that can
guide the preparation and validation of the model before it is employed for simulation runs.

2.3.1. Length of the Pipe Domain and Near-Wall Treatment

One of such parameters is the length of the streamwise pipe domain. For a good FLUENT solution,
it is advised that the flow should be fully developed. For this to occur, the length of pipe should be at
least 5 times the internal or hydraulic pipe diameter [31]. Other important considerations are the inner
wall coordinate (y+) of the first mesh cell from the pipe wall and fineness of the mesh in the boundary
layer regions (near the wall) [32].

y+ =
u∗y
υ

(2)

where u∗ is the friction velocity at the wall, y is the normal distance from the wall and υ is the
kinematic viscosity.

u∗ =
√
τw

ρ
(3)

where, τw is the wall shear stress and ρ is the fluid density.

τw = 0.5C fρU2 (4)
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where C f is the skin friction coefficient and U is the average fluid velocity. For pipe flow, C f is given as:

C f = 0.027Re− 1
7 (5)

To deal with near wall turbulence, the way the near wall flow is treated is important, and this is
done using wall functions.

The dimensionless velocity u+ is related to the inner wall coordinate, y+.

u+ = F
(
y+

)
(6)

u+ =
u
u∗ (7)

where, u is the local velocity.
The laminar sublayer is characterized by small values of y+, i.e., y+ < 5, and in this region the

velocity reduces to:
u+ = y+ (8)

For larger y+ > 30, the velocity is given as:

u+ =
1
κ

ln
(
y+

)
+ B (9)

where κ = 0.419 (Von Karman constant) and B = 5.1.
The local y+ values determines the layer the first local mesh cell is located and its distance away

from the pipe wall, hence the pipe wall treatment applied. For y+ < 5, the first cell away from the pipe
wall is in the laminar sublayer known as the linear region, for 5 < y+ < 30, it is in the buffer region and
for y+ > 30, it is in the mainstream layer of flow that is predominantly turbulent. This region (y+ > 30)
is known as the log-law layer due to the logarithmic relationship between u+ and y+. The buffer region
is influenced both by the linear and logarithmic regions.

There are two common choices for the wall function: standard wall function and the enhanced
wall function. In the standard wall function, the first grid is located within the range 30 < y+ < 150
and it is in the predominantly turbulent layer. This wall function is employed in simulations where the
flow model is large with a very high Reynolds number, making it difficult for the turbulent boundary
layer to be resolved due to lack of computer resources. For the enhanced wall function, at least 10 cells
should be in the viscosity affected region (laminar sublayer) to be able to resolve it and the first cell
should be in the order of y+ almost equal to 1 [33].

2.3.2. Mesh Grid Size

To resolve the high energy containing eddies using the LES turbulent model, the mesh of the fluid
flow model must be sufficiently fine. Therefore, the meshing of the turbulent flow problem in LES is
crucial as it has significant influence on the results. The size of the largest eddies is described by the
turbulent length scale, Lt, in pipe flow problems, hence, Lt, must be considered in deciding the grid
size. Lt is approximately 7% of the diameter of the pipe inner cross-section. Eddies of roughly half the
size of the turbulent length scale must be resolved to resolve 80% of the turbulent kinetic energy [26].
Hence, the turbulent length scale should serve as a guide in determining the mesh grid size.

2.3.3. LES Time-Step and Courant Number

In selecting transient simulation conditions like the time-step, it is important to consider the
characteristic time of transit of a fluid element across a volume. To thoroughly resolve a turbulent
flow, the ratio of the time step to the time of transit of the fluid element known as the courant number

151



Sensors 2020, 20, 6708

should be less than 1. The courant number, which provides insights of the fluid movement through the
computational cells, is a dimensionless quantity, and can be calculated from:

Courant =
Δt

Δxcell
U (10)

where, Δt is the time step size, U is the average fluid velocity and Δxcell is the length of the mesh cell.
A courant number ≤ 1 means that within one-time step (at most), the fluid particles move from

one cell to another. This is the ideal case scenario; hence the time step should be chosen such that
courant < 1. The two options for reducing the time step if it is greater than one is reducing the time-step
and/or coarsening the mesh, if possible.

3. Methods

This section first presents an overview of the scope of simulations in the numerical model,
identifying the range of flow rates, defining the healthy benchmark and outlining the types of analyses
that are carried out subsequently. The validation of the selected mesh is presented next and the wall
function of the models is established. Matching of pressure drop through modeling is carried out
next, before the final choice of mesh. Considerations of turbulence and mass flow rates due to the
leak are considered next. Finally, the vibrations from fluid flow are estimated from the Fluid-Structure
Interaction model and subsequently converted to pipe strains, and linked to energy harvesting.

3.1. Overview of Numerical Modeling

For the numerical validation of the PVDF patches, the pipe model and simulation conditions
were designed to replicate the experimental conditions detailed in [12]. Hence, pipe flow simulations
were carried out on 5 states of the pipe i.e., the healthy pipe, 2 mm, 5 mm, 7 mm leak and 10 mm leak
states. These simulations were done at 5 different flow rates (ranging from high to low) of 90.85 L/min
(24 gpm), 71.92 L/min (19 gpm), 56.78 L/min (15 gpm), 45.42 L/min (12 gpm) and 26.50 L/min (7 gpm),
for each pipe state. This resulted in a total of 25 scenarios and independent simulations. Similar to the
experimental campaign, the material and properties specified for the pipe model was that of galvanized
steel with a length of 1 m. Before the simulation runs, three different pipe mesh models were prepared
for the healthy pipe state and a model selection exercise was performed to determine the model, if any,
that is best suited for the exercise.

Three healthy pipe models with different mesh models were prepared and an analysis was
carried out to validate these meshes and determine the best one to be adopted for the simulation runs.
Simulation runs were then performed on the chosen pipe flow model using the LES WALE model
of ANSYS FLUENT for the healthy state and leak pipe states of the pipe at various flow conditions.
On obtaining the solution of the flow field, the pressure field on the pipe wall was exported to a Finite
Element (FE) package (ANSYS Transient Structural) to calculate the pipe response in the form of the
pipe surface strain. This pipe surface strain at the positions along the pipe length where the PVDF
patch sensors were bonded in the experimental campaign is then used to calculate the theoretical
voltage output of the PVDF patch sensors.

3.2. Mesh Validation and Selection

Three different pipe mesh models were prepared for the healthy pipe state and a model selection
exercise was performed to determine the model, if any, that is best suited for the exercise. The
validation exercise was carried out for the healthy pipe state only, at all 5 test flow rates, therefore, it
involved 5 simulation scenarios out of the 25 total scenarios. In addition to the important modeling
parameters mentioned in the previous section, a comparison of the static pressure gradients (ΔP)
from each validation simulation and all three models with the theoretical pressure gradient obtained
using the Darcy-Weisbach equation was employed in the mesh selection process. The Darcy-Weisbach
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equation, given below, relates the pressure loss, due to friction along the length of the pipe to the
average velocity of the fluid flow for an incompressible fluid.

ΔP
L

= f
ρU2

2D
(11)

where L is the length of the pipe, D is the internal pipe diameter, U is the mean flow velocity and f is
the Darcy friction factor, obtained from the Colebrook equation given below:

1√
f
= −0.869 ln

⎛⎜⎜⎜⎜⎝ eroughness

3.7D
+

2.523

Re
√

f

⎞⎟⎟⎟⎟⎠ (12)

where eroughness is the pipe wall roughness, which is equal to 1.5× 10−4 m for the galvanized steel pipe
material.

The closer the FLUENT pressure gradient is to the theoretical pressure gradient for the different
test scenarios, the more suitable the mesh model is. The Darcy–Weisbach equation is only valid for the
steady state fully developed pipe flow, hence the SST k–ω RANS model was employed for the mesh
selection exercise as LES models are employed for transient simulations. This section of the paper
discusses the pipe model and mesh preparation, the conditions of the simulations, the setup for the
SST k–ω RANS model employed for this exercise, and comparison of the simulation results of the three
mesh models.

The operational pipe model and meshing was done in ANSYS ICEM CFD. ICEM CFD provides
advanced geometry/mesh generation and mesh diagnosis and repair functions necessary for the
in-depth analysis [34]. The pipe material was galvanized steel with properties presented in Table 1
below. Bearing the important turbulent model parameters in mind, three mesh models of the healthy
pipe were prepared such that each model had cell elements starting at different distances from the pipe
wall. The models also had varying sizes of the mesh grid and different mesh growth rate as you move
from the pipe wall to the main turbulent flow stream. Simulations were performed on these models
using the SST k–ω RANS model at the 5 different flow rates.

Table 1. Properties of the pipe material.

Parameter Value Unit

Internal pipe diameter 37.3 mm
Pipe wall thickness 2.5 mm

Bulk Modulus 160 GPa
Modulus of Elasticity 200 GPa

Poisson ratio 0.29 NA
Density 7850 kg/m3

For the setup of each model, the fluid domain was set to be water (density of 1000 kg/m3 and
dynamic viscosity of 1.0× 10−3 Ns/m2). The velocity-inlet Boundary Condition (BC) was selected for
the pipe inlet, the value of velocity of flow is calculated from the flow rate for each of the simulation
scenario. The pressure outflow BC was selected for the pipe outlet. This boundary condition was
selected over the pressure outlet BC because it allows Fluent to calculate the pressure gradient (ΔP)
along the pipe length without imposing a pressure value at the outlet, which the pressure outlet BC
requires. This provided a better representation of the experimental setup that we are hoping our
model replicates. This is because, in the experimental validation setup [12], the test pipe outlet does
not discharge to the atmosphere, as the water returns back to the reservoir and is circulated in a
cyclic manner, hence, we cannot specify a gauge pressure of zero as the outlet pressure. Additionally,
although there is a pressure gauge at the outlet of the test pipe section of the test rig, the resolution of
the gauge and errors associated with such measuring devices means that whatever pressure read-out
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by the gauge is only an approximation of the actual outlet pressure. So, since the output of interest was
not in the point-by-point static pressure along the pipe length but rather the pressure gradient along
the length of the pipe, it was decided that it was best to use the pressure outflow BC and allow Fluent
calculate this pressure gradient. Stationary wall with “no slip” was employed for the pipe wall.

Table 2 below provides details of the mesh of the three candidate mesh models being evaluated.
From the table, HEX cells and QUAD faces refers to meshing elements hexahedral cells and quadrilateral
faces, respectively. The table shows that mesh model 3 had the finest meshing with the most nodes
and boundary faces while mesh model 1 had the coarsest meshing.

Table 2. Mesh description of candidate models.

Mesh
Fluid Domain Interior Faces Inlet Faces Outlet Faces Wall Faces

(HEX Cells) (QUAD Faces)

Model 1 496,545 1,187,992 1754 1754 21,368
Model 2 671,553 1,897,520 2697 2697 7652
Model 3 787,089 2,343,664 3161 3161 38,884

After running the simulations for the 3 models at all 5 flow rates, the wall function of the models
was established from the simulation results and this was the first consideration in the mesh selection
process. The wall y+ values are directly proportional to the average velocity of flow (see Equation (2)),
hence results from the simulation at the highest flow rate of 90.85 L/min will be employed for
ascertaining the maximum possible y+ values and the wall-function applied by the candidate models.
The contours of wall y+ for the pipe models is shown in Figure 1 below.

From Figure 1 above, Mesh 1 had y+ values in the range of about 31–51, meaning that the closest
cells to the pipe wall for this mesh is in the turbulence dominant region of the flow, hence, near wall
treatment was what was applied for this model. Mesh 2 had y+ values in the range of about 6.5–11,
meaning that the closest cells to the pipe wall were in the buffer region, and Mesh 3 had values in
the range of about 0.16–1, meaning that the closest cells to the pipe wall was in the laminar sublayer,
and consequently satisfying the conditions for enhanced wall treatment, even at the highest simulation
flow rate. Based on these findings, Mesh 3 best satisfied this selection criteria as the objective was to
implement an enhanced wall treatment wall function in the model to better resolve the turbulence
close to the pipe wall and obtain more accurate wall pressure fluctuations.

A straight line through the centre of the internal pipe wall along the entire pipe length is shown
in Figure 2. Figure 3 subsequently presents curves of wall y+ for model 3 and all 5 test flow rates.
These curves show the wall y+ values recorded along below.

Figure 3 shows that the range of y+ values recorded along the pipe wall for model 3 decreased
with decreasing mean flow velocity, justifying the earlier assertion that the maximum possible y+

values will be obtained from the simulation at the highest flow rate. Additionally, it can also be seen
from the figure that the y+ values was highest at the pipe inlet and it fell steeply just after the pipe
inlet as you move along the pipe length until it became almost stable. This is because y+ values tend to
be highest in the developing regions of the flow, hence it is highest at the uniform velocity pipe inlet
and decreases as the velocity profile develops [35].
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Figure 1. Wall y+ contours at highest test flow rate of 90.85 L/min for: (a) Mesh Model 1; (b) Mesh
Model 2 and (c) Mesh Model 3.
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Figure 2. Straight line through the centre of the internal pipe wall.

Figure 3. Wall y+ curves for mesh model 3 at all simulation flow rates.

3.3. Consideration of Pressure Drop

The second consideration in this selection exercise involved calculating the theoretical pressure
drop (ΔP) due to friction along the pipe length for the 5 flow rates from Equations (11) and (12),
and comparing the values to the pressure gradient obtained for the three models for the 5 simulation
scenarios. In the calculation of the theoretical pressure gradient, the Darcy friction factor, f was first
solved for implicitly using Equation (12). Figure 4 below shows representative contour diagrams from
the lowest simulation flow rate for all three candidate models.

From these contours, the fluent pressure drop was calculated for all test flow rates (including the
higher flow rate simulation cases whose contour diagrams were not presented). The table below shows a
summary of the theoretical and Fluent pressure gradients for all simulation cases and candidate models.
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Figure 4. Static pressure contours at the lowest simulation flow rate of 26.50 L/min for: (a) Mesh Model
1; (b) Mesh Model 2 and (c) Mesh Model 3.

Table 3 presents the theoretical pressure gradients (Theo. ΔP) for all the flow rates, the simulation
pressure gradients (FLUENT ΔP) for the three candidate mesh models, andquantifies the percentage
deviation (in parenthesis) of the FLUENT ΔP from the theoretical ΔP for all simulation cases and
mesh models. From the table, the simulation pressure gradients obtained from the results of mesh
model 3 had the least deviation from the theoretical pressure gradient for all simulation cases while
Mesh 1 consistently registered the highest deviation. The values from mesh 3 closely matched the
theoretical values that the maximum deviation recorded was under 1%. The deviation for mesh 2 was
consistently higher than that of mesh 3, but less than that of mesh 1. Another noteworthy feature
of the table is that the Darcy friction factor ( f ) slightly increased with decreasing flow velocity. This
is because f is inversely proportional to the Reynolds number. However, this does not translate to
an increase in the pressure drop (ΔP) with decreasing flow rates or Reynolds number. The reality
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is quite the contrary, as (ΔP) will continue to decrease with decreasing flow rates, because the flow
velocity and turbulence that is directly proportional to ΔP has a higher influence on frictional losses
than the friction factor, f . ΔP varies directly with the second power of the fluid velocity and the first
power of f (see Equation (11)). Additionally, the friction factor is analogous kinetic or sliding friction,
which is much less than static friction [36,37]. Table 3 also shows the Reynolds number and friction
factor values at each simulation flow rate, the Reynolds numbers were calculated from Equation (1)
and it shows that the flow is turbulent (Re > 4200) for all simulation cases.

Table 3. Comparison of theoretical and simulation pressure gradients.

Flow Rate Re f Theo. ΔP FLUENT ΔP (Pa)
Outlet Faces

(liters/min) (Pa) Mesh 1 Mesh 2 Mesh 3

90.85 51,686.80 0.0305 785.05 751.26 (4.30%) 777.62 (0.94%) 783.88 (0.15%)
71.92 40,918.72 0.0309 498.46 462.52 (7.21%) 483.00 (3.10%) 499.61 (0.23%)
56.78 32,304.35 0.0315 316.74 287.88 (9.11%) 303.27 (4.26%) 317.94 (0.38%)
45.42 25,843.47 0.0322 207.23 193.91 (6.43%) 213.80 (3.17%) 209.13 (0.92%)
26.50 15,075.35 0.0342 74.90 68.85 (8.07%) 76.26 (1.81%) 75.43 (0.71%)

3.4. Choice of Mesh

From the result of the mesh validation exercise, it is clear that mesh 3 (the finest mesh) satisfied
both selection criteria best and will afford the best opportunity of obtaining accurate results from the
simulations. The performance of mesh 2 was fair, but it did not satisfy the enhanced wall treatment
condition and the difference in the number of cells and nodes when compared to mesh 3 was not large
enough to present a substantial gain in computation time. Hence, mesh 3 was selected for this exercise.
Figure 5 below presents simple wire-frame display of the selected mesh model.

Figure 5. Selected pipe mesh model (mesh 3) showing: (a) the internal pipe wall and inlet; (b) fluid
domain (pipe wall suppressed); (c) pipe inlet and (d) pipe outlet.
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A close look at Figure 5c,d shows a concentration of mesh cells close to the pipe wall. It is also
worthy to note that the largest cell in the selected mesh model, i.e., model 3, had a maximum volume of
1.165× 10−9 m3, which gives a maximum length dimension of 1.05× 10−3 m. The recommendation for
the maximum length of a node as stated earlier is that it should not be more than half of the turbulent
length scale, Lt = 0.07D. For this pipe flow model, half of Lt was 1.31× 10−3 m, which was more than
the maximum length of any cell in the mesh model. This further validated the selected model as ideal
for this exercise.

3.5. LES Setup to Obtain Internal Pipe Wall Pressure Fluctuations

After selection of the mesh model, the first phase for the validation of the PVDF sensors was
executed using the LES WALE turbulence model. As earlier stated, the LES turbulent model is the best
practical model for solving transient turbulence problems. This phase involved running simulations for
the healthy state pipe and damaged state pipes for all 5 flow rates to obtain the internal wall pressure
fluctuations due to FSI for the healthy state pipe and FSI and NPW for the leak state pipe. The idea
here is that the influence of the leak will cause an increase in the pipe pressure fluctuation due to the
leak induced NPW, and this increase in NPW will in turn reflect as an increase in the pipe surface
strain for the leak state pipe when compared to the healthy state pipe at the same flow rate.

For the simulations, the healthy pipe model was that of the selected mesh model and the BCs also
remained the same as those employed in the mesh selection exercise. For the leak states of the pipe,
leak being represented as 2 mm, 5 mm, 7 mm and 10 mm diameter circular holes were introduced at the
60 cm mark along the pipe length of the selected model without really changing the other model mesh
properties, the only modification from the healthy state pipe model is that the mesh nodes closer to the
leak was made finer. The leaks have a small leak wall of 2.5 mm, which is the same as the thickness of
the test pipe, this is because they were modeled such that they represent the physical pipe leak state as
best as possible. Consequently, in addition to the inlet, outlet and pipe wall boundaries, there were
two additional boundaries, namely the leak wall, and the leak outlet. The BC for the leak wall was the
same as the pipe wall, i.e., stationary wall with no slip, and mass flow outlet BC was employed for the
leak outlet. Since the leak discharges to the atmosphere, atmospheric condition was selected as the
operating condition at the leak outlet. The velocity-inlet and pressure outflow BCs remained the pipe
inlet and pipe outlet BCs.

The theoretical leak mass flow rates (Ql) employed for the simulations were derived from the
leak orifice equation presented in Equation (13) below [38].

Ql =

CKAK

√
ρ
[
8A2(P0 −

(
l

Lp

)(
P0 − PLP

)
+ CK2AK2ρa2

]
−CK

2AK
2ρa

2A
− 2

A
a

Pg (13)

where CK and AK are the discharge coefficient and area of the leakage orifice respectively, A is the area
of the pipe inner cross-section, ρ is the density of fluid in the pipe and a is the speed of propagation of
the NPW in the pipe medium. P0 and PLP are the steady pressures at inlet and outlet of the pipeline
before leakage respectively, LP is the length of the pipeline, l denotes the distance of the leakage site
from the inlet and Pg denotes the pressure relative to barometric pressure around the outside pipe wall
(which is zero in this case as the leak discharges to the atmosphere).

The relationship for calculating a in the pipe medium can be found in [38], and was determined as
1.383 km/s. For pipe flow, CK = 0.6 [39]. Table 4 below shows the leak mass flow rate values for all the
simulation pipe flow rates and pipe leak states.
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Table 4. Leak mass flow rate for all leak pipe state simulation cases.

Flow Rate
Leak Mass Flow Rate, Ql (Kg/s)

Outlet Faces

(liters/min) 2 mm Leak 5 mm Leak 7 mm Leak 10 mm Leak

90.85 0.0054 0.026 0.053 0.11
71.92 0.0045 0.021 0.042 0.086
56.78 0.0028 0.016 0.033 0.068
45.42 0.0021 0.013 0.027 0.054
26.50 0.0013 0.0079 0.016 0.032

Figure 6 below shows a representative mesh for the leak pipe states with a focus on the leak area.

Figure 6. A 5 mm leak pipe mesh model showing: (a) the full pipe length and (b) the leak area.

For the LES simulations, a time-step size of 0.001 s was selected, and the simulation was run
for 2000 time-steps for each simulation case. This amounted to a total flow time of 2 s. The courant
number criterion was used to determine if the selected time-step size and mesh model was adequate
for this transient simulation exercise. As mentioned earlier, for a good solution the Courant number is
less than one. Using the above transient conditions, the healthy pipe simulations were first conducted
for all 5 flow rates to determine the courant number.

Similar to the wall y+, the courant number is also directly proportional to the average velocity of
flow (see Equation (10)), hence results from the simulation at the highest flow rate of 90.85 L/min will
give the highest courant number range and thus will be employed in evaluating the chosen time-step
size and pipe mesh model.

Figure 7 above shows that the range of values of courant number from the simulation is between
0.00192 and 0.564 at 90.85 L/min and 0.000281 and 0.234 L/min at 26.50 L/min. These representative
flow rates were the highest and lowest simulation flow rates. From these results, we could tell that the
maximum obtainable courant number from all the simulation cases when employing the selected pipe
mesh model and time-step size was 0.564, which was less than 1. This validated the chosen time-step
size of 0.001 s and the selected pipe mesh model.
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Figure 7. Courant number contours for healthy pipe transient simulations at (a) the highest simulation.
Flow rate of 90.85 L/min and (b) the lowest simulation flow rate of 26.50 L/min.

Additionally, another noteworthy point is that the range of values (maximum and minimum)
obtained from the courant number contours for the simulation at the highest flow rate was higher than
that recorded for the lowest flow rate, confirming that courant number was directly proportional to the
average flow velocity. This justifies the decision to use the highest flow rate courant number contour
for validating the time-step and pipe mesh model.

After the successful validation of the transient simulation conditions, the simulations were
conducted for all the pipe states (healthy and leak states) at all 5 flow rates using a time-step size of
0.001 s, and 2000 time-steps. This amounted to a total of 25 simulation cases. The average time to
complete one simulation ranged from 26 to 30 h. During the simulation, the data sampling for time
statistics was turned on, and set to every time step, meaning that all 2000 time-steps were employed
in calculating the transient results from the FLUENT simulation, After the simulations have been
completed, the fluctuating pressure of the internal pipe wall was then extracted and exported into a
transient finite element model of the pipe to obtain the external pipe surface strain conditions for each
pipe state and flow condition.

3.6. Determination of Pipe Surface Strain Conditions and Theoretical PVDF Patch Voltage Output

Although all 2000 time-steps were employed in calculating the FLUENT transient results,
the pressure fluctuations of the internal pipe wall were extracted for every 10 time-steps for each
simulation case and imported into the pipe FE model in ANSYS Transient Structural to determine the
structural response (pipe surface strain fluctuation) of the pipe using ANSYS CFD-Post. This meant
that a total of 200 time-step pressure fluctuation results were imported into ANSYS Transient Structural
per simulation case. This is because extracting these results is very laborious and time consuming as it
must be done one time-step at a time for each case. There is also the problem of file size restrictions
when saving extracted data. The extraction of the file was done with the aid of the record session
option in ANSYS CFD-post.

Before importing the pressure fluctuations, the FE pipe model was set up and validated. For the
model set up, after meshing, the pipe support type was specified to be fixed supports as both inlet and
outlet boundary conditions. The distance between these supports being the length of the test pipe,
i.e., 1 m. This best represents the physical condition of the test pipe during the experimental validation
exercise (as it was clamped to the test rig at both inlet and outlet) [12]. The pipe material was specified
to be galvanized steel.

After validating the FE model, it was adopted for the transient structural simulations. As earlier
stated, the pressure fluctuations were imported into the transient structural model for all 25 simulation
cases from FLUENT. The pipe surface strain response was recorded and the theoretical performance of
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the PVDF sensor was evaluated for positions of interest along the pipe length, employing the PVDF film
sensor–voltage relationship established by [13] and shown below. Table 5 below presents a summary
of the fabricated sensor properties. The relationship between the strain acting on the piezoelectric
patch and the resulting voltage is presented as

ε1 =
VpCP

Sq
(14)

where ε1 is the strain acting on the sensor, Vp represents the voltage generated by the sensor, CP is
capacitance of the sensor and Sq is a sensitivity parameter = dijYAp. Additionally, dij is the piezoelectric
constant, Y = Young’s modulus of the Piezoelectric material and Ap = Area of the sensor.

Table 5. PVDF patch sensor properties.

Parameter Value Unit

Area, Ap 0.00175 m2

Capacitance, Cp
Approx.

3.30 nF

Thickness, tp 52 μm
Resistance, R 2.66 MΩ

Modulus of Elasticity, Y 8.3 GPa
Piezoelectric strain constant, d31 30 PC/N

3.7. Determination of the Optimal Distribution of PVDF Patches to Detect the Smallest Pipe Leak

Ensuring that there is optimum distribution of vibration sensors along the pipe length for any pipe
leak vibration monitoring application is very important. If the distance between the sensors is much less
than what is optimal to detect the smallest expected leak size, although leak detection might be achieved,
it will lead to deploying more sensors than what is required thereby driving costs up. This will have
a significant financial impact in extensive applications involving many sensors. On the other hand,
the distance between the sensors being more than what is optimal will affect the performance of the
monitoring system negatively, as small leaks might not be detected. This paper attempts to establish a
simple method for determining this optimum sensor distribution. Here, we relied on CFD modeling
using ANSYS FLUENT to achieve this by modeling the smallest leak in the pipe model adopted for
the numerical validation of the PVDF patches and running simulations for the lowest operating flow
rate. Since leak detection is reliant on transient leak induced NPW altering the pipe surface strain
conditions, the length of the area of pipe affected by this NPW obtained from simulations based on the
above leak size and flow rate conditions, can be adopted as the maximum allowable distance between
two sensors.

To demonstrate this idea, we took the pipe model and simulation conditions employed in
the preceding subsection of this paper for validating PVDF patch sensors for leak detection into
consideration. The lowest flow rate in this case was 26.50 L/min and the smallest leak size 2 mm.
The pipe model being a 1 m long galvanized steel pipe. From the results obtained, it was clear that
that the influence of the small leak at that flow rate was prominent throughout the entire pipe length,
because although the leak-induced NPW started decaying away from the leak, it still had positive
values both at the pipe inlet and pipe outlet (more details on this is provided in the next section),
this shows that the pipe length was too short to determine the maximum distance between two sensors
to detect the smallest leak size of 2 mm at the lowest pipe flow rate.

Here, the solution to this problem was attempted by creating a healthy pipe mesh model with
the same internal diameter but a longer length. The mesh of this model was validated following the
steps employed in the Section 3.1. By observing the trend of decay of the leak induced NPW at the
simulation case of interest (i.e., 26.50 L/min flow rate and 2 mm leak size) from the validation exercise
results, a pipe length of 4 m was deemed sufficient for this investigation. The BCs and model setup
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adopted was the same as those employed in Section 3.1. A bid to satisfy the conditions of y+ ≈ 1 and
courant < 1 that was met in the preceding subsection resulted in too many mesh nodes due to the 4 m
length of the pipe, and an attempt at simulation kept crashing FLUENT. Care was taken to mesh the
model with the above turbulent parameter conditions relaxed a bit. This resulted in an effective mesh
with wall y+ range of 0.0597–10.5, indicating the first cells from the pipe wall were partly in the buffer
layer and the laminar layer. The courant number was found to range from 0.829 to 10.50. These can be
seen from the Figure 8 below.

Figure 8. Contours of turbulent parameters for a 4 m length pipe model showing: (a) wall y+ and (b)
courant number.

Similarly, the 2 mm leak pipe model was also created, and it had the same properties as the healthy
pipe model, except for the additional leak outlet and leak wall BCs. This time, the leak was introduced
at the half-way along the pipe length, i.e., 2 m from the inlet and outlet. The BCs employed here
was also the same as that employed in the preceding Section 3.2. FLUENT simulations were run for
both the healthy and leak pipe models, and the results were analyzed to determine the length of pipe
influenced by the leak induced NPW before it completely decayed, and consequently, the optimum
distance between two PVDF patch sensors for the subject pipe model and flow conditions.

4. Results and Discussion

This section demonstrated the impact of the model developed in this paper. The simulations
first established the root-mean-square estimates of negative pressure waves in pipes to be a valid
indicator of the leak. The effect of presence, location and the extent of leakage and its interaction with
the distance from the sensor were investigated next extensively for various flow rates and levels of
leakage. The effective calibrations of markers of such detection are presented, which is particularly
relevant for any future experimental design. The section subsequently demonstrated how the spacing
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of the sensors could be determined through the developed numerical method as a function of the
smallest size of leak that is intended to be detection.

4.1. Numerical Validation of PVDF Sensor Patches

4.1.1. Pipe Flow Simulations (FLUENT)

Post Fluent simulation, the pipe wall fluctuating pressure for the simulation time, at any point
along the pipe length of the pipe, could be obtained. The frequency of sampling being the inverse of
the time-step size, hence 1000 Hz. The instantaneous pipe wall fluctuating pressure (P f ), at any point
along the pipe length and at any time of sampling, t is given by the relationship below (Bai et al., 2019).

P f = P− Pm (15)

where P is the instantaneous static pressure and Pm is the mean static pressure calculated over the
sampling time.

When P f plotted against time, the result is a random curve with alternating negative and positive
values. Plots of P f against time for a point at the 0.6 cm mark along the pipe length just above the leak
for a two of the simulation cases is presented in Figure 9 below. The figure shows that for the same
flow condition and position on the pipe, the 5 mm leak pipe state recorded higher amplitude of P f
over the simulation flow time than the healthy pipe. This is because the P f is solely a consequence of
FSI alone for the healthy pipe, while it is due to FSI plus NPW for the leak pipe states.

Figure 9. Plots of P f against time, for the healthy pipe state and 5 mm leak pipe state at 90.85 L/min.

From the FLUENT simulation results, time-averaged statistics was calculated for all simulation
cases. One of those statistics important to this analysis is the Root Mean Square Error (RMSE) of the
static pressure. The RMSE of static pressure is the same as the root mean square of the fluctuating
pressure (P f rms). The calculated rms fluctuating pressure can be obtained for any point along the pipe
length, and it provides a single representative value for the magnitude of the time varying pressure
fluctuation recorded at that point over the entire simulation time. That way P f rms along any line
running through the pipe wall can be plotted against the pipe length. The value of P f rms can be
obtained for as many points as possible. This is not possible for experimental data, which can only
be recorded in positions where the sensors are bonded. Here, P f rms is recorded along a straight
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line through the centre of the internal pipe wall along the entire pipe length (see Figure 2), for all
simulation cases. For each flow condition, the difference in the P f rms obtained for each pipe state
and that obtained for the healthy pipe state at that same flow rate was calculated. This represents the
contribution of the NPW to the fluctuating pressure recorded for that simulation case. Here we refer to
this difference as the NPWrms.

Figure 10 below shows plots of NPWrms against the pipe length (X). In the figure, each subfigure
shows curves of NPWrms for the different pipe states at a common flow rate. From the plots, it can
be seen that in all cases of the healthy pipe, there was no NPW, this is expected as the healthy pipe
states are the baseline conditions. For all the leak pipe states, the influence of the NPW is prominent
throughout the pipe length, even at the furthest sections from the leak (inlet and outlet), the NPW have
positive values for all simulation cases. This is the case for the smallest leak size 2 mm at the lowest
flow rate that unsurprisingly records the least NPWrms curve in terms of magnitude. An important
trend to notice is that the NPW was consistently highest at the leak position (i.e., 60 cm mark), and in
all simulation cases it gradually decayed in both directions away from the leak in an almost identical
manner. Furthermore, observing individual subfigures, it was observed that the value of NPW with
decreasing flow rates, i.e., the curves for 90.85 L/min had the highest magnitudes and 26.50 L/min
the least magnitudes. This is because as the flow rate increased, the flow turbulence increased and
consequently the FSI. Additionally, flow also had a directly proportional relationship with the leak
induced NPW.

Figure 10. Plots of NPWrms recorded along the pipe length for all simulation cases for flow rates
(a) 90.85 litres/per minute (b) 71.92.85 litres/per minute; (c) 56.78 litres/per minute; (d) 45.42 litres/per
minute; (e) 26.50 litres/per minute.

The findings from this analysis served to confirm that an NPW was induced on the onset of a
leak, this NPW increased with increasing leak size and it contributed to the internal pipe wall pressure
fluctuation of any leaking pipe. Therefore, monitoring any parameter that was influenced by this NPW
could prove an effective method for leak detection and monitoring.
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4.1.2. Transient Structural Simulations and Determination of Theoretical PVDF Patch Output

Post transient structural simulations, the pipe vibration response in terms of surface strain had to
be obtained at specific positions along the pipeline to be able to calculate the theoretical voltage output
from PVDF patch sensors. The positions selected were 20 cm, 60 cm and 80 cm from the pipe inlet,
named sensor position 1 (SP1), sensor position 2 (SP2) and sensor position 3 (SP3) for the purpose of
analysis (see Figure 11). Sensor position 2 (SP2) was directly above the leak.

 

Figure 11. The three PVDF patch sensor positions from the pipe inlet.

These are the same positions where the patches were bonded for the experimental campaign
detailed in [12]. The pipe surface strain conditions at these three points were extracted for all simulation
cases and the data adopted for analysis. Figure 12 below shows representatives of this data.

Figure 12. Samples of strain data extracted at SP1, SP2 and SP3 for a number of simulation cases,
at different flow rates (a) 90.85 litres/per minute; (b) 56.78 litres/per minute; (c) 26.50 litres/per minute.

The above figure shows that at a given flow rate, the amplitude of the recorded strain increased
with the introduction of a 2 mm small leak and this amplitude increased even further with increasing
leak severity.

To determine the theoretical performance of the PVDF patch sensors, the theoretical root mean
square voltage, Vrms from the sensor for each of the three sensor positions and all simulation cases must
be calculated. This is the same analysis adopted for the experimental validation. Additionally, it was
the only way to see if the trend of the theoretical and experimental sensor outputs was in tandem. To do
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this, the root mean square of the strain data was first calculated for all simulation cases and sensor
positions. Then using the established voltage–strain relationship for PVDF patches (Equation (14)),
the theoretical Vrms for each sensor was calculated and it is presented in the Figure 13 below. The sensors
are named PS1, PS2 and PS3 in line with sensor positions 1, 2 and 3. They were also named this way
for the experimental validation exercise [12].

Figure 13. Theoretical Vrms output of PVDF patches test scenarios (a) PS1; (b) PS2; (c) PS3 with the
locations of sensors indicated as SP1, SP2 and SP3 respectively in Figure 12.

The horizontal (x) axis from Figure 13 below represented the health of the pipe, where 0 is the
healthy pipe state, 1 is the 2 mm leak pipe state, 2 is the 5 mm leak pipe state, 3 is the 7 mm leak pipe
state and 4 is the 10 mm leak pipe state.

It is important to note that, the Vrms values of the pipe states simulated for are represented on
the plots by markers (see figure legend). The Vrms values of the intermediate pipe states inferred by
joining the markers to form curves do not represent data from this exercise as simulations were not
conducted at these intermediate states. Joining the markers to form curves is for visual aid, to help
appreciate the trend of the theoretical sensors’ output with the worsening pipe leak state.

From Figure 13, the introduction of 2 mm leak resulted in an increase in the voltage output (Vrms)
of the PVDF sensors. This can be observed by the upward tilt of the curves moving from points
0–1 on the horizontal axis representing the state of the pipe, and with increasing severity of the leak,
there is a corresponding increase in the sensor voltage output. This is depicted by the rise in the curves
moving from left to right of the plots. This shows that at a given flow rate, the pipe experiences more
vibration with the introduction of leaks due to the induced NPW and furthermore vibration as the leak
size increased. This increasing vibration was reflected consistently from the simulation results and
consequently in the theoretical output of all the PVDF patches.

The trend of the curves obtained from the results of this numerical validation exercise explained
above mirrors that obtained from the experimental validation exercise detailed in [12], and both
numerical and experimental results validates PVDF patches as effective for pipe leak detection and
monitoring. The disparity being that the theoretical Vrms of the PVDF sensors was consistently higher
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than the experimental output of the sensors. This is the case for all simulation cases and sensor
positions. Included in Figure 13 plots are the curves from the experimental results of the 26.50 L/min
test scenarios, for illustration and comparison. The intention was to show more curves from the replica
experimental results in the above figure, but due to almost coincident points and curves crossing,
the idea was shelved. The representative experimental 26.50 L/min curves were lower in magnitude
when compared to their theoretical counterparts for all three sensors, and it is a representative of
the relationship between the theoretical and experimental curves of the other flow rates (see [12] for
plots of curves from the experimental sensor output). The maximum deviation was observed for PS1
at a simulation test flow rate of 26.50 L/min and 10 mm leak pipe state, where the theoretical Vrms
was 1.92 times the experimental Vrms. There might be a few reasons for this, one being that there
are likely small measuring losses through the piezoelectric measuring chain, which may lower the
experimental Vrms. Another one is that although, there are no vibration losses in the finite bond
layer thickness between PVDF patch sensors and the pipe if perfectly bonded [13], any imperfection,
however small, while adhering the patches to the pipe surface will result in little losses, and this only
affects the experimental results as no correction factor was applied to the strain–voltage relationship
when calculating the theoretical Vrms. A final important consideration is that, although a lot of
consideration and checks were implemented in executing this numerical validation exercise to ensure
reliable simulation results, the fluid flow turbulence problem is such a complex one that a numerical
solution that approximates and gives verifiable information about the practical flow solution can be
deemed reliable.

Additionally, since the leak induced NPW that aids leak detection was highest at the leak position
and decayed away from the leak in both directions, the area of the pipe closest to the leak could be
identified, by monitoring the leak induced vibration at various sections of the pipe. The fact that the
sensors were at different distances from the leak position was utilized in evaluating the theoretical
performance of the PVDF sensors for leak localization. The approach employed here is same as that
employed in the experimental validation [12], where the leak induced vibration is quantified by a
theoretical leak index that measures how much the theoretical Vrms for a PVDF sensor patch at a
particular flow rate deviates from the healthy state theoretical Vrms at the same flow rate.

The leak index was calculated for all simulation cases and the three PVDF patch sensors.
Figure 14 below show the plots of theoretical leak index against pipe state for the three sensors at two
different flow rates.

Figure 14. Representative lots of the theoretical leak index against the pipe state at two flow rates (a)
90.85 litres/per minute and (b) 45.42 litres/per minute.
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The horizontal (x)-axis representation is same as that employed for Figure 14. The plots in
Figure 14 show that the theoretical leak index curves for PS2, which was bonded just above the leak
was the highest while that of PS1, which was 40 cm from the leak was the lowest at both flow rates.
The curves for PS3 located 20 cm from the leak were in-between those of PS2 and PS1 at both flow
rates shown. This is the same for all flow rates, and consistent with the trend of the experimental leak
index presented in [12].

The results numerically validate the experimental results from the PVDF patch sensors obtained
in [12], as the theoretical results and performance indicate that they could detect, monitor and localize
a leak.

4.2. Determination of the Optimal Distribution of PVDF Patches to Detect the Smallest Pipe Leak

As mentioned earlier, the healthy pipe and 2 mm leak pipe states at a flow rate of 26.50 L/min
simulation conditions from the numerical validation exercise were adopted for this study. The 2 mm
leak pipe state at flow rate of 26.50 L/min simulation condition corresponds to the smallest leak pipe
state at the lowest flow rate from the numerical exercise. For this study, the length of the pipe model
was 4 m as opposed to the 1 m length from the numerical validation study. Figure 10e shows the
NPWrms curve for 2 mm leak size at 26.50 L/min for the numerical validation study. From the curve,
we can see that the influence of the small leak at that flow rate was prominent throughout the entire
1 m pipe length, because although it started decaying away from the leak, it still had positive values
both at the pipe inlet and pipe outlet, this shows that the 1 m pipe length was too short to determine
the maximum distance between two sensors to detect the smallest leak size of 2 mm at the lowest pipe
flow rate. This justifies using a longer pipe for this study, and by observing the trend of decay of the
NPW in Figure 10e, a pipe length of 4 m was deemed sufficient for this investigation.

After FLUENT simulations, the P f rms curves along a straight line (similar to Figure 2), on the
internal pipe wall was obtained for healthy pipe state and the 2 mm leak pipe state. The NPWrms
curve of the 2 mm leak state pipe was derived by subtracting the P f rms curve of the healthy pipe from
the P f rms curve of the leak pipe state. Plot of NPWrms against pipe length is shown in Figure 15 below.

Figure 15. Plot of NPWrms for the 2 mm leak pipe state at 26.50 L/min.
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From Figure 15 above, the value of NPW was zero along the pipe length for the healthy pipe state,
because the healthy pipe is the baseline condition and there was no leak inducing NPW. For the 2 mm
leak pipe state the NPW was at its highest at the position of the leak, i.e., the 2-m mark along the pipe
length. This NPW gradually decayed in both directions away from the leak finally falling to zero at the
0.15 m mark and the 3.75 m mark. The area under the curve represents the area of the pipe affected by
the NPW induced due to the 2 mm smallest leak size and the least simulation flow rate of 26.50 L/min.
The length of pipe in this area was 3.60 m and it represents the maximum distance between two
piezoelectric strain-based sensors if the 2 mm leak was to be detected at a flow rate of 26.50 L.

Therefore, for the pipe model in this exercise and our simulation condition, the maximum distance
between two sensors for the smallest leak size to be detected at the least operating pressure was
approximately 3.60 m.

The presented numerical framework and related experiments could thus adapt itself to not just
detection hardware [40] but also for other output-only detection or monitoring frameworks [41–43],
degradation [44] or understanding of computing demands [45].

5. Conclusions

This paper presented a numerical model, combining the Fluid–Structure Interaction to estimate the
vibrations and dynamic strains on a fluid-carrying pipe and estimated the impact of leaks. The work
then linked this model to energy harvesting based monitoring of such leaks through a PVDF patch,
in the context of existing experimental results. This method relies on monitoring the leak induced
NPW and its attenuation away from the leak. The results from the numerical validation exercise
corroborated the experimental results presented in [12], providing a first comprehensive bench marked
evidence base and implementation protocol on this topic. The model was then able to estimate the
maximum spacing of sensors that still can detect the minimum leak of consequence. The results
provided guidelines for future experimental designs through the type model presented here and
established sensor placement strategies. The model can be adapted easily to new sensors and detection
algorithms and can thus be used for assessing the performance of a sensor or a method in future.
The results from the exercise reinforced the confidence in piezoelectric patch sensors as being effective
for pipe leak detection and monitoring.

Despite these advantages, the study naturally has some limitations. The energy-harvesting
model is relatively simplistic and variations of harvesting circuits have not been explored, limiting the
discussions to the open circuit voltages. The electromechanical coupling is kept constant, but in low
powers, this coefficient may vary. The challenge of potential false alarms caused by environmental
perturbations unrelated to the leak has not been investigated here either. Additionally, effects of
temperature, chemical exposure, humidity and material degradation and durability have not been
considered in this model.
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Abstract: In this study, an impact-driven piezoelectric energy harvester (PEH) in magnetic field is
presented. The PEH consists of a piezoelectric cantilever beam and plural magnets. At its initial
status, the beam tip magnet is attracted by a second magnet. The second magnet is moved away
by hand and then the beam tip magnet moves to a third magnet by the guidance of the magnetic
fields. The impact occurs when the beam motion is stopped by the third magnet. The impact between
magnets produces an impact energy and causes a transient beam vibration. The electric energy is
generated by the piezoelectric effect. Based on the energy principle, a multi-DOF (multi-degree of
freedom) mathematical model was developed to calculate the displacements, velocities, and voltage
outputs of the PEH. A prototype of the PEH was fabricated. The voltages outputs of the beam
were monitored by an oscilloscope. The maximum generated energy was about 0.4045 mJ for a
single impact. A comparison between numerical and experimental results was presented in detail.
It showed that the predictions based on the model agree with the experimental measurements.
The PEH was connected to a diode bridge rectifier and a storage capacitor. The charges generated by
the piezoelectric beam were stored in the capacitor by ten impacts. The experiments showed that the
energy stored in the capacitor can light up the LED.

Keywords: piezoelectric energy harvesting; vibration; frequency-up conversion

1. Introduction

The piezoelectric energy harvesters (PEHs) have received attention in the past two decays due to
the high cost for battery replacements in the wireless sensor networks [1]. In the early development
of PEHs, the resonators, such as cantilever beams, are used to harvest vibration energy from the
environments [2–4]. The narrow bandwidth limits the application of the resonance-based energy
harvesters. Many researchers have developed broad-band strategies to broaden the bandwidth of the
resonance-based energy harvester, such as nonlinear oscillators, arrayed oscillators and multi-mode
coupled oscillators [5].

In recent years, harvesting energy from human motions has become a hot topic because of the
increasing demands of wearable devices [6]. The frequency of the human motion is extreme low,
typically less than 5 Hz. For such low frequency, the energy conversion efficiency is also low for
resonance-based energy harvesters. Although some broad-band strategies are adopted to enhance
the efficiency, it is difficult to widen the bandwidth covering a frequency less than 5 Hz [7]. As an
alternative, the concept of frequency-up conversion has been proven to be able to harvest energy at
high efficiency from energy sources with extreme low frequencies. Umeda et al. presented a concept
for energy harvesting based on the frequency up-conversion [8]. They investigate a ball free falling
onto a piezoelectric beam to produce a transient vibration. Gu and Livemore presented a two-beam

Sensors 2020, 20, 6170; doi:10.3390/s20216170 www.mdpi.com/journal/sensors
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assembly [9]. The long beam vibrates in responding to the environment with a low frequency and hits
the short piezoelectric beam with a high natural frequency. The electrical energy can be extracted from
the transient vibration of the short beam with high efficiency. In recent years, some similar studies in
energy harvesting based on frequency-up conversion with impact type can be also seen in [10–13].

In the above mentioned frequency up-conversion energy harvesters, the conversions from low
frequency to high frequency through mechanical contact. Wickenheiser and Garcia presented a
cantilever beam with magnet plucked by magnetic forces [14]. Although it avoids some problems such
as surface wear and noises due to contact, the energy generated by the magnetic plucking is usually
smaller than those based on mechanical contact. The frequency up-conversion driven by magnetic
plucking forces was also adopted in some papers [15,16].

The frequency up-conversion concept has been proven having potential to harvest energy with
extreme low frequency, and hence can be adopted to harvest energy from human motion. Pozzi and
Zhu presented a device mounted at the knee to generate electrical energy from knee motion [17].
Their device is composed of a stator with plectra and a rotor with cantilever piezoelectric beams. As the
knee moves, the stator and rotor have a relative rotational motion and the plectra pluck the beams.
A refined device to harvest energy from knee motion was proposed by Kuang et al. [18]. The device
is similar to that in [17] except that the beams were plucked by magnetic force. Their experiments
showed that a maximum power of 4.5 mW can be harvested from walking. Wei et al. proposed an
impact type energy harvester [19]. The presented this device mounted on a human leg to harvest
energy from human walk. Their experiments showed that a power of 51 μW was generated for a
walking speed of 5 km/h.

The magnetic forces are commonly used in the PEH designs. In the early development, the magnetic
forces were assumed as simple forms such as inverse-square model [20–22]. These simple models are
easy to implement. However, these forms valid only for some specific displacement range. For the
case that the distance between two magnets are short or long, these simple models give inaccurate
predictions. Some researchers assumed that the magnet as dipole without occupying a volume [23–26].
For the case of the large distance between two magnets, the model gives an accurate magnetic force.
However, when one magnet approaches another, the assumption of the point-dipole become doubtful.
Some 3D models have been proposed to calculate the interaction force between two magnets [27,28].
Comparing to the assumed form model and the point-dipole model, the 3D model requires more
computation resources as it gives a more accurate prediction in magnetic force. In recent years, the 3D
model has been introduced in developing the mathematical models of PEH [16,29–31].

In this paper, an impact-driven piezoelectric energy harvester (PEH) in the magnetic field is
presented. A multi-DOF mathematical is developed to investigate the dynamic behaviors of the PEH.
A 3-D magnetic force model is also introduced to calculate the magnetic forces between magnets.
The voltage responses and energy harvested by the PEH can be calculated by the model. A prototype
of the proposed design is fabricated to verify the numerical results of the model. Human motions,
such as finger pressing, have been proven to trigger an PEH for driving a batteryless switch [26]. In this
study, the PEH is driven by finger pressing and can be applicable to such applications.

This paper is organized as follows. In Section 1, the background of this study is presented.
Some selected papers for piezoelectric energy harvesting are reviewed. The working principle of the
PEH is mentioned in Section 2. In Section 3, the mathematical model for calculating the dynamic
behaviors of the PEH are presented in detail. The fabrication and experimental setup of the PEH
prototype are presented in Section 4. The discussions on the numerical and experimental results are
presented in Section 5. The conclusions and findings of this study are summarized in Section 6.

2. Working Principle of the PEH

Figure 1a shows a conceptual drawing of the PEH, which includes a bimorph piezoelectric
cantilever beam and three magnets. The magnetizations of the magnets are marked by N and S.
The moving directions of the magnet A and the beam are also marked in Figure 1a. Figure 1b shows
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the side view and front view of the PEH. The magnet B is mounted at the beam’s tip. At its initial
position, the beam magnet B is attracted on the moving magnet A. When magnet A moves along
y-direction, the magnetic force acting on magnet B become smaller. At a critical position u0, the elastic
force of the beam equals the magnetic force, and the beam magnet B is about to separate from magnet
A, as shown in Figure 1c. The upward motion of the beam is driven by an upward force Fb, which is
the resultant of the magnetic forces from magnets A and C, and the elastic force of the beam bending.
It should be noted that at the critical position u0, the beam magnetic force could produce a minor
torque on the beam. It is assumed that the torque is small so that the induced torsion deformation
can be neglected. During its upward-moving, the beam magnet B has a position uz and a velocity
.
uz. Meanwhile, the magnet A has a position uy and a velocity

.
uy, as illustrated in Figure 1d. Finally,

the beam magnet B collides magnet C. After the impact, a transient vibration in the beam occurs and
the electric energy is then extracted from the vibration due to the piezoelectric effect.
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Figure 1. The conceptual drawing of the piezoelectric energy harvester (PEH). (a) The iso-view of the
PEH at the initial status; (b) The side view and front view of the PEH at the initial status; (c) The PEH
at the time that magnet B separates from magnet A; (d) The beam deflection before impact.

In the proposed PEH, the magnet B is moved by finger pressing. It means that the PEH is driven
by human motion and could be applicable for driving a batteryless switch [26].

3. Dynamic Model of the PEH

As shown in Figure 2, the piezoelectric beam is composed of a pair of PZT (lead zirconate titanate)
and a middle metal shim. The beam is divided by 7 sub-beams. According to the motion sequence
of the PEH, the analysis is divided into two phases. In the first phase, we consider the dynamic
responses of the beam motion before the impact. In the second phase, the transient vibration after the
impact is solved. In the rest of this section, the mathematical procedures of the two phases will be
derived separately.
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Figure 2. The beam model of the piezoelectric beam.

3.1. Analysis before Impact

The first phase of the model is to consider the beam motion before impact. In this phase,
the acceleration is much smaller than that after impact so that we only consider the fundamental
vibration mode of vibration, which is assumed to be the same as the static beam deflection subjected to
a concentrated force at its end. Based on the Euler beam theory, the static beam deflection can be easily
determined by the flexural formula. In a general form, the deflection can be written as

wk(xk, t) = w(1)
k (xk, t) =

wb(t)
Ub

W(1)
k (xk), k = 0, 1, · · · 6 (1)

where the superscript (1) denotes the first phase, w(1)
k (xk, t) denotes the deflection of the kth sub-beam

before impact, W(1)
k (xk) are the normalized deflection of the kth sub-beam under a unit force applied

at the beam tip, and Ub is the normalized deflection at the beam tip, i.e., Ub = W(1)
6 (x6 = L6).

The expressions for W(1)
k (xk) is given in the Appendix A. It is seen that wb actually denotes the

deflection at the beam tip, i.e., wb(t) = w(1)
6 (x6 = L6).

By neglecting the small tilt angle θ of beam magnet B and the magnetic force along x and y
directions, the force Fa-b along z direction acting on magnet B from magnet A can be written in the
form [27]

Fa−b =
MaMb
4πμ0

(φ1 + φ2 + φ3 + φ4) (2)

where Ma and Mb denote the magnetizations of the magnets A and B, respectively,
μ0
(
= 4π× 10−7 N/A2

)
denotes the permeability of the air, and

φ1 = −
1∑

i=0

1∑
j=0

1∑
k=0

1∑
l=0

1∑
p=0

1∑
q=0

[
uijwpq ln

(√
u2

i j + v2
kl + w2

pq − uij

)]
(3)

φ2 = −
1∑

i=0

1∑
j=0

1∑
k=0

1∑
l=0

1∑
p=0

1∑
q=0

[
vklwpq ln

(√
u2

i j + v2
kl + w2

pq − vkl

)]
(4)

φ3 =
1∑

i=0

1∑
j=0

1∑
k=0

1∑
l=0

1∑
p=0

1∑
q=0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣uijvkltan−1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
uijvkl

wpq

√
u2

i j + v2
kl + w2

pq

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (5)

φ4 = −
1∑

i=0

1∑
j=0

1∑
k=0

1∑
l=0

1∑
p=0

1∑
q=0

[
wpq

√
u2

i j + v2
kl + w2

pq

]
(6)
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In Equations (3)–(6), the parameters uij, vkl, and wpq are given by

uij = α+ (−1) jLa − (−1)iLb, i, j = 0, 1 (7)

vkl = β+ (−1)lWa − (−1)kWb, k, l = 0, 1 (8)

wpq = γ+ (−1)qHa − (−1)pHb, p, q = 0, 1 (9)

where (La, Ha, Wa) and (Lb, Hb, Wb) be the dimensions of the two magnets, (α, β, γ) is relative position
vector from the center of magnet A to the center of magnet B. As shown in Figure 1d, it is seen that the
components of the position vector are α = 0, β = −uy and γ = uz in this particular case.

Following a very similar procedure, Fc-b, the z-component of magnetic force acting on the beam
magnet B from magnet C, can be also calculated. The resultant force of the two magnetic forces is
Fb = Fa-b + Fc-b. Initially, the magnetic force Fb is greater than the elastic force of the beam and the
magnet B is attracted by and at rest on the magnet A. When the magnet A begins to move upward
along y direction, the magnetic force Fb decreases. At a critical status uy = u0, the beam begins to

move upward. During the upward motion, the kinetic energy T(1) elastic internal energy V(1)
e and

electrostatic internal energy V(1)
s can be written in the following forms:

T(1) =
1
2

6∑
k=0

∫ Lk

0
(ρA)k

(
.

w(1)
k

)2
dxk (10)

V(1)
e =

1
2

5∑
k=0

∫ Lk

0
(EI)k

⎛⎜⎜⎜⎜⎜⎜⎝
d2w(1)

k

dx2
k

⎞⎟⎟⎟⎟⎟⎟⎠
2

dxk −
bd31

(
tm + tp

)
V

4sE
11

4∑
k=1

∫ Lk

0

∂2w(1)
k

∂x2 dxk (11)

V(1)
s =

bd31
(
tmtp

)
V(1)

4s11

4∑
k=1

∫ Lk

0

∂2w(1)
k

∂x2
k

dxk +

⎛⎜⎜⎜⎜⎝ε33s11 − d2
31

s11

⎞⎟⎟⎟⎟⎠b(L1 + L2 + L3 + L4)
(
V(1)

)2
4tp

(12)

where V(1) denotes the output voltage of the PEH before impact, (EI)k is the bending rigidity of the
kth sub-beam, b is the width of the beam, d31 is the piezoelectric constant, s11 is the compliance of the
piezoelectric, ε33 is the dielectric constant of the piezoelectric, tm is the thickness of the metal shim,
and tp is the thickness of the piezoelectric. The Lagrange equation for the 1-D motion can be written as

d
dt

(
∂L(1)

∂
.

wb

)
− ∂L

(1)

∂wb
= Fb (13)

where the Lagragian L(1) is defined by L(1) = T(1) −V(1)
e + V(1)

s . The current generated by the PEH is

i(1) = −
bd31

(
tm + 2tp

)
2s11

4∑
k=1

∫ Lk

0

∂2 .
w(1)

k

∂x2
k

dxk +
b
(
d2

31 − s11ε33
)
(L1 + L2 + L3 + L4)

.
V
(1)

2tps11
(14)

If the PEH is connected to an external resistance R, the equation of circuit can be obtained by the
Ohm’s law, i.e.,

i(1) =
V(1)

R
(15)

Substituting Equations (10)–(12) into Equation (13) and substituting Equation (14) into
Equation (15), the equation of motion and equation of circuit before impact are

meq
..
wb + keqwb + αV = F(uy, uz) (16)
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ηα
.

wb −Cp
.

V =
V
R

(17)

where
uz(t) = w(s)

6 (x6 = L6/2, t) + h +
Ha

2
(18)

α = −
bd31

(
tmtp

)
4s11Ub

4∑
k=1

∫ Lk

0

∂2W(s)
k (xk)

∂x2
k

dxk (19)

η =
2tm + 4tp

tmtp
(20)

Cp =
b(L1 + L2 + L3 + L4)

2tp

⎛⎜⎜⎜⎜⎝ε33 −
d2

31

s11

⎞⎟⎟⎟⎟⎠ (21)

Assume that the magnet A is moving at a constant velocity va. Then the position of the magnet
A is

uy = u0 + va(t− t0) (22)

where t0 is the time that the beam magnet B is about to separate from the magnet A. The initial condition
at t = t0 is

uy = u0, wb = −h− Ha

2
,

.
wb = 0 (23)

By solving Equations (16) and (17) with the initial conditions in Equation (23), the beam tip
deflection wb and output voltage V(1) before impact can be solved. By substituting the solved wb into
Equation (1), the deflection curve of the piezoelectric beam before impact can be determined.

3.2. Analysis after Impact

At the instance of the impact, the deflection at the beam tip is wb = h −Hb/2. By the use of
Equation (1), the deflection of the beam at this instance is

w(1)
k (xk, t = 0) =

2h−Hb
2Ub

W(1)
k (xk), k = 0, 1, · · · 6 (24)

Figure 3a shows the illustration of the deflection curve at the impact and after the impact.
By introduce the dynamic displacement w(2)

k (xk, t) after the impact, the deflection of the beam w(2)
k

after the impact can be written as

wk(xk, t) = w(2)
k (xk, t) + w(1)

k (xk, t = 0), k = 0, 1, · · · 6 (25)

Note that the second term in the right-hand-side of Equation (25) is independent of time so that

the velocity is
.

wk(xk, t) =
.

w(2)
k (xk, t). The dynamic displacement w(2)

k (xk, t) can be written in linear
combination of the interpolation functions Nk1(xk) to Nk4(xk), k = 0, 1, . . . , 6, i.e.,

w(2)
k (xk, t) = q(2)k (t)Nk1(xk) + θ

(2)
k (t)Nk2(xk) + q(2)k+1(t)Nk3(xk) + θ

(2)
k+1(t)Nk4(xk), k = 0, 1, · · · , 6 (26)

where q(2)k (t) and θ(2)k (t) denote the dynamic displacement and dynamic rotation at the kth node for
the dynamic term. The expressions for the interpolation functions are given in the Appendix A.

The magnet B may rebound after it impacts the magnet C. To estimate the rebound displacement,
consider a simplified model that the magnet B approaches magnet C and collision occurs between
them. In this simplified model, the beam is neglected. The rebound velocity of magnet B after impact
is e

.
wb
∣∣∣
wb=h−Hb/2, where

.
wb
∣∣∣
wb=h−Hb/2 denotes the impact velocity of magnet B at the instance just

before the impact and e is the coefficient of restitution during the impact. By knowing the mass of
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the magnet, the kinetic energy of the magnet B can be calculated according to the impact velocity.
During the rebound, a negative work is done by the magnetic force. By using the work–kinetic energy
principle, the rebound displacement can be estimated. It should be noted that the above simple model
overestimates the rebound displacement because we neglect the effects from the beam, which has an
upward momentum during the impact and reduce the downward rebound displacement. For the
case of small rebound displacement, one can assume that the contact point (corner point 1 shown
in Figure 3b) remains no separation after impact. The other corner point 2 shown in Figure 3b is
allowed to have motion. However, the degree of freedom of this point is constrained by the magnetic
force between two magnets. In this model, an equivalent spring ks between the magnets B and C is
introduced to model this constraint, as shown in Figure 3b. For simplification without loss of generality,
we set t = 0 at the instance of the impact. In the following, the analysis procedures of the beam after
the impact will be derived in detail.

 
(a)  

(b) 

k kw x t =

k kw x t w x t=

w x t= =

sk

h

Figure 3. (a) Schematic of the beam deflection after impact; (b) The spring model of the contact.

In the equivalent spring model, the spring force Fs(t) is given by

Fs(t) = ksδ(t) (27)

where ks denotes the equivalent spring constant and

δ(t) = h−w(2)
6 (x6 = 0, t) −w(1)

6 (x6 = 0, t = 0) (28)

As an estimation, ks is written in the form

ks =
dF
dδ

(29)

To derive the equation of motion, consider the elastic internal energy V(2)
e , electrostatic internal

energy V(2)
s and kinetic energy. The equations of motion can be derived by Lagrange mechanics:

d
dt

⎛⎜⎜⎜⎜⎜⎜⎝∂L
(2)

∂
.
q(2)k

⎞⎟⎟⎟⎟⎟⎟⎠− ∂L
(2)

∂q(2)k

= 0, k = 1, 2, · · · , 6 (30)

d
dt

⎛⎜⎜⎜⎜⎜⎜⎝∂L
(2)

∂
.
θ
(2)
k

⎞⎟⎟⎟⎟⎟⎟⎠− ∂L
(2)

∂θ
(2)
k

= 0, k = 1, 2, · · · , 5 (31)
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where L(2) = T(2) −V(2)
e −V(2)

e . The kinetic energy and electrostatic internal energy for the second
phase have the same forms as those mentioned in Equations (10)–(12) by changing superscript (1) by
(2). The elastic internal energy after impact is

V(2)
e =

1
2

5∑
k=0

(EI)k

∫ Lk

0

⎛⎜⎜⎜⎜⎜⎜⎝
∂2w(2)

k

∂x2

⎞⎟⎟⎟⎟⎟⎟⎠
2

dxk −
bd31

(
tm + tp

)
V

2s11

4∑
k=1

∫ Lk

0

∂2w(2)
k

∂x2 dxk +
1
2

keq

(
h− q(2)6 − q(1)6

)2
(32)

Similarly, the circuit equation after impact can be derived in the same way. The equations of the
motion and equation of circuit after impact can be written by

M
..
q
(2)

+ C
.
q
(2)

+ Kq(2) +αV(2) = 0 (33)

ηαT .
q
(2) −Cp

.
V
(2)

=
V(2)

R
(34)

where M is the mass matrix considering the masses of the beam and magnet, C is the damping matrix,
K is the stiffness matrix considering both the elastic force of the beam and the equivalent spring, α is
the electromechanical coupling matrix containing the piezoelectric constant, Cp is the capacitor of the
PZT, V is the output voltage, R is the resistance, and

q(2) =
[

q(2)1 θ
(2)
1 · · · q(2)5 θ

(2)
5 q(2)6

]T
(35)

The expressions for the matrices M, K and α are given in the Appendix A. The proportional
damping model is used in the present analysis, i.e.,

C = γ1M + γ2K (36)

where γ1 and γ2 are constants and can be determined by solving the following two equations:

γ1

ω1
+ω1γ2 = 2ζ1 (37)

γ1

ω2
+ω2γ2 = 2ζ2 (38)

where ωk, ζk (k = 1, 2) are the natural frequency and damping ratio, respectively, of the first two
vibration modes.

The boundary conditions for the dynamic displacement at x0 = 0 and x6 = L6 after the impact are

q(2)0 = 0, θ(2)0 = 0, θ(2)7 = 0 (39)

At the instance that the impact occurs (t = 0), the initial conditions for the second phase are

q(2)k (t = 0) = 0, θ(2)k (t = 0) = 0,
.
q(2)k (t = 0) = 1

Ub
W(1)

k

(
.

wb
∣∣∣
wb=h−Hb

2

)
,

.
θ
(2)
k (t = 0) = 1

Ub

dW(2)
k

dxk

(
.

wb
∣∣∣
wb=h−Hb

2

)
, V(2)(t = 0) = V(1)

∣∣∣
wb=h−Hb

2

(40)

where
.

wb
∣∣∣
wb=h−Hb

2
denotes the velocity of the beam tip at the time just before the impact and can be

determined from the solution of Equation (13) mentioned in phase 1.
By solving Equations (33) and (34) in conjunction with the boundary conditions Equation (39) and

initial conditions Equation (40), the transient responses of displacements and voltage of the beam can
be obtained.
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The energy EPEH harvested by the PEH can be calculated by

EPEH =

∫ 0

t0

V2

R
dt +

∫ Δt

0

V2

R
dt (41)

where Δt is the time interval for calculating the energy.

4. Fabrication of Prototype and Experimental Setup

Figure 4a illustrates the PEH prototype. The piezoelectric beam is clamped on a base. The magnets
A and C are respectively mounted on two sliding bars, which can slide under the guidance of a pair of
guiders. In the initial status, the beam magnet B is attracted by magnet A and is at rest. The upper
sliding bar is placed at a position that the magnet C is at the position aligned to magnets A and B.
By pushing the sliding bar to move right, the magnet A separates magnet B, and the beam moves
upward and finally stopped by the magnet C. Then an impact occurs. In Figure 4b, the two bars are
hidden for a better view for piezoelectric beam and magnets. The base, guiders and bars are made by
acrylic to avoid interfering the magnetic fields.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4. (a) The design of the PEH; (b) The design of the PEH with invisible slider bars; (c) Piezoelectric
beam; (d) Prototype of the PEH.

The fabrication and assembly of the piezoelectric beam were provided by Eleceram Technology
Co., Taiwan, as shown in Figure 4c. The geometric parameters of the beam and magnets are listed
in Table 1. Two identical NdFeB magnets with a size of 10× 5× 0.8 mm3 were adhered at the beam
tip to form the magnet B, which has an equivalent size of 10 × 5 × 1.6 mm3. Another two identical
NdFeB magnets serve as magnets A and C, each of which has a size of 10× 10× 10 mm3. The geometric
parameters of the magnets are also summarized in Table 1. Figure 4d shows the assembled prototype.
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Table 1. The geometric parameters of the beam and magnets.

Parts Geometric Parameters

Beam L0 = 0.5 mm, L1 = L2 = L3 = L4 = 10 mm, L5 = 1.5 mm, L6 = 5 mm,
tp = 0.239 mm, tm = 0.1 mm, b = 10 mm

Magnet A La = Ha =Wa = 10 mm
Magnet B Lb = 5 mm, Hb = 1.6 mm, Wb = 10 mm
Magnet C Lc = Hc =Wc = 10 mm

Figure 5 shows the setup for measuring the magnetic forces from one magnet to another for
various distances between two magnets. In the experiment, a magnet was fixed on the fixture. A second
magnet was placed on a jig that can freely slide along a guider. A force gauge (DigiTech DTG-10)
withstood the second magnet at a gap between the two magnets and measured the magnetic force.
Three magnet pairs A-A, B-B and A-B were considered in the magnetic force measurements for various
gaps between the two magnets.

 

Figure 5. The experimental setup for the magnetic force measurement.

For the magnet pair A-A experiment, the magnetic force F(exp)
a−a,k is measured for kth gap. Based on

the 3-D magnetic force model described in Equation (2), the magnetic force F(model)
a−a,k of the magnet pair

A-A can be written in the form:

Fa−a,k =
M2

a
4πμ0

(
φ1,k + φ2,k + φ3,k + φ4,k

)
(42)

where the subscript k denotes the parameters calculated according to the kth gap. According to the
least square method, the magnetic magnetization Ma of the magnet A can be determined solving the
equation:

d
dQa−a

N∑
k=1

(
F(exp)

a−a,k − Fa−a,k

)2
= 0 (43)

where Qa−a = M2
a and N denotes the number of gaps for the measurement. Following a similar

procedure, the magnetization Mb can be also determined from the magnet pair B-B experiment.
To investigate the energy generated by the PEH, an oscilloscope (Tektronix DPO 4054B) was used

to monitor the output voltage of the resistor connected to the PEH, as shown in Figure 6a. Because the
motion of the sliding bar is moved by hand, the velocities of the magnet A change for different tests.
The motion of the sliding bar (or the magnet A) was monitored by a high-speed camera (OLYMPUS
i-SPEED 3) with a frame rate of 5000 Hz, as shown in Figure 6b. By analyzing the photos frame by
frame, the positions of the sliding bar and the beam tip can be determined. The velocities of the beam
magnet B can be calculated accordingly.
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(a) 

R

 
(b) 

 
(c) 

Cst

S

Figure 6. The experimental setup of the PEH: (a) voltage measurement of the PEH coupled with a
resistance; (b) motion measurement of the PEH by the highspeed camera; (c) voltage measurement of
the PEH coupled with a diode-bridge, capacitor, and LED.

Figure 6c shows experimental setup for light LED. Four diodes (1N4004) were connected to form a
bridge. The AC voltages were rectified to DC signals and the electric charges were stored in a capacitor
Cst of 10 μF. An LED was connected to the capacitor in parallel. In the experiments, the first impact was
driven by magnet A and the collision between the magnets B and C. Put the magnet A back to the initial
position and move the magnet C. Then the beam moved to magnet A and the second impact occurred.
The process was repeated ten times and produced ten impacts. For each impact, the capacitor was
charged and the voltage across the capacitor was boosted. After ten impacts, the switch S was switched
to connect the LED loop. The capacitor discharged and a current flowed through and lighted up the
LED. The oscilloscope was used to monitor the voltage across the capacitor during the charging and
discharging in order to evaluate the energy stored in the capacitor. A multimeter (Fluke 189) was used
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to capture the peak current during the discharging in order to evaluate the maximum instantaneous
power for lighting the LED.

5. Results and Discussions

In this section, the experimental and numerical results are presented to demonstrate the
performance of the PEH. The material properties used in the dynamic model are listed in Table 2.

Table 2. The material properties used in the model.

Material Property

Piezoelectric
Epzt = 1/s11 = 66 GPa, ρpzt = 7900 kg/m3,

d31 = 140 × 10−12 C/N, ε33/ε0 = 2100
Metal shim Emetal = 110 GPa, ρmetal = 8000 kg/m3

Magnet ρmag = 7300 kg/m3, Ma = 0.9537 T, Mb = 0.5147 T

5.1. Measurements of Magnetic Forces

The variation of the magnetic forces for various gaps are shown in Figure 7. Note that the
magnetizations Ma, Mb, and Mc for the magnets A, B, and C are respectively unknown. By using the
least square method described in Equation (43), the magnetizations Ma and Mb are determined to be
0.9537 T and 0.5147 T, respectively. In Figure 7, it is seen that the regression curves for magnet pairs
A-A and B-B agree well with the measurement data. These two magnetizations are used to calculate
the magnetic forces for the magnet pair A-B. In Figure 7, it is seen that the computation results for
magnetic force between magnets A and B are validated by experiments. It indicates that Equation (2)
can used to predict the magnetic force at high accuracy.

Figure 7. The comparisons of magnetic forces by measurements and model for magnet pairs A-A, B-B,
and A-B for various gaps.

5.2. Effects of the Velocity of the Magnet A

The PEH was driven by finger pressing. The velocity va of the magnet A varies for different tests.
To investigate the effects of the velocity va on the motion of the beam and output voltage, five tests to
trigger the PEH have been tested. Figure 8 shows the measured beam tip deflections wb for the first
test. The deflection results show that the beam tip accelerated during its upward motion before impact.
The measured positions uy of the magnet A for the first test are also showed in Figure 8. It is seen that
the position uy of the magnet A exhibits a linear trend over time and the constant velocity assumption
described in Equation (22) can be acceptable.
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u yw
b

wb

uy

Figure 8. The measured deflection wb of the beam tip and the position uy of the magnet A before impact
for the first test.

Table 3 lists the measured relative position u0 between magnets A and B at the instance that
the beam tip begins to move upward, and the measured velocities va of the magnet A for the five
tests. The variation of relation position u0 for different tests is small. Meanwhile, the velocity va

varies from different tests because the motion of the magnet A was driven by hand. Among the five
tests, the maximum, minimum and average values of va are 0.1337 m/s, 0.07763 m/s, and 0.09731 m/s,
respectively. The measured impact velocity, which is defined as the beam tip velocity

.
wb
∣∣∣
wb=h−Hb

2
at

the time just before impact, for the five tests are also listed in Table 3. It is observed that the relation
between impact velocity and the moving magnet velocity va is insignificant. The average impact
velocity for the five tests is 5.106 m/s. Assume that the coefficient of restitution during the impact is
e = 0.5, then the rebound velocity of the magnet B is 2.553 m/s. By knowing the mass of 0.584 g for the
magnet B, the kinetic energy after impact is 1.955 mJ. According to the magnetic force measurements,
the magnetic attraction force is approximately 3 N when the magnet B is close to magnet C. By using
the energy balance, the rebound displacement is 0.65 mm, which is quite small by comparing the
whole moving distance. As mentioned in Section 3.2, the calculation of the rebound displacement
is overestimated. It can be concluded that the small rebound assumption is acceptable. In Figure 8,
the measurement data also show the beam tip deflection after impact. It is observed that the beam
tip becomes stationary after impact, i.e., no rebound can be observed. Therefore, the model shown in
Figure 3b can be acceptable.

Figure 9 shows the time history of the measured beam tip deflection for the five tests. Each test
reveals almost identical beam tip deflection curve. It indicates that the beam tip motion is independent
of the driving velocity va. The model calculation results agree well with the measured data, indicating
that the model for the first phase can predict the motion of the beam tip at high accuracy.

Figure 10 shows the time history of magnetic forces applied on magnet B from magnets A and C
during the phase before impact. As expected, the magnetic force from magnet C increases by time,
while the magnetic force from magnet A is relatively small, especially for the time approaching impact.
At the time of 1 ms before impact, the magnetic force from magnet C dominates the beam tip motion.
The small force magnetic force from magnet A can be used to explain the insignificant contribution
of va.

Figure 11 shows the open-circuit voltage for the five tests. The transient responses of the voltages
before and after impact keep the same for various va. The voltage responses computed from the model
are also shown in Figure 11. According to the voltage responses after impact shown in Figure 11,
the motion mainly exhibits the fundamental mode although some minor higher order vibration modes
are observed. The domination of the fundamental mode can be also seen in model calculations. It is
seen that the model agrees with the measurements. By picking the peak and valley points of the
transient voltage response, the natural frequency of the vibration can be determined. According to this
method, the natural frequencies for the five tests in Figure 11 are 407.9, 403.3, 408.9, 413.6, and 410.9 Hz.
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The average natural frequency for the five data is 408.9 Hz. The same method can be also applied in
the time response obtained by the model and the result is 373.0 Hz.

Table 3. Measurement results of u0, va, and impact velocity before impact for the five tests.

Test No. 1 2 3 4 5 Average

u0 (mm) 7.80 7.79 7.85 7.87 7.75 7.81
va (m/s) 0.113 0.134 0.082 0.080 0.078 0.097

Impact velocity (m/s) 5.451 5.047 5.207 4.372 5.456 5.106

w
b

Figure 9. The comparisons of the deflection wb of the beam tip before impact obtained by experiments
and model.

Figure 10. The computed magnetic forces by 3-D magnetic force model before impact.

Figure 11. The comparisons of the open-circuit voltage responses of the PEH obtained by experiments
and the dynamic model.
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5.3. Energy Measurements of the PEH

Figure 12 shows the measured maximum Vmax and energy EPEH harvested by the PEH for various
external resistances. For small external resistance, both Vmax and EPEH are small. The energy increases
with the increase of R when R is less than 20 kΩ. A maximum energy of 0.4045 mJ occurs at the
optimum resistance Ropt = 15 kΩ. For a large R, Vmax reaches a stable value and the average power
becomes small. In Figure 12, the measured voltage and energy are also compared with the results
computed by the model. The comparisons show that the results of the model agree well with the
experimental data.

 
(a) (b) 

V

R kΩ

E

R kΩ

Figure 12. (a) The maximum output voltage of the PEH for various external resistance R; (b) The energy
harvested by the PEH for various external resistance R.

For the lighting up LED experiment, two tests were conducted and the voltages across the
capacitor, as shown in Figure 6c, are plotted in Figure 13. For each test, the voltage was boosted to 6.2 V
after ten impacts and the energy stored in the capacitor was 19.22 μJ. When the circuit was switched,
the capacitor discharged then a current flowed through and lighted up the LED. The voltage drops
during the discharging for the two tests were 3.44 V and 3.52 V. The maximum currents during the
discharging for the two tests were 450 μA and 476 μA. The maximum instantaneous powers during the
discharging for the two tests were 0.774 mW and 0.838 mW. The experiments showed that the energy
stored in the capacitor can light up the LED.

Figure 13. The measured voltage of the capacitor in the lighting up LED experiment.

6. Conclusions

In this study, the impact-driven PEH in the magnetic field is presented. The multi-DOF
mathematical model was developed for solving the dynamic and vibration behaviors of the piezoelectric
beam under the effects of magnetic fields. The prototype was also fabricated and the performance of
the PEH was measured in detail. The conclusions of this study are summarized as follows:
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(1) The 3-D magnetic force model were introduced to calculate the magnetic force between magnets.
The magnetic force experimental setup was developed and the measured forces for various gaps
between two magnets agree with the model.

(2) Based on the multi-DOF mathematical model, the deflections and voltages of the piezoelectric
beam were investigated in detail. The model is divided by two phases. In the first phase,
the motion of the piezoelectric beam is governed by the restoring force of the beam and the
magnetic forces due to magnets. The second phase begins at the time of impact. The ending
conditions of the first phase are imposed as the initial conditions in the analysis of the second
phase. In the second phase, the transient vibration responses can be solved.

(3) To produce the impact, the magnet A was moved by hand and the consequent motions were
triggered. The experimental results showed that the velocity va of magnet A varies from different
tests. However, it was found that the variations of va have nearly no contribution on the beam
motion in the first phase and the voltage responses in the second phase. This phenomenon was
also observed in the model simulation.

(4) The voltage and energy outputs were measured for various external resistance R. The experiments
showed that the voltage outputs increases with the increase of R. The energy output was observed
to be low for both small and large R. The maximum energy output was found to be 0.4045 mJ at
the optimum resistance Ropt = 15 kΩ. The voltage and energy outputs computed by the model
for various resistances agree well with the measurements.

(5) In the lighting LED experiment, the voltage was charged and an energy of 19.22 μJ was stored in
the capacitor by ten impacts. The experiments showed that the energy stored in the capacitor can
light up the LED.

(6) The permanent magnets are brittle and easy to be damaged after impact. In the experiments,
however, no cracks or damages have been observed in the magnets. It suggests that the impact
velocity in the present PEH is not fast enough to damage the magnet. In addition, the PZT is also
brittle and easy to be damaged, although it is not impacted directly by the magnet. A more detail
stress analysis could be performed in the future for the damage evaluation of the brittle materials.
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Appendix A

The normalized deflection W(1)
k (xk) appeared in Equation (1) is given by

W(1)
k (xk) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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(
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2 L6 +
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)
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(
1
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)
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k − 1
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x3
k +

⎛⎜⎜⎜⎜⎝ dW(1)
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∣∣∣∣∣∣
xk−1=Lk−1

⎞⎟⎟⎟⎟⎠xk + W(1)
k−1

∣∣∣∣
xk−1=Lk−1

, for k = 1, 2, · · · , 5

W(1)
6 (x6) =

(
dW(1)

5
dx5

∣∣∣∣∣
x5=L5

)
x6 + W(1)

5

∣∣∣∣
x5=L5

, for k = 6
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The interpolation functions appeared in Equation (26) is given by

Nk1 = 1− 3x2
k

L2
k

+
2x3

k

L3
k

, Nk2 = xk −
2x2

k
Lk

+
x3

k

L2
k

, Nk3 =
3x2

k

L2
k

− 2x3
k

L3
k

, Nk4 = −x2
k

Lk
+

x3
k

L2
k

, k = 0, 2, . . . , 6

The element Mi-j (i, j = 1, 2, . . . , 11) at ith row and jth column of the mass matrix M appeared in
Equation (33) is given by
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The element Ki-j (i, j = 1, 2, . . . , 11) at ith row and jth column of the stiffness matrix K appeared in
Equation (33) is given by
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It is noted that the elements not mentioned above for the mass matrix and stiffness matrix are zero.
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The electromechanical coupling matrix α is given by
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Abstract: This work investigated the mechanical and electrical behaviors of piezoelectric and
triboelectric energy harvesters (PEHs and TEHs, respectively) as potential devices for harvesting
impact-driven energy. PEH and TEH test benches were designed and developed, aiming at harvesting
low-frequency mechanical vibration generated by human activities, for example, a floor-tile energy
harvester actuated by human footsteps. The electrical performance and behavior of these energy
harvesters were evaluated and compared in terms of absolute energy and power densities that
they provided and in terms of these energy and power densities normalized to unit material cost.
Several aspects related to the design and development of PEHs and TEHs as the energy harvesting
devices were investigated, covering the following topics: construction and mechanism of the
energy harvesters; electrical characteristics of the fabricated piezoelectric and triboelectric materials;
and characterization of the energy harvesters. At a 4 mm gap width between the cover plate and the
stopper (the mechanical actuation components of both energy harvesters) and a cover plate pressing
frequency of 2 Hz, PEH generated 27.64 mW, 1.90 mA, and 14.39 V across an optimal resistive load
of 7.50 kΩ, while TEH generated 1.52 mW, 8.54 μA, and 177.91 V across an optimal resistive load
of 21 MΩ. The power and energy densities of PEH (4.57 mW/cm3 and 475.13 μJ/cm3) were higher
than those of TEH (0.50 mW/cm3, and 21.55 μJ/cm3). However, when the material cost is taken into
account, TEH provided higher power and energy densities per unit cost. Hence, it has good potential
for upscaling, and is considered well worth the investment. The advantages and disadvantages of
PEH and TEH are also highlighted as main design factors.

Keywords: piezoelectric energy harvesting; triboelectric energy harvesting; low-frequency vibration
energy harvesting; direct-force generator

1. Introduction

Investigation of energy harvesting from the ambient environment is increasing rapidly as a
result of today’s efficient energy consumption requirement and a need for low environmental impact.
Energy sources to be harvested are usually waste energy from activities such as machine vibration [1],
transportation [2], human motion [3], wind flow [4], and ocean wave [5]. This source of direct force
acting on the generators is the most promising candidate for harvesting energy for self-powered
electronic and sensing systems [6]. As they are waste energy, they do not affect the environment any
more negatively than when they are left as waste and are not getting harvested. Harvesting waste
energy does not disrupt the local ecosystem and does not cause any pollution or global warming [7].
For this work, the kinetic energy source was mechanical vibration from human activities. Although the
electrical output of waste energy harvesting is less than other alternative energy sources, it is sufficient
for powering small electronic devices, which are rapidly being introduced for many applications in
people’s daily routine [8].
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There are many energy harvesting techniques, such as piezoelectric, triboelectric, pyroelectric,
and electromagnetic transductions [8,9]. Piezoelectric energy harvesters (PEHs) and triboelectric energy
harvesters (TEHs) have gained much attention in the last decade, as demonstrated by a large number
of studies on the conversion of mechanical vibration energy to electrical energy [9,10]. Several of those
were about the characterization and optimization of piezoelectric materials for energy harvesting,
sensing, and actuating. For example, there has been a study on piezoelectric material on various
substrates for a specific purpose, such as achieving small size, a higher degree of flexibility, being more
stretchable, possessing a desired degree of roughness, and low cost [11]. Phosy Panthongsy et al. [12]
proposed two different piezoelectric test benches. The piezoelectric material was used in the form of a
cantilever, of which one end was attached to a holder on the base, and the other end was attached to a
freely moving proof mass. The first test bench generated its electrical output by having the proof mass
magnetize an iron bar on the cover plate to produce stress on the cantilever. The cantilever then freely
oscillated after the cover plate was pressed and released. That test bench had a complex structure
and was designed to prevent the cantilever from over-bending. On the other hand, the second type
of test bench had a simple structure and a higher electrical performance than the first type because
electrical energy was generated each time the cover plate was pressed and each time it was released.
In another study, Don Isarakorn et al. [13] investigated the behavior of double-stage energy harvesting
floor tile. They varied the excitation acceleration and gap width of the cover plate, observed the results,
and found that the accelerations of the moving cover plate and gap width were directly proportional
to the electrical output. Although that harvester was not designed for harvesting energy at their
resonance frequency, it had a potential to harvest energy from low and variable frequency mechanical
vibration sources, for instance, human motion [14].

A triboelectric energy harvester converts mechanical energy to electrical energy from friction
or temporary contact between two different triboelectric materials. Its basic energy harvesting
mechanism is based on combined contact electrification and electrostatic induction [15]. TEH is a
promising technology that has attracted much attention and developed rapidly [16–20]. Four basic
energy harvesting modes of TEHs are vertical contact-separation (CS) mode, lateral-sliding (LS) mode,
single-electrode (SE) mode, and freestanding triboelectric-layer (FT) mode [21]. Examples of studies on
characterization and optimization of the electrical performance of triboelectric and electrode materials,
device fabrication, and environment condition control are the following studies [22–27]. In addition,
Cun Xin Lu et al. [28] investigated the temperature effect on the triboelectric electrical output of a
single-electrode mode and reported that, at a low temperature, the TEH was able to generate high
electrical output, and vice versa. The relative humidity is also a critical factor that affects triboelectric
charge density. Therefore, a device properly installed in a controlled environment could be highly
efficient [29]. Moreover, enlarging the size of a TEH and parallelly connecting many of them in the
same device has the potential to increase the electrical output [30]. In addition, hybridizing TEH
with another energy harvesting device that operates by a different harvesting mechanism has been
investigated and found to increase energy production efficiency [31–33].

Even though there have been numerous research studies on the electrical output performance
of PEHs and TEHs, including applications with an individual generator and combined generators,
none of them have compared the voltages, powers, and energies provided by them as well as their
produced energy densities and costs. Therefore, in this study, we evaluated and compared the electrical
performance and behavior of TEH and PEH in terms of their electrical output density per material
cost. This development of energy harvester design based on low-frequency vibration for harvesting
mechanical energy from human motion or activities had the potential to be used in practical applications
and is well worth the investment.

The rest of the paper is structured as follows. Section 2 describes the construction and working
principles of both PEH and TEH test benches for harvesting energy from low-frequency mechanical
vibration sources. Section 3 describes the details of the fabrication material of both PEHs and TEHs,
as well as the experimental methods and setups. Section 4 presents the experimental results of both
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PEHs and TEHs, including the electrical output characteristics, the electrical performance comparison,
and the potential of practical applications. Section 5 discusses the experimental results related to gap
width, electrical performance, power density, energy density, unit cost consideration, and summary of
the advantages and disadvantages. Lastly, Section 6 concludes the paper.

2. Construction and Mechanism of the Test Bench

The structures of the test benches—two different energy harvesters (PEH and TEH)—were designed
and developed. Their mechanisms, the measurement schematic, and their output voltage characteristics
are described in Sections 2.1 and 2.2, respectively.

2.1. Piezoelectric Energy Harvester Test Bench

The purpose of the piezoelectric energy harvester test bench was to harvest waste energy from
mechanical vibration at a low frequency into usable electrical energy. The cover plate of the test bench
absorbed the excitation impact from a pneumatic actuator. A pressure valve regulator was used to
control the compressed air pressure into the pneumatic actuator. Springs were used to separate the
cover plate from the stopper of the base and to store the mechanical energy after the cover plate
was pressed, then the mass tip of the cantilever bounced and oscillated freely in the air, as shown in
Figure 1a, and the images of actual PEH test bench are shown in Figure 1b. The essential element for
energy conversion was the piezoelectric cantilever. One end of it was side-mounted to a holder on the
cover plate, and the other end was attached to a proof mass. This cantilever generates electricity in two
stages. The first stage was when the cover plate was pressed. The strain within the beam caused by the
pressing of the cover plate allows the cantilever beam to oscillate freely afterward. After the cover plate
was pressed by an actuator, the stress in the cover plate spring pushes it back upward. The mass tip of
the piezoelectric cantilever sprung upward, causing the beam to bend and freely oscillate until the next
actuating period. This occurrence caused another round of electricity generation, as shown in Figure 2.

  

(a) (b) 

Figure 1. Piezoelectric energy harvester (PEH) test bench: (a) cross-section of PEH; (b) photograph of
PEH test bench.
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Figure 2. (a) Measurement setup of PEH, and (b) typical output voltage of PEH test bench.

2.2. Triboelectric Energy Harvester Test Bench

The primary electricity generation mechanism of the triboelectric energy harvester was charge
accumulation by friction or by temporary contact between two different triboelectric materials.
The design and operation of the TEH test bench design were not very different from those of the
PEH test bench. The top electrode mounted under the cover plate absorbed direct force from the
pneumatic actuator. The pneumatic pressure and the pressing frequency applied to the pneumatic
actuator were controlled by a pressure valve regulator and a function generator, respectively. The base
supported the cover guide, the springs, and the pneumatic actuator supporter, as shown in Figure 3a,
and the images of the actual TEH test bench is shown in Figure 3b. In this research, the TEH test bench
was a contact mode single-electrode triboelectric energy harvester. The electrical output is generated
by pressing the cover plate downward; subsequently, the top electrode contacted the triboelectric
material, and the contact electrification created tribo-charges on the surface of the triboelectric material
attached to the bottom electrode and on the top electrode, which was also a triboelectric material;
then, the charges were transferred from the bottom to the top electrode through an external circuit as a
result of electrostatic transduction [15].

  

(a) (b) 

Figure 3. Triboelectric energy harvester (TEH) test bench: (a) Cross-section of TEH test bench;
(b) Photograph of TEH test bench. PTFE, polytetrafluoroethylene.

Figure 4a shows the measurement setup, including the TEH source connected to the maximum
power tracking (MTP) circuit, for measuring the electrical characteristics across the resistive loads [34].
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The TEH had a very high output impedance, so the output resistive load had a very high resistance
as well. When the resistive load was higher than a measurement probe of the oscilloscope, the TEH
output power could not be determined accurately. This MPT technique was thus applied to measure
the output power. The output voltage generation occurred in two stages: a pressed-stage and a
released-stage, as shown in Figure 4b.
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Figure 4. (a) Measurement setup of TEH, and (b) typical output voltage of TEH.

3. Materials and Methods

The types, sizes, costs, and critical properties of the fabricated PEH and TEH materials used in
this work are reported below as well as the experimental methods and setup.

3.1. Fabrication Materials

A piezoelectric material, we used a Midé S230-J1FR-1808XB piezoelectric module
(7.1 × 2.54 × 0.076 cm3) in the piezoelectric cantilever configuration. One end of it was attached
to a holder at the cover plate, and the other end was mounted with a proof mass (stainless-steel,
3 × 2.6 × 0.6 cm3, total mass 40 g), and total PEH volume was 6.05 cm3. The cost of this bimorph
cantilever was US$274 per unit, discounted if bought in a large quantity. For example, for 100 units,
the price per unit was only US$82 [35]. The physical and mechanical properties of this piezoelectric
cantilever are shown in Table 1 [36].

Table 1. Physical and electrical properties of the piezoelectric material.

Property (Unit) Value

Density ρ (Kg/m3) 7800
Mechanical Q (Qm) 60

Elastic (Young’s modulus) YE
3 (N/m2) 5 × 1010

Relative dielectric constant KT
3 (@ 1 kHz) 2100

Piezoelectric coefficient d33 (pC/N) 500
Piezoelectric coefficient d31 (pC/N) −210

Piezoelectric voltage constant g33 (Vm/N) 23 × 10−3

Piezoelectric voltage constant g31 (V-m/N) −10.4 × 10−3

Coupling coefficient K33 0.74
Coupling coefficient K31 0.37
Polarizing field (Ep) V/m >1.7 × 106

Initial depolarizing field Ec (V/m) ~4 × 105

Coercive field Ec (V/m) ~1.0 × 106
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For the TEH test bench, Wang et al. [37] listed the materials in the triboelectric series. A material
will reach more negative charge when touching a material to the bottom of the series. The farther
away two materials were selected from each other on the series, the greater charge will be transferred.
Aluminium appears near the top of the series, whereas polytetrafluoroethylene (PTFE) is near the
bottom, so Al and PTFE were chosen for this project. A PTFE sheet (5 × 5 × 0.1 cm3) is attached to
the bottom electrode (primary electrode), and the assembly is mounted on the base of the test bench.
The bottom electrode (5 × 5× 0.01 cm3) is a copper foil (MT 8113C copper foil tape conductive adhesive).
The top electrode (5 × 5 × 0.012 cm3) is an aluminum foil (3M 425 Aluminum foil tape) mounted on a
supporter on the cover plate, and the total volume of TEH was 3.05 cm3. This top electrode functioned
both as a triboelectric material and a reference electrode. The average price of a PTFE sheet, including
the top electrode and bottom electrode, was US$1.44. In a large quantity, the price could be discounted
to US$1.17 per square centimeter. The physical and mechanical properties of the PTFE are shown in
Table 2 [38].

Table 2. Physical properties of the polytetrafluoroethylene (PTFE) sheet.

Property (Unit) Value

Density (g/cm3) 2.3–2.45
Water absorption (%) >0.01

Tensile strength (kg/cm2) 140–350
Flexural strength (kg/cm2) 16.4

Rockwell hardness D55
Izod impact strength (kg cm/ cm with notch) 2.5–2.7

Friction coefficients 0.10–0.04
Coefficient of linear thermal expansion (x 10−5/◦C) 7.0–10.0

Thermal conductivity (kcal/m. Hr. ◦C) 6.0
Heat distortion temperature (◦C) 120

Heat resistance (◦C) –70–260
Dielectric breakdown strengths (kV/mm) 19

Coefficient of volume resistance (Ohm-cm) 1018

3.2. Experimental Set-Up and Methods

This section aims to present an overview of the experimental setup, including the mechanical energy
input, which was a critical part of our direct mechanical force applied to an energy harvesting device.

The mechanical energy input that we used was a constant air pressure of 600 kPa from a pneumatic
pump, regulated by a pressure valve regulator. The compressed air pressure was the pneumatic
actuator (CJPB6-15 from SMC Corporation) that provided a direct mechanical force 17.20 N on the cover
plate of both types of test benches, and a spring, with the spring constant of 263 N/m, was used for
separating the cover plate from the stopper. The acceleration of the moving cover plate was measured
with an accelerometer (EI-CALC). The frequency of the application of direct force was controlled by a
function generator (GW INSTEK AFG-2225), which could be set to be any desired frequency that was
in harmony with the low-frequency actuation of the mechanical parts of both types of test benches.
An oscilloscope (Tektronix TDS-3032B) was used to measure the open-circuit voltage and the output
voltage across resistive loads through an MPT circuit, as shown in Figure 4a. Both PEHs and TEHs
have experimented at room temperature.

The equations related to this experiment are explained below. For calculating the output power
(P) for optimal load identification, the equation was Equation (1). In Equation (1), VL was the output
voltage across the resistive loads RL. For calculating the total energy harvested E(tn), the equation was
Equation (2), where tn was the total time while the triboelectric was working VL(tM) was the voltage
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across the resistive load at a time tm and Δt was the sampling time interval. We used these equations in
the same way that they were used in [12,13]:

P =
VL

2

RL
(1)

and

E(tn) =
n∑

m=1

VL
2(tm)

RL
Δt, for n > 0 (2)

We divided the power and energy obtained from Equations (1) and (2) with the volume and cost
of material of each of the two energy harvesters to determine and compare their power and energy
densities as well as cost-effectiveness.

The procedural steps in the experiments of both PEH and TEH are as follows.

(1) Designing and fabricating test benches that used the same pneumatic actuator to apply a proper
direct force to their cover plate and doing the same thing for the spring that pushed the cover
plate away from the stopper. Images of actual PEH and TEH test benches are shown in Figures
1b and 3b, respectively.

(2) Using resistive loads to connect the top electrode to the bottom electrode to identify their optimal
load and peak power by measuring the peak output voltage across resistive load while varying
the gap width between the cover plate and the stopper from 1 mm to 4 mm.

(3) Measuring and recording the output voltages of PEH and TEH for a 4 mm gap width while varying
the cover plate pressing frequency from 0.5 Hz to 5 Hz in an increment of 0.5. The measured
voltages were used in energy computation.

(4) Calculating the electrical performances of the PEH and TEH normalized by material volume
and cost into output voltage, power density, and energy density per unit cost, which would be
immensely useful for designing and developing a practical energy harvesting device.

4. Experimental Results

The PEH and TEH converted mechanical energy into electrical energy by deformation of its
cantilever and by making temporary contact between triboelectric materials, respectively. It was
difficult to compare most of the conventional parameters related to energy harvester, so we focused on
their practical utility; we compared their power and energy densities. We applied an optimal input of
direct force to the cover plate of each type of test bench and measured the electrical output. For proper
comparison, we used the same input for exciting the cover plates of both types of the test bench, as well
as the same pneumatic pressure and gap width between the cover plate and the stopper; the initial
acceleration of the moving cover plate was 0.93 g. At gap widths of 1, 2, 3, and 4 mm, the acceleration
when the cover plate impacted on the stopper was 3.05 g, 3.77 g, 4.06 g, and 4.28 g, respectively. The g is
the gravitational acceleration, where 1 g implies 9.81 m/s2. The electrical performances of the PEH and
TEH are presented in Sections 4.1 and 4.2, respectively. The experimental results of the two techniques
in various scenarios are compared and discussed in Section 4.3.

4.1. Electrical Output Characteristics of PEH Test Bench

The electrical performance of the PEH test bench was determined by connecting resistive loads
between the top electrode and the bottom electrode mounted on the piezoelectric cantilever. Figure 5
displays the electrical output characteristics across variable resistive loads. A constant pneumatic
pressure was applied to the cover plate under the condition of a 4 mm gap width between the cover
plate and the stopper. The output current was directly proportional to the output voltage across the
resistive loads. The peak output voltage, peak output current, and peak output power across 7.50 kΩ
optimal loads were 14.39 V, 1.92 mA, and 27.64 mW, respectively. Figure 6 shows the output power
under the conditions of 1–4 mm gap width. The peak output powers across the optimal load were
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found to be 4.12 mW, 8.07 mW, 11.10 mW, and 27.64 mW, respectively. Therefore, it was clear that the
output power was directly proportional to the gap width between the cover plate and the stopper.
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Figure 5. Electrical output characteristics of PEH across resistive loads, at 4 mm gap width.
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Figure 6. Output power at various gap widths from 1 mm to 5 mm.

Figure 7 shows the output voltage and energy across the optimal load at 10 s after the cover plate
was actuated and at four different gap widths from 1 mm to 4 mm under the pressing frequency of
2 Hz. The output voltage and energy tended to slightly increase when the gap width was varied from
1 mm to 4 mm. At gap widths of 1, 2, 3, and 4 mm, the average peak voltage and total energy are 6 V
and 1.03 mJ, 7 V and 1.29 mJ, 8 V and 2.37 mJ, and 9 V and 2.88 mJ, respectively.
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Figure 7. Output voltage and energy curve of PEH across the optimal load at 2 Hz with varying gap
widths of (a) 1 mm, (b) 2 mm, (c) 3 mm, and (d) 4 mm.

4.2. Electrical Output Characteristics of TEH Test Bench

The TEH test bench was designed to harvest energy from low frequency impacts, so the electrical
performance of this device was investigated by applying a constant pneumatic pressure to produce
a direct force on the cover plate. The electrical output parameters at 4 mm gap width are shown
in Figure 8. The output currents were directly proportional to the output voltages across resistive
loads, the same as those observed in PEH. TEH had an optimal load of 21 MΩ. Its peak output
voltage, peak output current, and peak output power were 177.91 V, 8.54 μA, and 1.52 mW, respectively.
Its electrical performance varied with the gap width. The peak output power varied with the velocity of
the top electrode moving down to press on the contact on the PTFE sheet and the gap width. It slightly
increased with gap width: 0.44 mW for 1 mm gap width, 0.88 mW for 2 mm, 1.20 mW for 3 mm,
and 1.52 mW for 4 mm gap width, as shown in Figure 9. The output voltage and energy at four
different gap widths at 2 Hz and at 10 s after actuation are shown in Figure 10. The average peak
voltage and energy tended to increase slightly with gap width: 100 V and 23.96 μJ, 130 V and 39.84 μJ,
170 V and 58.51 μJ, and 175 V and 65.73 μJ for 1, 2, 3, and 4 mm gap width, respectively.
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Figure 8. Electrical output parameters of TEHs across resistive loads at 4 mm gap width.
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Figure 9. Output power of TEH test bench at various gap widths from 1 mm to 4 mm.
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Figure 10. Output voltage and energy curve of TEH across the optimal load under 2 Hz with varying
gap width; (a–d) are of 1 mm to 4 mm gap width in an increment of 1 mm.

4.3. Electrical Output Characteristics of PEH and TEH Test Benches

PEHs and TEHs were readily accessible technology for energy harvesting. It was still not clear
which one was better in terms of energy harvesting based on direct force excitation. The electrical
output parameters determined were output voltage, power density, and energy density.

4.3.1. Output Voltage Comparison

Output voltage is a critical parameter for comparing PEH and TEH. The column graph in Figure 11
illustrates the peak output voltage across the optimal resistive load at different gap widths. It can be
seen that the output voltage of both types of test bench was directly proportional to the gap width,
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and the output voltage at the gap widths from 1 mm to 3 mm of TEH were more than 17 times higher
than the voltage density of PEH. At 4 mm gap width, the voltage density of TEH was 14 times higher
than that of PEH. As an application may require a high operational voltage, TEH would be better than
PEH for this kind of application.
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Figure 11. Output voltage of PEH and TEH.

4.3.2. Power Density Comparison between PEH and TEH

Figure 12 shows a column bar graph of the power density of PEH and TEH. The power density of
PEH, for any gap widths, was higher than that of TEH. The power density of both devices was higher
when the gap width was larger (between 1 and 4 mm). The power density of PEH at a gap width from
1 mm to 3 mm was more than four times higher than the power density of TEH at any gap width. At a
4 mm gap width, the power density of PEH was 9 times higher than that of TEH: 4.57 mW/cm3 for
PEH and 0.50 mW/cm3 for TEH. PEH and TEH output powers are shown in Figures 6 and 9. Both of
them exhibited good potential for powering a small electronic device, of which some examples are
shown in Table 3.
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Figure 12. Power densities of PEH and TEH.
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Table 3. Power consumption of common small electronic devices.

Device Power Consumption PEH TEH

Watches [39] 3–10 μW applicable applicable
Smoke detector [40] 4.95 μW applicable applicable

Peacemakers [39] 25–80 μW applicable applicable
Capacitive strain gauge [41] 600 μW applicable applicable

Hearing aids [42] <1.4 mW applicable applicable
CO2 sensor [43] <3.5 mW applicable not applicable

Digital clocks [39] 13 mW applicable not applicable
Light-emitting diode [39] 25 mW–100 mW applicable not applicable

4.3.3. Energy Density Comparison between PEH and TEH

The energy densities of both types of energy harvesting devices were investigated under the
conditions of direct force application on the cover plate, of variable pressing frequency from 0.5 Hz to
5 Hz, and of an optimal load for PEH and TEH, which was 7.5 kΩ and 21 MΩ, respectively.

Figure 13 shows the energy densities provided by PEH and TEH at a 4 mm gap width and under
a variable pressing frequency between 0.5 and 5 Hz. It can be observed that PEH provided a higher
energy density than TEH, under every pressing frequency from 0.5 to 5 Hz, in increments of 0.5 Hz.
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Figure 13. Energy densities of PEH and TEH under the variable pressing frequency of 0.5–5 Hz and at
a 4 mm gap width.

The energy density of PEH slightly increased with input excitation frequency from 0.5 Hz to 3 Hz
and reached the highest output energy density of 3.85 mJ/cm3 at the input pressing frequency of 4 Hz,
but dropped dramatically at the excitation frequencies of 4.5 Hz and 5 Hz.

The resonance frequency of the cantilever in the PEH test bench was about 12 Hz, but we intended
to harvest electrical energy from a source, providing a frequency of mechanical vibration that was lower
than this resonance frequency—from the frequency of human steps, walking leisurely, at around 1–2 Hz.
The varying energy density of PEH with pressing frequency might be the result of the harmonics of the
direct-force excitation frequency. The outcome of this phenomenon can be observed in the dramatic
decrease of peak output voltage as the moving cover plate stopped when it hit the stopper or the cover
guide, as shown in Figure 7. The energy density of TEH increased linearly and reached the highest
value of 55.52 μJ/cm3 at the highest pressing frequency of 5 Hz.
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4.3.4. Power Density and Energy Density per Unit Cost

The cost of fabrication material is a critical parameter for the practical application of a device.
In terms of price, TEH was much better than PEH, shown in Figure 14, but in terms of power and
energy densities, PEH was more able than TEH. The power density per unit cost of TEH at a gap width
from 1 mm to 3 mm was about 40 times higher than that of PEH, and the power density per unit cost
of TEH at a 4 mm gap width was 20 times higher than that of PEH.
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Figure 14. Power density per unit cost of PEH and TEH at a 4 mm gap width.

Overall, the energy density per unit cost of TEH was much higher than that of PEH because
triboelectric material for fabrication of TEH was much less expensive than piezoelectric material for
fabrication of PEH. The energy density per unit cost of TEH increased linearly with the pressing
frequency—38.68 μJ/cm3-USD at a 5 Hz pressing frequency. It was over 14 times higher than the energy
density per unit cost of PEH. The energy density per unit cost of PEH reached the highest value of
14.04 μJ/cm3-USD at the 4 Hz pressing frequency, but it is still much lower than that of TEH, as shown
in Figure 15.
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5. Discussion

The electrical performances of a developed piezoelectric energy harvester (PEH) and a triboelectric
energy harvester (TEH) actuated by direct mechanical force at a low frequency were investigated.
In this section, we discuss three topics regarding the electrical performance outcomes: the relationship
between the gap width separating the cover plate and the stopper and the electrical outputs of PEH and
TEH, power and energy densities per unit cost, and aspects to be considered in real implementation.

5.1. Gap Width and Electrical Output

It was found that the electrical output of either PEH or TEH was directly proportional to the gap
width between the cover plate and the stopper. They tended to generate a higher electrical output
(voltage, current, power, and energy) at a larger gap width. In this study, some pressing frequencies
highly excited the piezoelectric cantilever, inducing an electrical output of PEH (Figure 5), but some
other frequencies depressed it because of their out-of-phase nature to the resonance-frequency [44].
Even though the generated piezoelectric power (Figure 6) was much higher than the generated
triboelectric power (Figure 9), PEH power output depended more strongly on the resonance frequency
of its structure than TEH did [45], limiting the practical design of a PEH structure compared with that
of a TEH structure. The electrical power of TEH increased linearly with gap width and excitation
(or pressing the cover plate) frequency (Figure 9). The output energy of TEH was more stable than
that of PEH, because TEH does not depend on the resonance frequency of its structure, as presented
in Figure 10. This stability was observed in the experimental outcomes as a linear dependence of
electrical output with excitation frequency.

The tested gap widths were limited to 4 mm because, when it was larger than that, the cantilever
of PEH would overbend, and the tip mass would hit the cover plate and the base, leading to severe
damage to the cantilever. In contrast, the TEH structure benefited from a wider gap width, within a
limit. A wider gap width of no more than ten times the thickness of tribo-material would generate
a higher power from this energy harvester [46]. The final velocity with which the two triboelectric
materials touched each other, as well as the surface roughness and configuration of the two tribo-electric
materials, were the main design parameters for TEH energy harvester [21,47].

5.2. Power and Energy Densities per Unit Cost

To usefully compare the performances of PEH and TEH, their power and energy densities should
be investigated relative to their volume. Their practical applications absolutely depend on the economy
of the initial investment capital. In this study, the power and energy densities were investigated at
their respective maximum power, corresponding to an optimum resistance. The optimum resistance of
these two energy harvesters was very different because of the different characteristics (e.g., operating
frequency, number of generators, and type of electrical connection) of the two electricity-generating
materials [48]. Figure 12 shows that the power density of PEH increased exponentially with gap
width. On the other hand, the power density of TEH increased linearly with gap width; this related
phenomenon was also reported by Niu et al. [49]. They investigated the electrical output from
TEH, which is related to the gap width regarding the charging behaviour of the TEH capacitance
model. Regarding cost, as shown in Figure 14, TEH provided a much higher power density for a
very low cost compared with PEH. Moreover, it was easier to fabricate and could use a wide-range of
triboelectric materials.

Another important condition to consider in this kind of study was the time period for electrical
output data collection. Figure 13 shows the outcomes of the highest-peak energy density provided
by PEH. As can be observed, the maximum energy densities of PEH achieved by different pressing
frequencies were drastically different. In contrast, TEH’s maximum energy density was proportional
to the pressing frequency. There was no resonance frequency effect. Figure 15, moreover, shows that
the maximum energy density per unit cost increased linearly. Furthermore, TEH not only provided a

206



Sensors 2020, 20, 5828

much higher energy density per unit cost than PEH, but also was not sensitive to variation in ambient
input parameters—that is, TEH was not sensitive to resonance excitation from human activities.

In addition, the output performance for piezoelectric and triboelectric energy harvesters is
compared and summarized in Table 4; this table lists references, size of the harvester, voltage,
power, power density, operating frequency, and optimal load. However, this table shows the related
correspondence that we found regarding our research. These parameters (e.g., power density and
optimal load) appeared to follow the same trend in our research, but the operating frequency in this
table was extremely different due to our research being suitable for the floor-tile energy harvester.

Table 4. Output performances of PEH and TEH.

Reference
Harvester

Size
Voltage

(V)
Power Power Density

Frequency
(Hz)

Optimal
Load

1. Piezoelectric energy harvester
Panthongsy et al. [1] 2.80 cm3 7.57 0.58 mW 2.07 mW/cm3 20.83 99 kΩ

Yang et al. [50] 241 mm3 22.50 2.53 mW 10.50 mW/cm3 44.00 200 kΩ
Dai et al. [51] 2.26 cm3 24.47 1.06 mW 0.47 mW/cm3 51.00 564.7 kΩ

Sriramdas et al. [52] 108 mm3 3.96 8.1 μW 0.08 mW/cm3 30.80 1 MΩ
Ma et al. [53] 270 mm3 1.46 3.18 μW 0.012 mW/cm3 93.00 700 kΩ

Dhakar et al. [54] 102.08 mm3 6.32 40 μW 0.39 mW/cm3 36.00 1 MΩ
Lee et al. [55] 0.023 mm3 0.84 1.38 μW 61.3 mW/cm3 255.9. 510 kΩ

Song et al. [56] 0.11 mm3 0.03 0.023 μW 0.209 mW/cm3 48.00 40 kΩ
Zou et al. [57] 400 mm3 12.29 387 μW 0.968 mW/cm3 9.90 390 kΩ

Morimoto et al. [58] 0.26 mm3 0.51 5.3 μW 20.46 mW/cm3 126.00 50 kΩ
2. Triboelectric energy harvester

Zhang et al. [5] 18.75 cm2 36 162 μW 86.4 mW/cm2 - 8 MΩ
Jurado et al. [6] 64 cm2 3.83 307.88 μW 19.24 μW/cm2 150 10 MΩ

Shamsuddin et al. [17] 118.16 cm2 40.00 17 μW 0.14 μW/cm2 - 60 MΩ
Yang et al. [18] 36 cm2 749.40 9.36 mW 260 μW/cm2 3.2 60 MΩ

Uddin et al. [19] 2.28 cm2 16.20 36 μW 15.8 μW/cm2 3 1 MΩ
Xia et al. [26] 6 cm2 48.00 2.88 mW 480 μW/cm2 - 800 kΩ
Kim et al. [27] 36 cm2 13 210 μW 48 μW/cm2 - 20 MΩ
Mule et al. [29] 4 cm2 774.59 10 mW 2.54 mW/cm2 - 60 MΩ

5.3. Aspects to Be Considered in Realistic Implementation of the Energy Harvesters

When it comes to real applications, for example, the floor-tile energy harvester, optimal design
parameters of TEH would be more easily changed to handle unexpected problems because the structural
design and arrangement of parts of the test bench did not affect its resonance frequency. Our study,
on the other hand, addressed a different issue. We focused on an upscale application of converting the
force from human walking steps in a crowded area into electricity, that is, a floor-tile energy harvester.
As listed in Table 5, the advantages and disadvantages of PEH and TEH in this scenario can function as
the main design factors of a more modern version of these energy harvesters. It should be noted that
the detail in Table 5 gives the guideline for the selection of transducers for a floor tile energy harvester,
while other designs may rank the trade-offs differently.
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Table 5. Advantages and disadvantages of PEH and TEH.

Piezoelectric Energy Harvester Triboelectric Energy Harvester

Advantages

- Low internal resistance
- Two stages of output

voltage generation
- High current, power, and

energy density
- Low output voltage (able to power

small electronic devices)

- Simple construction
- Easy fabrication
- Smaller displacement than that

required by the piezoelectric
energy harvester

- Low cost
- Two stages of output

voltage generation
- Energy density is proportional to

pressing frequency

Disadvantages

- Complex construction
- High cost of material
- Low output voltage
- Pressing frequency may affect

energy density
- Large gap displacement may

over-bend the cantilever

- High internal resistance
- Low current, power, and

energy densities
- Environmental condition may affect

its electrical output characteristics
- High output voltage (in term of power

management circuit design)

6. Conclusions

This study developed two types of energy harvesters based on direct force excitation.
Piezoelectric and triboelectric energy harvesters (PEHs and TEHs) were newly designed to be
embedded in floor tiles. Test benches of a piezoelectric energy harvester (PEH) and a triboelectric
energy harvester (TEH) were developed with the same kind of mechanical actuator and excitation
parameters. From the outcomes of electrical performance experiments, PEH was shown to provide
higher power and energy densities than those of TEH, and those densities were dependent on the
induced displacement gap between the cover plate (mechanical actuator) and the stopper as well as
the actuating frequency. PEH was better in this regard than TEH because the piezoelectric material
mounted on the cantilever of PEH could be bent to a high degree, and hence was able to provide high
power. However, even though PEH provided higher power and energy densities in absolute terms,
TEH provided higher power and energy densities per unit cost. TEH may be a better alternative for
the future because the costs of triboelectric materials were much lower than the costs of piezoelectric
materials. Future work can be on investigating and designing multiple triboelectric material strips in a
generator to boost output power or an investigation of a hybrid design [59,60] to take full advantage of
the strengths of both types of electricity-generating materials.
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Abstract: The introduction of nonlinearities into energy harvesting in order to improve the
performance of linear harvesters has attracted a lot of research attention recently. The potential
benefits of nonlinear harvesters have been evaluated under sinusoidal or random excitation. In this
paper, the performances of electromagnetic energy harvesters with linear and nonlinear springs are
investigated under real vibration data. Compared to previous studies, the parameters of linear and
nonlinear harvesters used in this paper are more realistic and fair for comparison since they are
extracted from existing devices and restricted to similar sizes and configurations. The simulation
results showed that the nonlinear harvester did not generate higher power levels than its linear
counterpart regardless of the excitation category. Additionally, the effects of nonlinearities were only
available under a high level of acceleration. The paper also points out some design concerns when
harvesters are subjected to real vibrations.

Keywords: energy harvester; electromagnetic; real vibration; nonlinearities

1. Introduction

Recently, scavenging energy from the ambient environment has become a more attractive research
topic due to its wide range of applications. Electrical energy can be extracted from a wide variety
of sources such as solar, chemical, thermal, radio frequency, and vibration. Among those, vibration
energy harvesting (VEH) is a promising alternative due to the availability of vibration sources in many
application environments [1,2]. VEH converts the ambient mechanical vibration into electrical energy.
Based on the transduction mechanism, the VEH can be further classified into three main categories.
They include electrostatic energy harvesters, electromagnetic energy harvesters, and piezoelectric
energy harvesters. Each one has its own advantages and drawbacks. Thanks to the robustness
and low-cost design, the electromagnetic energy harvester has attracted considerable attention from
researchers [3,4].

The majority of previous research has focused on linear resonant energy harvesters [5–7]. For this
type of design, the output power of the harvester can reach the optimal value when the resonant
frequency of the oscillator matches the dominant frequency of the ambient vibration. Thus, such a linear
device requires high precision during its manufacturing process. It also places critical performance
limitations, especially when the excitation frequency in applications changes over time. The reason
is that the output power drops significantly when the external excitation frequency deviates from
resonance conditions.

Prior works have proposed some solutions to broaden the frequency spectrum. Ooi et al. [8]
utilized a novel dual-resonator method consisting of two separate resonator systems to improve the
frequency response range. Cammarano et al. [9] examined the ability to tune a resonant energy

Sensors 2020, 20, 5456; doi:10.3390/s20195456 www.mdpi.com/journal/sensors
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harvester by coupling it to variable generalized electrical loads. Another widely popular approach
is to utilize nonlinear effects in mechanical oscillators. The nonlinearities can be broadly classified
into being monostable, bistable, or multistable, depending on the number of stable equilibrium states.
The most common method to design such nonlinear systems is the introduction of a nonlinear restoring
force through mechanical structures or permanent magnets. Mann et al. [10] proposed a nonlinear
energy harvester using a permanent magnet sandwiched between two other permanent magnets.
This monostable nonlinearity is obtained from the effect of magnetic levitation. Under harmonic
base excitation, the frequency response of the nonlinear system expands over a wider bandwidth.
The monostable harvester utilizing magnetic levitation effect was further modified by using a magnetic
rolling pendulum [11] to enhance performance in both the primary and subharmonic resonance
regions. Cottone et al. [12] introduced a bistable electromagnetic energy harvester, which employs a
clamped-clamped buckled beam working as a nonlinear spring to achieve a large bandwidth response.
This bistable configuration was shown to produce higher power as compared with monostable regimes
under an optimal acceleration level. Lan and Qin [13] added a small magnet at the middle of two
fixed magnets in a bistable energy harvester to reduce the barrier and improve the performance
under random excitations. In order to achieve multistability, cantilever beams with tip magnet [14–16]
or magnetic levitation [17] can be utilized. Due to shallower potential wells, tri- and quadstable
systems can easily achieve interwell oscillations at lower frequency ranges and weaker base excitations
compared to bistable systems. Recently, Nammari et al. [18] presented an enhanced design that
combines both mechanical and magnetic springs to introduce additional stiffness nonlinearities.
Non-dimensional analyses demonstrated that the proposed design results in more harvested power
than the linear version. Another approach proposed by Wang et al. [19] utilized preloading and
mechanical stoppers to introduce a piecewise linear stiffness in vibration systems. The multiple
nonlinear effects were proven to have significant influences on the system response.

The potential benefits of introducing nonlinearity to VEH designs have been evaluated in previous
studies. However, most of the works have been done with the assumption that the input excitations
are sinusoidal, colored noise, or Gaussian white noise [20–22]. Only a limited number of studies have
focused on the harvester performance under real-world ambient vibrations [23–25]. Beeby et al. [23]
presented the comparison of output power from linear and nonlinear harvesters under vibration
data taken from measurements of a diesel ferry engine, heat and power pump, car engine, and white
noise vibration. The parameters in their paper were chosen quite freely and, thus, are not linked to a
concrete harvester implementation. Green et al. [24] assessed the effectiveness of current nonlinear
harvesters subjected to human motion and bridge vibrations only. It was concluded in their paper that
the potential benefits of nonlinear energy harvester solutions are sensitive to the nature of ambient
vibration sources. Rantz and Roundy [25] considered a broad range of real vibrations and provided a
comparative analysis of the theoretical maximum output power that linear and nonlinear harvester
architectures can reach under these inputs. These optimal values may not be obtained in the real
devices with design restrictions.

The present study extracts the parameters from actual linear and monostable nonlinear
electromagnetic energy harvester implementations and numerically analyzes their performance
under a wide range of real vibration excitations. The monostable energy harvester with Duffing-type
nonlinearities is of particular interest here. The goal is to evaluate the performance of the monostable
Duffing-type harvester compared to its linear counterpart when subjected to inputs of different
characteristics, i.e., the number of dominant frequencies, the stationary, or the noise effects.
The vibration signals were collected with several types of acquisition kits and can be downloaded
from The NiPS Laboratory “Real Vibration” database [26]. Two electromagnetic energy harvester
designs, including linear and nonlinear, as reported by Mallick et al. [27] were under investigation for
comparison. These two designs were restricted in the same sizes and similar configurations for a fair
comparison. The rest of the paper is organized as follows. Section 2 describes the device configurations
and modeling of the electromagnetic energy harvesters. The classification and properties of selected
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real vibration signals are presented in Section 3. The simulation results and discussions are shown in
Section 4. Finally, Section 5 concludes the paper.

2. Electromagnetic Energy Harvester

This section presents the electromagnetic energy harvester configuration used for examination.
The total energy harvester system is modeled and simulated in Matlab/Simulink environment.
The system responses under sinusoidal signal with frequency sweep and amplitude sweep are
also included.

2.1. Device Configuration

The device configuration used for the investigation in this paper was proposed by Mallick et al. [27].
It consists of four main parts: spring, magnets, copper coil, and frame. The magnets are attached
to the center top of the spring structure while the coil is assembled on the glass slide of the frame,
which is separated from the spring by the spacers as shown in Figure 1. When the magnets move up
and down under external vibration, the relative displacement between the magnets and coil changes.
As a result, voltage is induced into the coil according to Faraday’s law of induction. Depending on the
spring structure, the resonator can be linear or nonlinear. Figure 2 displays two spring designs used
for comparison. The clamped-free configuration shown in Figure 2a results in only the linear term,
while the fixed-fixed spring arms configuration shown in Figure 2b causes nonlinear stretching. For a
fair comparison, both linear and nonlinear harvesters have the same spring size, similarly oriented
magnets, and the same proof mass sizes.

Spacers

Coil

Spring

Magnets

Figure 1. Electromagnetic energy harvester device proposed by Mallick et al . [27].

(a) (b)
Figure 2. Different spring structures: (a) Linear spring. (b) Nonlinear spring. [27].
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2.2. Model

The energy harvester can be modeled as a spring-mass-damper system with base excitation.
The governing differential equation of the electromechanical system is given by

mẍ + cẋ + F(x) + γI = −mz̈ (1)

where m is the inertial mass, x is the relative displacement between the mass and the frame, c is the
mechanical damping ratio, F(x) is the generalized spring force, γ is the electromagnetic coupling
coefficient, I is the induced current, and z is the input vibration. For a linear harvester, the storing
force is proportional to displacement

F(x) = kx (2)

where k is the linear stiffness coefficient. In the case of the nonlinear harvester, it was shown in the
study of Mallick et al. [27] that the storing force can be modeled as the nonlinear spring force similar
to the hardening-spring Duffing oscillator

F(x) = kx + knx3 (3)

where kn is the nonlinear stiffness coefficient. Then, Equation (1) can be rewritten as

mẍ + 2mρω0 ẋ + kx + knx3 + γI = −mz̈ (4)

where ρ is the mechanical damping coefficient, and ω0 is the resonant frequency. For the linear system,
the term with the nonlinear stiffness will be ignored. The induced current can be modeled in the
following electrical circuit:

Lİ + RI − γẋ = 0 (5)

where L is the electromagnetic inductance, and R is the total resistance combining the coil resistance
Rc and the load resistance RL. Neglecting the inductance of the coil, which is commonly accepted for
low frequencies, the following equation can be derived from Equations (4) and (5)

mẍ + 2mρω0 ẋ +
γ2

R
ẋ + kx + knx3 = −mz̈ (6)

The voltage across a load resistance RL and the corresponding load power generated in the system
are given by

VL(t) = γẋ(
RL

RL + Rc
) (7)

and

PL(t) =
VL(t)2

RL
(8)

Figure 3 shows the overall model implemented in the Matlab/Simulink environment.
The parameters used in the model were obtained from Mallick et al. [27] and are listed in Table 1.
All simulations were run with the ode45 solver. The variable-step was chosen with a maximum step
size of 1 × 10−6 and a relative tolerance of 10−9.

Table 1. Parameters of the nonlinear electromagnetic energy harvester proposed by Mallick et al. [27].

Parameters Value Units

Linear stiffness k 185.66 N·m−1

Nonlinear stiffness kn 3.56 × 109 N· m−3

Electromagnetic coupling coefficient γ 0.035 Wb·m−1

Inertial mass m 16 × 10−5 Kg
Mechanical damping coefficient ρ 0.015
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Figure 3. Simulink model.

Figure 4 shows the output power of linear and nonlinear transducers under linear frequency up
and down sweeps with different levels of acceleration amplitude. The frequency of the sinusoidal
input signal was swept from 140 to 240 Hz during 120 s for each sweeping direction. Then, the average
output power for each 1.2 s time interval was calculated as the output power at the corresponding
frequency. Under a low acceleration level, linear and nonlinear systems had similar responses.
However, when acceleration increased, the frequency response of the nonlinear transducer divided
into two different branches for up and down sweep, respectively. The up-sweep curve has a wide
bandwidth while the down-sweep curve has a narrow bandwidth. This behavior is similar to that
of the Duffing oscillator. Bifurcation occurs over the region where multiple stable roots occur in the
steady-state equation. Depending on the sweep rate and initial conditions, the frequency response
can either follow the high- or the low-energy branch. It can be seen that the nonlinear harvester can
broaden the bandwidth compared to the linear response at the expense of the output power in the
down-sweep case.
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0.01g, linear
0.01g, nonlinear, up sweep
0.01g, nonlinear, down sweep

0.4g, linear
0.4g, nonlinear, up sweep
0.4g, nonlinear, down sweep

Figure 4. Frequency–response curves for the linear and nonlinear transducer under frequency up and
down sweep.

Similar phenomena can be observed when the acceleration amplitude is swept, as shown in
Figure 5. In this case, the output power is simulated under amplitude up and down sweep with
different values of frequency. At a certain frequency, the hysteresis in the nonlinear harvester can
be detected.
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Figure 5. Amplitude–response curves for the linear and nonlinear transducer under amplitude up and
down sweep.

3. Real Vibration Database

The NiPS Laboratory [26] provides a website of a digital database for real vibration signals.
The vibrations are collected from everyday life activities of cars, trains, airplanes, and even human
beings. The database is recorded with various devices. There are three axes of vibration data for
each signal in the database. Rantz and Roundy [28] have presented several approaches to categorize
these signals. One of those is based on their spectrograms. To facilitate the classification procedure,
Rantz and Roundy [28] have filtered the spectrogram by considering only frequency content with the
values of A2/ω greater than 1/2 the maximum value of A2/ω in each FFT frame, where A is the input
acceleration amplitude and ω is the input frequency. Then, classification is based on the dominant
frequency number of the filtered spectrogram. In this paper, some representative signals are selected
to examine the performance of the linear and nonlinear harvesters. These signals cover typical types of
vibration data such as signals with one dominant frequency, signals with two dominant frequencies,
and stochastic signals. For each signal, the ordinary and the filtered spectrograms are displayed for
classification. The spectrograms and properties are shown in the following.

3.1. One-Dominant-Frequency Signals

Figure 6 shows the spectrogram for the signal with the title “airplane passenger table” in the
Y direction. The acquisition kit used to collect the signal is an iPhone with a sampling frequency of
100 Hz. As can be seen, over the length of the signal, there was one dominant frequency at 27 Hz.
The acceleration amplitude of the data at the dominant frequency varied over time, and we also saw
some noise. The signal had a low acceleration level with the maximum acceleration amplitude value
of just 10 mg.

Another one-dominant-frequency signal displayed in Figure 7 is the one with the title “car in
highway” in the X direction. This dominant frequency was not constant as in the previous signal but
varied during the first 80 s. After the start-up time, the signal was stable and the dominant frequency
reached 19 Hz. In terms of acceleration degree, the car-in-highway signal had a higher level than that
of the airplane passenger table signal.

3.2. Two-Dominant-Frequency Signals

The air-pump signal in the Z direction and the aquarium signal in the X direction both consist of
two dominant frequencies as shown in Figures 8 and 9. The acceleration amplitudes of these dominant
frequencies also changed over time. The main differences between these two signals are that the two
dominant frequencies in the second signal were closer to each other as compared to that in the first
signal, and the acceleration intensity of the first signal was much higher than that of the second one.
For the air-pump signal, two dominant frequencies were apparent, which occurred at 35 and 44 Hz,
and the maximum acceleration amplitude reached 400 mg. Otherwise, two dominant frequencies
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of the aquarium signal were observed at 44 and 46 Hz, and the maximum amplitude had a value of
25 mg only.

(a)

(b)
Figure 6. Spectrogram of the airplane passenger table signal (Y direction): (a) Original. (b) Filtered.

(a)

(b)
Figure 7. Spectrogram of the car-in-highway signal (X direction): (a) Original. (b) Filtered.
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(a)

(b)
Figure 8. Spectrogram of the air-pump signal (Z direction): (a) Original. (b) Filtered.

(a)

(b)
Figure 9. Spectrogram of the aquarium signal (Z direction): (a) Original. (b) Filtered.

3.3. Stochastic Signals

Figures 10 and 11 show signals with the stochastic property. It is hard to see any dominant
frequency from the original spectrograms. Even with the assistance of the filtered spectrograms, it is
difficult to classify these signals in terms of the dominant frequency number. The vibration content
with significant levels covers a broad band of frequencies. The signal titled “Acoustic guitar” was
recorded by an EVAL-ADXL345Z acquisition kit with a sampling rate of 100 Hz. Its spectrogram
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shows that the frequency content varied over the whole bandwidth of 50 Hz. For the signal from the
bike, a slam stick [29] was used to collect the data at a sampling rate of 3134 Hz. It is clear from its
spectrogram that the band of significant frequencies appeared at the lower part of the bandwidth.
It was also noted that different degrees of acceleration can be seen from these two samples.

(a)

(b)
Figure 10. Spectrogram of the acoustic guitar signal (Z direction): (a) Original. (b) Filtered.

(a)

(b)
Figure 11. Spectrogram of the bike signal (Z direction): (a) Original. (b) Filtered.
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4. Results and Discussion

In this section, different scenarios are set up to investigate the performance of the linear and
nonlinear harvesters under the real vibration signals described in the previous section. The simulation
results for each situation are presented and discussed. Throughout the simulations, the frequency
range of the real vibrations was modified by changing their sampling frequency in order to match
the harvester configuration. The following procedure was used to define the center frequency of the
vibration data. The center frequency of dominant signals was chosen to be the frequency of the most
significant amplitude. For those with stochastic properties, the center frequency was considered as
the frequency component in the middle of the relevant frequency range. For example, the significant
frequency content for the bike signal was in the range of 0–41 Hz; thus, a frequency of 20.5 Hz, which is
in the middle of this frequency range, should be chosen as the center frequency. The output power
generated from the simulations is the average load power over the length of the signal.

Table 2 expresses the output power of the linear and nonlinear harvesters when the center
frequency of the input vibration data is adjusted to match the linear resonant frequency. It can be seen
that in this case, the linear harvester and the nonlinear harvester had similar output powers under a
low level of acceleration, regardless of the vibration data category. It is also observed that when the
input acceleration amplitudes increased, the linear harvester produced more output power than the
nonlinear harvester.

Table 2. Simulation results of output power of the linear and nonlinear harvesters at resonant frequency.

Vibration Data/Direction
Maximum Acceleration Center Freq. # Dominant Linear Output Nonlinear Output

Amplitude (mg) (Hz) Frequencies Power (W) Power (W)

Airplane passenger table/Z 10 27 1 7.49 × 10−12 7.49 × 10−12

Car in highway/X 80 19 1 3.92 × 10−10 3.82 × 10−10

Aquarium/Z 25 44 2 3.26 × 10−11 3.26 × 10−11

Air pump/Z 400 44 2 1.53 × 10−8 6.6 × 10−9

Bike/Z 450 20.5 NA 2.05 × 10−9 1.51 × 10−9

Acoustic guitar/Z 28 25 NA 4.37 × 10−12 4.37 × 10−12

While under a small excitation amplitude, linear and nonlinear harvesters behaved similarly and
generated the peak output power at the resonant frequency; this was not true under high acceleration
amplitude. When higher acceleration was applied, the frequency response of the nonlinear systems
bent to the right and reached the maximum point at the frequency differing from the linear resonant
frequency. The optimal point depends on the acceleration level and the initial state of the system.
Since real vibrations have varied frequency and amplitude over time, it is difficult to determine the
frequency at which the optimal output power of the nonlinear harvester can be reached. Thus, it is
of interest to investigate the output power of the linear and nonlinear harvesters when the center
frequency of the vibration data with high acceleration is swept through a frequency range around the
linear resonant frequency. The simulation results for this scenario are presented in Figures 12–14. It is
shown that the center frequency at which the nonlinear system produces the maximum output power
was higher than the linear resonant frequency. It is also noted that this peak output power was still
lower than the optimal value from the linear harvester in all cases. This can be explained by the fact
that the frequency response of the nonlinear system was not kept on the high-energy branch all the
time. Due to the complexity of the real vibration, the system may follow either a high- or low-energy
branch, in which the output power is significantly reduced in the case of the lower branch.

When subjected to signals with low acceleration levels such as the airplane passenger seat signal,
aquarium signal, and acoustic guitar signal, there was no difference between output response of the
linear and nonlinear harvesters. Therefore, it may be beneficial to examine the maximum output
power from these two harvesters when the vibration amplitude is scaled by a factor. The first step
is to multiply the vibration data by an element and then to sweep the center frequency of these
data over a range similar to previous simulations. The optimal output powers of the linear and
nonlinear harvesters are collected for each scale factor, and the final results are plotted in Figures 15–17.
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From these figures, we can see that the higher the scale factor is, the more different the peak output
power values of the linear and nonlinear systems are. When the scale factor increases, the linear
harvester generates more output power than the nonlinear one. For vibrations that have dominant
frequencies, these observations are more obvious compared to those with the stochastic property.
This is because the stochastic signals have frequency contents that cover a broader range than the
signals with dominant frequencies.
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Figure 12. The average output power response for the linear and nonlinear prototypes under
car-in-highway excitation when the center frequency of the excitation is swept.
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Figure 13. The average output power response for the linear and nonlinear prototypes under air-pump
excitation when the center frequency of the excitation is swept.
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Figure 14. The average output power response for the linear and nonlinear prototypes under bike
excitation when the center frequency of the excitation is swept.
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Figure 15. Maximum output power response for the linear and nonlinear prototypes under center
frequency sweeping airplane passenger seat excitation when the acceleration amplitude is scaled by
a factor.

0 5 10 15 20 25 30
Acceleration amplitude scale factor

0

0.5

1

1.5

2

2.5

3

M
ax

im
um

 o
ut

pu
t p

ow
er

 (
W

)

10-8

linear
nonlinear

Figure 16. Maximum output power response for the linear and nonlinear prototypes under center
frequency sweeping aquarium excitation when the acceleration amplitude is scaled by a factor.
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Figure 17. Maximum output power response for the linear and nonlinear prototypes under center
frequency sweeping acoustic guitar excitation when the acceleration amplitude is scaled by a factor.

It can also be noted that the excitations from the current investigated database have a relatively
low amplitude, which is in the range of 0–500 mg. Since nonlinear harvesters behave much like
linear harvesters regardless of the excitation types under low excitation, the effect of the nonlinearity
cannot be seen in such conditions. Thus, nonlinear harvesters require the input vibrations with high
acceleration amplitude in order to unlock the nonlinearity and obtain the wider bandwidth.

Moreover, it can be seen that, for the current database, the hardening nonlinear harvester did
not produce higher output power compared to the linear counterpart. This agrees in general with
the results by Beeby et al. [23], where only one case was reported in which the nonlinear harvester
outperformed the linear one. As shown in their paper, under car-engine excitation, the nonlinear
harvester can produce 137 mJ of energy compared to the value of 130 mJ generated by the linear
harvester. The excitation from the car engine has one dominant frequency, which varied over the range
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of nearly 50 Hz during 45 min of investigation. Most signals from the current database have a shorter
time recording in the range of several hundred seconds. In most application scenarios, frequency
variations as large as the one of a car traveling and varying speeds are not so common.

Finally, it is worth to consider the coexistence of the energy branches for the nonlinear harvesters
under high acceleration. Since the properties of real vibrations are affected by small variations and
do not follow a clear up- or down-sweep, it is difficult to maintain high-energy branch output at all
time. Therefore, there may be much less power collected from the nonlinear harvesters than expected
if the system falls in the low-energy orbit. Several strategies have been proposed to alter the system
orbit. These methods utilize either mechanical impacts [30,31] or electrical perturbation [32–34] to
achieve the desired response. However, these proposed approaches may require precise control, energy
investment, or a complex system to be performed, which has so far not been demonstrated to be
energetically beneficial. Thus, a much simpler and low-power method to capture high-energy orbit is
still under further investigation.

5. Conclusions and Future Study

This paper aimed to investigate the performance of electromagnetic energy harvesters with linear
and nonlinear springs under real vibration data. The parameters for the harvesters were extracted
from actual devices, with restrictions in the size and configurations for a fair comparison. Some typical
signals from the downloaded database were selected, classified, and described. Different modifications
have been made to these signals in order to create various scenarios under which the output power
from the linear and nonlinear harvesters were collected and examined.

The addition of nonlinearities was first introduced to broaden the bandwidth of energy
harvesters [10,35]. However, Daqaq et al. [36] demonstrated that under Gaussian white noise excitation,
stiffness-type nonlinearities did not provide any benefits in terms of output power compared to the
linear harvesters. Our paper shows that the conclusion regarding the devices excited by Gaussian
white noise is still applicable to the specific studied harvesters subjected to real ambient vibrations.
The power from linear and nonlinear harvesters is evaluated under different levels of excitation as
well as under different properties of the dominant frequency. In none of the investigated cases did
the specific investigated nonlinear harvester provide a higher average output power than its linear
counterpart. The presented results are limited to a certain type of nonlinear harvester under the
assumption that electromagnetic induction is neglected. Thus, the conclusion confirmed under these
conditions may need to be investigated further for other types of nonlinear harvesters under more
complicated scenarios.

Furthermore, some properties of the external vibrations and the frequency response of the systems
were discussed in this paper. The ambient vibrations investigated in the collection of real-world signals
have low dominant frequencies and low acceleration amplitude. These factors need to be taken into
account when it comes to the design of relevant harvesters.
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