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1. Introduction

Passive planar circuits play a key role in many RF/microwave applications, such as in
wireless communications, medical instrumentation, and remote sensing. From their earliest
developments during World War II to the present day, they have become indispensable for
their low cost and low weight while maintaining high performance. As a result, they are still
undergoing research and development. In recent years, multiple technologies have been
proposed with the aim of combining the characteristics of traditional planar and nonplanar
transmission lines, highlighting substrate integrated waveguide (SIW) technology as the
most popular among them.

This Special Issue is focused on highlighting recent contributions to microwave device
development in planar technologies. A total of twelve papers have been published in
this volume, each addressing several important research problems and advancements
in the field of filters, multiport circuits, dividers, combiners, couplers, multiplexers, mi-
crowave sensors, and antennas. These articles provide a significant contribution to the state
of the art.

2. Contributions

Planar technologies allow for a wide number of possibilities when facing new designs
and challenges. In this Special Issue, a compilation of twelve relevant papers on the topic
of passive planar microwave devices has been published.

In [1], ElKhorassani et al. presented the design of a two-port electronically tunable
phase shifter with progressive impedance transformation in the K band. The phase shifter
consists of a 3 dB hybrid coupler loaded with reflective phase-controllable circuits. They
measured the prototype at a frequency of 18 GHz, showing a dynamic range of 600 degrees.
Zhu et al. [2] proposed a new method to monitor patients with Huntington’s disease (HD)
using wireless sensing technology. Experimental data were firstly collected by the self-
developed microwave sensing platform (MSP) and subsequently preprocessed. Finally,
support vector machine (SVM) and random forest (RF) algorithms were used to train
the model. The MSP system continuously monitors patients in a noncontact manner,
which offers more convenience and privacy. The experimental results show that the
prediction accuracy of SVM can be as high as 98.0%, and that of RF can reach 96.7%.
Camacho-Gomez et al. [3] proposed a design for a multiband textile antenna for LTE and
5G communication services, composed of a rectangular microstrip patch, two concentric
annular slots, and a U-shaped slot. They showed that the coral reef optimization, with
the substrate layer (CRO-SL) algorithm, can produce a robust multiband textile antenna,
including the LTE and 5G frequency bands. For the optimization process, the CRO-SL is
guided by means of a fitness function obtained after antenna simulation by a specific
simulation software for electromagnetic analysis in the high-frequency range. In [4],
Kumar et al. presented a planar, microstrip line-fed, quad-port, multiple-input multiple-
output (MIMO) antenna with dual-band rejection features for ultra-wideband (UWB)
applications. The proposed MIMO antenna design consists of four identical octagonal-
shaped radiating elements that are placed orthogonally to each other. The dual-band
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rejection property (3.5 GHz and 5.5 GHz corresponding to Wi-MAX and WLAN bands) was
obtained by introducing a hexagonal-shaped complementary split-ring resonator (HCSRR)
in the radiators of the designed antenna. Isolation was observed to be higher than 18 dB,
and the envelope correlation coefficient (ECC) was less than 0.07 for the MIMO/diversity
antenna in the operating range of 3–16 GHz. Dai et al. [5] proposed an ultra-wideband and
miniaturized spoof plasmonic antipodal Vivaldi antenna (AVA) for ultra-wideband antenna
applications, such as in the 2G/3G/4G/5G base stations. They designed and measured an
antenna operating from 1.8 GHz to 6 GHz, with an average gain of 7.24 dBi.

Muñoz-Enano et al’s [6] review paper focuses on microwave sensors, particularly
planar sensors based on resonant elements for material characterization, including solids
and liquids. In addition, they reported the main advantages and limitations of microwave
sensors based on electrically small planar resonant elements. Moreover, they presented
several sensing strategies, with a special emphasis on differential-mode sensors. In [7],
Medran del Rio et al. proposed a new dual-band balanced bandpass filter based on
magnetically coupled open-loop resonators in multilayer technology. The lower differential
passband, centered at the global positioning system (GPS) L1 frequency, 1.575 GHz, was
created by means of two coupled resonators etched in the middle layer of the structure,
while the upper differential passband, centered at a Wi-Fi frequency of 2.4 GHz, was
generated by coupling two resonators on the top layer. Magnetic coupling was used to
design both passbands, leading to an intrinsic common-mode rejection of 39 dB within the
lower passband and 33 dB within the upper passband. Arnberg et al. [8] demonstrated the
beneficial effects of introducing glide symmetry into a two-dimensional periodic structure.
Specifically, they investigated dielectric parallel plate waveguides periodically loaded with
Jerusalem cross slots in three configurations: conventional, mirror, and glide symmetry.
Out of these three configurations, they demonstrated that the glide-symmetric structure is
the least dispersive and has the most isotropic response. Furthermore, the glide-symmetric
structure achieved the highest effective refractive index, which enables the realization of a
broader range of electromagnetic devices. To illustrate the potential of this glide-symmetric
unit cell, a Maxwell fish-eye lens was designed to operate at 5 GHz.

Trujillo-Flores et al. [9] developed a fully transparent multiband antenna for vehicle
communications. The antenna is coplanar-waveguide-fed to facilitate its manufacture and
increase its transmittance. An indium–tin–oxide film, a type of transparent conducting
oxide, was selected as the conductive material for the radiation path and ground plane,
with a sheet resistance of 8 ohms/square. The substrate is glass with a relative permittivity
of 5.5. The proposed antenna meets the frequency requirements for vehicular communica-
tions according to the IEEE 802.11p standards. Additionally, it covers the frequency bands
from 1.82 to 2.5 GHz for LTE communications applied to vehicular networks. Cui et al. [10]
proposed a multilayer bandpass filter with high selectivity. To this aim, the discriminat-
ing coupling formed by slot-coupled quarter-wavelength and half-wavelength resonators
introduced a zero at 3f0 (f0 is the center frequency), while the second harmonic was also
suppressed due to the quarter-wavelength resonators. As a result of the multilayer struc-
ture, source–load coupling was introduced to improve selectivity. Then, an extra coupled
line path was added with the same amplitude as the discriminating coupling path while
they were out of phase. Thus, signal cancelation produced three extra transmission zeros,
with a further improvement in selectivity and suppression performance. The design was
validated by a manufactured prototype bandpass filter centered at 2.49 GHz with a frac-
tional 3 dB bandwidth of 8.1%. Kim et al. [11] designed a microwave planar cutoff probe
to measure the cutoff frequency in a transmission (S21) spectrum. For real-time electron
density measurement in plasma processing, three distinct types of probes were demon-
strated: point-type, ring-type (RCP), and bar-type (BCP). Moreover, the work includes a
computational characterization of an RCP and a BCP with various geometrical parameters,
as well as a plasma parameter, through a commercial three-dimensional electromagnetic
simulation. Among the investigated parameters, the antenna distance was found to be
the most important parameter for improving the accuracy of both RCP and BCP. Finally,
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Herraiz et al. [12] proposed a new wideband transition from the microstrip line (MS) to
ridge empty substrate integrated waveguide (RESIW), with a dielectric taper based on
the equations of the superellipse. The new wideband transition presents simulated return
losses in a back-to-back transition greater than 20 dB in an 87% fractional bandwidth, while
in the previous transition, the fractional bandwidth was 82%, which supposes an increase
of 5%. Furthermore, the transition presented simulated return losses greater than 26 dB
in an 84% fractional bandwidth, while the measured return loss was above 14 dB with an
insertion loss lower than 1 dB throughout the band.

Author Contributions: Conceptualization, A.J.M.-R. and A.F.-P.; Writing—original draft preparation,
A.J.M.-R. and A.F.-P.; writing—review and editing, A.J.M.-R. and A.F.-P. All authors have read and
agreed to the published version of the manuscript.

Funding: This work was supported by Grant PID2020-116739GB-I00 funded by MCIN/AEI/10.13039/
501100011033.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: This communication presents the design of a two-port electronically tunable phase shifter at
K band. The phase shifter consists of a 3 dB hybrid coupler loaded with reflective phase-controllable
circuits. The reflective circuits are formed by varactors and non-sequential impedance transformers
which increase the operational bandwidth and the provided phase shift. The final phase shifter
design is formed by two loaded-coupler stages of phase shifting to guarantee a complete phase turn.
An 18 GHz phase shifter design with dynamic range of 600 degrees of phase shift is depicted in
this document. The prototype is manufactured and validated through measurements showing good
agreement with the simulation results.

Keywords: microwave tunable phase shifters; 3 dB/90◦ coupler; K band

1. Introduction

Antenna arrays have been one of the most used structural strategies for the design of directive
antennas in microwave ranges with demanding radiation requirements [1]. In the last years, planar
substrate-based antennas have been present in many phased array designs due to the low manufacturing
costs, easy integration, and low weight and profile [2,3]. This is particularly of interest in array structures
such as reflectarrays and transmitarrays. In the case of the reflectarrays, the conformed reflectors are
replaced by planar array structures that introduce at each array cell the desired phase shift, whose value
is the one provided by the corresponding point of the equivalent reflector [4]. The transmitarrays are
based on the same working principle, but the structure replaced by the periodic array is a lens instead
of a reflector [5]. Both options have become a real alternative in reception/transmission systems whose
specifications imply demanding requirements in terms of matching, directivity, gain, radiation pattern,
or aperture efficiency [6]. The phase shifting strategy for both reflectarray- and transmitarray-based
antennas depends on the system architecture and is typically obtained by a phase-delay circuit at
each radiating cell of the array [7,8]. This phase shift can be fixed in design, yielding a passive device,
or tunable, yielding an active antenna. The tunable nature of the phase shifter can be provided either
mechanically or electronically [6,9]. Many of the designs of electronically controllable phase shifters
are based on reflective inductance-capacitance (LC) tunable circuits [10], most of them focused on
frequencies up to 3 GHz [11–14]. This latter approach is the one that guides this work, leading to the
design of electronically reconfigurable phase shifters at higher microwave ranges [10]. In this paper
we present a K band electronically tunable phase shifter based on reflective circuits with progressive

Appl. Sci. 2019, 9, 5229; doi:10.3390/app9235229 www.mdpi.com/journal/applsci
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impedance transformers and varactors. These impedance transformers provide an enhanced frequency
bandwidth and an increase in the phase variation produced in the phase shifter [15].

The relevance of our work is based on the combination of three main aspects, which are: the
use of impedance transformers for increasing the phase variation range, the unitary phase shifter
cascading, and the high operating frequency (18 GHz). These three elements combined confer interest
to our work and provide a significant contribution related to previous works, such as [10] and [15].
In particular, the idea of using of impedance transformers proposed in [15] is now validated through
prototypes. The document is organized as follows: Section 2 depicts the phase shifter working principle
and presents the shifter design, while Section 3 presents the validation through the manufacture and
measurement of a prototype. Finally, conclusions are outlined in Section 4.

2. Materials and Methods: Phase Shifter Working Principle and Design

The working principle of the device is based on the combination of two microwave elements:
a 3 dB/90 hybrid coupler and a couple of reflective tunable circuits. The reflective circuits are connected
to the −3 dB/90◦ and −3 dB/180◦ output ports (ports 3 and 4, respectively), while the isolated port of the
3 dB/90◦ coupler becomes the output port (port 2). Figure 1 shows the connection scheme. The input
signal (port 1) is conducted through the coupler to ports 3 and 4 with a phase difference of 90◦ between
them. The signal reflections in ports 3 and 4 steer both signals again towards the coupler, adding the
reflective circuit tunable phase variation (Δϕ). As a result, port 1 receives no signal (opposite phase
summation of identical signals) and all the available power is routed to port 2 with a phase shift of Δϕ.
For the reflective circuits, we propose the use of a progressive impedance transformation, for enlarging
the achievable phase range.

Figure 1. Scheme of the reflection-based phase shifter.

2.1. Baseline 3 dB/90◦ Coupler

The basic element of the phase shifter is a conventional 3 dB/90◦ coupler. The coupler is designed
for a working frequency of 18 GHz with a bandwidth higher than 2 GHz considering −20dB in the
|S11| level. The coupler symmetry imposes identical amplitude values levels at ports 3 and 4, with an
accurate 90◦ phase difference between these ports. Figure 2 provides the model of the microstrip
coupler, along with its performance results.

6
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(a) 

 
(b) 

Figure 2. Three decibel hybrid coupler: (a) microstrip design; (b) design performance (|SXX| values).

2.2. Reflective LC Circuit with Progressive Impedance Transformation

The key element of the phase shifter that provides its reconfigurability is a reflective circuit. It is
composed of a LC circuit with a short-circuit to the ground plane at the end. The capacitive effect is
provided by a varactor while the inductive effect is provided by narrowing a section in the microstrip
line (high impedance section). The varactor used for this design is the MA46585 varactor, with a
capacity range of 0.13 pF to 2.2 pF. The connection to the ground plane is made with a metallic via.
Due to the low resistive value of the varactors (~9 Ω), it is necessary to add a progressive impedance
transformation to the reflective circuit, in order to improve the performance of the reflective element.
For the 9-to-50 Ω transformation an impedance conversion based on two cascaded quarter-wavelength
transformers is designed. The sequential transformation of the impedance in two steps impedance
(i.e., transformation of 50 Ω to 25 Ω and 25 Ω to 9 Ω) requires higher microstrip widths. These widths
are impracticable in a size-reduced device. The alternative is a non-sequential transformation in two
steps: to avoid low line impedances, a new relation between impedances can be set up, according to
Equation (1). This principle of impedance transformation is illustrated in Figure 3, where Zx are the
characteristic impedances of the microstrip sections.

Zin =
Z0

2

Zx
=

Z0
2

Z1
2/Z0

=
Z0

3

Z1
2 (1)

 
Figure 3. Non-sequential cascaded λ/4 impedance transformers according to Equation (1).

The non-sequential transformation requires a quarter-wavelength section of impedance Z1 of
118 Ω, which means a thinner microstrip section. Therefore, two cascaded quarter-wave impedance
transformers with characteristic impedance of 118 Ω and 50 Ω, respectively, are used to transform the
circuit impedance from 50 Ω to 9 Ω along a width bandwidth. Figure 4 provides the circuit model of
the non sequential transformer, and its design outcomes.
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(a) (b) 

Figure 4. Design results of the reflective LC circuit with progressive impedance transformation:
(a) simulation design; (b) phase shift produced.

The total phase variation is of around 290◦ for the complete capacity range [0.13–2.2 pF], but with
a non-linear behavior. However, this non-linearity is compensated by the DC-voltage/capacity relation.
Compared to the case without progressive impedance transformation, the latter provides a phase
shift of around 220◦. This means an improvement of at least 70◦ due to the progressive impedance
transformation, for the same capacity range.

2.3. Complete Phase Shifter Design and Performance

The phase shift provided by a loaded coupler is not enough to guarantee a phase variation higher
than 360◦. Therefore, in the complete device, two cascaded sets are connected. Figure 5 provides the
complete phase shifter model, together with its performance results. The desired band in the design is
at least of 1.5 GHz, centered at 18 GHz.

 
(a) 

 
(b) 

Figure 5. Cont.
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(c) 

 
(d) 

 
(e) 

Figure 5. Simulation results of the 18 GHz phase shifter, (a) design; (b) arg(S21); (c) Δarg(S21) (related
to min arg(S21) value, 2.2 pF); (d) |S21|; (e) |S11|.
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The shifter design presents proper matching in the desired band and a loss level of around 6 dB
in the worst case. Considering that the working band is centered at 18 GHz, this loss level can be
considered an appropriate value, if compared to commercially available devices. The phase shifting
capability of the shifter is around 600◦, almost twice the phase variation obtained for the reflective
circuit, as expected.

The high operating frequency band (central frequency 18 GHz) is highly demanding and limiting
in terms of design and manufacturing. In our work, best efforts are concentrated in having an
easy-manufacturing device with reasonable performance results. Thus, the device is based on planar
microstrip technology, which is almost in its frequency limit of operation. All the manufacturing
and mounting has been carried out in our laboratory. The photolithography manufacturing process
introduces a manufacturing size uncertainty of around 100 microns. The substrate is a Neltec N9217
(0.508 mm thickness, relative permittivity of 2.17, and <0.0008 loss tangent). The lumped elements (the
MA46585 varactors) are welded by means of conductive epoxy. The device circuit design dimensions
are provided in Table 1.

Table 1. Device circuit design dimensions (mm).

Lx1 Lx2 Lx3 Lx4 Lx5 Lx6 Lx7 Lx8 Ly1 Ly2 Ly3 Ly4

3.43 3.06 3.49 2.5 0.47 0.3 1 0.75 0.75 2.25 1.75 1.25

3. Results: Phase Shifter Prototype Performance

The design has been validated through a prototype. Figure 6.a yields some details of the shifter
prototype, and the TRL (transmission-reflection-line) kit for the calibration prior to the measuring
process. The measurement results are provided in the rest of the figures in Figure 6, in order to validate
its proper functioning and performance.

 
(a) 

Figure 6. Cont.
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Figure 6. Cont.

(b) 

 
(c) 

 
(d) 
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(e) 

Figure 6. Prototype results of the 18 GHz phase shifter: (a) prototype and TRL kit (central image
corresponds to a microscope zoom view); (b) arg(S21); (c) Δarg(S21) (related to min arg(S21) value, 0 v);
(d) |S21|; (e) |S11|.

As it can be noticed, there is a good agreement between the design performance and the prototype
measurements. The insertion loss levels of the prototype are higher than the expected ones in the design.
There exists a variety of possible causes for that: parasitic components of the varactor, conductive
epoxy resistance, and roughness of the shifter printed line limits. For the sake of completeness, Figure 7
compares the simulation phase results with the experimental ones (Figure 7a), and provides an insight
of the linearity of the device in terms of phase/voltage relation (Figure 7b).

 
(a) 

 
(b) 

Figure 7. Phase shifting performance: (a) comparison between simulation and measurement phase
results of the 18 GHz phase shifter; (b) phase/voltage relation (the dashed line is the linear reference
and the grey zone is the one that provides at least 360◦ variation).
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Notice that the simulation results in Figure 7a are in terms of capacitance and the experimental
ones are in terms of voltage. It must be noticed that there is a non-negligible difference between pairs
of simulation and experimental curves. However, the phase range of variation is preserved and the
phase shifter prototype is fully functional, only needing a voltage/phase conversion table. In addition,
it must be pointed out that, although the phase/capacitance relation is not linear, it is compensated by
additional non-linear behavior of the capacitance/voltage relation. It is worth mentioning that, although
the device provides a quasi linear phase/voltage response at the central frequency, this linearity is
strongly degraded at the band limits, as it can be seen in Figure 7b. However, since the prototype
provides a complete phase shift of around 600◦, part of this possible variation can be sacrificed in order
to increase the linearity of the device, as detailed in Figure 7b, where the grey region is the one that
provides at least 360◦ phase variation.

For the sake of completeness, the next table (Table 2) provides a comparison of the performance of
our device with the previously referenced literature works [10–15].

Table 2. Performance comparison of our device with the previously referenced literature works.

Work Central Frequency Bandwidth Insertion Losses Phase Shifting Range

[11] 2 GHz 200 MHz <4.6 dB 240◦
[12] 2 GHz 200 MHz <1.6 dB 385◦
[13] 2.5 GHz 500 MHz <1.3 dB 150◦
[14] 2.5 GHz 500 MHz <1.2 dB 130◦
[15] 12 GHz >1 GHz <3.2 dB 290◦
[10] 12.5 GHz >2 GHz <3 dB 460◦

This work 18 GHz >1.5 GHz <8 dB 600◦

4. Conclusions

This communication presents the design and validation through prototyping of a microstrip phase
shifter at 18 GHz for K band applications, with electronically controllable phase shift. The design is
based on the use of loaded 3 dB/90◦ couplers. The performance of the reflective loads is improved due to
the use of non-sequential impedance transformers. This design is particularly useful for reconfigurable
phased arrays such as transmitarrays or reflectarrays, being fully integrable in such designs because of
the reduced footprint. Furthermore, the shifter architecture is suitable for miniaturization, increasing
the permittivity of the substrate. The dynamic phase range of the phase shifter is higher than 600◦ for
the entire shifter bandwidth (>1.5 GHz). This phase range is higher than a complete phase turn of
360◦, which allows the introduction of phase wrapping. The device losses are lower than 8 dB.
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Abstract: Huntington’s disease (HD) is a rare genetic disorder that cannot be cured by current medical
techniques. With the development of the disease, the life of patients will become more and more
difficult. It is necessary to timely and effectively evaluate the development of the patient’s condition
based on the patient’s clinical symptoms to help doctors to formulate a reasonable and effective
treatment plan, alleviate the condition, and improve the quality of life, which reflects humane care.
Currently, wearable devices or video surveillance are generally used to monitor the patients, and these
schemes have some disadvantages. This paper presents a new method to monitor patients with HD
using wireless sensing technology. Firstly, experimental data were collected by the self-developed
microwave sensing platform (MSP), and then the data were preprocessed. Finally, support vector
machine (SVM) and random forest (RF) algorithms were used to train the model. The MSP system
continuously monitors patients in a non-contact way, which will not bring inconvenience to patients’
lives, and will not involve privacy issues. The experimental results show that the prediction accuracy
of SVM can be as high as 98.0% and that of RF can be as high as 96.7%, which proves the feasibility of
the technical scheme described in this paper.

Keywords: HD; MSP; RF; SVM; wireless sensing technology

1. Introduction

Huntington’s disease (HD) is a very rare autosomal dominant genetic disease. The cause of
the disease is the mutation of Huntington gene on chromosome 4 of the patient, resulting in the
variation of protein, which leads to the change of normal neural function through the related molecular
mechanism [1]. The diagnosis of this disease depends on genetic testing. It usually develops around
35–45 years old [2]. The disease degenerates the patient’s physical and psychological intelligence
during the working-age and places a heavy burden on the patient. The clinical symptoms of HD
mainly fall into three categories: motor symptoms, cognitive symptoms, and mental symptoms [3–5].
The typical manifestation of motor symptoms is that the fingers appear to play piano-like movements,
accompanied by weird facial expressions. If the trunk is involved, the patient can have a dance-like
gait. As the disease progresses, other body movements will also become slow and uncoordinated.
In the end, the patient’s entire system will be affected, making it difficult for the patient to complete
simple daily actions such as walking, talking, eating, dressing, and washing. Cognitive symptoms
sometimes appear many years earlier than motor symptoms. In the early stages of cognitive symptoms,
patients do not only suffer from episodic memory, but also have significant functional dysfunction and
do not understand the meaning of the speaker’s language. As the disease progresses, the patient’s
dementia symptoms worsen. However, even if the condition is severe, the patient retains some
cognitive functions. The third type of symptoms are mental symptoms. The mental symptoms of
patients are often earlier than or synchronous with abnormal motor symptoms, mainly manifested
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as depression, often accompanied by insomnia, anorexia, and personality changes. In the later stage,
patients will gradually experience hallucinations, delusions, paranoia, and aggressive behavior.

HD is characterized by complex clinical symptoms, progressive deterioration of the patient’s
condition, and usually death 15–20 years after onset [6]. At present, there is no effective treatment for
this disease. The purpose of treatment is to improve the quality of life of patients. Several existing
treatment methods can be classified as cause treatment and symptomatic treatment [7]. Cause treatment
includes direct gene therapy and other indirect molecular therapy, this method cannot be realized at
present, but a lot of research has been carried out. The symptomatic treatment is that the doctor obtains
the clinical symptoms of the patient through visual observation and other methods and diagnoses
the patient’s condition against the HD Scale [8], so as to formulate a drug treatment plan to directly
alleviate the patient’s symptoms.

Drug therapy is currently the main treatment for HD. In order to confirm whether drug therapy
is effective, doctors need to continue to follow up the effect of drug therapy, so as to improve the
treatment. But this treatment has a disadvantage; the doctor’s judgment of the patient is mainly based
on the naked eye and the HD Scale. The diagnosis result can easily be affected by the subjective
consciousness of the doctor. A promising solution is needed to continuously monitor the patient and
provide an objective diagnosis basis. At the same time, the mental symptoms of patients are unstable,
and patients are prone to hallucinations and aggressive behavior. In order to avoid self-injury, we also
need to carry out continuous monitoring and give timely psychotherapy to patients.

In order to solve the above-mentioned problems, this paper proposes a new method to monitor
HD patients using wireless sensing technology and demonstrates the feasibility of the proposed
method. We independently developed the microwave sensing platform (MSP) monitoring tool, which
is composed of a transmitter module and a receiver module. It can be directly installed in the indoor
environment, without any contact with the patient, and it can be completely monitored in a non-contact
way. The working process of MSP is: the transmitting module transmits the wireless signal in C-band,
the receiving module receives the wireless signal and extracts the channel state information (CSI) data
through channel estimation. After collecting CSI data, we first carried out a series of data preprocessing
steps, including removing outliers and wavelet transform de-noising. Then we extracted the features
of the preprocessed data to make the sample set. Finally, we used support vector machine (SVM) [9]
and random forest (RF) [10] to train the classification model, respectively. The trained classification
model can effectively distinguish the behavior of HD patients and normal people. The experimental
results show that the accuracy of SVM and RF is 98.0% and 96.7%, respectively, which proves that the
methods described in this paper can effectively monitor HD patients.

The rest of this paper is organized as follows. The Section 2 will introduce the current research
on the monitoring of HD and make a brief comparison with the experimental scheme proposed in
this paper. In the Section 3, we will introduce the principle of wireless sensing technology, and in the
Section 4, we will describe the experimental scheme design. In the Section 5, we will describe the data
processing flow. In the Section 6, we will discuss the experimental results and draw conclusions in the
Section 7.

2. Related Work

At present, a large number of scholars have carried out related research on monitoring patients
with HD using wearable devices. For example, Dinesh et al. reported a preliminary study to analyze
motor symptoms associated with HD and Parkinson’s disease based on sensor signal detection and
data analysis. They use a light-weight, low-power sensor to monitor the motor symptoms of patients.
The sensor adheres to the limbs and chest of patients like a tattoo and can continuously monitor
patients for 48 hours. The experimental results show that the sensor can capture different clear signals
of different clinical symptoms [11]. Bennasar et al. proposed an HD upper limb dyskinesia evaluation
system. A triaxial acceleration sensor was worn on each wrist and chest of the experimental participants.
The collected sensor data was used to develop an automatic classification system to distinguish normal
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people from HD patients [12,13] proposed a method of using inertial sensors to identify healthy gait,
HD patient gait, and hemiplegic patient gait. This method is based on a supervised and trained
two-state hidden Markov model, which can be extended to different research subjects for clinical
practice and personal health assessment. At the same time, Francisco et al. collected the gait data of
HD patients by binding the iPhone on the ankles of patients, using the built-in smart sensor of iPhone,
and classified the data with the general assembly (meta) classifier algorithm to distinguish normal
people and HD patients [14]. The use of wearable devices to monitor the movements and gaits of HD
patients requires the binding of electronic devices to a part of the patient’s body, which will affect
the patient’s movements to a certain extent and cannot collect movement data in the natural state of
the patient. At the same time, it will also affect the patient’s living comfort. Some scholars have also
proposed the idea of using a camera to monitor patient activity, combined with related video image
processing algorithms to extract patient activity information. For example, Agrawal et al. proposed
a method for human fall detection based on video surveillance, but this may violate the privacy of
patients [15].

As far as the authors know, this paper proposes for the first time to use C-band wireless sensing
technology to monitor HD patients completely in a non-contact way for continuous monitoring.
Compared with the traditional monitoring scheme, it has the following characteristics:

(1) Monitoring patients completely in a non-contact way will not bring discomfort to the patient’s
body, and data can be collected under natural conditions.

(2) Continuous monitoring of the patient’s condition by wireless sensing will not affect the
patient’s privacy.

(3) MSP has no requirements for the working environment and is easy to install.
(4) The collected data are processed, and two machine learning algorithms are used to train the

model. The two machine learning algorithms can be compared with each other, which makes the
experimental results more convincing.

3. Principle of Wireless Sensing Technology

The proposed technical scheme is suitable for non-contact continuous monitoring of HD patients
in an indoor environment. Therefore, this section will first describe the indoor model of wireless
signal propagation in detail and explain the principles behind wireless sensing technology. Since this
article mainly collects CSI data through MSP, we will next reveal the nature of CSI data, derive its
mathematical expression, and describe MSP in detail at the end of this section.

3.1. Indoor Propagation Model of Wireless Signal

When the wireless signal propagates in the indoor environment, it is influenced by the obstacles
in the propagation path, which cause reflection and diffraction. After the propagation of different
paths, each component reaches the receiving end with different strengths and phases, resulting in a
multipath effect [16]. The indoor propagation model of the wireless signal is shown in Figure 1.
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Figure 1. Indoor propagation model of wireless signal.

According to the Fries transfer formula [17], the receiving power of the receiving antenna can be
expressed as:

Pr =
PtGtGrλ2

(4πR)2 (1)

where Pt and Pr are the power of transmitting antenna and receiving antenna, respectively; Gt and Gr

are the gain of transmitting antenna and receiving antenna, respectively; and the distance between
transmitting antenna and receiving antenna is R. λ is the wavelength of electromagnetic wave.

Assuming that the propagation path length of the electromagnetic wave through the interference
of static objects is D, and the propagation path length through the interference of the human body is X,
the Fries transfer formula can be rewritten as follows.

Pr =
PtGtGrλ2

16π2(R2 + D2 + X2)
(2)

In Formula (2), we can see that both R and D do not change. When people are indoors, X will
change, resulting in a change in the power of the receiving antenna. At the same time, because the
signal phase is a linear function of the distance of the propagation path, the change of the propagation
path will also lead to the change of the signal phase [18]. Human behavior changes the strength and
phase of the signal, and the CSI describes the loss and fading on the transmission path. When there
is a moving target between the transmitting and receiving devices, the wireless signal reflected by
the moving target increases the dynamic component of the channel. The fluctuation of the channel
corresponds to the motion information of the target one by one. We can get CSI data from the signals
collected by the receiving devices. By analyzing the CSI data, we can sense the changes of the external
environment. In the next section, we explain the essence of CSI and its mathematical expression [19].

3.2. CSI

In order to eliminate the adverse effect of a multipath effect on wireless signal transmission,
the MSP described in this paper uses orthogonal frequency division multiplexing (OFDM) modulation
technology to decompose the data stream to be transmitted into several independent sub-data streams,
that is, multiple subcarriers, and then transmits them in parallel, which can effectively eliminate the
inter-symbol interference caused by the multipath effect in high-speed data stream transmission. At the
same time, OFDM modulation technology can also greatly improve the data transmission efficiency.
Because there are multiple subcarriers, each subcarrier channel is independently available, which also
increases the amount of data to extract more information [20].
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Multiple input multiple output (MIMO) is supported by OFDM modulation technology [21].
The channel model of the MIMO system in the frequency domain can be expressed as

Y = HX + N (3)

where Y represents the receiving signal, X represents the transmitting signal, N represents the
environmental noise, and H represents the state matrix of the wireless channel, and its dimensions are
NT ×NR ×NC. NT, NR, and NC, respectively, represent the number of transmitting antennas, receiving
antennas, and subcarriers.

CSI is essentially a representation of the frequency response of each subcarrier channel. For each
independent subcarrier channel, its frequency response can be expressed as

Hk( fk) = ||Hk( fk)||ejarg(Hk( fk)) (1 ≤ k ≤ NC) (4)

where fk represents the center frequency of the Kth subcarrier, ||Hk( fk) || represents the CSI amplitude
information of the Kth subcarrier, and arg(Hk( fk)) represents the CSI phase information of the Kth
subcarrier.

After continuous data collection over a period of time, CSI data can be obtained through the
channel estimation formula [22].

Ĥ ≈ Y
X

(5)

3.3. MSP

The MSP independently developed in this paper works in C-band (4.8 GHz). It is a highly
customizable platform that can adapt to different application scenarios. MSP consists of omnidirectional
antenna, industrial personal computer, absorbing material, frequency converter, and other related
facilities. The use of absorbing materials is mainly to shield the surrounding environment from
interference. The main function of MSP is to obtain the CSI of the wireless channel. By analyzing the
CSI data, the behavior of patients can be monitored.

MSP uses OFDM technology. Its essence is an OFDM transceiver system, and its functional block
diagram for obtaining CSI is shown in Figure 2.

Figure 2. Block diagram of microwave sensing platform (MSP) to obtain channel state information
(CSI) data.

In Figure 2, d(k) is converted to N parallel data {x0, x1 , . . . , xN−1} through serial–parallel
conversion. These data can be regarded as N data in the frequency domain. A set of time domain data
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{s0, s1 , . . . , sN−1} obtained after the inverse discrete Fourier transform (IDFT) is an OFDM symbol.
After adding a cyclic prefix to an OFDM symbol, the OFDM symbols are transmitted on the wireless
multipath channel after parallel–serial conversion and digital–analog conversion. At the receiving end,
the reverse work is performed: analog–digital conversion, parallel–serial conversion, removing cyclic
prefix, and fast Fourier transform (FFT). The training sequence after FFT is used to perform channel
estimation according to Equation (5), and CSI data can be obtained.

4. The Experimental Scheme

The purpose of this article is to continuously monitor patients with HD. To distinguish the patient’s
actions from other normal daily movements, so as to provide an objective clinical diagnosis basis for
doctors and facilitate doctors to make appropriate treatment plans. The experimental flow chart is
shown in Figure 3.

Figure 3. The experiment flow chart.

This experiment will collect the data of several actions like normal standing, normal sitting,
normal walking, standing of HD, sitting of HD, and gait of HD, as shown in Table 1.

Table 1. The actions used in the experiment.

No. Action

1 Normal
standing

2 Normal sitting
3 Normal walking
4 Standing of HD
5 Sitting of HD
6 Gait of HD

The simulation experiment was carried out in a laboratory in the new science and technology
building of Xidian University, which is 7 m × 5 m in size. The transmitting and receiving antennas
of the MSP were respectively placed at two ends of the laboratory, with a horizontal distance of 4 m.
The transmitting antenna and receiving antenna were positioned 1.8 m from the ground and 1.2 m
from the ceiling. The transmitting module of the MSP was composed of a control computer with a
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wireless adapter and an omnidirectional antenna. The wireless adapter was configured in an injection
mode for sending wireless signals. The receiving module of the MSP consisted of a control computer
with a wireless adapter and three omnidirectional antennas. The wireless adapter was configured in a
listening mode for receiving signals and extracting CSI data. The MSP operated in C-band (4.8 GHz)
and used OFDM technology to modulate the signal with a total of 30 subcarriers. The signal bandwidth
was set at 20 MHz. The transmitting antenna had a packet frequency of 200 Hz, and the time window
was 12 s. We collected 300 samples for each action. The experimental scene is shown in Figure 4.

Figure 4. The experimental scene: (a) standing; (b) sitting; (c) walking.

In Figure 4c, the object moves in a direction perpendicular to the line connecting the transmitter
and receiver, mainly considering that if the object moves along the line from the transmitter to the
receiver, the line-of-sight transmission will be weakened, and most of the energy will be lost, resulting
in a reduction of signal amplitude at the receiver, which is not conducive to any kind of communication.
At the same time, in clinical trials, the movement tasks of patients are usually specified, so we chose a
movement mode that is more conducive to study the feasibility of the technical scheme described in
this article.

In this work, our research focuses on the feasibility of using wireless sensing technology to monitor
HD patients, and the number of HD patients is very small [23]; hence, we did not recruit real patients,
but volunteers from our team simulated HD movements.

Before the experiment, we fully informed the experimental participants of all relevant matters
and contents of the clinical experiment. By watching videos of clinical manifestations of HD patients
and reading related literature, all experimental participants were rigorously trained to simulate real
HD patient movements.

Due to the limited staff in our team, there were a total of 10 volunteers who participated in our
experiment, including 6 males and 4 females, aged between 24 and 48 years. Details of volunteers are
shown in Table 2.
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Table 2. Details of volunteers.

ID Age Gender Weight (kg) Height (cm)

1 26 Male 72 181
2 45 Male 53 173
3 30 Male 64 168
4 32 Female 50 155
5 24 Female 56 165
6 25 Male 62 164
7 36 Male 70 174
8 48 Male 65 175
9 25 Female 51 161
10 40 Female 57 163

We randomly selected 5 volunteers (3 male and 2 female) to simulate the movements of HD
patients, and the remaining 5 volunteers (3 male and 2 female) were used as normal reference. Each set
of actions was repeated 60 times for each volunteer, and it took 6 days to collect the data.

5. The Data Processing

After collecting CSI data, we needed to perform a series of processing steps on the data. In this
section, we follow the steps shown in Figure 3 to process the collected CSI data in turn.

5.1. Data Preprocessing

5.1.1. Remove Outliers

In the process of data collection, due to the influence of environmental noise or internal voltage
fluctuation of the device, there was a large number of outliers in the original signal. These outliers
seriously distort the original signal and must be removed.

We used the “Hampel” function in MATLAB to remove the outliers of the original signal. For each
sampling point of the original signal, the function calculates the median of the window consisting of
the sampling point and the three sampling points on the left and right sides. Then the absolute value
of the median is used to estimate the standard deviation of the median at each sampling point. If a
sample is more than three standard deviations away from the median, the sample is replaced with the
median [24]. The outliers contained in the original signal are shown in Figure 5. The original signal
after removing the outliers is shown in Figure 6.

Outliers can affect signal de-noising. After removing the outliers of the original signal, we can
de-noise the signal, which is described in the next section.

Figure 5. Outliers contained in the original signal.
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Figure 6. The original signal after removing the outliers.

5.1.2. Signal De-Noising

The patient’s actions mainly affect the low-frequency components of the wireless signal, so we
needed to filter out the high-frequency noise generated by environmental noise, slight internal voltage
fluctuations, etc. In this paper, wavelet transform was used to realize signal de-noising [25]. The “wden”
function with one-dimensional noise reduction in the MATLAB toolbox was used. The main principle
of this function is to filter out noise through threshold processing of the wavelet decomposition
coefficient of the original signal.

We used the “sym8” wavelet to decompose the original signal in 5 layers. The “SimN” (N = 2, 3,
. . . , 8) wavelet has good symmetry, which can reduce the phase distortion during signal decomposition
and reconstruction to a certain extent. At the same time, we applied heuristics to overcome the
problem of noise distribution at each decomposition level. The signal waveforms of each action
after de-noising by wavelet transform are shown in Figure 7; the larger the variance, the larger the
information. We chose the subcarrier according to the principle of maximum variance [26].

Figure 7. Cont.
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Figure 7. The waveforms of each action after data preprocessing: (a) normal standing; (b) standing of
Huntington’s disease (HD); (c) normal sitting; (d) sitting of HD; (e) normal walking; (f) gait of HD.

5.2. Feature Extraction

It can be seen from Figure 7 that the time domain waveform of each action is quite different.
We extracted eight time domain features from the signal waveform of each action, as shown in Table 3.

Table 3. Time domain features.

Features A Formula to Calculate

Mean value YMV = 1
N

N∑
i=1

xi

Standard deviation YSD = 2

√
1

N−1

N∑
i=1

(xi −YMV)
2

Root mean square YRMS = 2

√
1
N

N∑
i=1

xi
2

Peak-to-peak value YPPV = max(xi) −min(xi)(i = 1, 2, . . . , N)

Kurtosis
YK =

1
N
∑N

i=1

(∣∣∣∣ xi
∣∣∣∣−YMV

)4
YRMS4

Skewness
YS =

1
N
∑N

i=1

(∣∣∣∣ xi
∣∣∣∣−YMV

)3
YRMS3

Peak factor YP =
max(xi)

YRMS
(i = 1, 2, . . . , N)

Waveform factor YW = N∗YRMS∑N
i=1

∣∣∣∣ xi
∣∣∣∣ (i = 1, 2, . . . , N)

5.3. Model Training

We used SVM and RF to train the model to ensure the accuracy of data classification and to
determine which algorithm has a better effect in practical applications. At the same time, in order to
make the training model reliable, we used the four-fold cross validation method to divide the data set.

We selected the radial basis function (RBF) as the kernel function of SVM, and the RF contained
500 decision trees.

6. Result and Discussion

The confusion matrix of each classification algorithm is shown in Table 4.
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Table 4. Confusion matrix of classification algorithms.

Classification
Algorithm

Actual Action
Predict Action (Number of Samples)

Standing Sitting Walking Standing of HD Sitting of HD Gait of HD

SVM

Standing 73 0 2 0 0 0
Sitting 1 74 0 0 0 0

Walking 2 0 72 0 0 1

Standing of HD 0 0 0 75 0 0
Sitting of HD 0 0 0 0 75 0

Gait of HD 0 0 1 0 2 72

RF

Standing 72 1 0 2 0 0
Sitting 0 75 0 0 0 0

Walking 0 0 75 0 0 0

Standing of HD 4 0 0 71 0 0
Sitting of HD 0 0 0 1 70 4

Gait of HD 0 0 2 0 1 72

The experimental accuracy of each algorithm is shown in Figure 8.

Figure 8. Algorithm accuracy.

Figure 7a–d shows different waveforms of normal people and patients with HD under static action.
It can be seen from the figure that the static action signal waveform of normal people is relatively
gentle, while the static action signal waveform of patients fluctuates greatly because patients with
HD have convulsions when they are ill and dance-like movements when they are serious. Figure 7e,f
shows the signal waveforms of normal gait and gait in patients with HD. Due to the large amplitude
of walking itself, the abnormal body swing of patients with HD may be covered by the walking
movement, resulting in the signal waveform discrimination between normal gait and abnormal gait
not being very obvious, which is consistent with reality. At the same time, we can see from Figure 7
that the differences between the action signal waveform of normal people and patients with HD are
obvious in the time domain. In order to reduce the amount of data and improve the efficiency of the
algorithm training model, we extracted eight time domain features from the samples, which can well
describe the time domain waveform, and the experimental results also prove this.

Table 4 is the confusion matrix of SVM and RF. It can be seen that the SVM algorithm can
completely distinguish the static actions of patients with HD, while the normal static actions have
misclassification, which shows that the performance of patients in the static actions is inconsistent,
the performance of body convulsion or dance is different, and the performance of normal people in
static actions are consistent. It can also be seen that RF can completely distinguish between normal gait
and normal sitting action. Both SVM and RF cannot distinguish the normal gait and the abnormal gait
of patients with HD completely, because the time domain signal waveform of them is similar.

Figure 8 shows the prediction accuracy of the two algorithms. The prediction accuracy of SVM is
98.0%, and that of RF is 96.7%. Both algorithms can achieve high prediction accuracy, which proves
that the experimental scheme described in this paper is feasible. At the same time, we can draw a
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conclusion that when using the method described in this paper to distinguish the actions of patients
with HD, the performance of SVM is better than that of RF.

7. Conclusions

As far as we know, this article first proposed a method for monitoring HD patients using wireless
sensing technology and studied the feasibility of the proposed technical scheme in depth. We used the
self-developed MSP to collect CSI data, then removed the outliers, and filtered the CSI data with the
wavelet transform. After that, we extracted eight time domain features from each action data set and
trained the model with SVM and RF machine learning algorithms. The experimental results show that
the prediction accuracy of the SVM algorithm can reach 98.0%, and the prediction accuracy of the RF
algorithm can reach 96.7%. Both algorithms can effectively distinguish the normal actions and the
actions of patients with HD, which proves that the technical scheme described in this paper is feasible.
This will provide a basis for doctors to objectively diagnose patients’ conditions. At the same time,
the technology can help doctors to follow up on the patient’s condition development and improve
the treatment plan in time. At present, the MSP described in this paper is not fully automated but
also needs some manual operations. Next, we will continue to improve the experimental platform to
make it fully automated to achieve data collection, data processing, and data analysis in a one-click
operation. At the same time, we will also further explore the application of wireless sensing technology
in medical care.
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Featured Application: A novel textile U-shaped with concentric annular slot antenna prototype for

LTE and 5G services has been described. In the ground plane, a meander slot has been introduced

to reduce the antenna dimensions. A new multi-method metaheuristic algorithm, the Coral Reefs

Optimization with Substrate Layer CRO-SL, has been used to optimize the antenna parameters

and improve its performance in the frequency bands of interest.

Abstract: A textile multi-band antenna for LTE and 5G communication services, composed by a
rectangular microstrip patch, two concentric annular slots and a U-Shaped slot, is considered in this
paper. In the ground plane, three sleeved meanders have been introduced to modify the surface
current distribution, leading to a bandwidth improvement. The U-Shaped slot, the dual circular
slots, and the meanders shape have been optimized by means of the Coral Reefs Optimization
with Substrate Layer algorithm (CRO-SL). This population-based meta-heuristic approach is a kind
of ensemble algorithm for optimization (multi-method), in which different search operators are
considered within the algorithm. We show that the CRO-SL is able to obtain a robust multi-band
textile antenna, including LTE and 5G frequency bands. For the optimization process, the CRO-SL is
guided by means of a fitness function obtained after the antenna simulation by a specific simulation
software for electromagnetic analysis in the high frequency range.

Keywords: antenna design; constrained optimization problems; coral reefs optimization algorithm;
meta-heuristics

1. Introduction

In the last decade, a large variety of wireless enabled portable devices such as smartphones,
tablets or laptops have been introduced. The implementation of new mobile technologies further
increases the bandwidth requirements of wireless systems in order to cover recently allocated LTE and
5G frequency bands [1]. Recent research works have allowed us to develop the design of antennas
using textile materials in the substrate, leading to devices called “wearable antennas” [2]. One of
the main advantages of the antennas based on textile materials is that they can be manufactured
using smart fabric and interactive textile systems [3], in which unobtrusive integration of electronic
components increases functionality of the garment [4,5].

Recently, the implementation of different kind of antennas in wearables has been massive [6–9].
Microstrip patch antennas are frequently used in textile materials because of their many advantages,
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such as low profile, light weight, and conformity. However, these kind of antennas suffer from
important issues in their design process (precise value and model of fabric dielectric constant for
simulations, difficulty to glue metallic parts to textile materials, bending and moisture influence in
antenna performance, etc.), causing severe limitations in their practical applications. This fact is even
more dramatic in the frequency bands of modern communication systems based on LTE and 5G
technologies. The number of parameters to be tuned in order to make the antenna feasible for working
in LTE and 5G applications is usually very high. In these cases, classical optimization methods are
no longer suitable, and the employment of advanced optimization algorithms (mainly meta-heuristic
approaches, among others) has been shown to be very useful for antenna design [10–14].

In this paper, we propose a new model of microstrip textile patch antenna, a multi-band device that
can be tuned for LTE and 5G services, among others. Specifically, the proposed antenna is composed
by a rectangular microstrip patch with two concentric annular slots and a U-Shaped slot, with sleeved
meanders introduced in the ground plane to modify the surface current distribution, leading to a
bandwidth improvement [15–17]. This original shape allows the antenna to work accurately in several
frequency bands, including LTE and 5G communication services. On the other hand, this specific
shape also leads to a hard optimization problem, with a high number of real variables and constraints
to be taken into account. Moreover, the proposed antenna has been simulated considering a wearable
substrate, which makes the direct designing process even more difficult.

A meta-heuristic algorithm for optimization is then considered in order to obtain a good design of
the antenna, with excellent properties of bandwidth in all the considered frequency bands. Therefore,
we propose to use a version of the Coral Reefs Optimization (CRO) algorithm [18]—in this case,
the version with the substrate layer (CRO-SL) approach [19]. The CRO is an evolutionary type
algorithm which simulates all the processes occurring in a real coral reef in order to carry out the
optimization of a given system (the textile antenna considered in this work in this case). The CRO-SL
version has been successfully applied to a number of optimization problems [19], and it is able to
combine different search patterns or strategies within a single population of potential solutions. In this
case, we will show how this optimization scheme is able to obtain excellent results in the optimization
process of the proposed antenna, tuning it for its use in LTE and 5G communication systems. In the
experimental section of the paper, we detail the antenna design process and its simulation with specific
software in order to evaluate the potential of the CRO-SL in this design problem.

The rest of the paper is structured in the following way: the next section presents in detail the
proposed antenna design, characteristics, and variables to be optimized. Section 3 describes the
CRO-SL algorithm used to optimize the textile antenna for LTE and 5G systems. Section 4 shows
the experiments carried out to optimize the antenna, and the results obtained in simulation of the
optimized device. Finally, Section 5 closes the paper with some final remarks on the research carried
out in this paper.

2. Antenna Model

The proposed microstrip patch antenna is shown in Figure 1. It combines several key features to
provide the desired operational performance at different frequencies, including LTE and 5G bands.
Specifically, the proposed design comprises a rectangular microstrip patch with two concentric annular
slots. Each ring has four spikes within it. This type of patch antenna is inspired by different works
previously presented in the literature [20–24]. Additionally, the design contains a U-shaped aperture
of rectangular slots to obtain the resonant frequency for the LTE band. U-slot patch antennas are well
known mainly for their wide-band characteristics and are capable of providing other advantages,
including dual band and triple-band operations, due to their ability to be implemented with other
patch antenna shapes, such as circular, triangular, or rectangular shapes [25]. The proposed antenna
is completed with three meander slots at the bottom of the ground plane, according to the study
in reference [26]. Table 1 shows the variables involved in antenna design and the variable ranges
considered in this case.

30



Appl. Sci. 2020, 10, 1168

 
(a) 
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(d) 

Figure 1. Variables description of the proposed antenna. (a) Antenna top view U-shaped variable
description; (b) antenna top view the annular patch variable description; (c) detail description of the
variables in the top view of the antenna that have been used in the optimization process; (d) antenna
ground plane.

Note that the optimization of the proposed antenna in order to be operational in the desired
frequencies is a hard problem in which metaheuristic algorithms can obtain good results. Note also
that the objective function must be calculated starting from the antenna simulation for a given set of
antenna parameters. Thus, the hybridization of a simulation software with a meta-heuristic algorithm
is necessary to tackle the optimization of this antenna. Specifically, the CRO-SL algorithm will be used
as optimizer, since its characteristics of multi-method with different search operators may work fine in
this problem. The CRO-SL will be hybridized with the CST simulation software in order to obtain the
performance of each antenna in the CRO-SL evolution.
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Table 1. Definition of the variables to optimize in the design of the proposed antenna (see Figure 1
for details).

Variable Range

Antenna top view

U_T [1,5]
U_Patch_h [1,Lp]

U_Patch_AY [0.5,(Wp-2Circle_R)/2]
U_Patch_AX [0.5,Lp/2-U_Patch_W-Circle_R]

U_Ah [1,(Wp-7Mean_A-8Mean_W-2U_T)/2]
U_L [0.5,Wp]

U_Patch_W [1,5]
Circle_R [11,Wp/2]

Circle_Angle [0.5,180]
Circle_S [3,5]

Cirlce_CT [1,5]
Circle_T [3,5]

Lp=60mm; Wp=90mm

Antenna ground plane

Mean_W [1,2.7]
Mean_A [1,10]
Mean_h [1,Lp]
U_AV [1,(Lp-Mean_h-2U_T)/2]

3. Antenna Optimization: the CRO-SL Algorithm

A multi-method ensemble CRO-SL is the algorithm used to optimized the proposed antenna.
This algorithm is an advanced version of a basic original version of the CRO [18]. The CRO is an
evolutionary-type algorithm in which the search operators are based on the processes occurring in a
coral reefs, including reproduction, fight for space, or depredation [19]. The pseudocode of the original
CRO is shown below, with the different CRO phases (reef initialization and reef formation), along with
all the operators applied to guide the search.

Table 2. Description of the pseudo-code for the Coral Reefs Optimization (CRO) algorithm.

Algorithm Step Pseudo-Code for the CRO Algorithm

1 Require: CRO algorithm parameters
2 Ensure: An optimal feasible individual (best antenna design)
3 Initialize the algorithm and CRO parameters
4 for each iteration of the simulation do
5 Update values of CRO parameters: predation probability, etc.
6 Broadcast spawning and Brooding operators
7 Settlement of new corals
8 Predation process
9 Evaluate the new population in the coral reef

10 end for
11 Return: the best individual (final solution) from the reef

The CRO-SL (Coral Reef Optimization with Substrate Layers) is an improved version of the
CRO [19]. It consists of a multi-method ensemble for optimization [27], with extremely good
search capabilities for optimization tasks. The CRO-SL has the same algorithmic structure than
the basic CRO, but several substrate layers are defined in the algorithm, each one implementing a
different search procedure or strategy. In fact, the CRO-SL is an ensemble approach which promotes
competitive co-evolution, where each substrate layer may represent different processes (different
models, search operators, problem’s parameters, etc.), though the multi-method version, in which the
substrate layers represent different search operators, has been the most successful version. Details on
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the overall CRO-SL algorithm and the mechanisms to include substrate layers are well-reported in
reference [19]. The main steps of the CRO algorithm have been detailed in Table 2.

3.1. Substrate Layers Implemented

Though different search strategies can be defined at the practitioner’s discretion, this work adopts
a five-substrate construct of the CRO-SL. They are briefly described below:

1. HS: Mutation using the Harmony Search procedure. Harmony Search [28] is a well-known
meta-heuristic based on the how a music orchestra improvises a melody. HS substrate controls
the generation of new larvae in one of the following ways: (i) with a probability HMCR in (0, 1)
(Harmony Memory Considering Rate), the value of a component of the new solution is drawn
uniformly from the same values of the component in other corals of the current reef; and (ii) with
a probability PAR in (0, 1) (Pitch Adjusting Rate), where small adjustments are applied to the
values of the current solution.

2. DE: Differential Evolution algorithm mutation. This substrate is based on the DE algorithm
defined in reference [29]. This approach introduces a differential mechanism for exploring the
search space. In this case, new larvae are generated by perturbing the current larva by using a
vector of differences between two individuals in the population. This perturbation is defined as
x′i = x1

i + F(x2
i − x3

i) (where F stands for a weighting the perturbation amplitude, 0.6 in this case).
After this perturbation of the current larva, the perturbed vector x′ is in turn combined with an
alternative (different) coral in the reef, by means of a classical 2-points crossover, as defined next.

3. 2Px: Classical two-points crossover. The crossover operator is the most used operator for
exploring the search space in evolutionary computation algorithms [30]. It consists of coupling
two individuals at random, and then, after choosing two points for the crossover, interchanging
the genetic material in between these two points. In the current CRO-SL implementation, one larva
to be crossed comes from the 2Px substrate, whereas the other can be chosen from any part of
the reef.

4. GM: Gaussian Mutation. We consider a traditional Gaussian mutation of the form x′i = xi +

Ni(0, σ2), where Ni(0, σ2) is a random number following the Gaussian distribution of 0 mean
and variance σ2. We introduce a linear decreasing of σ value during the algorithm, from
0.2(A-B) to 0.02(A-B), where [B,A] is the domain search. Note that this procedure produces a
stronger mutation in the beginning of the algorithm, and a fine tuning of the search with smaller
displacements nearing the end or the algorithm’s evolution.

5. SAbM: Strange Attractors-based Mutation. This is a new search operator proposed in reference [31],
specifically designed to use fractal geometric patterns in the search of new larvae. Specifically, it
is designed to generate structures of non-linear dynamical systems with chaotic behavior [32].
Interested reader may consult reference [31] to obtain more information on this operator.

3.2. Objective Function: Antenna Simulation and Calculation

The objective function considered (f (x)) to guide the algorithm toward optimal antenna
optimization and takes into account different design requirements of the device, such as its resonant
frequency and bandwidth. Specifically, in order to calculate f (x), we first take into account a
discretization of the S11 antenna parameter, which is calculated by simulation using the CST software,
as described in the next subsection. In this case, a discretization in steps of 2 MHz is considered.
To calculate f (x), several frequency bands for mobile communication systems (including LTE and 5G)
has been considered. For each frequency band, the mathematical formulation of the objective function
is the following:

g f (x) = 0.8·N−10dB + 0.1·M + 0.1·M∗ (1)
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where N−10dB stands for the number of S11 points in the observation window under −10 dB, M =
| mean (S11)|, M∗ = |min(S11)| and f stands for a given selected frequency band. The final objective
function value f (x) is obtained by adding the value of g f (x) for all the frequency bands f considered:

f (x) =
∑

f

g f (x) (2)

Note that this function takes into account the antenna bandwidth for all the frequency bands
considered, the resonant frequency, and the actual value of the antenna reflection coefficient. In order
to make the calculation, we define a measurement window at each selected frequency band, with a
resolution of 20MHz: (1) f 1 = 791−870 MHz (5G); (2) f 2 = 1.7−2.3 GHz (LTE); (3) f 3 = 3.3−3.8 GHz (5G).
Note that these frequency bands cover the majority of communications services such as 2G/3G/4G and
also LTE and 5G bands of ultimate mobile communication systems.

Antenna Simulation with CST Software

CST Microwave Studio© from Dassault Systèmes SE (France) is a well-known software package
for electromagnetic analysis and simulation in the high frequency range. It is able to provide a
fully automatic meshing procedure of any electromagnetic device and its simulation using different
possible simulation techniques, depending on the case (transient solver, frequency domain solver,
integral equation solver, etc.). The idea is to launch the antenna simulation for each solution encoded
in the CRO-SL algorithm (a given antenna design). The CRO-SL has been coded in Matlab, and we
are able to call the CST simulation directly from Matlab, so the hybridization of the CRO-SL and the
CST software for antenna simulation is direct. Figure 2 shows this hybridization process: the CST
software is launched in order to simulate each larva (antenna design) in the CRO-SL. After the antenna
simulation, we calculate the value of the objective function associated with the simulated antenna
using Equations (1) and (2), and this value is used in the evolution of the CRO-SL algorithm.

 
Figure 2. Hybridization of the CST simulation software with the Coral Reefs Optimization with
Substrate Layer (CRO-SL) for optimized the parameters of the proposed antenna.

4. Computational Evaluation and Results

This section presents the computational evaluation of the proposed antenna, by means of several
simulations using the CRO-SL and CST software. In the first experiment carried out, we consider
the highest two frequency bands (f 2 and f 3, associated with LTE and 5G mobile communication
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systems). In this case, the CRO-SL algorithm is able to obtain a good solution for the problem, within 50
generations, as can be in the S11 antenna parameter obtained (Figure 3), with peaks under −10 dBs
in both frequency bands considered. The best solution (antenna) obtained by the CRO-SL is shown
in Figure 4 (front and bottom view). In this case, the fitness evolution followed by the CRO-SL is
shown in Figure 5. The CRO-SL performance depends on how the different substrates operate for this
problem. Figure 6 shows the percentage of best solutions and the number of solutions got into the reef
for the different substrates. This is a good indication of the best substrates for this specific optimization
problem. In this case, the GM substrate is the most active substrate in the CRO-SL to obtain good
solutions for the problem, followed by the SAbM and 2Px operators.

 
Figure 3. Reflection coefficient of the proposed antenna optimized for f2 and f3 frequency bands.

  
(a) (b) 

Figure 4. Final antenna layout for the two-frequency bands optimization case, after the optimization
process. (a) Front view; (b) bottom view.
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Figure 5. Evolution of the CRO-SL fitness (Equation (2)) in two frequency bands antenna
optimization process.

The design of the antenna with the CRO-SL considering the three frequency bands for LTE and 5G
has been carried out using the solution for the two frequencies shown above as initial point. In order
to do this, we include the best solution for the two-frequencies case into the initial population of
the CRO-SL, completing it with randomly-generated solutions and a number of variations of the
two-frequencies case obtained by mutation of the best solution. With this, the evolution of the CRO-SL
towards a high-quality antenna, able to respond in the three frequency bands considered was really fast.
Figure 7 shows the S11 antenna parameter obtained by the CRO-SL. Note that the solution obtained is
extremely good. In Figure 7a, it is possible to visualize three peaks under −25 dBs in the three frequency
bands, with a peak under −45 dB in the 5G frequency centered in 3.5 GHz, and good bandwidth
associated with all the frequencies considered. In the same way, the results represented in Figure 7b
confirm the good performance of the optimized antenna. Please note that the markers on Figure 7b
show the center frequency for each service, but not the exact resonant frequency.

To further evaluate the performance of the CRO-SL algorithm, the optimization problem with
three bands has been also tackled with an Evolutionary Algorithm. The initial parameters of the EA are
the same as the CRO (population size and number of iterations) in order to be fully comparable. Table 3
shows the comparison between the CRO-SL algorithms and an Evolutionary algorithm. This table
shows the best objective function obtained by each compared algorithm (CRO-5SL optimizing two
bands, CRO-5SL optimizing three bands, and EA optimizing three bands). It can be seen that the CRO
reach a better solution than the EA even when it is optimizing juts two frequency bands.
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(a) 

 
(b) 

Figure 6. CRO-SL substrate performance metrics for the two-frequencies antenna optimization. (a) Best
substrate for larvae generation; (b) best substrate for getting larvae into the reef.
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(a) 

 

(b) 

1. f1, (55.72-0.92j) 
2. f2, (47.26+2.1j) 
3. f3, (48.38+2.2j) 

Figure 7. Reflection coefficient of the proposed antenna optimized for f1, f2 and f3 frequency bands.
(a) Reflection coefficient in dB; (b) reflection coefficient in Smith Chart.

Table 3. Comparison of the best results obtained by the proposed CRO-SL approaches and an
evolutionary algorithm.

Algorithm Best Fitness

CRO-SL (two frequency bands) 146.24
CRO-SL (three frequency bands) 155.03

Evolutionary Algorithm 130.05
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Figure 8 shows the final antenna layout obtained with the CRO-SL algorithm when the three
frequency bands are considered. As can be seen after a comparison with the two-frequency bands case,
the obtained antenna for the three frequency band shows a more reduced Circle R characteristic, with a
wider U_T. There are also differences in the back-side of the optimized antenna (meanders design)
when compared to the two-frequencies case.

  
(a) (b) 

Figure 8. Final antenna layout for the three-frequency bands optimization case, after the optimization
process; (a) Front view; (b) Bottom view.

Figure 9 shows the surface current distribution of the antenna for 800, 2400, and 3500 MHz bands.
As can be seen, the surface current is concentrated around the U slot for the lower band. In the upper
band, the higher values are concentrated around the square patch. The current distribution in the
middle band is mainly located in the feeding line and the annular patch. The influence of the ground
plane meanders and slots is also shown in the figure.

 Top view Bottom view 

800 MHz 

 
 

Figure 9. Cont.
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2200 MHz 

  

3500 MHz 

  

Figure 9. Surface current distribution for the antenna obtained in the three-frequency bands
optimization case.

Radiation patterns and gain values for the antenna are given in Figure 10 and Table 4. At 800 MHz,
the results are similar to the basic U slot antenna, as the current distribution is mainly located around it
and also, the meanders and slots in the ground plane do not affect specially in this case. For the rest of
the cases, the radiation pattern differs from the basic equivalent antennas, i.e., annular patch or square
patch because neither a single element is involved nor the ground plane influence is negligible.

(a)
Figure 10. Cont.
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Figure 10. Final antenna radiation pattern; (a) plane E and plane H at 800 MHz; (b) plane E and plane
H at 2.2 GHz; (c) plane E and plane H at 3.5 GHz.

Table 4. Gain (dBi) for the antenna obtained in the three-frequency bands optimization case.

Frequency (GHz) Gain (dBi)

0.8 2.734
2.2 4.793
3.5 8.344

The performance of the CRO-SL algorithm in this problem is shown in Figure 11 (fitness evolution),
and Figure 12 performance metrics for the different substrates of the CRO-SL. Again, the GM is the
most active operator in improving the searching capabilities of the algorithm. The SAbM and the 2Px
are also important in the last stages of the algorithm, both in generating good larvae and when the
inclusion of the solutions into the reef is considered.
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Figure 11. Evolution of the CRO-SL fitness (Equation (2)) in the three-frequency bands antenna
optimization process.

 

(a) 

Figure 12. Cont.
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(b) 

Figure 12. CRO-SL substrate-performance metrics for the two-frequencies antenna optimization;
(a) Best substrate for larvae generation; (b) Best substrate for getting larvae into the reef.

Here, we have shown how we are able to optimize a multi-band microstrip textile patch antenna,
with capabilities in 5G services, with the CRO-SL algorithm. The obtained device after the optimization
is a robust antenna, able to operate in the three frequency bands considered (850 MHz, 2.2 GHz and
3.5 GHz), where communication services such as 5G operate. The results shown for the two-frequencies
and three-frequencies cases optimization shown that we are able to obtain a small textile antenna with
extremely good capabilities in the desired frequency bands.

5. Conclusions

In this paper, we have presented the optimization of a textile multi-band antenna, considering
LTE and 5G frequency bands. The optimized device is composed by a rectangular microstrip patch
with two concentric annular slots, a U-Shaped slot, and three sleeved meanders in the ground plane.
This novel form makes the antenna optimization very hard, since its layout depends on a number of
design variables, and the antenna must be simulated in order to obtain an optimization result. Thus,
traditional optimization methods are not applicable, and meta-heuristics algorithms are the best option.
In this case, we propose a novel ensemble-based algorithm—the CRO-SL, a kind of evolutionary
algorithm able to combine different search operators within a single population of possible solutions
to the problem. The objective function which guides the evolution of the algorithm is obtained after
the antenna simulation with a specific simulation software for electromagnetic analysis in the high
frequency range. In the experimental evaluation of the proposed method, we have shown the design
of two different kind of antennas for two and three frequency bands, both including 5G frequencies.
In both cases, the CRO-SL algorithm is able to obtain designs with a high performance in the required
frequency bands, as shown in the S11 antenna parameter obtained. The textile antennas designed have
a small size (around 60 mm), and the antenna substrate would allow their inclusion in different types
of fabrics or clothes, providing them with LTE and 5G capacity connection.
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Abstract: A planar, microstrip line-fed, quad-port, multiple-input-multiple-output (MIMO) antenna
with dual-band rejection features is proposed for ultra-wideband (UWB) applications. The proposed
MIMO antenna design consists of four identical octagonal-shaped radiating elements, which are placed
orthogonally to each other. The dual-band rejection property (3.5 GHz and 5.5 GHz corresponding
to Wi-MAX and WLAN bands) was obtained by introducing a hexagonal-shaped complementary
split-ring resonator (HCSRR) in the radiators of the designed antenna. The MIMO antenna was etched
on low-cost FR-4 dielectric substrate of size 58 × 58 × 0.8 mm3. Isolation higher than 18 dB and
envelope correlation coefficient (ECC) lesser than 0.07 was observed for the MIMO/diversity antenna
in the operating range of 3–16 GHz. The presented four-port UWB MIMO antenna configuration was
fabricated, and the experimental results validate the simulation outcomes.

Keywords: antenna; MIMO; octagonal; planar; UWB

1. Introduction

The use of ultra-wideband (UWB) technology for wireless applications has seen a surge after the
Federal Communications Commission (FCC) specified the 3.1–10.6 GHz band as an unlicensed band [1].
Recently, UWB antennas have attracted the focus of RF engineers and researchers due to their extensive
usage in sensing networks, cognitive radios, microwave imaging, wearable devices, military applications,
wireless personal area networks, and high data rate communication systems. The monopole-based UWB
antennas of various shapes and sizes have been explored by the researchers for various applications [2,3].
The features, such as low-profile, miniature size, light-weight, good radiation efficiency, and simple
integration into communication devices, make planar monopole antennas a preferred choice for UWB
transceiver systems [4]. However, UWB antennas suffer from the disadvantage that radiation can
be transmitted to smaller distances only, which is due to the use of low power for transmission, as
mentioned by the Federal Communications Commission (FCC) [5]. The limitations of low power and
short-range transmission can be encountered using multiple-input-multiple-output (MIMO) technology
along with UWB. It uses multiple radiating elements for transmitting and receiving wireless signals,
but the placement of multiple elements in a limited space within a communication device/system is a
challenge. The close placement of resonating elements will result in poor isolation and high envelope
correlation coefficient (ECC), which deteriorates the functioning of the designed system. An inverse
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relationship exists between the mutual coupling and the space present among the resonating elements.
Various methods have been explored and proposed by the researchers for designing MIMO antennas.
In literature, different configurations of dual-element antennas have been reported, but these antennas
provide limited diversity. The designing of quad-port MIMO systems having four identical radiating
elements is more complex as compared to the designing of dual-port systems having two identical
elements, due to a higher level of mutual coupling in quad-port systems [6,7].

Moreover, various commercially available devices use Wi-MAX and WLAN bands for performing
operations like data transfer, wireless connectivity, etc., which may interfere with the UWB and thus
affects the performance of the UWB system. Thus, it is preferable to eliminate these bands for better
functioning of the UWB system [8,9]. In the literature, many band-notched UWB MIMO/diversity
antennas have been explored [10–18]. A MIMO antenna with two G-shaped elements was reported,
where isolation between the resonating elements was enhanced by a T-shaped metal strip designed on
the ground surface [10]. In [11], a compact MIMO design comprised of a coplanar waveguide-fed (CPW)
monopole antenna and a half-slot antenna was presented, where a T-shaped parasitic stub, a protracted
Z-shaped stub, a rectangular slot, and a combination of C-shaped slots were implanted to notch 5–6 GHz
band. In [12], a small-sized two-port MIMO antenna comprised of square-shaped monopole resonators
and a T-shaped metal stub embedded in the ground surface to reduce mutual coupling was proposed.
In [13], a MIMO antenna composed of two staircase-shaped resonating elements was reported, where
band rejection property was realized by engraving split-ring resonator (SRR) slits on the patch elements.
In [14], a planar filtenna with shunt short-circuited stubs and three interdigital edge-coupled patterns
was suggested for UWB MIMO applications, where dual notched-band characteristics were realized
by introducing a complementary split-ring resonator (CSRR). A small-sized differential stepped-slot
MIMO antenna was proposed with notched band rejection capability [15], where four U-shaped stubs
were implanted in the radiators to notch the WLAN band. In reference [16], a MIMO antenna consisting
of four circular monopole patches and electromagnetic band-gap (EBG) elements was suggested, where
four semi-circular ring-shaped slots were engraved on the radiating patches to obtain a notched-band.
A four-element UWB MIMO antenna design with a mushroom-like EBG structure to a notch 5.5 GHz
band was suggested [17]. In [18], a quad-port UWB MIMO structure with two notched frequency
bands was suggested, where the dimensions of the antenna were optimized by using an iterative
design method.

In this communication, a planar, compact, MIMO antenna comprising four identical octagonal-
shaped resonating elements is proposed. The unit element contains a microstrip line of impedance 50 Ω,
octagonal-shaped monopole resonator, and a rectangular-shaped ground surface. A hexagonal-shaped
complementary split-ring resonator (HCSRR) was embedded in the monopole antenna patch to notch
the interfering Wi-MAX and WLAN frequencies. The MIMO/diversity antenna elements are arranged
in orthogonal orientation, and spacing was introduced between them to achieve higher isolation.
Metallic strips are also inserted between the monopole elements in order to connect their ground
surfaces to obtain common voltage intensity in the MIMO structure. The metallic strips also increase
the isolation among four resonators of the MIMO/diversity antenna.

2. Antenna Design

2.1. UWB Antenna Element

The diagrammatic design of the proposed unit antenna element is shown in Figure 1. The unit cell
consists of a microstrip line-fed octagonal-shaped resonating element and a rectangular ground plane.
An HCSRR is implanted in the octagonal patch of the antenna for notching Wi-MAX (3.5 GHz) and
WLAN (5.5 GHz) band frequencies. To obtain better impedance matching, a U-shaped slot is carved
from the ground plane of the monopole antenna. The antenna is imprinted on the FR-4 dielectric
material of 0.8 mm thickness and relative permittivity of 4.4. An ANSYS HFSS® tool is utilized for
simulation, designing, and implementation of the designed antenna. The dimension details of the
octagonal monopole element are provided in Table 1.
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(a) (b) 

Figure 1. Proposed octagonal-shaped monopole antenna: (a) schematic layout; (b) enlarged view of
the hexagonal-shaped complementary split-ring resonator (HCSRR).

Table 1. Parameter details of the unit element and multiple-input-multiple-output (MIMO) antenna.

Parameter Dimension (mm) Parameter Dimension (mm)

L 26 w1 1
W 24 s4 3.5
a 5.7 w2 2.5
b 8 w3 0.4
f 11.25 w4 1
s1 5 w5 1
s2 4.5 L1 58
s3 4 w6 0.5

The antenna design stages are demonstrated in Figure 2. Firstly, an octagonal-shaped radiator
(stage-1), fed by a microstrip line of impedance 50 Ω was considered, as displayed in Figure 2a.
The radiator was characterized by high eccentricity, which is required for supporting multiple modes in
UWB applications. The surface below the antenna radiating patch acted as an unbalanced impedance
as it was not grounded. A small U-shaped slot was carved from the ground surface (beneath the
microstrip feed line) for providing the required impedance matching among the patch and the feed line
(stage-2), as demonstrated in Figure 2b. In Figure 2c, a hexagonal SRR was implanted in the antenna
radiator to remove the interfering 5.5 GHz (WLAN) band from the UWB (stage-3). In the next stage,
as shown in Figure 2d, an additional hexagonal SRR (opposite to the hexagonal SRR in stage-3) was
loaded on the radiator to eliminate interfering 3.5 GHz (Wi-MAX) band signals (stage-4). The lengths
of the implanted SRR (outer and inner) can be computed as [19].

So = 2πs1 −w5 ≈ 0.52λgo (1)

Si = 2πs3 −w4 ≈ 0.52λgi (2)

λg =
c
fr

(
1√
εr, e f f

)
(3)

εr, e f f =
εr + 1

2
(4)
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where λg and fr denote the guided wavelength and notch-band central frequency, respectively, c
denotes the speed of light in vacuum, and εr,eff represents the effective relative permittivity. Figure 3
displays the S11 characteristics of the design steps of the proposed UWB antenna element. A magnified
view of the HCSRR is given in Figure 1b, which contains two concentric hexagonal split rings of
different dimensions.

  
(a) (b) 

  
(c) (d) 

Figure 2. Octagonal-shaped monopole antenna design steps: (a) stage-1; (b) stage-2; (c) stage-3;
(d) stage-4.

 
Figure 3. Simulated reflection coefficients comparison of the evolution steps.
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Figure 4a,b display the current behavior at notch frequencies 3.5 GHz and 5.5 GHz, correspondingly.
From Figure 4a, it can be observed that the concentration of current was higher near the boundaries
of the outer hexagonal split-ring, resulting in suppression of the Wi-MAX band. Similarly, Figure 4b
shows that a high magnitude current flowed along the boundaries of the inner hexagonal split-ring,
which resulted in the elimination of WLAN signals. Therefore, dual band-notched characteristics were
achieved by loading an HCSRR in the octagonal radiating patch.

    
(a) (b) 

Figure 4. Surface current distributions at (a) 3.5 GHz; (b) 5.5 GHz.

2.2. Quad-Port MIMO Antenna

The geometric layout of the MIMO antenna is presented in Figure 5a, and its design dimensions
are provided in Table 1. The MIMO design consists of microstrip-line fed octagonal-shaped four
identical antenna elements, which are arranged in orthogonal directions to attain superior performance.
The antenna feeding points are represented as port-1, port-2, port-3, and port-4, in the layout diagram.
Enhanced isolation was achieved as a result of the orthogonal field produced between the adjacent
octagonal-shaped radiating elements, consequently, a reduction in inter-element coupling was noticed.
However, due to close proximity of the resonating elements, the weak coupling was observed at the
lower frequency range, which can be reduced by introducing decoupling elements on the ground surface.
Therefore, on the back-side of the dielectric substrate, three metal strips were introduced between the
ground patches of the antenna elements to enhance inter-element isolation. The metal strips restrained
the current radiated to the adjacent excited elements, thereby enhancing the mutual coupling level.
For realizing the optimal decoupling response, the size and spacing among the strips were determined
by analyzing multiple simulations and surface current distribution. In addition, these metallic strips
united the ground patches of the four radiators to confirm the same voltage in the designed antenna.
In a real system, the resonating patches should have the same reference plane to understand the signal
level properly. The MIMO system will not work efficiently if isolated ground planes are present [20].
The antenna fabricated prototype is displayed in Figure 5b. The total size of the presented four-port
MIMO/diversity antenna is 58 × 58 × 0.8 mm3.

The proposed MIMO antenna design steps are demonstrated in Figure 6. Firstly, as illustrated in
Figure 6a, four identical octagonal-shaped resonating elements were arranged orthogonally to each
other. Sufficient space was provided between the four radiators to suppress inter-element correlation.
In step-2, as shown in Figure 6b, a thin strip was inserted in the middle of the MIMO antenna to
reduce mutual coupling further. The thin strip suppresses the inter-element coupling considerably, but
more isolation was required between the antenna elements to obtain effective notching and diversity
performance. Therefore, as illustrated in Figure 6c, a decoupling structure consisting of two strips was
introduced in the center of the MIMO antenna (step-3), which reduces mutual coupling up to −15 dB
in the working band.
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(a) (b) 

Figure 5. Proposed UWB MIMO antenna: (a) geometric layout; (b) prototype.

   
(a) (b) (c) 

 
(d) 

Figure 6. Proposed UWB MIMO antenna design steps: (a) step-1; (b) step-2; (c) step-3; (d) mutual
coupling comparison.

In addition, to obtain more isolation between the resonating elements, a decoupling element
comprised of three metal strips was introduced in the middle of the MIMO antenna (shown in Figure 5).
The decoupling element with three metal strips offers isolation greater than 18 dB and also unites
the ground planes of the four radiators to confirm the same voltage in the proposed MIMO antenna.
The mutual coupling comparison of the three MIMO stages is displayed in Figure 6d.
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3. Results

The antenna electrical performance was measured using 50 Ω SMA connectors. The reflection
coefficients (simulated and measured) of the designed UWB MIMO antenna at different ports (S11, S22,
S33, S44) are shown in Figure 7. While performing measurements at one resonating element, the
remaining antenna ports were matched with 50 Ω loads.

 

Figure 7. S-parameters (simulated and measured) of the MIMO antenna.

The HCSRR embedded in the antenna radiator eliminated the Wi-MAX and WLAN frequencies.
The frequency of the elimination bands can be altered by varying dimensions of the HCSRR. The mutual
coupling among different resonating elements of the MIMO antenna is illustrated in Figure 8a,b.
The inter-element coupling was decreased through an orthogonal arrangement of the resonating
elements and by introducing metal strips between their ground planes. Isolation greater than 18 dB was
attained for impedance bandwidth range. As displayed in Figure 9, a 7 dBi peak gain was realized in
the proposed UWB antenna. A sudden fall in the gain was observed at dual-band rejection frequencies.

 
(a) 

Figure 8. Cont.

53



Appl. Sci. 2020, 10, 1715

 
(b) 

Figure 8. S-parameters (simulated and measured) of the MIMO antenna at (a) port-1; (b) other ports.

 
Figure 9. Simulated and measured gain of the proposed antenna.

The surface-current behaviors at notch frequencies 3.5 GHz and 5.5 GHz are presented in
Figure 10a,b, correspondingly, here, all the four elements were excited concurrently. The maximum
concentration of current (highlighted in red color) was observed near to the boundary of the outer
hexagonal split-ring (Figure 10a), which resulted in Wi-MAX band rejection. Similarly, high current
concentration near the boundaries of the inner hexagonal split-ring (Figure 10b), marked the rejection
of the WLAN band.

ECC can be used to study the coupling effect between adjacent elements of the antenna. The given
expression can be used to calculate ECC values between the first and second ports of a multi-port
MIMO system [21].

ρe =

∣∣∣S∗11S12 + S∗21S22 + S∗13S32 + S∗14S42
∣∣∣2(

1− |S11|2 − |S21|2 − |S31|2 − |S41|2
)(

1− |S12|2 − |S22|2 − |S32|2 − |S42|2
) (5)
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In a similar way, the ECC among remaining antenna elements can also be determined. Figure 11
displays the ECC curves among different elements. ECC was observed to remain below 0.07 for the
entire UWB band.

   
 

(a) (b) 

Figure 10. Current distributions at (a) 3.5 GHz; (b) 5.5 GHz.

 
Figure 11. Envelope correlation coefficient (ECC) of the proposed four-port ultra-wideband (UWB)
MIMO antenna.

Figure 12 illustrates the co-polar and cross-polar radiation characteristics (simulated and
experimental) of the designed MIMO antenna at frequencies 5 GHz, 9 GHz, and 14 GHz. A difference
higher than 15 dB was seen among the co-polar and cross-polar pattern curves (in E- and H-planes),
which shows the stable functioning of the designed antenna. The co-polar patterns of the E-plane
displayed bi-directional behavior while the H-plane co-polar patterns possessed omnidirectional
behavior. The simulated and experimental outcomes were found in close proximity. The variations
observed between the measured and simulated outcomes were due to high loss tangent, antenna
fabrication errors, and soldering of the SMA connectors.

Table 2 lists the comparison of the presented dual-band notched UWB MIMO antenna to other
existing UWB MIMO antennas in the literature. The comparison table highlights that the designed
antenna has numerous advantages over the previous reported notched-band antennas [10–18], with
reference to size, bandwidth ratio, inter-element isolation, and the number of radiating patches.
The three metal ring-based decoupling technique used for reducing mutual coupling is simple and
effective. In the presented MIMO antenna, the notch frequencies (3.5 GHz and 5.5 GHz) were removed
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by introducing HCSRR in the resonating patch, without engaging any other active elements or filter
circuitry. Moreover, the orthogonal orientation of the resonating elements offered better isolation and
joined ground patches of the monopole elements offered a common reference voltage.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

 

Figure 12. Radiation characteristics of the designed antenna at: (a) 5 GHz in H-plane; (b) 5 GHz in
E-plane; (c) 9 GHz in H-plane; (d) 9 GHz in E-plane; (e) 14 GHz in H-plane; (f) 14 GHz in E-plane.
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Table 2. Comparison among the presented MIMO antenna and the previously reported band-notched
UWB MIMO antennas.

Ref.
Element
Number

Bandwidth
(GHz)

Size of the
Antenna

(mm3)

Notch
Band

Number

Notched
Frequency

(GHz)

Isolation
(dB)

ECC

[10] 2 2.2–13.35 50 × 82 × 1.6 1 4.4–6.2 >15 <0.04
[11] 2 3.1–10.6 30 × 22 × 0.8 1 5–6 >15 <0.05
[12] 2 3.1–11 22 × 36 × 1.6 1 5.15–5.85 >15 <0.1
[13] 2 2.5–12 48 × 48 × 0.8 1 5.5 >15 <0.005

[14] 2 3.1–10.65 35 × 68 × 1 2 3.35–3.55,
5.65–5.95 >20 <0.002

[15] 4 2.95–10.8 44 × 44 × 1.6 1 5.10–5.95 >15.5 <0.1
[16] 4 3–16.2 60 × 60 × 1.6 1 4.6 >17.5 <0.4
[17] 4 2.73–10.68 60 × 60 × 1.6 1 5.36–6.34 >15 <0.5
[18] 4 2–15 100 × 100 × 1.6 2 3.5, 5.5 >20 <0.1

Prop. 2 3–16 58 × 58 × 0.8 2 3.5, 5.5 >18 <0.07

4. Conclusions

In this article, a small-sized four-port UWB MIMO antenna with dual-band rejection features
is presented. The proposed design contains four matching octagonal-shaped resonators arranged
orthogonally, and the diagonal elements are arranged anti-parallelly. The antenna showed an isolation
>18 dB for the entire operational range. An HCSRR was implanted in the radiating element for notching
the interfering Wi-MAX and WLAN frequencies (3.5 and 5.5 GHz, respectively). The simulated and
experimental results for gain, S-parameters, isolation, ECC, and radiation patterns were studied.
The results validated that the decoupling metal strips used to reduce the inter-element coupling is
a simple and efficient approach, and a good diversity response was achieved. The obtained results
illustrate that the proposed MIMO antenna could be useful for UWB applications. It can serve as a
potential candidate for base station terminals and other wireless communication systems.

Author Contributions: Conceptualization, P.K. and S.U.; methodology, P.K.; software, P.K.; validation, P.K., S.U.,
and F.A.; formal analysis, P.K.; investigation, P.K.; resources, S.U.; data curation, P.K.; writing—Original draft
preparation, P.K.; writing—Review and editing, S.U.; visualization, P.K.; supervision, S.U.; project administration,
S.U.; funding acquisition, S.U. and F.A. All authors have read and agreed to the published version of the manuscript.

Acknowledgments: This research was funded by the Deanship of Scientific Research at Princess Nourah Bint
Abdulrahman University, Riyadh, Saudi Arabia, through the Fast-Track Research Funding Program.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Federal Communications Commission. First Report and Order, Revision of Part 15 of the Commission’s Rules
Regarding Ultrawideband Transmission Systems; Federal Communications Commission: Washington, DC,
USA, 2002.

2. Chen, Z.N.; Ammann, M.J.; Qing, X.M.; Wu, X.H.; See, T.S.P.; Cai, A. Planar antennas. IEEE Microw. Mag.
2006, 7, 63–73. [CrossRef]

3. Liang, J.X.; Chian, C.C.; Chen, X.D.; Parini, C.G. Study of a printed circular disc monopole antenna for UWB
systems. IEEE Trans. Antennas Propag. 2005, 53, 3500–3504. [CrossRef]

4. Doddipalli, S.; Kothari, A. Compact UWB antenna with integrated triple notch bands for WBAN applications.
IEEE Access 2019, 7, 183–190. [CrossRef]

5. Nekoogar, F. Ultra-Wideband Communications: Fundamentals and Applications; Prentice-Hall: Upper Saddle
River, NJ, USA, 2006.

6. Sarkar, D.; Srivastava, K.V. Compact four-element SRR-loaded dual-band MIMO antenna for WLAN/WiMAX/
WiFi/4G-LTE and 5G applications. Electron. Lett. 2017, 53, 1623–1624. [CrossRef]

57



Appl. Sci. 2020, 10, 1715

7. Ramachandran, A.; Pushpakaran, S.V.; Pezholil, M.; Kesavath, V. A four-port MIMO antenna using concentric
square-ring patches loaded with CSRR for high isolation. IEEE Antennas Wirel. Propag. Lett. 2016, 15,
1196–1199. [CrossRef]

8. Abbas, A.; Hussain, N.; Jeong, M.-J.; Park, J.; Shin, K.S.; Kim, T.; Kim, N. A rectangular notch-band UWB antenna
with controllable notched bandwidth and centre frequency. Sensors 2020, 20, 777. [CrossRef] [PubMed]

9. Rahman, M.; Ko, D.-S.; Park, J.-D. A compact multiple notched ultra-wide band antenna with an analysis of
the CSRR-tO-CSRR coupling for portable UWB applications. Sensors 2017, 17, 2174. [CrossRef] [PubMed]

10. Toktas, A. G-shaped band-notched ultra-widebandMIMO antenna system for mobile terminals. IET Microw.
Antennas Propag. 2017, 11, 718–725. [CrossRef]

11. Tao, J.; Feng, Q. Compact UWB band-notch MIMO antenna with embedded antenna element for improved
band notch filtering. Prog. Electromagn. Res. C 2016, 67, 117–125. [CrossRef]

12. Liu, L.; Cheung, S.W.; Yuk, T.I. Compact MIMO antenna for portable UWB applications with band-notched
characteristic. IEEE Trans. Antennas Propag. 2015, 63, 1917–1924. [CrossRef]

13. Gao, P.; He, S.; Wei, X.; Xu, Z.; Wang, N.; Zheng, Y. Compact printed UWB diversity slot antenna with
5.5-GHz band-notched characteristics. IEEE Antennas Wirel. Propag. Lett. 2014, 13, 376–379. [CrossRef]

14. Li, W.T.; Hei, Y.Q.; Subbaraman, H.; Shi, X.W.; Chen, R.T. Novel printed filtenna with dual notches and
good out-of-band characteristics for UWB-MIMO applications. IEEE Microw. Wirel. Compon. Lett. 2016, 26,
765–767. [CrossRef]

15. Liu, Y.Y.; Tu, Z.H. Compact differential band-notched stepped-slot UWB-MIMO antenna with common-mode
suppression. IEEE Antennas Wirel. Propag. Lett. 2017, 16, 593–596. [CrossRef]

16. Wu, W.; Yuan, B.; Wu, A. A quad-element UWB-MIMO antenna with band-notch and reduced mutual
coupling based on EBG structures. Int. J. Antennas Propag. 2018, 8490740, 1–10. [CrossRef]

17. Kiem, N.K.; Phuong, H.N.B.; Chien, D.N. Design of compact 4× 4 UWB-MIMO antenna with WLAN band
rejection. Int. J. Antennas Propag. 2014, 2014, 539094. [CrossRef]

18. Shehata, M.; Said, M.S.; Mostafa, H. Dual notched band quad-element MIMO antenna with multitone
interference suppression for IR-UWB wireless applications. IEEE Trans. Antennas Propag. 2018, 66, 5737–5746.
[CrossRef]

19. Patre, S.R.; Singh, S.P. Broadband multiple-input-multiple-output antenna using castor leaf-shaped
quasi-self-complementary elements. IET Microw. Antennas Propag. 2016, 10, 1673–1681. [CrossRef]

20. Sharawi, M.S. Current misuses and future prospects for printed multiple-input, multiple-output antenna
systems [Wireless Corner]. IEEE Antennas Propag. Mag. 2017, 59, 162–170. [CrossRef]

21. Blanch, S.; Romeu, J.; Corbella, I. Exact representation of antenna system diversity performance from input
parameter description. Electron. Lett. 2003, 39, 705–707. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

58



applied  
sciences

Article

Ultrawideband Low-Profile and Miniaturized Spoof
Plasmonic Vivaldi Antenna for Base Station

Li Hui Dai 1, Chong Tan 2 and Yong Jin Zhou 1,*

1 Key Laboratory of Specialty Fiber Optics and Optical Access Networks, Shanghai University,
Shanghai 200444, China; winsunshine@shu.edu.cn

2 Shanghai Institute of Microsystem and Information Technology, Chinese Academy of Sciences,
Shanghai 200050, China; chong.tan@mail.sim.ac.cn

* Correspondence: yjzhou@shu.edu.cn

Received: 23 February 2020; Accepted: 31 March 2020; Published: 2 April 2020

Abstract: Stable radiation pattern, high gain, and miniaturization are necessary for the ultra-wideband
antennas in the 2G/3G/4G/5G base station applications. Here, an ultrawideband and miniaturized
spoof plasmonic antipodal Vivaldi antenna (AVA) is proposed, which is composed of the AVA and the
loaded periodic grooves. The designed operating frequency band is from 1.8 GHz to 6 GHz, and the
average gain is 7.24 dBi. Furthermore, the measured results show that the radiation patterns of the
plasmonic AVA are stable. The measured results are in good agreement with the simulation results.

Keywords: vivaldi antenna; miniaturized; high gain; surface plasmons; ultrawideband

1. Introduction

The fifth-generation (5G) mobile communication systems have found various applications, such as
autonomous driving [1], telemedicine [2], and virtual reality [3]. Considering radio wave propagation
and available bandwidth, the bands between 3 and 5 GHz have been allocated for 5G services in many
regions, such as 3.4–3.8 GHz in Europe, 3.7–4.2 GHz in the USA, and 3.3–3.6 and 4.8–4.99 GHz in
China [4]. Hence, in the 2G/3G/4G/5G base station applications, the wide bandwidth covers the 2G, 3G,
and 4G bands (1.7–2.7 GHz) and the new sub-6 GHz 5G frequency bands. It is urgent to investigate and
design ultra-wideband antennas to cover the aforementioned bands and maintain good impedance
matching within the entire frequency bands of interest, with a stable half-power bandwidth (HPBW)
and a smaller structure.

Crossed dipole antennas are widely used in wireless communication systems due to their
advantages of wide bandwidth, stable radiation patterns, and ease of fabrication [5]. Various crossed
dipoles were utilized to achieve a wide impedance bandwidth, such as magnetoelectric dipole
antennas [6], bow-tie dipole [7], fan-shaped dipole [8], octagonal loop dipole [9], and double-loop
dipole [10]. For most of them, the wide impedance bandwidth only covers 2G/3G/4G bands.
Furthermore, the antenna profile is not low due to the necessary broadband feeding part.

The microstrip antennas have advantages of low profile, light weight, and ease of conformability.
However, their impedance bandwidth and isolation are not good enough. Some attractive techniques
have been proposed to broaden the impedance bandwidth by using parasitic patches [11], loading
H-slot [12] and U-slot [13], using a multiresonant structure [14], and using a fractal structure [15].
Although the shorted-dipoles printed antenna fed by integrated baluns [16] and the dual-band folded
dipole antenna [17] cover 2G/3G/4G/5G frequency band, the gain and radiation pattern of these
antennas are unstable over the operating frequency band.

Another typical ultra-wideband antenna is based on tapered slot technique. As one of the most
typical types, Vivaldi antenna was firstly introduced in [18] and has found many applications [19,20].
However, its size is still large. Surface plasmons (SPs) are collective electron–photon oscillations
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confined to the metal surface, which are characterized by subwavelength confinement and field
enhancement in optical spectrum [21]. Spoof SPs could be obtained by constructing periodic metal
surfaces to get the characteristics of SPs in the microwave frequencies [22,23]. They have been explored
in many antenna applications such as holo-graphic antenna [24,25], metasurface planar lenses [26,27],
and metasurface superstrate [28,29]. It has been shown that by loading plasmonic metamaterials, the
antenna can be efficiently miniaturized [30].

Here, by loading plasmonic metamaterials, a modified antipodal Vivaldi antenna (AVA) is
designed and measured, which is composed of the AVA and the loaded periodic slots. The designed
operating frequency is from 1.8 GHz to 6 GHz, which covers 2G/3G/4G/5G frequency band. The
simulated results and measured results agree well. It shows that the radiation pattern of the plasmonic
AVA is stable and the average gain is 7.24 dBi over the operating frequency band.

2. Methods and Principles

The typical monopole antenna and the plasmonic monopole antenna are illustrated in Figure 1a.
Usually, the plasmonic monopole antenna is composed of the corrugated monopole antenna with
grooves along the metal wire. Here, we use meander wires to simulate the effects of the grooves for
simplicity. The dispersion relations of both antennas are calculated and plotted in Figure 1b. When the
groove depth b is 0 mm, it is the typical monopole antenna. From Figure 1b, it can be seen that when
the groove depth is increased (from 0 mm to 3.6 mm), the corresponding asymptotic frequencies are
decreased and the dispersion curves are lowered. It can be concluded that when the wave vector β
is fixed, the operating frequency is lower for the plasmonic monopole antenna with deeper grooves.
Hence, the electrical size of the plasmonic monopole antenna would be smaller, compared with that of
the traditional monopole antenna.

 

Figure 1. (a) The typical and plasmonic monopole antenna. The dimensions of the antennas: h = 25 mm,
a = 0.65 mm, b = 1.4 mm, and r = 0.5 mm. (b) The dispersion relations of both antennas.

The efficiencies of the typical and plasmonic monopole antennas are calculated and illustrated in
Figure 2. Figure 2b shows the efficiencies of the plasmonic monopole antenna with different groove
depths from 1 mm to 4 mm. From Figure 2b, it can be seen that the operating frequencies red-shifts
(corresponding to longer wavelengths) when the groove depth is increased for the fixed height of the
monopole antenna (25 mm). Especially, the efficiency curves corresponding to three typical groove
depths are plotted in Figure 2c. It can be clearly observed that the central operating frequency red-shifts
when the groove depth b is 0 mm (typical monopole antenna), 1.4 mm, and 3.6 mm, respectively.
Meanwhile, we can observe that there is an optimized efficiency when tuning the groove depth. Hence,
it indicates that the plasmonic theory provides a scheme for miniaturization and optimization of
the antenna.
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Figure 2. (a) The efficiencies of the typical monopole antenna with different lengths (h); (b) the
efficiencies of the plasmonic monopole antenna with different groove depths (h = 25 mm); and (c) the
efficiencies of the plasmonic monopole antenna when the groove depth b is 0 mm, 1.4 mm, and 3.6 mm.

3. Design of Plasmonic Antipodal Vivaldi Antenna

The typical AVA is illustrated in Figure 3a, which is denoted by Structure A, where the metal layers
are on both sides of the 0.8-mm-thickness F4B substrate (εr = 2.65, tanδ = 0.001) with a dimension of
94 mm × 70 mm. A microstrip feeding line is adopted for broadband impendence matching. The port
width of the microstrip feeding line is fixed to 1.35 mm. The exponential profile curves employed in
this design can be calculated by the following equations:

y = c1eRx + c2 (1)

c1 =
y2 − y1

eRx2 − eRx1
(2)

c2 =
y1eRx2 − y2eRx1

eRx2 − eRx1
(3)

The tentative plasmonic AVA is shown in Figure 3b, which is named as Structure B. The final
plasmonic AVA is shown in Figure 3c, which is denoted by Structure C, where periodic elliptic grooves
are cut from the feeding section to the terminal of the antenna for both structures. Furthermore, the
rectangular gradual grooves with a width of 1 mm around the feeding section are further etched to
realize the miniaturization of the AVA for Structure C. The detailed structures of the gradual grooves
are shown in the insets of Figure 3b,c.

 

Figure 3. (a) The typical antipodal Vivaldi antenna (AVA). (b) The tentative plasmonic AVA. (c) The
final plasmonic AVA. The dimensions of the antenna: R = 0.16, h = 94 mm, w = 70 mm, l1 = 26 mm,
d1 = 2.5 mm, d2 = 1.25 mm, l2 = 8.02 mm, and d3 = 2 mm.

The numerical simulations were performed by using CST Microwave Studio. The simulated
return losses changing with the grooves are shown in Figure 4. First, from Figure 4a, it can be observed
that the impedance matching at lower frequencies is better for Structure C, compared with Structure
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B, and the operating frequency red-shifts. Thus, loading the rectangular gradual grooves can make
the AVA further miniaturized. Then, the typical parameters of structures B and C are the maximum
groove depth l1 and the groove gap d2. It can be seen that the operating frequency red-shifts when the
maximum groove depth l1 is bigger, while the groove gap d2 mainly affects the input impedance at
higher frequency. The optimized maximum groove depth l1 and the groove gap d2 are set to be 26 mm
and 1.25 mm, respectively, to make sure that the lowest operating frequency is 1.8 GHz when the S11 is
not larger than −10 dB.

 

Figure 4. (a) Simulated reflection coefficients of Structure B and Structure C, (b) S11 for different
maximum groove depths l1 of Structure C, and (c) S11 for different groove gaps d2 of Structure C.

It is expected that the etched grooves would change the surface currents and then the effective
impedance. In order to understand the operating principle of the AVA and plasmonic AVA, surface
current distributions at 1.8 GHz, 4 GHz, and 6 GHz are illustrated in Figure 5. First, it can be seen
that the surface currents distribution at the region A of the AVA is larger than that of the plasmonic
AVA at 1.8 GHz. After loading the periodic slots, electromagnetic waves are concentrated at the
end of the coupling section and the inner end of the tapered slots (region B), as shown in Figure 5a.
Hence, radiated electromagnetic energy can be concentrated in the axial direction of the tapered slot
(y-direction). The same thing is true for the cases of the plasmonic AVA at 4 GHz and 6 GHz, as shown
in Figure 5b,c.

 

Figure 5. Surface current distributions of Structure C (a) at 1.8 GHz, (b) 4 GHz, and (c) at 6 GHz.
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4. Results

In order to validate the proposed antenna, the plasmonic AVA has been fabricated and tested.
A 50-Ω SMA connector was used to feed the antenna. The fabricated plasmonic AVA is shown in
Figure 6a,b. The antennas were measured by using vector network analyzer (Keysight 8722ES), and
the anechoic chamber operates from 600 MHz to 40 GHz.

 

Figure 6. (a) The top view and (b) the bottom view of the fabricated plasmonic AVA.

The simulated and measured reflection coefficients are illustrated in Figure 7a. It can be observed
that the lowest operating frequency (S11 ≤ −10 dB) of Structure A (typical AVA) is 2.4 GHz, while it is
1.8 GHz for Structure C (plasmonic AVA). The corresponding electrical sizes are 0.75λ0 and 0.56λ0,
respectively, where λ0 is the wavelength in the air corresponding to the lowest operating frequency.
Hence, it can be seen that the electrical size of the plasmonic AVA has been reduced by 25.3 percent,
compared with that of the typical AVA. The measured S11 of the plasmonic AVA is also plotted in
Figure 7a. It can be observed that the measured results agree well with the simulation results. The
simulated and measured gains of the AVA and the plasmonic AVA are shown in Figure 7b. Compared
to the gains of the AVA, it can be seen that the gain of the plasmonic AVA has been increased at the
frequencies lower than 5.5 GHz and decreased at frequencies higher than 5.5 GHz. The measurement
results agree well with the simulated results for the plasmonic AVA. The gain is larger than 5.5 dBi over
the operating frequency from 1.8 GHz to 6 GHz. The measured peak gain is 9.12 dBi at 5.4 GHz. The
measured average gain is 7.24 dBi over the operating frequency band, which covers 2G/3G/4G/5G bands.

 

Figure 7. (a) The simulated and measured reflection coefficients of structures A and C (the typical AVA
and the plasmonic AVA); (b) the simulated and measured gains of structures A and C.
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The simulated and measured radiation patterns of the plasmonic AVA at 1.8 GHz, 4 GHz, and
6 GHz are illustrated in Figure 8. The upper and lower panels are the E-plane and H-plane radiation
patterns, respectively. The half-power beam width (HPBW) in E-plane of the AVA and plasmonic AVA
is shown in the Table 1. It can be seen that the radiation patterns of the plasmonic AVA are stable,
compared with the results of the typical AVA.

 
Figure 8. Simulated and Measured radiation patterns of the plasmonic AVA at (a) 1.8 GHz, (b) 4 GHz,
and (c) 6 GHz.

Table 1. Simulated half-power bandwidth (HPBW) of the AVA and plasmonic AVA.

Frequency Typical AVA Plasmonic AVA

1.8 GHz 113.5 52.3
2.0 GHz 66.6 54.7
3.0 GHz 61 52.9
4.0 GHz 52.2 52.6
5.0 GHz 48.1 47.1
6.0 GHz 41 66.9

5. Discussion

The quantitive comparison of similar antennas has been given in Table 2. For the 2G/3G/4G/5G
base station applications, the wide bandwidth is necessary to cover the 2G, 3G, and 4G bands and the
new sub-6 GHz 5G frequency bands. Hence, only sub-6 GHz frequency band of the proposed antenna
is shown here. Besides, the gain, HPBW, and the electrical size should be considered simultaneously for
the base station antenna. From Table 2, we can see that the lowest operating frequency of the proposed
plasmonic AVA is the lowest (1.8 GHz). The electrical size is 0.56λ0, which is a little larger than that of
Refs. [31–33], where λ0 is the wavelength in the air corresponding to the lowest operating frequency.
The minimum gain (5.5 dBi) is the highest, since high gain is necessary for the base station antenna.
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Table 2. Comparison of the similar antennas.

Reference (Year) Physical Size (mm2) fmin (GHz) Gain (dBi) Electrical Size

[31] (2018) 71 × 50 2.0 4–7.5 0.47λ0 × 0.3λ0
[32] (2018) 50 × 40 2.8 5.5–9 0.46λ0 × 0.37λ0
[33] (2011) 60 × 48 2.4 3.8–10 0.48λ0 × 0.38λ0
[34] (2019) 90 × 80 3.76 5–7 1.13λ0 × 1.0λ0
[35] (2019) 186 × 77 2.5 4–16 1.55λ0 × 0.64λ0
[36] (2018) 60.7 × 57.5 3.3 3.8–12.6 0.67λ0 × 0.63λ0
[37] (2017) 104 × 100 2.0 2.2–8 0.69λ0 × 0.67λ0

Structure A 94 × 70 2.4 3–9 0.75λ0 × 0.56λ0
Structure B 94 × 70 2.1 4.5–8 0.66λ0 × 0.49λ0
Structure C 94 × 70 1.8 5.5–9 0.56λ0 × 0.42λ0

6. Conclusions

Here, a broadband and miniaturized plasmonic antipodal Vivaldi antenna is designed and
measured, where plasmonic metamaterials are loaded on the antipodal Vivaldi antenna to improve the
antenna performance. Compared of the typical AVA, the electrical size of the plasmonic AVA is reduced.
The operating frequency is from 1.8 GHz to 6 GHz, which covers the 2G/3G/4G/5G communication
band. The simulated and measured results of the plasmonic agree well. The measured results show
that the radiation pattern of the plasmonic AVA is stable and the average gain of the antenna is 7.24 dBi.
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Abstract: Microwave sensors based on electrically small planar resonant elements are reviewed in this
paper. By virtue of the high sensitivity of such resonators to the properties of their surrounding medium,
particularly the dielectric constant and the loss factor, these sensors are of special interest (although
not exclusive) for dielectric characterization of solids and liquids, and for the measurement of material
composition. Several sensing strategies are presented, with special emphasis on differential-mode
sensors. The main advantages and limitations of such techniques are discussed, and several prototype
examples are reported, mainly including sensors for measuring the dielectric properties of solids,
and sensors based on microfluidics (useful for liquid characterization and liquid composition).
The proposed sensors have high potential for application in real scenarios (including industrial
processes and characterization of biosamples).

Keywords: microwave sensor; differential sensor; dielectric characterization; microfluidics; electrically
small resonators; biosensors

1. Introduction

Within the paradigm of the internet of things (IoT), or more generally the internet of everything
(IoE), and the advent of the fourth industrial revolution (also known as Industry 4.0), the use of sensors
has experienced an exponential growth. Moreover, this trend will continue with the progressive
implantation of the 5th generation of mobile networks, designated as 5G, which is expected to satisfy
the large-scale connectivity requirements that today’s modern society demands (an interesting example
is the autonomous and connected vehicle, necessarily equipped with hundreds of sensors). There are
many available technologies for the implementation of sensors. Aspects such as diverse as sensor
cost, size, and complexity, as well as the type of measurand, among others, dictate the preferred
option. Although the most extended technology in modern sensors is probably optics/photonics
(examples include optical fiber sensors, laser-based sensors, wearable chemical and biological sensors,
nanophotonic biosensors, image sensors, etc.), significant efforts have been dedicated in recent years to
the research and development of microwave sensors, especially for applications related to material
characterization and composition. Microwaves are very sensitive to the properties of the materials to
which they interact. Therefore, microwave technology is very useful for material sensing. Moreover,
microwaves exhibit further interesting properties for sensing, such as low-cost generation and detection
systems, interaction to the materials at different scales (i.e., through the near-field or the far-field),
compatibility with planar technology, wireless connectivity, and robustness against harsh environments,
among others. Thus, highly sensitive, robust, low cost, small size, and low-profile microwave sensors
and wireless sensors based on the above-cited properties can be implemented.

Appl. Sci. 2020, 10, 2615; doi:10.3390/app10072615 www.mdpi.com/journal/applsci
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This review paper focuses on microwave sensors, and particularly on planar sensors based on
resonant elements for material characterization, including solids or liquids. Planar sensors are of
special interest as their low-profile is compatible with many applications, where bulk sensors (e.g.,
cavity sensors or waveguide-based sensors [1,2], among others) may find a severe limitation, e.g.,
conformal sensors [3], wearable sensors [4], submersible sensors [5], integrated sensors [6], lab-on-a-chip
sensors [7], microfluidic sensors [8–11], etc. On the other hand, despite the fact that non-resonant planar
sensors operating at microwave frequencies have been reported [12–14], the combination of sensor
size and performance (sensitivity) of resonant-type sensor is difficult to achieve with non-resonant
methods. Finally, to end this introductory section, let us mention that although probably most planar
microwave resonant sensors have been devoted to material characterization (the main interest in this
review paper, to be discussed in detail later), there are many reported realizations focused on motion
control applications (linear and angular displacement and velocity measurements) [15–30].

2. Classification of Planar Microwave Resonant Sensors

The classification subject of this section obeys the operating principle of the considered sensors
(alternatively, sensors can be categorized by their applications, or frequency range, etc.). Thus,
according to their working principle, planar resonant sensors can be divided in four main types:
(i) frequency variation sensors, (ii) coupling modulation sensors, (iii) frequency splitting sensors,
and (iv) differential-mode sensors. Let us briefly describe their working principle in the next paragraphs.

Frequency variation sensors are based on the variation of the resonance frequency (and eventually
quality factor or peak/notch magnitude) of a resonant element, caused by the measurand. The typical,
although not exclusive, configuration of such sensors is a transmission line loaded with the resonant
element (either in contact or coupled to it), see Figure 1a. Although examples of frequency variation
sensors devoted to the measurement of spatial variables have been reported [15], typically these sensors
have been applied to dielectric characterization of solids and liquids [31–46], as far as the resonance
frequency and quality factor depend on the complex dielectric constant of the surrounding material (the
so-called material under test (MUT)). These sensors are very simple, but they are potentially subjected
to cross-sensitivities caused by variations in ambient factors, such as temperature and humidity, and
therefore they need calibration before their use.

To alleviate or minimize the impact of cross-sensitivities, symmetry-based sensors are the
solution [47]. As symmetry is invariant under potential changes in environmental factors, at least at the
typical scales of the sensors, it is expected that sensors based on symmetry properties exhibit certain
robustness against environment-related cross-sensitivities. Coupling modulation sensors belong to this
category [16–27,48]. Such sensors are implemented by symmetrically loading a transmission line by
means of a symmetric resonator (Figure 1b). However, the combination of line and resonant element
should not be arbitrary. Namely, it is necessary that the symmetry plane of the resonator and the
one of the line are of different electromagnetic sort, i.e., one must be an electric wall and the other
one must be a magnetic wall. By this means, if symmetry is preserved, line-to-resonator coupling is
prevented [47], the resonator is not excited, and the line is transparent, i.e., the frequency response
does not exhibit any notch (lack of resonance). However, by truncating symmetry (e.g., by means of
an asymmetric dielectric loading or through a relative linear or angular displacement between the
line and the resonant element), line-to-resonator coupling arises and, consequently, the resonance
appears. The magnitude of the notch (the typical output variable) is determined by the coupling
degree, intimately related to the level of the asymmetry. Thus, coupling modulation by symmetry
disruption is useful for sensing purposes. Nevertheless, as the most natural procedure for symmetry
truncation is by a relative displacement between the resonator and the line, most sensors based on this
principle have been devoted to angular and linear measurements [16–27,48]. For such application, the
most limitative aspect of these sensors is the input dynamic range, related to the small dimensions
of the sensing resonators. A variant of this approach, providing the solution to such limitation, was
presented in [28–30], where circular chains of resonant elements were applied to the implementation
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of microwave rotary encoders based on pulse counting (linear encoders, potentially exhibiting an
unlimited dynamic range, were also presented in [49,50]). Another drawback of these sensors is related
to the fact that measuring the notch magnitude is more sensitive to the effects of noise, as compared to
frequency measurements. However, a small frequency scan, or even a single-frequency measurement,
suffices to collect the sensor information.

Frequency splitting sensors combine the advantages of frequency measurements (noise
tolerant) and symmetry properties (robustness against cross-sensitivities) [24,51–59]. In these sensors,
a symmetric transmission line-based structure is symmetrically loaded with a pair of (not necessarily
symmetric) resonators (Figure 1c). If symmetry is preserved, a single notch in the transmission
coefficient arises. However, if symmetry is truncated, e.g., by an asymmetric dielectric loading, the
original notch splits in two notches separated a distance that depends on the level of asymmetry.
Thus, in frequency splitting sensors, the output variable is such frequency separation, and, eventually,
the difference in the notch magnitude (two variables are needed, for instance, for the measurement of
the dielectric constant and loss tangent of materials [56,58]). A potential weakness of these sensors is the
limited sensitivity and resolution if the resonant elements are coupled [51,52,55]. Nevertheless, solutions
to this problem have been reported, as discussed in [56,57], at the expense of significantly separating
the sensing resonators (either by using a splitter/combiner scheme [57,58] or a cascaded topology [56]).
Although these sensors are not true differential sensors (in the sense that two independent sensors are
not used), the input and the output variable are typically differential variables. The differential dielectric
constant or loss tangent (between a reference (REF) sample, or material, and the material under test
(MUT)) is the usual input variable, whereas the differential notch frequency and/or magnitude is the
natural output variable/s. Moreover, frequency splitting sensors can be easily used as comparators, as
they are able to detect differences between the REF and MUT samples. For this application, sensor
resolution is the key aspect. However, in terms of resolution, such sensors cannot compete, in general,
against true differential sensors, to be discussed next.

Differential-mode sensors also belong to the group of symmetry-based sensors. Such devices are
composed of two independent sensors, one sensitive to the REF sample (or measurand in general), and
the other one sensitive to the MUT sample (Figure 1d). These sensors can operate as single-ended
sensors as well, e.g., based on frequency variation, where only one of the individual sensing elements
is used. However, exploiting the differential input and output variable/s provides robustness against
cross-sensitivities. As far as independent sensing elements are used, the abovementioned coupling
effects, which typically limit the resolution, can be prevented in differential sensors. The output
variable in these sensors is merely the difference between the output variable of each sensing element.
It has been demonstrated that highly sensitive differential sensors for dielectric constant measurements
can be implemented by means of a pair of meander lines. These sensors are based on the measurement
of the phase difference between the pair of lines, and the penalty to achieve high sensitivity is sensor
size [14]. Nevertheless, it has been demonstrated that by replacing the meander lines with artificial
lines, sensitivity optimization can be made compatible with moderate or even small sizes [12,60].
Many differential sensors based on resonator-loaded lines (the interest in this work) have been reported,
including microfluidic sensors for liquid characterization [61–67]. In some realizations, the output
variable is the cross-mode transmission coefficient [62–67], proportional to the difference between the
transmission coefficients of both sensing lines, provided such lines are uncoupled. Huge sensitivities
and resolutions, useful to detect, e.g., small volume fractions or electrolyte concentrations in liquid
solutions, have been achieved by means of these sensors. Although, typically, differential-mode
sensors involve four-port measurements (these sensors are four-port devices), it has been demonstrated
that by adding extra (microwave) circuitry, differential sensing by means of two-port devices (and
measurements) can be achieved [68,69]. In [69], the differential sensor works in reflection (other
reflective-mode sensors have been reported [70], also including single-ended sensors [71]). The sensor
reported in [72] is also remarkable, where symmetry truncation in a pair of slotted resonators generates
quasi-microstrip to slot-mode conversion, useful for sensing.
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Although examples of the different sensor types highlighted in this section will be provided,
the main emphasis in this paper is on differential-mode sensors. Nevertheless, before reviewing the
different implementations, let us first present the potential candidates for resonant sensing elements,
and discuss their advantages and disadvantages.

  
(a) (b) 

  
(c) (d) 

Figure 1. Typical topology and working principle of the considered planar microwave resonant sensors.
(a) Frequency variation; (b) coupling modulation; (c) frequency splitting; (d) differential-mode.

3. Planar Resonant Elements for Sensing

There are dozens of planar resonant elements that can be useful for sensing purposes. In this
paper, the interest is in electrically small (quasi-lumped) resonators that can be described by means of
a lumped-element equivalent circuit model up to frequencies beyond their fundamental resonance
(the authors recommend the books [73,74], and the paper [75], where a review of many of these
resonators is carried out). Probably the simplest classification of such resonators can be made by
differentiating on whether they are metallic or slot resonators. In the first group, resonant elements
of interest for sensing include the step impedance resonator (SIR) [76], the step impedance shunt
stub (SISS) [77], the split-ring resonator (SRR) [78], the open split-ring resonator (OSRR) [79], and the
electric-LC (ELC) resonator [80], among others (see Figure 2). Slot resonators are typically etched in the
ground plane and are sometimes designated as defect ground structure (DGS) resonators. Examples
of such resonators include the complementary counterparts of the SRR and the OSRR, that is, the

72



Appl. Sci. 2020, 10, 2615

complementary split-ring resonator (CSRR) [81] and the open complementary split-ring resonator
(OCSRR) [82], respectively, the dumbbell-shaped DGS (DB-DGS) resonator [83], and the magnetic-LC
(MLC) resonator [84], among others (see Figure 3). There are many other electrically small resonators,
including the S-shaped-SRR [85], the spiral resonator [86], the non-bi-anisotropic-SRR [87] (as well as
their complementary counterparts), the broadside-coupled-SRR [88], etc., but their use for sensing has
been more limited.

 
(a) (b) (c) (d) (e) 

Figure 2. Typical topology of some electrically small metallic resonators useful for sensing. (a) Step
impedance resonator (SIR), (b) step impedance shunt stub (SISS), (c) split-ring resonator (SRR), (d) open
split-ring resonator (OSRR), (e) electric-LC (ELC).

(a) (b) (c) (d) 

Figure 3. Typical topology of some electrically small slot resonators useful for sensing. (a) Complementary
split-ring resonator (CSRR), (b) open complementary split-ring resonator (OCSRR), (c) dumbbell-shaped
DGS (DB-DGS), (d) magnetic-LC (MLC).

A comparative analysis of electrically small resonators, with the focus on metamaterial and
metamaterial-inspired circuit design, was carried out in [75]. For sensing, the most important aspect is
the effect of resonator topology on sensor performance, mainly sensitivity, resolution, and dynamic
range. Nevertheless, compatibility of the sensing element (resonator), including the dielectric load,
with the required hardware and mechanical parts of the sensor is also important. For instance, for
microfluidic applications, the fluidic channels plus the required mechanical accessories should not
affect the transmission lines used for resonator’s excitation. In this regard, slot resonators constitute,
in general, a good solution, as the ground plane provides backside isolation, thereby preventing for
any potential effect of the dielectric load on sensor functionality. The size of the resonant element
may be also important in certain applications devoted to the characterization of small dielectric
loads. Obviously, increasing the frequency is a possibility, but this has the effect of raising the cost
of the associated electronics. Therefore, considering resonant elements with small electrical size is
expected to provide a good tradeoff, allowing for the implementation of compact sensors (sensitive
element) operating at moderate (or even low) frequencies. In this regard, the OSRR and the OCSRR
are electrically smaller than the SRR and the CSRR, respectively, by a factor of two [74,89], and are
therefore good candidates from the point of view of sensor size.

Concerning sensitivity and resolution (intimately related), it is difficult to firmly establish
the preferred resonator topology, as it may be determined by several aspects, including the sensing
working principle, the considered input and output variables, etc. For instance, for complex permittivity
measurements, both the real and the imaginary part of the complex permittivity (input variables)
must be determined, and two output variables (e.g., the frequency position and notch magnitude) are
needed to unequivocally infer both measurands. For this kind of application, with more than one input
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variable (or measurand), several sensitivities, including cross-sensitivities, can be defined, and this
further prevents from obtaining concluding remarks with regard to the effects of resonator topology
on sensitivity and resolution. However, the real part of the complex permittivity (or the dielectric
constant) of the MUT mainly affects the resonance frequency of the sensing element (through the
effects on the capacitance), whereas the imaginary part (related to the loss tangent) primarily affects the
quality factor or the notch magnitude. For a given resonator, the strategy for optimizing such “natural
sensitivities” (in terms of geometry) typically coincides (e.g., for the OCSRR and dumbbell-DGS, as it
was demonstrated in [62,64], respectively).

It is difficult, however, to determine absolutely the optimum resonator (among those depicted in
Figure 2) in terms of sensitivity (and resolution) optimization. Nonetheless, to the light of a comparative
analysis of the circuit model of the considered resonators, it is possible to infer some helpful hints.
As an example, let us compare three slot resonators: the CSRR, the OCSRR, and the DB-DGS. The circuit
models of such resonant elements loading a transmission line are depicted in Figure 4.

  
(a) (b) 

 
(c) 

Figure 4. Circuit models of the CSRR- (a), OCSRR- (b), and DB-DGS-loaded line (c).

Let us assume that the resonant element (the sensing part) is loaded with a dielectric material slab
(MUT) of sufficient thickness to ensure that the field lines generated in the slot do not reach the opposite
interface, and let us consider that the substrate thickness satisfies also this requirement. If these sensors
are intended to work based on frequency variation, the key figure of merit is the relative sensitivity of
the resonance frequency, f 0, with the dielectric constant of the MUT, εMUT, given by

S =
1
f0

d f0
dεMUT

(1)

where the resonance frequency is given by

fo =
1

2π

{
L
(
C + Cc

εr + εMUT

εr + 1

)}−1/2
(2)

Expression (2) is valid for the CSRR-loaded line, whereas for the OCSRR- and the DB-DGS-loaded
line, the previous expression is valid by skipping C, the coupling capacitance between the line, and the
CSRR. The unloaded resonators are described by the capacitance Cc and by the inductance L. Notice
that if the dielectric constant of the MUT is different than the one of air (i.e., εair = 1), the result is
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a variation of the capacitance of the resonator (and hence a shift in f 0), as expected. In (1), εr is the
dielectric constant of the substrate. Introducing (2) in (1), the relative sensitivity is found to be

S = −1
2

Cc

Cc(εr + εMUT) + C(εr + 1)
(3)

In view of (3), we can conclude that it is convenient to reduce C and εr as much as possible
for sensitivity optimization. Consequently, the DB-DGS and the OCSRR are good candidates for
the implementation of high sensitive frequency variation sensors, at least as compared to CSRRs.
In [90], it was demonstrated that the relative sensitivity of DB-DGS-loaded lines is better than the
one of CSRR-loaded lines. To gain further insight on this, we have designed an OCSRR-loaded line
(Figure 5a), and we have inferred the relative sensitivity as defined in (1), from the simulated responses
obtained by considering MUTs of different dielectric constant. The results, depicted in Figure 6, and
compared to those reported in [90], confirm that the relative sensitivity of the OCSRR-loaded line is
comparable to the one of the DB-DGS, as predicted by the theory. Note that one difference between the
OCSRR- and the CSRR- or the DB-DGS-loaded line is the type of response, with a maximum at f 0 for
the OCSRR-based line, and notched at resonance for the other lines.

  
(a) (b) 

 
(c) 

Figure 5. Topology of the designed OCSRR-loaded microstrip line (a), frequency response of the
structure inferred from circuit and electromagnetic simulation (b), and simulated frequency response
for various MUTs with the indicated dielectric constants (c). Dimensions (in mm) are rext = 4, c = 0.1,
d = 1.8 and s = 1.4. The considered substrate is the Rogers RO4003C with dielectric constant εr = 3.55
and thickness h = 1.524 mm. Circuit parameters are Cc = 1.23 pF and L = 5.1484 nH. The ports in
panel (a) can be separated (if needed for connector soldering) by merely adding 50 Ω access lines.
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Figure 6. Relative sensitivity of the OCSRR-loaded line, as compared to those reported in [90].

4. Prototype Examples

In this section, several examples of planar microwave resonant sensors, categorized according to
the classification of Section 2, are reported. These sensors are devoted to dielectric characterization,
with the exception of the coupling modulation sensor of Section 4.2, a rotary encoder.

4.1. Frequency Variation Sensors

The first example is a frequency variation sensor equipped with a microfluidic channel for liquid
characterization [46]. In this sensor, the sensitive element is a SISS resonator, loading a microstrip
line. The most relevant aspect of this sensor is the high achieved relative sensitivity, by virtue of the
specific arrangement, where the ground plane beneath the SISS is removed, and a metallization is
added on the top surface, surrounding the rectangular SISS patch with a gap of width s (see Figure 7).
Such metallization is connected to the backside ground plane by means of metallic vias. By these
means, the single capacitance of the resonant element is the edge capacitance of the SISS, which can
be easily perturbed by means of the MUT (either a solid or a liquid), placed on top of it. Note that
with this configuration, any extra capacitance that degrades the sensitivity is removed (see Section 3).
This sensor has been equipped with a microfluidic channel, in order to perform measurements of the
complex permittivity of liquids (Figure 8).

 

Figure 7. Topology of the SISS-based frequency variation sensor reported in [46], including the top
(a) and bottom (b) views, and lumped element equivalent circuit model (c). From [46], reprinted
with permission.
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(a) 

 
(b) 

Figure 8. Schematic views (a) and photographs (b) of the fabricated sensor, including the top (left) and
bottom (right) views. From [46], reprinted with permission.

The measured frequency responses of the sensor for different mixtures of DI water and ethanol are
depicted in Figure 9a, whereas Figure 9b shows the resonance frequency position and the magnitude of
the notch as a function of the volume fraction of water. The water–ethanol solutions offer a wide range
of complex permittivity values, which are appropriate for sensor calibration. That is, with this set of
measurements, a mathematical model for the sensor can be developed. Specifically, a mathematical
relation linking the frequency shift and the notch magnitude to the complex relative permittivity of the
test water–ethanol solutions was derived in [46]. As the complex permittivities of water–ethanol as a
function of the volume fraction can be independently inferred, a nonlinear least square curve fitting in
MATLAB can be used in order to derive an equation describing the relation between variations of the
resonance frequency and notch magnitude as a function of the complex permittivity variations.

In [46], the authors used the complex permittivity values of water-ethanol mixtures provided
in [91]. With such model, given in [46], the complex permittivity of other liquid solutions can be
inferred from the measured values of the resonance frequency and notch magnitude. For instance,
in [46], the authors characterized solutions of water–methanol. The measured resonance frequency and
notch magnitude for the different concentrations is shown in Figure 10, whereas Figure 11 depicts the
real and the imaginary part of the permittivity inferred from the mathematical model. In this figure,
the values inferred from the literature are also depicted, and the good agreement between both sets of
data can be appreciated. It is remarkable that the relative sensitivity of this sensor is very good, as
compared to the one of similar sensors reported in the literature (see [46] for further details).
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Figure 9. Measured frequency response of the sensor for various water–ethanol solutions (a) and
representation of the resonance frequency and notch magnitude as a function of the water concentration
(b). From [46], reprinted with permission. In panel (a), the step variation of water content is 10%.

 
Figure 10. Measured frequency response of the sensor for various water-methanol solutions (a) and
representation of the resonance frequency and notch magnitude as a function of the water concentration
(b). From [46], reprinted with permission. In panel (a), the step variation of water content is 10%.
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Figure 11. Real (a) and imaginary (b) part of the complex dielectric constant of water–methanol
solutions as a function of the water content, inferred from the data of Figure 10 and the mathematical
model developed in [46]. From [46], reprinted with permission.

4.2. Coupling Modulation Sensors

As discussed in Section 2, coupling modulation sensors are implemented by symmetrically
loading a transmission line with a symmetric resonator. The symmetry planes of the line and resonant
element should be of different electromagnetic sort, i.e., one should be a magnetic wall and the other
one an electric wall. Figure 12 illustrates the working principle of coupling modulation sensors,
by considering a CPW loaded with a SRR [47]. The line exhibits a magnetic wall at the axial symmetry
plane for the fundamental CPW mode, whereas the symmetry plane of the SRR is an electric wall at the
fundamental resonance. For perfect symmetry, the electromagnetic field generated by the line is not
able to excite the SRR, and the structure is all-pass in the vicinity of the SRR fundamental resonance.
This situation is preserved if the SRR is symmetrically loaded with a dielectric material. However,
if symmetry is truncated, e.g., by means of an asymmetric dielectric load, as depicted in Figure 12, then
the resonator is driven by the line (i.e., line-to-resonator coupling is activated), and a notched response
(bandstop-type) appears. Although this type of sensor can be used for dielectric characterization or
for comparison purposes by exploiting their electromagnetic symmetry properties, most coupling
modulation sensors have been applied to the implementation of linear or angular displacement and
velocity sensors [16–30,48]. The reason is that a relative linear or angular displacement between the line
and the resonant element also truncates symmetry (except if the resonant element displaces linearly in
the direction of the line axis). Thus, in this subsection, this sensing approach is illustrated by means of
two examples, to be discussed next.
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Figure 12. Illustration of symmetry disruption by means of square-shaped inclusions in a CPW loaded
with a SRR. From [47], reprinted with permission.

In the first example [22], an angular displacement and velocity sensor based on a circular-shaped
CPW loaded with a movable circular ELC resonator is reported. The ELC resonator is a
bisymmetric particle, exhibiting orthogonal electric and magnetic walls. Thus, significant variation
of line-to-resonator coupling by ELC rotation can be achieved, and this is interesting in terms of the
output dynamic range. Figure 13 shows the picture of the CPW and ELC resonator, as well as the
experimental set-up used for measuring the angular displacement and velocity.

 
Figure 13. Set-up for the angular displacement and velocity measurement. (a) Cross section view,
(b) photographs of the rotor (circular ELC resonator) and stator (CPW), and (c) photograph of
the step-motor providing rotor motion and zoom view of the stator-rotor. From [22], reprinted
with permission.
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By rotor motion with regard to the stator, the transmission coefficient at f 0, the resonance frequency
of the ELC, experiences a roughly linear variation with the rotation angle, as can be appreciated in
Figure 14. Thus, the output variable for measuring angular displacement is the magnitude of the
transmission coefficient. The sensitivity is reasonable, but the dynamic range is restricted to 90◦, as it
can be explained from obvious symmetry considerations. To measure the (average) angular velocity,
the strategy proposed in [22] is based on an amplitude modulation (AM) scheme. By feeding the line
with a harmonic signal tuned to the resonance frequency of the ELC, the amplitude at the output port is
expected to be modulated due to the time-varying coupling between the line and the resonant element,
and two pulses of the envelope function per cycle are expected. Thus, from the time distance between
adjacent pulses, the angular velocity can be inferred. The envelope function can be simply obtained by
means of an envelope detector, preceded by an isolator (implemented by means of a circulator) in order
to protect the CPW line against mismatching reflections from the diode (a highly nonlinear device).
The schematic diagram of the approach is presented in Figure 15. Figure 16 depicts a pair of recorded
envelope functions (visualized in an oscilloscope in [22]), corresponding to different angular velocities
of the rotor (particularly, 1 rpm and 50 rpm). The measured envelope functions reveal that the method
is useful to provide the angular velocity. However, it is not possible to obtain instantaneous velocities
with this approach, as only two pulses per cycle are generated. Namely, only the average angular
speed corresponding to time lapses between adjacent pulses can be measured. In order to improve this
limitative aspect, a very large number of pulses is necessary (like in optical encoders [92–94]). Thus,
a different approach for the measurement of angular displacements and velocities was reported in [28],
where a completely different configuration (edge configuration), providing hundreds of pulses per
revolution, was implemented.

 
Figure 14. Transmission coefficient at f 0 as a function of the rotation angle. From [22], reprinted
with permission.

Figure 15. Sketch of the system for the measurement of angular velocities based on an AM
modulation scheme.
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(a) (b) 

Figure 16. Measured envelope functions. (a) 1 rpm; (b) 50 rpm. From [22], reprinted with permission.

In the rotation sensor of Figure 13, the axis of the resonator coincides with the axis of the rotor
(axial configuration). In [28], a rotor consisting of a circular chain of resonant elements etched along its
edge was proposed as a means to boost the number of pulses (see Figure 17). The working principle is
indeed very similar to the one used to infer the angular velocity with the sensor based on the axial
configuration. Namely, by rotor motion, the amplitude of the feeding harmonic signal is modulated,
but at least as many pulses as resonators in the chain can be generated per each revolution. Indeed,
it was demonstrated in [29,30] that by conveniently choosing the frequency of the feeding signal, up to
two pulses per resonant element can be achieved, and the sensor reported in [30] exhibits 1200 pulses
per revolution (i.e., 600 resonators), which is a relevant figure of merit. Moreover, this sensor is
equipped with a resonator’s chain devoted to detect the motion direction (see details in [30]). Note that
in this sensor based on the so-called edge configuration, the working principle is coupling modulation
as well. By this means, the transmission coefficient of the line at the frequency of the feeding signal
periodically varies with time, generating a pulsed AM signal at the output port of the line. However,
coupling modulation is achieved by the consecutive crossings of the resonant elements of the chain
over the axis of the line (stator), when the rotor is in motion. The working principle is very similar
to the one of optical encoders, with apertures in a metallic disc. In such encoders, the apertures are
detected by means of an optical beam (when an aperture lies in the path between the source and the
detector, a pulse is generated). By contrast, in the sensor based on the edge configuration, the resonators
are detected by means of an electromagnetic signal. Therefore, such sensors can be designated as
electromagnetic (or microwave) rotary encoders.

 
Figure 17. Sketch of the rotation sensor based on the edge configuration. From [29], reprinted
with permission.
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Figure 18 depicts the sketch of the sensor with a double chain of resonators to measure the angular
speed, and an additional non-periodic chain to discriminate the motion direction. As it can be seen,
two harmonic signals are needed in this case (injected through a combiner), one of them tuned to the
resonance frequency of the resonators of the velocity chain, and the other one tuned to the resonance of
the resonant elements of the direction chain. Rotor motion AM modulates each harmonic signal, and
the corresponding envelope functions can be inferred by means of envelope detectors, after filtering
each signal by means of a diplexer. Figure 19 shows the photograph of rotor (zoom view) and the
stator, as well as a picture of the overall experimental set-up. The envelope functions inferred with
such sensing system, corresponding to the angular velocity and direction detection, are shown in
Figure 20 (note that the direction is detected by the increasing or decreasing sequence of pulses in the
corresponding envelope function).

 

Figure 18. Sketch and working principle of the rotation sensor based on the edge configuration with
two velocity chains and one direction detection chain. From [30], reprinted with permission.

  
(a) (b) 

 
(c) 

Figure 19. Photograph of the rotor (a), experimental set-up (b), and stator (c). From [30], reprinted
with permission.
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(a) (b) 

Figure 20. Envelope functions providing the angular velocity (a) and motion direction (b). The nominal
rotary speed is 60 rpm. From [30], reprinted with permission.

In these angular displacement and velocity sensors based on the edge configuration, the number
of cumulative pulses from a reference (REF) position provides the angle of rotation. Thus, the angular
resolution (in degrees) is simply 360◦/PPR, where PPR is the number of pulses per revolution. For the
specific sensor system of Figure 19, with PPR = 1200, the angular resolution is thus 0.3◦, a competitive
value. Further details of this sensor (dimensions, considered substrates, specific components, and
instrumentation) are given in [30]. A detailed analysis of angular velocity resolution and error for these
sensors, out of the scope of this paper, can be found in [29]. As highlighted in [29,30], microwave rotary
encoders represent a low-cost alternative to optical encoders. Moreover, microwave encoders can be of
interest for operation in harsh and hostile environments (i.e., subjected to radiation, pollution, dirtiness,
grease, etc.), where the optical counterparts may offer a limited robustness. Note that the dynamic
range of these rotation sensors for angle measurement is theoretically unlimited, as these sensors are
based on pulse counting. This is a clear advantage as compared to other sensors based on symmetry
disruption and implemented by means of a single resonant element [21–23,26,27]. This unlimited
dynamic range plus the achievable angular resolution situates these sensors as excellent candidates for
angular displacement and velocity sensing.

4.3. Frequency Splitting Sensors

The operation principle of frequency splitting sensors is illustrated in Figure 21 [47]. A transmission
line is symmetrically loaded with a pair of (not necessarily symmetric) resonators. If symmetry is
preserved, a single notch in the transmission coefficient arises (provided the resonators are coupled
to the line). Conversely, if symmetry is disrupted, two notches appear (splitting), and their relative
distance depends on symmetry imbalance. Thus, this principle can be used for sensing. Although most
frequency splitting sensors are implemented by symmetrically loading a line with a resonator
pair (as indicated in Figure 21), in some implementations a cascade configuration, where the two
resonant elements are placed at different locations in a transmission line, has been considered [56].
In this subsection, we report a frequency splitting sensor for dielectric characterization of liquids as an
illustrative example, where a splitter/combiner configuration is used [58]. With such configuration, the
effects of inter-resonator coupling (with negative impact on sensor sensitivity) can be avoided, as it
was discussed in [57].
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Figure 21. Illustration of frequency splitting through symmetry imbalance (considering square-shaped
inclusions) in a CPW symmetrically loaded with a pair SRRs. From [47], reprinted with permission.

The topology of the designed sensor is shown in Figure 22a, whereas Figure 22b depicts a
photograph (in perspective view) of the device, equipped with fluidic channels (device dimensions,
substrate, as well as other details related to the fluidic channels and mechanical accessories can be
found in [58]). Figure 23 depicts the frequency response for different configurations of channel loading,
where the splitting effect for those cases of device imbalance can be observed. With the data of
Figure 23 (resonance frequency splitting and difference in the notch magnitude, the output variables),
a mathematical model following a scheme similar to the one reported in Section 4.1 can be inferred,
provided the complex permittivity of mixtures of DI water, the reference sample, and ethanol can be
obtained from independent sources. Such a model links the differential complex permittivity (real
and imaginary parts), i.e., the input variables, to the differential output variables. Once the model
is known, it can be used to determine the complex permittivity of liquid samples, by considering DI
water as reference (REF) sample. In Figure 24, the measured responses of the device for different
solutions of water–ethanol injected in the MUT channel, considering water as the REF liquid, are
depicted. The inferred output variables are also represented in the figure. With these results and the
mathematical model, the complex permittivity of such water–ethanol mixtures was obtained, and the
results are depicted in Figure 25. It can be appreciated in that figure that the results lie within the limits
of the Weiner model, and consequently these results validate the functionality of the sensor. Although
these sensors belong to the category of symmetry-based sensors, and are therefore robust against the
effects of ambient factors, the resolution and sensitivity of these sensors is, in general, not as good as
the one of true differential sensors, as is discussed in the next section.

  
(a) (b) 

Figure 22. Layout (a) and perspective view (b) of the designed frequency-splitting sensor. From [58],
reprinted with permission.
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Figure 23. Measured responses of the sensor for different combinations of dielectric loads in the
channels. From [58], reprinted with permission.

  
(a) (b) 

Figure 24. Measured frequency response of the sensor for various water–ethanol solutions (a) and
representation of the resonance frequency splitting and notch magnitude difference, as a function of the
ethanol concentration (b). From [58], reprinted with permission.

  
(a) (b) 

Figure 25. Real (a) and imaginary (b) part of the complex dielectric constant of water–ethanol solutions
as a function of the ethanol content, inferred from the data of Figure 24 and the mathematical model
developed in [58]. From [58], reprinted with permission.

4.4. Differential-Mode Sensors

Differential sensors based on a pair of uncoupled lines each one loaded with a resonant
sensing element have been reported. The considered resonant elements are OCSRRs [62], SRRs [63],
OSRRs [67,69], CSRRs [66], and DB-DGS resonators [64,65]. We report in this paper three prototype
examples, including a sensor for complex permittivity measurement of liquids (based on DB-DGSs) [64],

86



Appl. Sci. 2020, 10, 2615

a sensor for the determination of volume fraction of solute in liquid solutions (based on OSRRs) [69],
and a sensor devoted to the measurement of extremely small concentrations of electrolytes in DI
water [66].

4.4.1. Measuring Electrolyte Concentration

Electrolytes are ions, such as sodium (Na+), potassium (K+), calcium (Ca2+), chloride (Cl−), and
bicarbonate (HCO3

−), among others, present in the blood and urine. Electrolytes play a key role in
several vital functions, such as blood pH and pressure control, body hydration, nerve and muscle
functions, etc. [95]. There are electrochemical methods to determine selectively the concentration
of electrolytes in blood and urine, mainly based on the so-called ion-selective electrodes (ISE), but
such methods are expensive. Measuring the total concentration of ions does not provide complete
information, but it may be indicative of certain pathologies, or it can be useful as a prescreening
diagnosis tool. Moreover, monitoring the real-time variations of the total electrolyte content in urine
or blood samples, as compared to a reference (REF), is also of interest from a medical viewpoint.
These functionalities can be achieved by means of the differential sensors reported in this section,
where the main advantageous aspect is sensor cost (e.g., as compared to electrochemical sensors), and
real-time functionality. Within this context, the development of low-cost microwave methods able to
provide the electrolyte concentration in samples of blood and urine is of high interest. Nevertheless, to
avoid using biosamples, and for the sake of easy comparisons, it is usual to estimate sensor performance
by considering electrolyte solutions of standard liquid, typically DI water.

The reported differential sensor aimed to the measurement of electrolyte concentration in DI
water is the one reported in [66], as it provides (to the best of our knowledge) the finest achieved
resolution (0.125 g/L). Such a sensor is based on a pair of CSRR-loaded microstrip lines. The topology
and a perspective view, including the fluidic channels, are depicted in Figure 26, whereas Figure 27
shows a photograph of the fabricated device. The output variable in these sensors is the cross-mode
transmission coefficient, proportional to the difference between the transmission coefficient of both
lines (the REF and the MUT line), namely,

SDC
21 =

1
2
(S21 − S43) (4)

This proportionality is valid provided the lines are uncoupled (otherwise, the cross-mode
transmission coefficient is given by S21

DC = (1/2) · (S21 + S23 − S41 − S43). The input variable
is the electrolyte concentration of the MUT sample (provided pure DI water is the REF sample).
The cross-mode transmission coefficient obtained after subsequently injecting solutions with different
electrolyte content (with DI water in the REF channel) is depicted in Figure 28a. The considered
electrolyte precursor is NaCl (which dissociates into anions and cations when dissolved in water).
As the electrolyte concentration increases, the magnitude of the cross mode transmission coefficient
shifts up. As it can be seen, a concentration as small as 0.125 g/L can be discriminated, as far as the
corresponding curve is perfectly differentiated form the one of the REF sample (with 0 g/L of electrolyte
concentration, i.e., pure DI water). Figure 28b depicts the dependence of the maximum cross-mode
transmission coefficient with the electrolyte concentration. The maximum sensitivity (achieved for
small electrolyte concentrations) is 0.034 (g/L)−1, whereas the input dynamic range is at least 60 g/L.
From the data points of Figure 28, the following calibration curve, with correlation coefficient of
R2 = 0.9996, results

NaCl
( g

L

)
= 0.41e(

ΔSDC
21

4.2 ) + 4.91·10−8e(
ΔSDC

21
0.65 ) − 0.59 (5)

This calibration curve can be used to determine unknown concentrations of NaCl in DI water, from
the measured cross mode transmission coefficient. Note that other similar sensors for the measurement
of electrolyte concentration have been reported [62–65]. However, the sensor of Figure 27 is the one
exhibiting better resolution.
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(a)   (b) 

(c) 

Figure 26. Topology (top view (a) and bottom view (b)) and 3D view (c) of the proposed CSRR-based
sensor. From [66], reprinted with permission.

 
(a) (b) 

Figure 27. Perspective photographs of the CSRR-based differential sensor. (a) Top; (b) bottom.
From [66], reprinted with permission.

  

(a) (b) 

Figure 28. Measured cross-mode transmission coefficient for different NaCl concentrations (a) and
dependence of the maximum incremental cross-mode transmission coefficient on the NaCl concentration
(b). The calibration curve in (b) is included. From [66], reprinted with permission.
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4.4.2. Complex Permittivity Measurement of Liquids

Determination of the complex permittivity of liquids from the measurement of the cross-mode
transmission coefficient in differential-mode sensors was first reported in [62], where the sensing
elements were OCSRRs. In this subsection, we report a similar sensor, but the sensing elements are
DB-DGSs [64]. The device layout and photographs of the top and bottom view (including the fluidic
channels) are depicted in Figure 29. The considered reference (REF) liquid is pure DI water, whereas
different solutions of isopropanol in DI water constitute the MUT liquids. The measured cross mode
transmission coefficients for the different solutions (where the volume fraction of isopropanol is the
varying parameter) are depicted in Figure 30a. From this figure, the variation of the maximum of
the cross mode transmission coefficient (magnitude) and the variation in the frequency where the
maximum appears, as compared to the REF sample, are obtained. The results are depicted in Figure 30b.
These are the two variables required to determine the complex permittivity of MUT liquids (consisting
of the real and the imaginary parts). From the results of pure DI water, pure isopropanol, and a mixture
of 50% isopropanol in DI water, a mathematical model linking the complex permittivity with the
above-cited output variables was inferred. Then this model was used to obtain the complex dielectric
constant of the different mixtures of isopropanol in DI water from the measured values of the output
variable. The results are depicted in Figure 31, where it can be appreciated the good agreement with
the results given by the Weiner model.

It is remarkable that the device is able to resolve volume fractions of at least 5%, i.e., better than
the volume fraction resolved with the frequency splitting sensor reported in Section 4.3, and identical
to the resolution of the differential sensor reported in [62]. It should be highlighted that the sensor
of Figure 29 can be also used as single-ended sensor, and, in this case, the sensitivity is excellent,
as discussed in [64]. Finally, let us emphasize that, as compared to the sensor reported in [62], in the
sensor reported in this subsection, the fluidic channels are placed at the opposite side of the strip lines,
thereby being simpler from the fabrication viewpoint.

  
(a) (b) 

 
(c) 

Figure 29. Layout (a) and photograph (top view (b) and 3D view (c)) of the DB-DGS-based sensor.
From [64], reprinted with permission.
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(a) (b) 

Figure 30. Measured cross-mode transmission coefficients for the different solutions of isopropanol in
DI water (a) and representation of the output variables as a function of the isopropanol concentration
(b). From [64], reprinted with permission.

  

(a) (b) 

Figure 31. Real (a) and imaginary (b) parts of the complex dielectric constant for the different solutions
of isopropanol in DI water. From [64], reprinted with permission.

4.4.3. Volume Fraction Determination in Liquid Solutions

Obviously, with the sensors reported in Sections 4.4.1 and 4.4.2, determination of the volume
fraction in liquid solutions is possible. As this measurement involves only one input variable (the
volume fraction), a single output variable suffices. In the sensor of Section 4.4.1, devoted to the
measurement of electrolyte concentration in water, the output variable was the maximum of the cross
mode transmission coefficient. The frequency position of such maximum slightly varies, but it is
possible to obtain the value at a fixed frequency, particularly the resonance frequency of the resonant
element. In this case, a single-frequency measurement suffices, and, in this case, the cross-mode
transmission coefficient can be inferred by means of a reflective-mode differential measurement,
involving a simple two-port measurement, as reported in [69]. The sensor device consists of two pairs
of grounded OSRR-loaded lines connected to the coupled ports of a rat race coupler by means of two
identical transmission line sections. The input signal is injected to the Δ-port, whereas the output port
is the Σ-port (see the schematic in Figure 32).
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Figure 32. Schematic of the reflective-mode differential sensor based in OSRRs. From [69], reprinted
with permission.

The transmission coefficient at f 0, the operating frequency of the rat-race coupler, in the structure
of Figure 32 can be expressed as

S12 = − j
2

e− j2φ (ρREF − ρMUT) (6)

namely, S12 is proportional to the differential reflection coefficient. Therefore, by asymmetrically
loading the sensing loads (OSRRs), it follows that differential sensing can be achieved. In Figure 33, the
fabricated device, where microfluidic channels have been introduced in order to perform measurements
of liquids, is shown. The objective of this sensor was the measurement of volume fraction of isopropanol
in DI water. The measured transmission coefficients after subsequently injecting different solutions of
isopropanol–water in the MUT channel, with DI water in the REF channel, are depicted in Figure 34.
It can be seen that the transmission coefficient at f 0 experiences a strong variation as the concentration of
isopropanol increases. Moreover, the sensor is able to resolve amounts of isopropanol content as small
as 2.5%. Figure 35 depicts the dependence of the transmission coefficient at f 0 with the isopropanol
concentration, including the calibration curve (with a correlation coefficient of R2 = 0.9987), i.e.,

Fv(%) = 184.942e(
S21(dB)

5.687 ) + 81.618e(
S21(dB)
45.449 ) − 34.793 (7)

From this curve, the concentration of volume fraction of isopropanol can be inferred differentially,
by means of a single two-port measurement.

The main differential aspect of the sensor of Figure 33 is the fact that a simple two-port
measurement suffices to infer the differential output variable. Other differential sensor involving
two-port measurements have been reported [12,68], but, in such sensors, neither resonant element is
used, nor is operation in reflection mode considered. Nevertheless, note that in the recently presented
sensor of [68], based on the phase difference generated in a pair of meandered lines, high sensitivity
(11.52 dB/%) and resolution (1% of volume fraction) is obtained for the measurement of isopropanol
content in DI water. This high sensitivity and resolution is in part due to the specific arrangement
considered in [68], where a pair of rat race couplers is used (see further details in [68]). It is also
important to highlight that in the sensor of Figure 33, a single rat-race coupler is used, because the
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sensor operates in reflection. By contrast in [68], the sensing device utilizes a pair of rat race couplers,
with the consequently penalty in terms of size and cost.

 
(a) 

 
(b) 

Figure 33. Top view of the sensor topology (a) and perspective view of the whole fabricated sensor (b).
From [69], reprinted with permission.

Figure 34. Frequency response of the sensing structure for different concentrations of isopropanol in DI
water injected in the MUT channel, and pure DI water injected in the REF channel. From [69], reprinted
with permission.
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Figure 35. Variation of the transmission coefficient measured at f 0 (1.77GHz) with the isopropanol
content, and calibration curve. From [69], reprinted with permission.

5. Conclusions

In conclusion, a review and recent developments of techniques for the implementation of planar
microwave resonant sensors have been reported in this paper. These sensors have been classified in four
groups, according to their working principle, i.e., frequency variation sensors, coupling modulation
sensors, frequency splitting sensors, and differential-mode sensors. Their advantages and limitations
have been pointed out and discussed. We have also presented the most usual electrically small resonant
elements utilized for the implementation of sensors, and have provided some hints regarding the
convenient resonator topologies for sensitivity and resolution optimization. Finally, we have illustrated
the paper with some prototype sensors, mainly including sensors for dielectric characterization, but
also sensors for measuring spatial variables.
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Abstract: A new dual-band balanced bandpass filter based on magnetically coupled open-loop
resonators in multilayer technology is proposed in this paper. The lower differential passband,
centered at the Global Positioning System (GPS) L1 frequency, 1.575 GHz, was created by means
of two coupled resonators etched in the middle layer of the structure, while the upper differential
passband, centered at a Wi-Fi frequency of 2.4 GHz, was generated by coupling two resonators
on the top layer. Magnetic coupling was used to design both passbands, leading to an intrinsic
common-mode rejection of 39 dB within the lower passband and 33 dB within the upper passband.
Simulation and measurement results are provided to verify the usefulness of the proposed dual-band
differential bandpass filter.

Keywords: dual-band differential filter; common-mode suppression; magnetic coupling;
multilayer structure

1. Introduction

In recent years, the use of differential signals has gained increasing attention for both digital
high-speed and analog microwave circuit applications [1,2]. This interest in differential devices is
mainly due to their higher immunity to environmental noise, better electromagnetic compatibility,
lower level of electromagnetic interference (EMI) and better signal to noise ratio performance, when
compared to their single-ended counterparts. Despite all these advantages, differential devices can
suffer from the presence of common-mode (CM) noise, mainly caused by amplitude unbalance and
time skew of the differential signals. Therefore, to ensure the integrity of the differential signal over
the frequency range of interest, strong CM rejection is highly desired. Different types of microwave
devices in their differential version can be found nowadays in the literature: power dividers and
combiners [3–6], diplexers [7] or passive equalizers [8]. However, differential-mode balanced bandpass
filters (DM-BPFs) are, undoubtedly, the devices that have attracted the most attention in the literature.
DM-BPFs with single/multiple differential passbands are required to have good differential-mode
(DM) transmission within the passbands (low insertion loss, IL), good out-of-band rejection (high
selectivity) and high CM rejection level (at least within the differential passbands). During the
last decade, much effort has been focused on the design of balanced single-band BPFs, in such
a away that a huge number of works can be found in the specialized literature. To mention just
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a few, see for example, [2,9–30] and the references therein. Nevertheless, much less research has
been done on balanced dual-band BPFs [27–42] when compared with single-ended versions. It is
well known that balanced dual-band BPFs are key components for multi-band systems operating
under several wireless standards from Institute of Electrical and Electronics Engineers (IEEE), such
as IEEE 802.11 (Wi-Fi 2.45/5.3 GHz) and IEEE 802.16 (WiMAX - 2.45/3.5 GHz), as well as for Global
Navigation Satellite System (GNSS) systems such as GPS (L1/L2 - 1.575/1.227 GHz) [43]. Regarding
the methods developed to design balanced dual-band BPFs, the use of electrically coupled resonators
is by far the most commonly used strategy, usually leading to good common-mode rejection. For
example, in [27] a fourth-order dual-band balanced BPF based on half-wavelength resonators is
presented. Although the filter offers good DM performance and good CM noise suppression, it is
difficult to control the bandwidths of the two differential-passbands independently. In addition,
it requires the introduction of lumped-elements to properly reject the common-mode signal since
for the unloaded resonators CM rejection is poor. In [28,31–34], stepped impedance resonators
(SIRs) are used to perform balanced dual-band operation. The impedance and length ratios of the
SIRs were adjusted to realize the desired dual-band response. However, since the level of CM
noise rejection for electrically coupled SIRs is relatively poor, additional elements such as lumped
inductors/capacitors/resistors [28], common-mode rejection stages based on differential lines with
defected ground structures (DGS) [31,32], or open-circuit stubs [33,34] must be added to the resonators
in order to improve their CM performance. In all the aforementioned cases, both DM and CM exhibit
good performance, but at the expense of increasing the filter size and the complexity of the design
process, since two different devices must be designed: the filter itself and the additional elements to
suppress common-mode transmission.

As in the cases exposed in [31,32], DGSs have also been used in [29,35] to improve CM rejection.
In those papers, a multilayer structure was proposed with the ground plane located in the middle. By
introducing a slotline in the ground plane, common-mode transmission is avoided since the location
of the slot is not compatible with the pattern of common-mode currents. In all these cases [29,31,32,35],
the use of slotted ground plane provides good CM rejection at the expense of increasing radiation
losses and making difficult system integration (for many practical applications a solid ground plane
is required).

Lumped or quasi-lumped microwave resonators are not the only structures used to design
balanced dual-band bandpass filters. Distributed structures have also been used for this purpose.
Some works based on them can be found in the literature [30,36–40]. For example, asymmetrical
coupled lines [36] and substrate integrated waveguide (SIW) technology [37] are interesting recent
approaches for balanced dual-band BPF design. These designs provide both good DM and CM
response, but typically suffer from the problem of large electrical size. Moreover, both [36,37] require
the use of a large number of via-holes, which makes their performance very dependent on the accuracy
of the implementation of such vias. In [38], a second-order dual-band filter based on coupled lines
loaded with a pair of SIRs and open stubs was presented showing a wide CM rejection bandwidth and
high selectivity in the narrow DM passbands. However, the introduction of SIRs increased the total
size. Another approach based on stub loaded resonators (SLR) was presented in [39] showing a simple
and compact design, easily adaptable to two or three passbands, that presents a good level of CM noise
rejection. Nevertheless, the isolation between bands is relatively poor. In [40], a via-free composite
right/left-handed (CRLH) resonator was presented showing an excellent CM suppression behavior,
both in terms of bandwidth and rejection level. Nonetheless, the bandwidth of the DM passbands is
too small for many applications.

In [30], single-and–dual-band stub bandpass filters are presented whose input–output terminals
are loaded with resistively terminated Kth-order bandstop filters. Thanks to resistive loading,
common-mode is neither transmitted nor reflected, but absorbed in the resistors. This technique
leads to good results for both DM and CM, but the prize to pay is the complexity in the design and the
use of lumped resistors, which are not always desirable at high frequency applications.
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The use of magnetic coupling to design balanced single-band BPFs was proposed in [26] as an
alternative to the most commonly employed electric coupling. It was demonstrated that magnetic
coupling provides inherent strong common-mode rejection when compared with electric coupling. For
the simple case of two coupled open-loop resonators, the electric coupling occurs when the resonators
are placed in such a way that the gaps of the resonators are placed face-to-face. The boundary
conditions under differential- and common-mode excitations barely affect the charge distribution
around the open ends of the loops, in such a way that the coupling level for both excitation modes is
expected to be similar. By contrast, in the case of magnetically coupled resonators, the open sides are
in the opposite orientation. In such case the coupling between resonators can be assimilated to the
coupling between two microstrip transmission lines [26]. When common-mode excitation is applied,
the symmetry plane of the open loop becomes a virtual open circuit (vanishing currents at that plane)
and the coupling mechanism among adjacent resonators remains electrical in nature. On the contrary, a
short-circuit condition appears at the same point when differential-mode excitation is applied. Currents
around that point are important and the coupling mechanism between adjacent resonators becomes
magnetic in nature. For a required coupling level of the differential-mode signal, which is imposed
by the filter design specifications, magnetic coupling leads to larger separation between resonators
when compared with the electric coupling case [41]. This automatically results into the weakening of
the transmission of the common mode signal. Magnetic coupling has also been used for the design of
dual-band BPF [42] by using embedded resonators printed on a monolayer structure in order to achieve
dual-band operation. Once again, it was proven that magnetic coupling provided an ideal mechanism
to reject the common-mode noise. However, the main drawback of the design presented in [42] was
the independent control of the features of the two passbands, since both bands were dependent from
each other. This is a fact inherent to the use of embedded resonators. Furthermore, in [43,44] the use
of magnetic coupling has been extended to the design of balanced diplexers with excellent results
that confirm the benefits and flexibility offered by magnetic coupling to design different kinds of
differential components. The contribution made in [42] has motivated the authors to present in this
paper a different strategy to design balanced dual-band BPFs with more flexibility and independence
in what concerns the tuning the two differential passbands. As a case example, the proposed technique
is used to design a filter with two differential bands corresponding to two commonly used wireless
communications standards (GPS and Wi-Fi bands). It will be shown how, by using a multilayer
structure, it is possible to create two differential passbands that can be independently tuned. Two
magnetically coupled resonators on the top layer create the upper differential passband, while the
lower differential passband is originated from another pair of resonators etched in the middle layer.
These resonators are also magnetically coupled. Top layer resonators are excited by means of a edge
gap capacitance between the feeding lines and the resonators. Middle layer resonators are excited
thanks to the broadside capacitance created between the top and middle layers. Very good DM and
CM responses can be achieved using this method, which is experimentally demonstrated for a filter
based on two pairs of magnetically coupled open-loop resonators. The most relevant features of the
proposed design are: (i) the two differential passbands are almost totally independent due to the
asynchronous nature of the resonators and the possibility of independent control of the resonators
excitation, (ii) band-to-band isolation about 36 dB can be easily achieved, and (iii) a good CM rejection
level, which is inherent to magnetic coupling, can be also easily obtained (more specifically, 39/33 dB
measured in the lower/upper DM passbands, respectively).

2. Proposed Structure: Analysis and Design Methodology

2.1. Analysis of the Structure

A 3-D view of the proposed multilayer structure for balanced dual-band operation is depicted in
Figure 1. The two dimensional layout for each layer is depicted in Figure 2. The pattern etched on the
top layer was used in [26] for the design of a single-band balanced BPF. It basically consists of a pair
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of open-loop resonators that are magnetically coupled (under DM operation). The middle layer also
consists of a pair of open-loop resonators that are magnetically coupled when operating in DM. The
difference between the two coupled resonant structures lies on the type of excitation and the values of
the resonance frequencies. Thus, top layer resonators are excited via the gap capacitance associated
with the gap width st

2, while the middle structure is excited by means of the broadside capacitance
created between the top feeding lines and the middle layer conducting strips. Figure 3 illustrates
the overlapping section between layers which originates the broadside capacitance (indicated by
the shaded region). By setting the value of lover, it is possible to control the excitation level of the
middle-layer resonators, which is critical to implement the response of the differential passband created
by this pair of coupled resonators. Figure 4 plots the simulated electromagnetic response (simulations
have been carried out using ADS Momentum from Keysight, stationed at Santa Rosa, California, United
States of America, USA) of the entire multilayer structure for both DM and CM excitations. Two
differential passbands with good CM rejection can be appreciated in such figure, demonstrating the
expected behavior of the proposed structure. The design process of the multilayer balanced dual-band
bandpass filter that leads to such response is described in detail in the next subsections.

Figure 1. Deployed 3-D view of the proposed planar multilayer balanced dual-band bandpass filter.

Figure 2. 2-D view of the two printed planes of the structure (not to scale). (a) Top layer;
(b) Middle layer.
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Figure 3. Detailed view of the broadside capacitance involved in the feeding of middle layer resonators.

Figure 4. Simulated response of the proposed multilayered balanced dual-band bandpass filter. The
dimensions (in mm) used for the structure in Figure 2 that give rise to this response are: (i) top layer:
t = 5.8, w0 = 5.1, w1 = 0.2, wt

1 = 0.2, lt
1 = 1.3, lt

2 = 5.05, lt
3 = 26.6, st

1 = 0.2; (ii) middle layer: wb
1 = 0.55,

wb
2 = 0.4, wb

3 = 0.5, lb
1 = 27.2, lb

2 = 5.7, lb
3 = 4.95, lb

4 = 1.5, lb
5 = 1.575, sb

1 = 2.

2.2. Design Methodology

When designing a dual-band filter, it is very important that the two passbands can be
independently tuned in terms of both center frequency and fractional bandwidth (FBW). In the
case at hand, the first point that should be noted is that the middle layer of the structure introduces
the lower passband, centered at f d

01 = 1.575 GHz, the L1 GPS signal frequency, while the top layer
resonates at the first Wi-Fi band frequency, f d

02 = 2.45 GHz. This means that the upper frequency band
should be allocated by setting the top layer parameters while lower frequency band must depend,
exclusively, on the middle layer geometry. Let’s start by studying the resonance frequency of resonators
in both layers. In Figure 5, the differential return loss, |Sdd

11 |, have been represented when a single
couple of top and middle resonators are weakly excited. The dips in the return loss correspond to the
resonance frequencies of both resonators. Several parameters from each resonator were varied to show
the dependence of those resonance frequencies with the resonator’s length. From the simulated results
(Figure 5) the following conclusions can be inferred:

1. If middle layer resonators length is kept constant, changing top layer resonators length only
affects the upper band center frequency, with very slight effect on the lower band center frequency.

2. If top layer resonators length is kept constant, changing middle layer resonators length only
affects the lower band center frequency with negligible effect on the upper band center frequency.
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From these results, it is clear that there is flexibility in locating the center frequencies of each
passband as long as both frequencies are not very close to each other. In this latter case, resonators
on both layers would interact significantly, thus leading to band-to-band dependence breaking the
asynchronous behavior between the pair of resonators. This situation would not be desirable for
designing purposes. Furthermore, the independence of the passbands is also related to the excitation
mechanism of each resonator pair. As mentioned before, top layer resonators are mainly excited due to
the electric field confined within the gap of width st

2 (gap capacitance) while middle layer resonators
are excited by means of the electric field concentrated between the feeding lines and the resonator
conductor strips (broadside capacitance). This fact, together with the sufficient separation of the two
center frequencies, leads to the desired independence exhibited when locating the center frequencies
of the differential passbands.

Figure 5. Differential excitation return loss (|Sdd
11 |) of the structure composed by a couple of top and

middle resonators like those depicted in the insets when they are weakly excited: (a) lb
2 + lb

3 + lb
4 + lb

5 is
varied; (b) lt

1 + lt
2 is varied. In both figures, the remaining physical parameters (see Figure 2) have been

kept constant.

Once the independent control of the resonance frequencies has been demonstrated, the next
electrical parameter to be considered in the design process is the correct excitation of the resonators
to generate two properly matched differential passbands. In this regard, as mentioned above, the
parameters that control top and middle layer resonators excitation are mainly st

2 and lover, respectively.
In order to investigate on the influence of such parameters on the matching level of both differential
passbands, i.e., |Sdd

11 |, Figure 6 shows the differential return loss of the two differential passbands as a
function of st

2 and lover. From this figure it is clear that lover mainly influences the reflection coefficient
of the lower differential passband while st

2 controls the reflection coefficient of the upper differential
passband. Note that st

2 slightly modifies the value of the upper center frequency. However, this
problem can be solved by barely modifying some of the other dimensions of the top layers resonators
in a very simple manner, as explained in [26]. Finally, the last step in the design process is to verify
that the fractional bandwidth of the two differential passbands can be set independently. If this is the
case, we have two totally independent differential passbands, which represents the ideal case when
designing filters with dual-band operation.
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Figure 6. |Sdd
11 | for different values of (a) lover and (b) st

2.

Fractional bandwidth is related to the coupling level between resonators. The closer the resonators
are the larger the fractional bandwidth is. Referring to Figure 2, the relevant geometrical parameter
that controls the coupling between resonators for the ones located on the top layer is st

1, whereas
sb

1 is the responsible for the coupling level between resonators in the middle layer. To verify this,
fractional bandwidth as a function of st

1 and sb
1 are shown in Figure 7a,b, respectively. From Figure 7,

it is clear that, as it happened with the center frequencies and the differential return loss, the fractional
bandwidth of the two differential passbands are also independent from each other. This fact confers
the designer full possibilities to adapt the design to other frequencies or other bandwidths that might
be necessary for other requirements and specifications.

Figure 7. FBW with as a function of the resonators gap: (a) st
1 is adjusted; (b) sb

1 is adjusted.

In order to clarify the design process of the balanced dual-band bandpass filter proposed in this
paper, the following summary is given below:

1. First, resonator dimensions must be obtained in order to fit their resonance frequencies to the
desired passband center frequencies. Since these specific resonators are half-wavelength open loop
resonators, their resonance frequencies are mainly determined by their lengths, which can be easily
obtained by using well known equations [45] or with the help of the electromagnetic simulator.

2. Next, the fractional bandwidth of each differential passband is set to the desired one by properly
adjusting the values of st

1 and sb
1.
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3. Finally, the matching level is adjusted by setting the values of st
2 and lover.

The proposed filter is finally designed and ready to be fabricated and measured.

3. Results

3.1. Prototype Example

In this section, an example of differential dual-band BPF filter design is reported. The first
passband corresponds to the L1 GPS signal at 1.575 GHz. A fractional bandwidth of 8.86% is considered.
The second passband is designed to be allocated in the first Wi-Fi frequency at 2.45 GHz, with a
fractional bandwidth of 5.69%. The filter is implemented on a substrate with the following features:
dielectric constant εr1 = εr2 = 3.0, and thicknesses hsub = 1.016 mm. As explained in detail in previous
sections, the first step in the design process is to obtain the resonator dimensions to set the two
desired center frequencies, which are controlled by resonator lengths (recall that resonance arises
when the length of the resonators is half the guided wavelength at the desired center frequencies).
Once resonators are designed, design curves in Figures 6 and 7 are used to set the desired matching
level and fractional bandwidth. Following this procedure, the final dimensions of the proposed
dual-band differential filter in Figure 2 are those of the caption of Figure 4, where we have represented
the final simulated filter response. This figure exhibits two differential passbands well allocated.
The common-mode rejection level is very satisfactory too. To verify experimentally these results,
a prototype has been fabricated and measured. Results are presented in next subsection.

3.2. Experimental Results

In this section, a comparison between the results of the electromagnetic simulations and the
measurements of the manufactured prototype is carried out. Figure 8 shows a photograph of the
fabricated prototype, which has been fabricated using a mechanical milling machine (LPKF S103
from LPKF Laser & Electronics, stationed at Garbsen, Germany). Measurements have been carried
out using Agilent PNA-E8363B with a Test-Set N4420B extension (thus, with a 4-port system), both
devices from Keysight, under normal conditions of pressure, temperature and humidity. This network
analyzer has a single source, so the DM and CM have been obtained using the program Physical
Layer Test System from Keysight that allows the user load calibrations and implement a transformation
between the actually measured 4 × 4 scattering matrix of the 4-port single-ended circuit and the 2 × 2
differential-differential, common-common and differential-common 2 × 2 scattering matrices of the
balanced 2-port system. Simulated and measured DM and CM responses are depicted in Figure 9. This
figure shows a good agreement between simulated and measured results, although the measured lower
band is slightly shifted when compared with the simulated one. This fact can be explained if we take
into account that multilayer structures can suffer from the presence of small air gaps that may appear if
layers are not perfectly stuck. Furthermore, the mechanical milling machine might sometimes remove
a thin layer of the substrate, and this affects the effective dielectric constant of the substrate. This effect
can be minimized using some suitable prepreg layer, which should be included in the simulations,
of course. In order to verify the effect of this hypothesized air gap, the response of the differential
filter has been simulated considering a 0.025 mm air gap between the stacked dielectric substrates.
This response is depicted in Figure 9b. The results show a good agreement between simulations and
measurements. The use of a low permittivity substrate has the puspose of reducing the air gap effect,
since the closer the dielectric constant is to that of air, the less the effective permittivity will be affected.
The use of low permittivity substrates will also decrease the capacitance between layers so that the
cross coupling between resonators will also be lower. The measured results show a CM rejection level
greater than 39 dB and 33 dB for the first and second DM passbands, respectively. Measured insertion
loss at the first and second DM center frequencies is 0.9 dB and 1.9 dB respectively. In addition,
band-to-band isolation is better than 36 dB, which is satisfactory for many practical applications.
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Figure 8. Photograph of the manufactured prototype: (a) Top layer; (b) middle layer.

Figure 9. Simulated and measured response of the proposed dual-band bandpass filter: (a) without
gap; (b) with an air gap of 0.025 mm.

4. Discussion

In order to illustrate the benefits of the proposed structure, a comparison between the proposal in
this paper and a number of contributions available in the specialized literature is provided in Table 1.

Table 1. Comparison with reported balanced dual-band bandpass filters.

Ref. Size (λg × λg)*
Differential-Mode Common-Mode

f d
0 (GHz) 3-dB FBW (%) IL @ f d

0 (dB) B-to-B IL > 30 dB CMRR @ f d
0 (dB) |Scc

21| > 30dB

[27] 0.187 × 0.285 1.84/2.45 9.2/8.2 2.2/2.6 2–2.3 20.5/20 <30 dB
[28] 0.314 × 0.413 2.46/5.56 18.7/9.5 0.96/1.9 3.05–5 50/37.5 Up to 6.75 GHz
[29] N/A 2.44/5.19 18/8.7 1.14/2.05 3.6–4.1 41.26/40.35 Up to 7 GHz
[30] 0.275 × 0.13 2.82/3.21 5.2/5.1 1.9/1.7 <30 dB 13.6/7.8 3.2–3.24 GHz
[31] 0.261 × 0.173 2.5/5.27 11/3.98 1.46/2.22 3.4/4.8 38.5/22.9 (2–4.5)/(5.3–7.3) GHz
[32] 0.153 × 0.268 2.5/5.6 5.1/4.8 1.29/1.97 3.05–4.8 34.7/24.1 2.3–2.7 GHz
[33] 0.259 × 0.592 2.44/5.57 16.4/8.62 1.78/2.53 3.15–4.7 36.2/31.1 (1–5.75)/(6.2–8) GHz
[34] 0.417 × 0.377 2.44/5.25 8.61/4.57 2.4/2.82 1.8–3.8 52.6/42.2 Up to 7 GHz
[35] N/A 1.9/2.8 2.1/3.9 2.05/2.65 <30 dB 40/35.2 Up to 3.2 GHz
[36] 0.5 × 0.2 2.4/3.57 8.33/5.6 0.87/1.9 2.9–3.28 24/29.1 (1.5–2.32)/(2.45–2.9)/ (3–3.6) GHz
[37] 1.23 × 1.23 3.5/5.24 3.14/3.82 1.52/1.65 3.7–4.75 53.48/48.35 Up to 6 GHz
[38] 0.67 × 0.32 0.9/2.49 3.6/2.1 2.67/4.65 1.1–2.3 27.3/35.4 Up to 4.3 GHz
[39] 0.15 × 0.37 2.5/5.8 12.9/4.5 0.77/1.56 <30 dB 41.23/36.44 (1–3)–(5.8–6.8) GHz
[40] 0.131 × 0.161 2.38/3.59 1.33/2.13 1.34/1.03 2.46–3.49 48.6/49 Up to 6 GHz
[42] 0.137 × 0.173 2.45/5.6 7.35/10.39 2.78/2.85 3–4.45 47.2/30.2 (1–3.81)/(5.22–7) GHz

This work 0.237 × 0.148 1.64/2.37 8.86/5.69 0.92/1.94 1.93–2.13 38/31.1 Up to 2.62 GHz

* Guided wavelength (λg) at lowest frequency of operation ( f d
0 ).
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In terms of the different relevant parameters, several conclusions can be inferred from the
comparison between our design and those reported in the literature (Table 1):

1. Filter size. In terms of electrical size, the proposed filter is very competitive. Indeed, is one of
the smallest in the table (0.035 λ2

g, λg being the guided wavelength at the center of the lower
transmission band, when the average size for those presented in Table 1 is 0.184 λ2

g). There are
only two designs smaller than the one in this contribution [40,42], but it should be taken into
account that one of the main advantages of our filter lies on its simplicity. Size reduction through
optimization of the geometry of the resonators would be possible but has not been attempted.

2. Fractional bandwidth. Our design confers the designer total and independent control on the
bandwidth of the two passbands. For our specifications and requirements, the filter perfectly
covers both the GPS band and the Wi-Fi band, so there are no issues on this regard. If we look at
the results obtained in the considered literature, the average fractional bandwidth is 8.74% (first
band) and 5.72% (second band). Both values are very close to those reported in this work. These
values can still be increased a little further by adjusting the values of the separation between
resonators, as it can be seen in Figure 7 in the paper. Note that using practicable values of such
separations, our design would be able to compete with those with the highest values of FBW
reported in Table 1.

3. Insertion loss. The average IL of the designs presented in Table 1 are 1.63 dB and 2.25 dB for
the first and second passbands, respectively. Note that the measured IL values for our design is,
once again, competitive with the state-of-the-art, providing one the lowest values of IL for the
first passband.

4. Band-to-band isolation. The best way of obtaining good band-to-band isolation is to introduce
one or more transmission zeros between the passbands. This is not the case in the presented
design. Nevertheless, the IL in the frequency region between passbands reaches 36 dB, this
being a very good value for many applications. Ten of the designs included in Table 1 exhibit
transmission zeroes between passband. Thus, this point could be considered the main drawback
of the proposed filter topology and adding elements to introduce transmission zeros would
result into a significant improvement, provided the other relevant features of the filter are not
significantly affected.

5. Common-mode Rejection Ratio (CMRR). The average CMRR values of the filters in Table 1 for
the first and second differential passbands is 37.95 dB and 32.55 dB, respectively. These values
are very close to the ones achieved with the proposed design. The advantage of our proposal is
that this high level of CMRR is inherent to the coupling scheme and no additional components
have to be added to enhance the CM suppression (such as lumped inductors, capacitors or
resistors, additional CM rejection stages, additional open-circuit stubs, etc.). The introduction of
these elements usually entails disadvantages (increase in complexity and the need of reaching a
trade-off to avoid the deterioration of other filter parameters).

In brief, the design presented in this work is one of the smallest reported in the literature, it has
low complexity and allows for easy configuration of the two passbands (both, center frequency and
FBW). At the same time, leads to high CMRR values without relying on additional elements that
might disrupt the differential-mode response. The main deawback of our proposal could be the lack
of transmission zeroes in the frequency region between passbands. Nevertheless, the band-to-band
isolation level presented in this work is satisfactory for most applications.

5. Conclusions

In this paper, a new dual-band balanced bandpass filter (DB-B-BPF) with inherent common-mode
rejection is presented. The proposed structure is based on the use of two pairs of magnetically coupled
open-loop resonators implemented in multilayer technology. The lower differential-mode (DM)
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passband is created by the middle layer resonators, while the upper DM passband is associated with
the top layer resonators. By using this configuration, it is possible to design the two DM passbands
with independent control of bandwidth and matching level. At the same time, very good band-to-band
isolation and common-mode rejection is achieved. To demonstrate the usefulness of this proposal, an
example of a filter operating for GPS and Wi-Fi applications (1.58 GHz and 2.4 GHz) was designed,
fabricated and measured. Experiments show a Common-Mode Rejection Ratio (CMRR) better than 38
dB and 31.1 dB for the lower and upper DM passbands, respectively. Measured DM insertion loss for
both passbands is 0.92/1.94 dB and the obtained 3-dB bandwidth is 8.86/5.69 %.
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Abstract: We demonstrate the beneficial effects of introducing glide symmetry in a two-dimensional
periodic structure. Specifically, we investigate dielectric parallel plate waveguides periodically loaded
with Jerusalem cross slots in three configurations: conventional, mirror- and glide-symmetric. Out of
these three configurations, it is demonstrated that the glide-symmetric structure is the least dispersive
and has the most isotropic response. Furthermore, the glide-symmetric structure provides the highest
effective refractive index, which enables the realization of a broader range of electromagnetic devices.
To illustrate the potential of this glide-symmetric unit cell, a Maxwell fish-eye lens is designed to
operate at 5 GHz. The lens is manufactured in printed circuit board technology. Simulations and
measurements are in good agreement and a measured peak transmission coefficient of −0.5 dB
is achieved.

Keywords: glide symmetry; higher symmetries; Maxwell fish-eye lens; metasurface; periodic
structures; printed circuit board

1. Introduction

A periodic structure is said to possess a higher symmetry if it has an additional geometrical
symmetry beyond its translational symmetry. One particular type of higher symmetry is glide
symmetry. A glide-symmetric structure is invariant under a translation by half a period and a
reflection in a glide plane [1]. Higher symmetries in one dimensional periodic structures were
extensively studied for electromagnetic purposes in the 1960s and 1970s [1–5] (some earlier works
on helical twist-symmetric structures exist [6,7]). These works outlined a theoretical basis for
the analysis of higher-symmetric structures but did not highlight all details of the propagation
characteristics in these structures. Recently, it was demonstrated that higher-symmetric periodic
structures provide attractive properties; for instance, the possibility of realizing a higher value of the
effective refractive index [8–11] and a reduction of the intrinsic frequency dispersion in periodic
structures [12–17]. It was also discovered that glide-symmetric metasurfaces can support edge
modes [18], provide an increased control of the anisotropy [19] and effective permeability [20] in
two-dimensional (2D) periodic structures. In other words, the recent studies demonstrate that
higher symmetries provide an additional degree of freedom to control the wave propagation in
periodic structures [11,14,19,21–25], which enables the design of novel millimeter wave devices;
such as lenses [26–28], filters [29,30], phase shifters [31–33], polarizers [34–37] and low-cost efficient
high-frequency waveguides and antennas [38–41]. Additionally, glide-symmetric holey structures
have been used to suppress the leakage between waveguide flanges, which enables contact-less
measurements of electromagnetic devices [42]. The attractive properties found in higher-symmetric
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structures have inspired several works on numerical methods for the analysis [16,43–50]. These
methods also give valuable physical insight.

Due to the forthcoming increase of the operation frequency to millimeter waves in communication
systems [51], the requirements on transmitters and receivers are increasing. For instance, highly
directive antennas are required to compensate for the increase in the free space path loss [52].
Graded index lenses are a viable option to achieve highly directive antennas at millimeter wave
frequencies [52–59]. One example of a graded index lens is the Maxwell fish-eye (MFE) lens. The MFE
lens is a rotationally symmetric lens that converges electromagnetic waves passing through a point
in space to its antipodal point [60], and it is an attractive solution for imaging systems. Due to the
rotational symmetry, the focusing property of the MFE lens is maintained for all angles and there is an
ongoing debate among scientists whether or not the MFE lens has the ability of perfect imaging [61–71].
Furthermore, the half MFE (HMFE) lens has received significant attention [53–58] due to its ability
to transform a spherical wave into a planar wave, similar to a Luneburg lens [26,59,72]. Contrary to
the Luneburg lens, reflection occurs at output of the HMFE lens. Additionally, since the rotational
symmetry is broken in the HMFE lens, the scanning capabilities are limited. However, the HMFE lens
is half the size of the Luneburg lens and is thus useful for size-constrained applications where only a
limited scanning is required.

In this work, we study the effect of introducing glide symmetry into a 2D periodic structure.
Specifically, we analyze a parallel plate waveguiding structure where one or both of the conductors
are loaded with slots. It is demonstrated that a less dispersive and higher effective refractive index is
obtained in a glide-symmetric structure, compared to its non-glide-symmetric counterparts. The large
achievable range of effective refractive indices enables a variety of microwave devices to be realized.
Here, we design a planar MFE lens in printed circuit board (PCB) technology using the analyzed
glide-symmetric structure. In fact, without glide symmetry, the performance of the designed lens is
severely limited. A prototype of the lens is constructed in order to corroborate the simulations.

2. Glide Symmetry

A periodic structure is glide-symmetric if it is invariant under a translation and a reflection. A 2D
glide-symmetric structure implemented in a parallel plate waveguide (PPW) is exemplified in Figure 1.
The inset displays a top view of the unit cell. The displacement between the discontinuities in the top
and bottom plates is p/2, where p is the periodicity.

Figure 1. Illustration of a 2D glide-symmetric structure implemented in a PPW. The orange and blue
crosses are placed on the bottom and top conductor, respectively. The inset displays a top view of the
unit cell.

The effect of the displacement between the discontinuities on the propagation characteristics in a
2D periodic structure is illustrated in Figure 2, where the dispersion diagram is obtained using the
eigenmode solver of CST Microwave Studio [73]. The analyzed structure is a PPW with Jerusalem cross
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slots placed in both conductors, as illustrated in Figure 2a. The displacement of the slots, s, is varied
from perfectly aligned (s = 0) to glide-symmetric (s = p/2). For a shift smaller than p/2, there is a
stop band between the first and second modes and the modes experience significant dispersion near
this stop band. However, for s = p/2, the stop band is suppressed and the modes connect. Therefore,
the group velocity is no longer required to be zero at the band edge and the dispersion is reduced.
Furthermore, it is observed that the effective refractive index in the glide-symmetric configuration is
increased, compared to the non-glide-symmetric structures. In the following sections, these properties
of glide-symmetric structures are employed to design a planar Maxwell fish-eye lens.

(a) (b)
Figure 2. Illustration of the effect of displacing the cross in the two PPW layers: (a) periodic
structure with a top view of the unit cell as an inset, and (b) simulated dispersion diagram for
different displacements.

3. Lens Design

3.1. Unit Cell Design

The studied unit cells are composed of two metallic layers with a dielectric in between, illustrated
in Figure 3a. A Jerusalem cross slot is placed in the top metallic layer, as illustrated in Figure 3b.
The three studied structures have different bottom conductors. Two reference structures are analyzed,
with a solid bottom conductor (Figure 3c) and with a mirror-symmetric Jerusalem cross slot in the
bottom conductor (Figure 3d). The third structure has a glide-symmetric Jerusalem cross slot in the
bottom conductor (Figure 3e). The metallic layers have a thickness of 0.035 mm.

The three unit cells are modeled and simulated with the Eigenmode solver of CST. The normalized
effective refractive index (with n0 =

√
εr) for a parametric sweep of the different structures is

presented in Figure 3f–h. The parameters are (unless otherwise specified) Le = 0.5 mm, Lt = 2.9 mm,
wb = 1.3 mm, wc = 0.5 mm, p = 7.2 mm, h = 0.8 mm, and εr = 2.53. From the parametric
sweep, we observe that the glide-symmetric structure has the least dispersive response and provides a
higher effective refractive index. Furthermore, in Figure 3h, the effective refractive index for waves
propagating in two directions (0◦ and 45◦ with respect to the x-axis) is presented. The response of the
glide-symmetric structure is almost isotropic, which is not the case over a wider range of frequencies
compared to the reference structures. A less dispersive behavior entails a broader bandwidth for the
device. A relative measure of the dispersion can be obtained by comparing the change of the effective
refractive index around a reference value at a given frequency. For instance, if we allow a maximum
change of 2 % around the normalized effective refractive index value 2 at 5 GHz the bandwidth is 4.7 %,
5.2 % and 19 % for the conventional, mirror- and glide-symmetric structures. Hence, the 2 %-deviation
bandwidth around an effective refractive index of 2 is almost four times larger in the glide-symmetric
structure, compared to its non-glide counterparts. The acceptable deviation from the nominal value,
and the bandwidth increase, depends on the intended application.
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Figure 3. Dispersion analysis for the dielectric parallel plate waveguide loaded with Jerusalem
cross slots. The unit cell is illustrated in (a) perspective view, and (b) top view. Three unit cell
configurations with different bottom metallic conductors are studied: (c) conventional, (d) mirror-,
and (e) glide-symmetric. Effective refractive index for different values of: (f) the substrate thickness,
h, (g) the substrate permittivity, εr, and (h) the parameter Lt. The level of isotropy is illustrated in
(h). The red, green and blue curves correspond to the conventional, mirror- and glide-symmetric unit
cells. The parameters are (unless otherwise specified) Le = 0.5 mm, Lt = 2.9 mm, wb = 1.3 mm,
wc = 0.5 mm, p = 7.2 mm, h = 0.8 mm, and εr = 2.53. A normalization factor of

√
εr is applied to neff.

3.2. Maxwell Fish-Eye Lens

The refractive index profile of an MFE lens is given by

n(r) =
2n0

1 + ( r
a )

2 (1)

where n0 is the refractive index of the surrounding media, a is the radius of the lens and r is the
radial position in the lens. The refractive index must range from n0 to 2n0. Such variation can be
achieved with the glide-symmetric structure by varying the parameters Lt and Le, as illustrated in
Figure 4. The refractive index profile (1) is realized by spatially varying Lt and Le throughout the lens.
A rendition of the lens is presented in Figure 5a. The radius of the lens, a, is 130 mm. The prototype
of the lens is displayed in Figure 5b and it is manufactured on a h = 0.8 mm thick Teflon substrate
(εr = 2.53 and tan δ = 0.001).

Metallic vias are placed along the perimeter of the lens to emulate a cylindrical metallic wall.
In this way, the feed and image point can be moved inside the lens [74]. This is done to avoid
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uncontrolled reflection at the termination of the PPW, which facilitates the characterization of the
lens. The vias have a diameter of 0.3 mm, are placed at the radius a, and are separated by 0.5 mm
(center to center).

(a) (b)
Figure 4. Effective refractive index at 5 GHz for a parametric sweep of: (a) Lt and (b) Le. The blue and
red line represent a wave traveling in the 0◦ and 45◦ directions, with respect to the x-axis. The effective
refractive index is normalized with

√
εr = n0. The parameters are Le = 0.5 mm (Figure 4a), Lt = 1 mm

(Figure 4b), wb = 1 mm, wc = 0.5 mm (Figure 4a), wc = 1 mm (Figure 4b), p = 7.2 mm, h = 0.8 mm,
and εr = 2.53.

(a) (b)
Figure 5. Top view of the designed lens: (a) rendition, and (b) manufactured prototype.

3.3. Feed Design

Due to the metallic shielding of the lens, an omnidirectional feed can be used. Therefore, the lens
is fed by a probe placed at the radius b = 124.5 mm. A probe is also placed at the corresponding image
point. In order to match the impedance of the lens to the generator impedance (50 Ω), a single-stub
matching circuit is designed in microstrip technology. The matching circuit is illustrated in Figure 6a.
The simulated reflection coefficient for the matching circuit when loaded with a 0.8 mm high PPW
is presented in Figure 6b. The manufactured matching circuit is presented in the inset of Figure 6b.
The dimensions are w = 2.27 mm , D = 1.0 mm, Δr = 0.7 mm, d = 6.5 mm, l = 19.8 mm and
sl = 32.9 mm and the circuit is manufactured on a 0.8 mm thick Teflon substrate (εr = 2.53 and
tan δ = 0.001).
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(a) (b)
Figure 6. Simulation results of the matching circuit: (a) 3D model and (b) reflection coefficient when
loaded with a dielectric PPW. The manufactured prototype is presented in the inset. The dimensions
are w = 2.27 mm , D = 1.0 mm, Δr = 0.7 mm, d = 6.5 mm, l = 19.8 mm and sl = 32.9 mm. The circuit
is manufactured on a 0.8 mm thick Teflon substrate (εr = 2.53 and tan δ = 0.001).

4. Results

The full lens is simulated in the Time domain solver of CST. Waveguide ports are used to
excite a quasi-TEM mode on the matching circuits which in turn are connected to the lens with vias.
The imaging properties of the lens are illustrated in Figure 7a with the absolute value of the electric
field sampled at 4.8 GHz. The lens is excited at probe 1, which is connected to the matching circuit
through a hole in the bottom conductor of the PPW. An image is created at the antipodal point, where
probe 2 is placed, similarly connected to a matching circuit.

The simulated and measured scattering parameters are presented in Figure 7b. The simulation
and measurement agrees well, apart from a slight frequency shift. However, since the distance between
peaks in the |S11| is similar in the simulations and measurements, the reflections occur at the same
location in the structure. The frequency shift is accounted for by the error margin in the relative
permittivity of the substrate. The measured |S21| has a peak value of −0.5 dB and it is above −3 dB
from 4.63 to 5.03 GHz. The bandwidth depends on the refractive index variation and the feed design.
Two more probes are connected to the lens at the same radius as the feed probe, but displaced 22.5◦

and 45◦ from the image point. The measured transmission coefficients to these probes are also included
in Figure 7b and are below −25 dB.

(a) (b)
Figure 7. (a) Absolute value of the electric field distribution at 4.8 GHz obtained with CST simulation.
(b) Simulated (solid lines) and measured (dashed lines) scattering parameters.
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5. Conclusions

In this paper, we have studied the effect of applying glide symmetry to a 2D periodic structure.
We have demonstrated that a glide-symmetric structure presents a more isotropic and a less dispersive
response compared to conventional periodic structures. Furthermore, a glide-symmetric structure
can obtain a higher effective refractive index, which enables a wider range of devices to be realized.
These properties have been used to design a PPW MFE lens in PCB technology operating at 5 GHz.

Without applying glide symmetry, the highest refractive index of the MFE lens could not be
practically reached for this specific thickness of the slab and dielectric constant. Measurements of the
lens agree well with the simulations, and the measured peak transmission coefficient through the lens
is −0.5 dB.
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Abstract: In this paper, a fully transparent multiband antenna for vehicle communications is designed,
fabricated, and analyzed. The antenna is coplanar waveguide-fed to facilitate its manufacture
and increase its transmittance. An indium-tin-oxide film, a type of transparent conducting oxide,
is selected as the conductive material for the radiation path and ground plane, with 8 ohms/square
sheet resistance. The substrate is glass with a relative permittivity of 5.5, and the overall dimensions
of the optimized design are 50 mm × 17 mm × 1.1 mm. The main antenna parameters, namely,
sheet resistance, reflection coefficient, and radiation diagram, were measured and compared with
simulations. The proposed antenna fulfills the frequency requirements for vehicular communications
according to the IEEE 802.11p standard. Additionally, it covers the frequency bands from 1.82 to
2.5 GHz for possible LTE communications applied to vehicular networks.

Keywords: coplanar waveguides; vehicular networks; IEEE 802.11p; indium-tin oxide (ITO);
transparent antenna

1. Introduction

Communications have acquired an important role in the development of concepts such as the
internet of things (IoT) [1]. The IoT provides emerging and novel applications to transform cities in
smart cities by improving the quality and performance of its public services [2,3]. Smart cities are
capable of sensing, integrating, and analyzing critical information in city operation and evolution to
ensure sustainability and quality of life through the advancement of urban electronic communications
in interoperable systems [4–6]. One of the principal goals in smart cities is to count on smart mobility.
Smart mobility consists of transport that defines an innovative infrastructure for traffic and transport
that saves resources by using new technologies for maximum accessibility and efficiency for citizens [7].
In the IoT field, there exist specific networks that can improve and grow smart mobility; these are
known as vehicular networks (VN) [8]. These networks carry out vehicle to vehicle (V2V), vehicle to
infrastructure (V2I) [9], and vehicle to everything (V2X) communication [8]. The development and
implementation of VN contribute to the integration of mobility with everything. That is, being reached
by the concept of smart [1,10], which ranges from smart devices and homes to smart cities. Currently,
several communications systems integrate with vehicles due to the growing demand for connectivity in
vehicular environments [11,12]. Such integration is regulated under the framework of the IEEE 802.11p
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standard [11,13]. At present, several works on VN have employed communications systems based
on IEEE 802.11p—this standard is the core for the wireless access for vehicular environments [14–17].
The IEEE 802.11p standard allows vehicular communications defined in the physical (PHY) and
medium access control (MAC) layers in the dedicated short-range communications (DSRC) protocol
stack [18]. In DSRC, the 5.85–5.925 GHz range is divided into seven channels of 10-MHZ bandwidth
each, which is the half bandwidth of 802.11a [18]. This standard offers short transmission distance less
than 300 m and data rates ranging from 6 to 27 Mb/s [14]. Besides, 802.11p uses a carrier frequency
of 5.9 GHz [16]. Moreover, recent developments have been carried out proposing a system that
combines the traditional 802.11p standard VANET networks with LTE networks to form a hybrid
Cloud-VANET to provide an efficient routing protocol with low latency and high reliability along with
less congestion [19]. Reference [20] presents an analysis of the obtained results of a V2V framework
developed on VANETs to reduce large amounts of traffic from LTE networks.

A relevant element in the design of vehicular communication systems is the antenna, which
must satisfy the appropriate radiation specifications [21]. Besides, the antennas must ensure that
there is no intervention with the vehicle operation. Usually, antennas are made of metal on dielectric
substrates, which can be unattractive for the growing need to optimize spaces and offer better technical
and aesthetic performance. Some examples of this are in references [22,23]—present antennas for
802.11p standard, but are implemented in an opaque substrate. Even in reference [22], the proposed
design is a volumetric structure. Furthermore, in [24], a fractal antenna design is presented—this
antenna was fabricated using Polyvinyl chloride as a transparent substrate, but it uses copper for the
radiation element, making it not completely transparent. Therefore, demand is emerging for research,
development, and use of transparent antennas that can be integrated into windshields and windows,
solar cell panels, mobile devices, and in the automotive industry, [25,26]. Finally, it has to be mentioned
that there exist other transparent antenna designs for vehicular communications, but they operate
within the UHF and VHF bands [27,28].

Additionally, transparent antennas start to be an option in the application of RF energy
harvesting. Some examples of these applications are described by [29,30]. For the development
of transparent antennas, various materials and configurations have been tested to improve efficiency.
Some of the transparent conductive films that have been tested for use in this type of antennas
include silver-coated polyester film (AgHT-8) [31], indium-tin-oxide (ITO) [32], Indium-zinc-tin
oxide (IZTO) [33], Silver grid layer coating (AgGL) [34], and zinc oxide heavily doped with gallium
(GZO) [25]. Besides, some transparent antennas designs employ mesh metal films printed on glass
substrates—these metal layers present a low sheet resistance [35,36]. Recently, mesh metal films are
applied in transparent antennas at 60 GHz to improve their performance [37].

On the other hand, there are many investigations of transparent antenna geometries.
In reference [26] a transparent antenna for WLAN application in 5 GHz is introduced, whose
topology is inspired in a flower with six petals built into indium-tin oxide film (ITO) as a transparent
radiation element. Several antennas designs use coplanar wave feed [31,38,39], because the transparent
conductive film is on just one side of the substrate. In [31], a coplanar waveguide-fed transparent antenna
for extended ultrawideband applications is presented, using AgHT-8 thin film as conductive material
with a staircase-shaped rectangular radiator and a modified partial ground. Moreover, references [38,39]
report a multiband transparent antenna using a coplanar waveguide for 5G applications.

Notwithstanding the vast developed area, a remaining problem for designing transparent antennas
based on conductive films with sheet resistance over 5 Ohms, (mainly with ITO) [26,29,30], is to obtain
a multiband behavior with narrow bandwidths. Typically, the transparent antennas with ITO show a
fractional bandwidth higher than 20% generating a UWB response. In this work, a multiband operation
achieves, and the frequencies bands are well defined.

In this work, the design of a fully transparent antenna using ITO-coated glass with a coplanar
waveguide (CPW)-fed slot dipole with a multiband operation, IEEE 8002.11p (5.9 GHz), and LTE sub
6 GHz bands, is proposed for future vehicular communications applications. In order to obtain the
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desired frequencies, a modified ground plane was introduced with symmetrical rectangular stubs [40,41].
The antenna characterization is performed by considering the measured reflection coefficient and
the radiation pattern. Even though the ITO has a high sheet resistance, the experimental results
obtained satisfy the frequency requirements for the standard IEEE 802.11 and LTE sub 6 GHz bands.
Besides, the experimental results are similar in behavior to the simulated ones, but with a slight shift in
frequency. Nevertheless, this good concordance is unusual in other reported transparent antennas
based on conductive films with a high sheet impedance. The main contributions of the proposed design
are a fully transparent antenna that operates at frequencies for vehicular communications standards,
and small size.

2. Materials and Methods

In this research, Adafruit commercial indium-tin-oxide (ITO)-coated glass with a thickness of
1850 Å was employed to fabricate the proposed antenna. The transparent conductive oxide (TCO)
sheet resistance (Rs) was estimated by the well-known method of the four-point probe [42] performed
over thirteen positions on a film sample, as can be seen in Figure 1. Table 1 presents those results
and the final average for Rs of 7.943 ohm/square that was used for the design and simulations of the
antenna. The substrate is glass with relative permittivity and thickness of 5.5 and 1.1 mm, respectively.
In the development of antennas, those factors are significant to determine the frequency responses and
antenna efficiency [32]. Therefore, it is important to incorporate them into the antenna design and
simulation process. Moreover, a coplanar waveguide-fed slot antenna with impedance matching stub
was chosen to obtain a multiband response through a crossmatch technique for a proper impedance
matching [40,41], and allowing both the radiator and the ground plane to be on the same side for
fabrication ease. High-frequency structural simulator (HFSS, ANSYS, PA, US) was used to design and
optimize the chosen topology for the transparent antenna through parametric analysis.

 

Figure 1. Schematic positions on indium-tin oxide (ITO) film placed on a glass slide for sheet resistance
(Rs)/square measurement.

Table 1. Rs/Square Measurements Obtained on ITO Film.

Position Resistance (Ω)

1 7.831
2 7.909
3 7.970
4 8.008
5 8.035
6 7.997
7 7.914
8 7.954
9 7.914
10 7.900
11 7.922
12 7.958
13 7.950

Average 7.943
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Through a parametric analysis in the HFSS simulator, the optimized antenna dimensions were
obtained, and they are shown in Figure 2 and described in Table 2, respectively. The antenna feedline
was calculated to obtain a coplanar waveguide (CPW) with a characteristic impedance of 50 ohms.
The proposed transparent antenna is a capacitively coupled CPW-fed slot, dipole antenna with two
pairs of protruded slot lines with different lengths, W1 and W2. The resonant frequencies correspond
to the two different resonant paths. The two resonance frequencies for the design are 1.9 GHz and
5.9 GHz, which are used in LTE and 802.11p, respectively. Besides, in the parametric analysis, we made
variations over the parameters W1, W2, and Wp1, to reach the desired frequency bands performing
the matching impedance and observe their impact on the antenna design.

 

Figure 2. Antenna configuration with dimensions.

Table 2. Dimensions of the Proposed Antenna.

Parameter Size (mm) Parameter Size (mm)

W 50 L 17
Wg 9.5 Lp1 4

Wp1 8.5 Lp2 0.4
Wp2 1 L0 4
W0 3.5 L1 1.5
W1 13.5 L2 1.5
W2 8.5 D 6.5
G 0.4 D1 0.5

In [40], it is mentioned that the resonant frequencies are independently controlled by a common
aperture and the three pairs of respective thin slots. However, in our design, the variation of the
length W1 shift both frequencies, as shown in Figure 3a. Moreover, Figure 3b shows variations in the
higher frequency due to change in the length W2, while the lower frequency is fixed. Similar behavior
is observed in Figure 3c when varying the width of the central patch, the high frequency is mainly
affected, whereas the lower band is minimally changed. The reason is attributable to the fact that
lengths of W2 and Wp1 are closer to the shortest wavelength [41]. It is important to mention that in
our simulations, the SMA connector was considered.
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Figure 3. Simulated reflection coefficient of the ITO antenna for three parameters variations: (a) W1;
(b) W2; (c) Wp1.

3. Results and Discussion

After obtaining the results through numerical simulation, the antenna was manufactured, and
measurements of return loss, gain, and radiation diagrams were performed. The transparent antenna
was fabricated by using a photolithography process. The transfer of the antenna geometry to the
ITO-coated glass was made using a photosensitive film, which was exposed to UV light through a
mask with the antenna geometry. Then the area exposed was removed to continue with the etching of
the ITO films with a (1:1) solution of hydrochloric acid (HCL). This last process was done at 40 ◦C
temperature for 2 min. Finally, we remove the photoresistant layer. Besides, an SMA connector was
employed to connect the antenna; this connector was soldered to the transparent antenna using indium
(In) solder spheres. The fabricated antenna placed onto the BUAP label is shown in Figure 4, where the
transmittance of the ITO can be observed. The vector network analyzer (VectorStar, Anritsu) was used
to measure the S11 from 0.5 GHz to 12 GHz. The simulated and measured return loss (S11) are shown
and compared in Figure 5. The measured S11 at 5.9 GHz is −16.7 dB, which shows a good agreement
with the simulated results.
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Figure 4. Manufactured antenna photography.

Figure 5. Comparison of simulated and measured return loss parameters.

Although a slightly detuned response is obtained from the measurement, related to fabrication
flaws, each fractional bandwidth (FWB) remains, as can be seen in Table 3, showing the FBW for every
band in simulation and measurement. The measured FBWs for S11 below −10 dB at the lower band is
31.34% (1.82 to 2.5 GHz), and at the upper band is 87.03% (4.66 to 11.84 GHz), which is large enough
to cover the 5.9 GHz required frequency. Thus, experimental results fulfill the communication IEEE
802.11p standard for the required band.

Table 3. Simulated (S) and Measured (M) Fractional Bandwidth Comparison. FBW: Fractional Bandwidth.

frange FBW

S 1.39–1.99 36.36%
M 1.82–2.5 31.34%
S 3.54–7.75 71.35%
M 4.66–11.84 87.03%

Figure 6 shows the simulated and measured 2-D radiation patterns of the proposed antenna at 2.1
and 5.9 GHz. At both frequencies, the H-plane radiation pattern presents omnidirectional behavior,
whereas the E-plane radiation pattern is bidirectional. Moreover, to complete the characterization of
the antenna, the peak gain of the antenna was simulated and measured at 2.1 and 5.9 GHz—Table 4
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summarizes the obtained peak gains. The measured radiation patterns and peak gains are in concordance
with the simulate results. Besides, the antenna efficiency at 2.1 and 5.9 GHz was simulated; the obtained
values are 10% and 15%, respectively. These gain peaks and efficiency values are in agreement with
those reported for other antennas that use ITO as a conductive film [43].

 
Figure 6. Simulated and measured radiation patterns: (a) H-plane patterns at 5.9 GHz; (b) E-plane
patterns at 5.9 GHz; (c) H-plane patterns at 2.1 GHz; (d) E-plane patterns at 2.1 GHz.

Table 4. Simulated (S) and Measured (M) Peak Gain.

2.1 GHz 5.9 GHz

S −0.167 dB −2.12 dB
M −0.145 dB −3.9 dB

Furthermore, the current distribution for the transparent antenna was obtained by simulation at 2.1
and 5.9 GHz, and it is presented in Figure 7. From Figure 7a, it is observed that the distribution current
at 2.1 GHz is more intense on the feedline and, at the bottom of the middle path. Another significant
amount of current is around the geometry of the antenna. On the other hand, at 5.9 GHz, the current
distribution is mainly on the feedline, and at the middle patch. However, there is a significant amount
of current between the resonators and at the largest resonator edges, as shown in Figure 7b.
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Figure 7. Simulated distribution current at (a) 2.1 GHz and (b) 5.9 GHz.

Finally, Table 5 presents a comparison of the proposed antenna with other transparent antennas.
From the table, it can be noted that the antennas manufactured with ITO [22–24] do not report a fair
agreement between the simulated and measured values of the reflection coefficient throughout the
entire frequency range of the study, whereas in this work we can see a reasonable concordance between
simulated and measured values. The frequency shift may be due to the manufacturing process and the
variations in the permittivity of the substrate.

Table 5. Comparative Analysis with Other Transparent Antennas.

Reference.
Frequencies

(GHz)
S11 Min Level

(dB)
Substrate//Conductive

Film
Dimensions

(mm)

Match
between M

and S of S11 *

[25] 2.19–2.58 −13.97 Sapphire//GZO 60 × 10 × 0.375 No
[29] 2–6 −25 Glass//ITO 25 × 25 × 1.1 No
[30] 1–7 <−15 Glass//ITO 50 × 50 × 1.1 No reported
[32] 4.5–7 −25 Acetate//ITO 50 × 51 × 0.28 No
[33] 2.4–2.65 −15 C58//IZTO/Ag/IZTO 23.4 × 2 Yes
[38] 3.89–5.97 −24 PET//AgHT-8 58 × 78 × 0.9 Yes

This work 1.8–2.5/4.66–11.84 −25 Glass//ITO 50 × 17 × 1.1 Yes

* (M) Measured, (S) Simulated.

4. Conclusions

A CPW-fed fully transparent antenna for vehicular communication standards was designed,
manufactured, and measured. The crossmatch technique was used for the impedance matching
to achieve the target frequencies through parametric simulation. The antenna was designed and
fabricated using commercial ITO-coated glass with a sheet resistance of 8 ohms/square. Opposite to
other works that also use conductive films with a high sheet resistance, the experimental parameters
obtained showed a behavior following the one simulated. Despite the frequency shift in the measured
reflection coefficient, the fabricated antenna covers the range of 1.82–2.5 GHz at the lower band and
4.66–11.84 GHz at the upper band for 2.1 GHz and 5.9 GHz requirements, respectively. Those ranges
comply with the IEEE 802.11p standard and LTE sub 6 GHz communication bands for vehicular
communications applications. The proposed antenna achieves an omnidirectional radiation H-plane
patterns. As expected, the peaks gain of the antenna, in the desired frequencies, were negative.
Additionally, the proposed antenna presents low radiation efficiency under 15%. These behaviors are
due to the sheet resistance of the ITO film, and it can be improved by increasing the thickness of the
ITO film, but it would reduce the transparency of the antenna.
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Abstract: A multilayer bandpass filter with high selectivity is proposed in this letter. Discriminating
coupling formed by slot-coupled quarter-wavelength and half-wavelength resonators introduces
a zero at 3f0 (f0 is the center frequency) and the second harmonic is also suppressed due to the
quarter-wavelength resonators. Owing to multilayer structure, source-load coupling is introduced
to improve selectivity. Then an extra coupled line path is added with the same amplitude as
the discriminating coupling path while they are out of phase. Thus signal cancellation produces
three extra transmission zeros, with the selectivity and suppression performance further improved.
To validate the design, a prototype bandpass filter centered at 2.49 GHz with 3 dB fractional
bandwidth of 8.1% is fabricated. Both simulated and measured results are in good agreement
and show good performance of the proposed bandpass filter.

Keywords: bandpass filter; discriminating coupling; high selectivity; source-load coupling

1. Introduction

Bandpass filter (BPF) is an essential component in transmitters and receivers. For anti-interference,
high performance BPF with sharp selectivity as well as wide stopband is important and necessary.
Due to limited and crowded spectrum nowadays, there are more and more challenges in designing
such bandpass filters in modern wireless systems.

Traditionally, the selectivity of BPF can be improved by increasing the order at the expense of
larger insertion loss. While quasi-elliptic function response can realize the same selectivity with fewer
orders and thus quasi-elliptic filter has lower insertion loss with high selectivity [1]. In [2], stub-loaded
half-wavelength resonators are electromagnetically coupled to form quasi-elliptic response. In addition
to specific response functions, introducing multiple transmission zeros (TZs) near the passband can
effectively improve the selectivity [3]. Source-load coupling [4,5] and mixed coupling [6] are both
proved to be useful by introducing TZs at sidebands. In [7], capacitive dominant mixed coupling is
used to create a lower stopband TZ while the upper stopband selectivity is enhanced by employing
parallel source-load coupling. Mixed coupling is also common when designing high selectivity SIW
BPFs [8–10]. Furthermore, merely several coupled line networks can introduce both transmission
zeros and poles. In [11], a high selectivity bandpass filter with 5 zeros and 6 poles is obtained by six
pairs of coupled lines. Another way to realize prescribed TZs is synthesis of the coupling matrix to
generate the transfer and reflection polynomials for specific class of filter[12,13], and to simplify the
computational complexity and eliminate redundancy, synthesis algorithms are invented to extract
coupling matrix from zeros and poles[14,15].

In this paper, a multilayer bandpass filter with high selectivity is proposed. The second and
third harmonics are eliminated by the quarter-wavelength resonators and discriminating coupling
formed by quarter- and half-wavelength resonators respectively, resulting in a wide stopband
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as well. This discriminating coupling path has same amplitude as an extra coupled line path
between feeding ports but they are out of phase. Thus transmission zeros are produced to not
only improve the selectivity but also broaden the stopband performance of the proposed BPF.
Furthermore, due to multilayer structure, source-load coupling is easily achieved to improve selectivity
as well. Theoretical analysis of the proposed BPF is demonstrated in detail and a prototype is fabricated
to validate the design. Both simulated and measured results are in good agreement, showing the good
performance of the proposed BPF.

2. Structure and Design of The BPF

The proposed BPF has two independent paths as is shown in Figure 1. Upper path I is composed of
a pair of shorted quarter-wavelength resonators in the top layer and one half-wavelength resonator in
the bottom layer, with two rectangular slots etched in the middle ground layer to realize slot-coupling.
And this path is coupled to two quarter-wavelength short microstrip lines as exciting structure.
Lower path II consists of a stub-loaded anti-parallel coupled line, connecting to the feeding ports in
parallel with upper path I. Both of these two paths will be analyzed in detail next.

W50
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D

W5

L5
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D
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Lower Path II
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Figure 1. Cont.
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Port1 Port2

(e)

Port1Port2

(f)

Figure 1. Configuration of the proposed bandpass filter (BPF) (a) Top layer. (b) Middle layer. (c) Bottom
layer. (d) 3D view. (e) Front view of the proposed BPF. (f) Bottom view of the proposed BPF.

2.1. Analysis of Upper Path I

Figure 2 shows the equivalent circuit of upper path I. The coupling networks consisting of quarter-
and half-wavelength resonators are marked as red (T1–T5), (T1+T2 and T4+T5 are quarter-wavelength,
T2+T3+T4 is half-wavelength), which are excited by two shorted quarter-wavelength resonators
marked as blue (T6) from port 1 and 2, respectively. T2 and T4 are two end-to-end coupled lines with
even and odd impedance of Ze1 and Zo1, electric length of θ2. Three Microstrip lines T1, T3 and T5
are connected to coupling networks T2 and T4. T1 and T5 are connected to the shorted lines in T2
and T4 with impedance of Z1 and electric length of θ1 while T3 is used to connect T2 and T4 with
impedance of Z2 but two times longer than T1 or T5. The total length of T1 and T2 or T4 and T5 is
quarter-wavelength (θ1 + θ2 = π/2).

To verify the analysis, we use transfer matrix ABCD which is defined as Equation (1) shows [16]:

(
V1

I1

)
=

(
A B
C D

)(
V2

−I2

)
(1)

For transmission lines with character impedance Z0 and electrical length θ [16]:

(
A B
C D

)
=

(
cosθ jZ0 sin θ

jY0 sin θ cos θ

)
(2)

Thus the response of the coupling network can be calculated by multiplying the ABCD matrixes
as Equation (3).
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Figure 2. Equivalent circuit and MATLAB simulated results of resonators in upper path I. (a) Equivalent
circuit of different sections in upper path I. (b) MATLAB simulated results of different sections in upper path I.

T = T1 × T2 × T3 × T4 × T5 (3)

where

T1 =

(
cosθ1 jZ1 sin θ1

jY1 sin θ1 cos θ1

)
= T5 (4a)

T3 =

(
cos 2θ1 jZ2 sin 2θ1

jY2 sin 2θ1 cos 2θ1

)
(4b)

T2 =
1

ab − c f

(
a2 − d f ac − db
ea − b f ec − b2

)
(4c)

T4 =
1

ab − de

(
b2 − ce db − ac
f b − ae f d − a2

)
(4d)
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Here a to f in Equation (4) represent formulas related to the dimensions of coupling network T2
and T4 [17] as Equation (5).

a =
1
2
(cos θ2e + cos θ2o) (5a)

b =
1
2
(cos θ2e − cos θ2o) (5b)

c = j
1
2
(Ze1 cos θ2e + Zo1 cos θ2o) (5c)

d = j
1
2
(Ze1 cos θ2e − Zo1 cos θ2o) (5d)

e = j
1
2
(Ye1 cos θ2e + Yo1 cos θ2o) (5e)

f = j
1
2
(Ye1 cos θ2e − Yo1 cos θ2o) (5f)

θ2e and θ2o are the even and odd electric lengths of slot-coupled resonators while Ze1, Zo1 and Ye1,
Yo1 are the impedances and admittances. All of these parameters can be obtained using quasi-static
analysis [18].

It is noteworthy that if the length of the slots θ2 is two-third of quarter-wavelength, discriminating
coupling is formed. According to [19], a zero at 3f0 will appear when discriminating coupling occurs,
because the voltage distribution is odd on one line and even on the other, leading to null coupling
coefficient. Figure 2 shows the simulated result using MATLAB to validate the performance of
discriminating. Blue line in Figure 2 demonstrates the simulated result of coupling networks including
the connecting microstrip lines (T1-T5) and it is seen that there are two modes and one zero. Thus this
line validates that discriminating coupling is effective to introduce a transmission zero at 3f0 in this
design. However, the second mode is located at around 2f0 because coupling network T2,T4 and
microstrip line section M3 realize a half-wavelength resonator in the bottom layer as is clearly shown in
Figure 1. To suppress the harmonic caused by half-wavelength resonator, quarter-wavelength shorted
coupled lines (M6) is used as feeding lines to introduce another zero at 2f0. The red line in Figure 2
proves the function of M6.

Finally the black line in Figure 2 gives the MATLAB simulated result of the whole structure
including T1-T6. It shows that the second and third harmonics are suppressed by zeros introduced by
discriminating coupling and quarter-wavelength resonators, validating the theory and design very
well. Also due to multilayer structure, it is easy to introduce source-load coupling using the short pins
of M6 as is shown in the top layer of Figure 1. Thus a zero located at lower side-band appears and
improves the selectivity. HFSS simulated results will validate the design in the next subsection.

2.2. Analysis of Lower Path Ii

The lower path II consists of a stub-loaded anti-parallel coupling section connected by microstrip
lines, as is shown in Figure 3. Here the impedance and electric length of connecting microstrip lines are
Z3 and θ3. The anti-parallel coupled line has even and odd impedance of Ze2 and Zo2 and the electric
length of θ3 with loaded stubs of Z4 and θ4. Formula Equation (6) gives the ABCD matrix of lower
path II.
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Ze1 Zo1θ5

Z4θ4

Z3θ3

Figure 3. Equivalent circuit of anti-parallel coupling network in lower path II.

T =

(
cos θ3 jZ3 sin θ3

jY3 sin θ3 cos θ1

)(
Ac Bc

Cc Dc

)(
cos θ3 jZ3 sin θ3

jY3 sin θ3 cos θ1

)
(6)

Ac, Bc, Cc and Dc in Equation (6) are the ABCD matrix’s elements of the stub-loaded anti-parallel
coupled line. The method to calculate these elements is same as the one used for coupling networks T2
or T4 [17] as Equation (7).

Ac =
1
G
[(c + aZs)(a + eZs)− (d + bZs)(b + f Zs)] (7a)

Bc =
1
G
[(c + aZs)(c + aZs)− (d + bZs)(d + bZs)] (7b)

Cc =
1
G
[(a + eZs)(a + eZs)− (b + f Zs)(b + f Zs)] (7c)

Dc =
1
G
[(a + eZs)(c + aZs)− (b + f Zs)(d + bZs)] (7d)

where
G = (d + bZs)(a + eZs)− (b + f Zs)(c + aZs) (8)

and
Zs = −jZ4cotθ4 (9)

Similarly, a to f in Equation (7) and Equation (8) are same as Equation (5) but the even and odd
parameters are replaced by θ5e, θ5o, Ze2, Zo2, Ye2 and Yo2. Formula Equation (9) is the input impedance
of the open stubs.

MATLAB can also be used to calculate the response of combined upper and lower path.
However, the formulas will be very complicated and the simulated result will not be clear enough
to demonstrate the function of lower path II. Thus full-wave simulation software Ansys HFSS 19 is
used. Blue line in Figure 4 shows the HFSS simulated results of upper path I while the red line gives
the ones of lower path II. As is shown in Figure 4, the upper path I has bandpass response with the
second and third harmonics suppressed by TZ2 and TZ3, and another transmission zero TZ1 located at
lower sideband is introduced by inductive source-load coupling as is mentioned in the last subsection.
It can also be seen that the response of lower path II has same amplitude as upper path I in some
frequencies but at the same time they are out of phase. So in these frequencies, transmission zeros
will appear because of signal cancellation. In this design, three extra transmission zeros TZ4, TZ5 and
TZ6 are introduced due to signal cancellation. TZ5 located at upper sideband is used to improve the
selectivity while the lower and upper stopband is improved by TZ4 and TZ6. However, TZ2 and
TZ6 are both at around 2f0. So overall, there are five TZs used to improve selectivity and out-of-band
suppression performance.
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(a) (b)

Figure 4. HFSS Simulated results of lower path (red line) and upper path (blue line). (a) Amplitude of
S21 (dB). (b) Phase of S21 (deg)

3. Simulated and Measured Results

As shown in Figure 5, the proposed BPF is designed on two RO4350B substrate with relative
permittivity of 3.66 and thickness of 0.508 mm. A 0.1 mm RO4450B prepreg is used as paste layer and
so the total height of the PCB is 1.116 mm (0.508 + 0.1 + 0.508). The final parameters are: W1 = 0.3,
W2 = 0.5, W3 = 0.6, W4 = 0.8, W5 = 0.4, L1 = 18.2, L2 = 13.8, L3 = 5.7, L4 = 12.7, L5 = 3,
L6 = 1, D = 2, S1 = S2 = 0.2, R = 0.15, W50 = 1.1 (unit: mm). To validate the design, a prototype
is fabricated and measured using Keysigth ENA network analyser E5671C. The photograph of the
proposed bandpass filter is shown in Figure 1.

Mental Layer (0.5oz)

Substrate (RO4350B, 0.508mm)

Prepreg (RO4450B, 0.101mm)

Figure 5. laminate layer definition of the fabricated PCB.

Figure 6 illustrates the simulated and measured responses. The measured 3 dB bandwidth is
from 2.39 GHz to 2.59 GHz (8.1%) centered at 2.49 GHz with return loss better than −12 dB within the
passband. Due to mechanical fabrication error and permittivity difference between simulation and
production, the center frequency is a little higher for the measurement results. Also the insertion loss
is 3.1 dB, larger than simulated one due to 0.6 dB SMA connector loss. The positions of 5 TZs are in
agreement with the simulated ones with a little shift. The depicted discrepancies could be from the
fabrication tolerance in the etching process. Due to these 5 TZs, the lower sideband selectivity of the
proposed BPF is calculated by 3 dB and 20 dB amplitude response with respect to its frequency point:

Selectivitylower sideband = | 3 − 20
f3 − f20

| = 17
2.39 − 2.3

= 188.8 dB/GHz (10)

and the upper sideband selectivity:

Selectivityupper sideband = | 3 − 20
f3 − f20

| = 17
2.65 − 2.59

= 288.3 dB/GHz (11)

so that the shape factor is BW20/BW3 = 1.75 (BW represents bandwidth). And −15 dB suppression is
from 2.64 to 8.84 GHz. The overall size is 0.2λg × 0.22λg (λg is the wavelength at center frequency).
Table 1 tabulates the performance comparisons with some previous works. Here CF represents the
center frequency of the filter, and FBW is the fractional bandwidth which is calculated by passband
(3 dB bandwidth) divide center frequency BW3dB/ f0, and N is the number of TZs, and metal layers are
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the number of metal used to form the filter. TZ@sideband is the frequency of sideband transmission
zeros divide center frequency fsideband TZ/ f0.

(a)

(b) (c)

Figure 6. Simulated and measured results of the proposed BPF (solid lines: measured results; dash
lines: simulated results) (a) Simulated and measured amplitude of S parameters (dB). (b) Measured
group delay (ns). (c) Simulated and measured phase of S parameters (deg).

Table 1. Performance Comparisons with previous works

Ref CF (GHz) FBW (%) N TZ@Sizeband Size (λg ∗ λg) Mental Layers

[1] 2 10 2 0.85 , 1.15 0.79 × 0.06 1
[4] 2.4 3.5 3 0.83 , 1.08 - 1
[7] 2.75 3.6 4 0.89 , 1.16 0.18×0.29 1
[9] 8.7 16 3 0.99 , 1.16 0.29 × 0.57 1

[10] 13.53 3.9 3 0.97 , 1.04 0.84 × 0.84 1
This work 2.48 8.1 5 0.84 , 1.08 0.20 × 0.22 3

4. Conclusions

A multilayer bandpass filter with high selectivity and wide stopband is proposed in this letter.
TZs introduced by anti-parallel coupling network as well as discriminating coulpling between quarter-
and half-wavelength resonators improve the selectivity and out-of-band suppression of the BPF.
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To verify the design, a prototype BPF is fabricated centered at 2.49 GHz. Both simulated and measured
results manifest the performance with good selectivity and extended stopband. With these features,
The proposed BPF is attractive in modern wireless system.
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Abstract: The microwave planar cutoff probe, recently proposed by Kim et al. is designed to measure
the cutoff frequency in a transmission (S21) spectrum. For real-time electron density measurement
in plasma processing, three different types have been demonstrated: point-type, ring-type (RCP),
and bar-type (BCP) planar cutoff probes. While Yeom et al. has shown that the RCP and BCP
are more suitable than the point-type probe for process monitoring, the basic characteristics of the
ring- and bar-type probes have yet to be investigated. The current work includes a computational
characterization of a RCP and BCP with various geometrical parameters, as well as a plasma parameter,
through a commercial three-dimensional electromagnetic simulation. The parameters of interest
include antenna size, antenna distance, dielectric thickness of the transmission line, and input electron
density. Simulation results showed that the RCP has several resonance frequencies originating from
standing-wave resonance in the S21 spectrum that the BCP does not. Moreover, the S21 signal level
increased with antenna size and dielectric thickness but decreased with antenna distance. Among the
investigated parameters, antenna distance was found to be the most important parameter to improve
the accuracy of both RCP and BCP.

Keywords: plasma diagnostics; electron density measurement; planar microwave cutoff probe;
bar-type cutoff probe; ring-type cutoff probe; computational characterization

1. Introduction

Consisting of charged particles (electrons and ions) and neutral particles (atoms, molecules, radicals,
excited and metastable species), plasma is controllable via electrostatic and electromagnetic fields [1].
Its application covers various fields such as material fabrication, nuclear fusion, and medical, environmental,
and aerospace industries [1,2]. In particular, plasma is one of the key factors in semiconductor and
display fabrication, since both its physical (energetic ions) and chemical (reactive radicals) properties can
be exploited.

Advanced process control (APC) refers to the fine-tuning of plasma processing based on real-time
feedback signals from various plasma process monitoring devices. In fabrication fields, recent demands
for sub-nanometer patterning and high aspect ratio- and atomic scale-etching and deposition [3–5]
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have greatly increased process difficulty, leading to wide interest in APC and real-time plasma process
monitoring. The latter has contributed to productivity improvements through providing feedback
signals to process control units; the feedback signals are produced via the gathering and post-processing
of myriad monitoring parameters, such as plasma emission light, voltage and current of the electrode,
antenna, electrostatic chuck, chamber pressure, gas flow rate, and plasma parameters (electron density,
electron temperature, etc.) [4]. Among these monitoring parameters, electron density is one of the
crucial factors because it is directly related to processing time and quality [1,2,6].

Many diagnostic techniques including electrical, laser, optical, and microwave methods have
been developed to measure electron density. Examples include the Langmuir probe, laser Thomson
scattering diagnostics, optical emission and absorption spectroscopy, and microwave probes. Most of
these approaches, though, are not suitable for plasma process monitoring; the Langmuir probe
cannot operate under conditions with probe tip contamination (especially in the deposition process),
laser Thomson scattering diagnostics is highly sensitive to the environment and requires quite a
large space, and the optical emission and absorption method operates only within a narrow window [7].

On the other hand, the microwave method has attracted great attention for application to plasma
process monitoring since microwave probes are not affected by probe tip contamination, afford high
measurement accuracy [8,9], and further, the required microwave power is small enough to not disturb
the plasma. One drawback, though, is that microwave probes provide few parameters, namely electron
density and temperature. Nowadays, research is focused on the development of a planar and compact
microwave probe for real-time plasma process monitoring, since a small and planar probe can be
embedded into a wafer chuck or chamber wall, and is therefore non-invasive. Variations such
as the curling probe (CP), the planar multipole resonance probe (pMRP), and the planar cutoff
probe have been developed and are currently under improvement via commercial three-dimensional
(3D) electromagnetic simulation (CST Microwave Studio [10]), as well as experimental validation.
Here, the computer simulation approach is quite simple and economical for the optimization and
analysis of microwave probes.

Ogawa et al. developed the CP to measure the shift of standing wave (SW) resonance frequency
caused by plasma in a reflection microwave frequency spectrum (S11) [11]. The authors optimized the
CP via computer simulation [11], as well as physical modeling [12,13]. They have recently demonstrated
the in situ simultaneous measurement of the thickness of a deposition film and electron density using
two CPs [14,15]. Developed by Schultz et al., the pMRP uses the resonance characteristics of the probe
itself and can measure muti-resonance frequencies in S11 [16]. The antenna of the pMRP consists of
two semi-circle planar plates with a dielectric cover. The authors also optimized the pMRP via CST
Microwave Studio [16], as well as physical modeling [17], and practically proved the feasibility of the
probe to be mounted on the chamber wall for industrial plasma processing.

Kim et al. developed the first planar cutoff probe, which measures the cutoff frequency in a
transmission microwave frequency spectrum (S21), analyzed the basic characteristics of the point-type
probe, and optimized it via CST Microwave Studio [18]. They also fabricated the probe and firstly
demonstrated its operation. Advanced types of the planar cutoff probe were subsequently developed
by Yeom et al.: the ring-type planar cutoff probe (RCP) and bar-type planar cutoff probe (BCP) [19].
In [19], the authors simply compared the three designs in terms of the Q-factor of the cutoff peak using
CST Microwave Studio and fabricated the BCP based on their simulation results. The BCP was then
successfully applied to real-time plasma process monitoring. The basis of the planar cutoff probes
is the cutoff probe, which, despite being an invasive type of probe, is considered as one of the most
accurate diagnostic methods among microwave probes [20]. Therefore, it is believed that the three
types of planar cutoff probes will be able to show high measurement accuracy compared to other
planar microwave probes. Despite the promising potential and the fact that the RCP and BCP are more
suitable for plasma process monitoring than the point-type probe [19], the basic characteristics of the
ring- and bar-type probes have not been investigated yet. Hence, this paper characterizes the RCP
and BCP considering various geometrical parameters, as well as a plasma parameter through the CST
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Microwave Studio. The main parameters include antenna size, antenna distance, dielectric thickness,
and input electron density.

This paper consists of three parts. Section 2 gives the simulation details, such as simulation method,
geometry, boundary conditions, and materials. Section 3 presents the simulation results and analysis
of each case. Finally, Section 4 summarizes the paper.

2. Simulation Details

The high-frequency time domain solver in CST Microwave Suite was adopted in this study.
This solver used the finite-difference time-domain method to solve Maxwell’s equations in 3D space,
typically in the microwave range. Although this software did not solve the basic plasma equations
self-consistently, compared to fluid plasma simulation [21] or particle-in-cell simulation [22], it was a
useful tool to study the characteristics of the microwave probes mentioned in Section 1. Since electron
density was a controllable input parameter in this simulation, the software allowed us to easily establish
the ideal measurement accuracy by defining it as the deviation of the output electron density from the
input electron density.

Besides, it should be noted that this simulation did not need to define the plasma source, such
as a capacitively or inductively coupled plasma source, since plasma is regarded as a dispersive
dielectric material. Such a material can be represented by the Drude model, in which the plasma

dielectric constant (εp) is given by εp = ε0

(
1−
(
2π fpe

)2
/
{
ω(ω− jνm)

})
, where ε0 is the vacuum

dielectric constant, fpe
(
= 8980√ne,input

)
is the plasma oscillation frequency, ω is microwave frequency,

νm is electron-neutral collision frequency, and ne,input is the input electron density. Here, the νm term
only includes the momentum transfer collision between electrons and Argon atoms at an electron
temperature of 2.0 eV, with Maxwellian distribution for simplicity. The εp is related to the complex
wavenumber (k) from the dispersion relation for electromagnetic waves (k = ω/c√εp) [5]. The real
and imaginary parts of k are related to the refractive index and attenuation constant, respectively.

Figure 1a,b show schematic diagrams of the top and cross-sections of the RCP and BCP,
respectively, which are embedded in a cylindrical holder. Both probes consisted of radiating and
detecting antennae; the RCP had a point-type radiating antenna and ring-type detecting antenna,
while the BCP had bar-type radiating and detecting antennae. All antennae had 1.0 mm height,
were insulated by a dielectric of height 2.0 mm, and were connected with a 50 Ω coaxial line. The plasma
was a cylinder of 330 mm diameter and 40 mm height, and was positioned with an interlayer (sheath)
distance of 5.0 mm from the RCP and BCP, as shown in Figure 1c; here, the simulation considers the
sheath as a vacuum dielectric material (εsheath = ε0).

Figure 1. Schematics of the (a) ring-type cutoff probe (RCP) and (b) bar-type cutoff probe (BCP),
with various geometrical parameters: a—antenna diameter; b,h—antenna distances; c,g—dielectric thickness;
e—antenna length; d,f—antenna widths. (c) Geometry of the plasma and sheath.
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Input and output ports were located at the ends of the 50 Ω coaxial lines. First, a Gaussian voltage
pulse (Vin(t)) with 1 V maximum, including frequencies from zero to 10 GHz, was applied to the input
port and radiated by the radiating antenna. Then, a fraction of the pulses (Vout(t)) entered the output
port via the detecting antenna. The S21 is defined as S21 = 20 log10(Vin( f )/Vout( f )) (dB), where Vin(f )
and Vout(f ) are the processed data through a fast Fourier transform of Vin(t) and Vout(t).

All simulations were conducted in the open boundary condition except for the z = 0 plane where
the input and output ports are located. On this plane, the ground boundary condition (zero tangential
electric field) was applied.

Figure 1a,b represent the geometrical simulation variables (a to h), and Table 1 lists the
simulation conditions. For simple expression, except for antenna diameter (a) and antenna length (e),
all parameters were normalized as α (≡ d/a or f /e), β (≡ b/a or h/e), and γ (≡ c/a or g/e). In each
simulation case, α changed from 1 to 4 for the RCP, and β and γ changed from 4.5 to 7 and 0.5 to 1.5 for
both probes, respectively. Additionally, the normalized factors (a and e) changed from 2.0 to 3.0 mm.
Otherwise, the plasma parameter (input electron density) also changed from 1 × 109 to 1 × 1011 cm−3,
a range common in plasma processing conditions.

Table 1. Simulation conditions with various α, β, γ, and probe diameters. Parameters a–g are given in Figure 1.

Type Ring-Type Probe Type Bar-Type Probe

Number α (≡ d/a) β (≡ b/a) γ (≡ c/a) Number α (≡ f /e) β (≡ h/e) γ (≡ g/e)

#1 1 4.5 0.5 #8 4 4.5 0.5
#2 2 4.5 0.5 #9 6 4.5 0.5
#3 4 4.5 0.5 #10 10 4.5 0.5
#4 1 5.5 0.5 #11 4 5.5 0.5
#5 1 7.0 0.5 #12 4 7.0 0.5
#6 1 4.5 1.0 #13 4 4.5 1.0
#7 1 4.5 1.5 #14 4 4.5 1.5

3. Simulation Results and Discussion

To analyze the antenna characteristics of the two probes, Sections 3.1 and 3.2 include an
investigation of the S21 spectrum in a vacuum condition (without plasma) with various geometrical
parameters, such as α, β, γ, a for the RCP, and e for the BCP. Furthermore, for simple understanding,
visualizations of the antenna configurations in the RCP and BCP are provided for each condition.
Afterward, in plasma conditions, the S21 spectrum with various antenna distances is examined.

3.1. Ring-Type Cutoff Probe (RCP)

Figure 2a shows the S21 spectra with various α (normalized width of the detecting antenna) at
fixed β and γ. An increase in α led to a slight elevation of the S21 level. This was because of an increase
in the capacitive coupling between the radiating and detecting antenna. Furthermore, the S21 had
several resonance frequencies at its extremes. Except for the lowest resonance frequency, with an
increase in α, the resonance frequencies shifted toward lower values. When a increased, as shown in
Figure 2d,g, the low-frequency shift became enlarged. The origin of the resonance frequencies will be
analyzed later.
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Figure 2. S21 spectra of the RCP from various (a,d,g) antenna widths, (b,e,h) antenna distances,
and (c,f,i) dielectric thickness at various antenna diameters: (a–c) a = 2.0 mm, (d–f) a = 2.5 mm, and (g–i)
a = 3.0 mm.

Figure 2b plots the S21 spectra with several β (normalized antenna distance), with results
showing that the overall S21 signal level reduced with increasing β due to a decrease in the capacitive
coupling between the antennae [23]. Besides, an increase in β led to a low frequency shift of the
resonance frequencies. Compared with the effect of α, increasing βmore clearly shifted the resonance
frequencies toward lower values.

As shown in Figure 2c, an increase in γ (normalized dielectric thickness) did not change the
resonance frequencies. The signal levels changed with γ, while there was no trend compared with the
α and β effects. This might have resulted from a characteristic impedance mismatching between the
radiation and detecting antennae, since they had no symmetry with each other. Impedance matching
might deteriorate at γ = 1.0.

To figure out the origin of the resonance frequencies as shown in Figure 2, the electric field on the
detecting antenna surface was examined, the direction of which was normal to the antenna surface
(z-axis as shown in Figure 1). Figure 3 exhibits the normalized electric field as a function of the
normalized antenna length (θ̂-axis as shown in Figure 1) at resonance (2.61, 5.17, and 7.71 GHz) and
non-resonance (3.90 and 6.50 GHz) frequencies of the #6 condition at a = 3.0 mm. The simulation result
showed that the oscillation amplitude at the resonances was larger than that at the non-resonances.
Furthermore, the wavelength at the three resonances was one, two, and three times the antenna length.
Based on these two facts, the resonance frequencies resulted from the SW resonances of the electric
field on the detecting antenna [20,24]. Due to this SW resonance, electric field energy was strongly
localized on the detecting antenna surface such that it could not propagate toward the Signal Out
(Figure 1); the S21 value at the resonances, therefore, dramatically decreased, as shown in Figure 2.
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Figure 3. Normalized Ez-field distribution (Ez/Ez,max) on the detecting antenna of the RCP along
normalized antenna length (L/Lmax), where the z-direction is parallel to the normal direction of the
antenna surface.

The RCP essentially featured resonance peaks induced by SW resonance in the simulated frequency
ranges (<10 GHz), resulting from the length of the detecting antenna. This fact ultimately brought
some negative aspects to the RCP, since the resonance peaks made finding the cutoff peak difficult in
an S21 spectrum, as discussed below.

Figure 4 shows the S21 spectra of the RCP with various electron density values ranging from
1 × 109 to 1 × 1011 cm−3 with various β. In Figure 4a, an increase in β produced a high frequency
shift of the cutoff frequency, which was the extreme in the S21 spectrum and marked by an arrow.
Eventually, the cutoff frequency became equal to the plasma frequency (f pe in Figure 4). This might
have resulted from a larger rate of reduction in the capacitive coupling in the sheath (Path 1 in
Figure 1c) compared to that in the plasma (Path 2 in Figure 1c) with increasing antenna distance [25].
In other words, at a short antenna distance, capacitive coupling in the sheath was dominant, so the
effective electron density became smaller than the input electron density due to the sheath, where the
electron density was zero.

This means that the cutoff frequency was lower than the plasma frequency. But at longer
antenna distances, coupling in the plasma was dominant, and the effective electron density became the input
electron density, and thereby, the cutoff frequency matched the plasma frequency [26]. Deeper analysis of
the different coupling reduction trends between Path 1 and Path 2 in terms of antenna distance is beyond
the scope of this paper, but will be discussed in detail in a later paper with rigorous theory.

The trend of cutoff frequency saturating to the plasma frequency at large antenna distances
was the same as for other high density cases, as shown in Figure 4b,c. If measurement accuracy is

defined as the discrepancy between the cutoff frequency (f c) and the plasma frequency (f pe) as
fpe− fc

fpe
,

the measurement accuracy of the RCP, therefore, strongly depended on the antenna distance; it was
recommended that the distance be as large as possible. However, since the overall level of an S21

spectrum diminished as the antenna distance increased, there was a trade-off between signal-to-noise
ratio and measurement accuracy. Additionally, the larger the antenna distance was, the more complex
the spectrum shape became due to the SW resonance.
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Figure 4. S21 spectra of the RCP from various normalized antenna distances (β) with electron densities
of (a) ne = 1× 109 cm−3, (b) 5× 1010 cm−3, and (c) 1× 1011 cm−3.
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3.2. Bar-Type Cutoff Probe (BCP)

Figure 5a shows the S21 spectra of the BCP with various α at fixed β and γ in a vacuum condition.
An increase in α led to a slight increase of the S21 level, which was similar to the RCP case and for
the same reason. Here, there were no significant resonance peaks in the S21 spectra from the BCP,
except for case #3, because the length of the radiating and detecting antennae was much smaller than
the RCP detecting antenna; the SW resonance took place at high frequencies beyond the interested
range (<10 GHz). When the antenna length e increased, as shown in Figure 5d,g, a low frequency shift
of the resonance frequency with low Q-factor took place near 8 GHz (cases #2 and #3), but this could
be negligible. The signal level of the BCP, however, was lower than that of the RCP, by as much as
20 dB due to the small size of the BCP antennae.

Figure 5. S21 spectra of the BCP from various (a,d,g) antenna widths, (b,e,h) antenna distances,
and (c,f,i) dielectric thickness at various antenna lengths: (a–c) e = 2.0 mm, (d–f) e = 2.5 mm, and (g–i)
e = 3.0 mm.

Figure 6 shows the S21 spectra of the BCP with various electron densities ranging from 1 × 109 cm−3

to 1 × 1011 cm−3 and various β, with the same conditions as in Figure 4. In Figure 6a, an increase in β
produced the same results as the RCP case. With increasing antenna distance, the cutoff frequency
saturated to the plasma frequency, which might have resulted from a reduction in capacitive coupling
between the antennae for the same reason as in the RCP. Figure 6b,c show smooth spectral shapes,
and it is therefore easy to determine the cutoff frequency in each spectrum. They also manifested the
same trend as Figure 6a in terms of β dependence.
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Figure 6. S21 spectra of the BCP from various normalized antenna distances (β) with electron densities
of (a) ne = 1× 109 cm−3, (b) 5× 1010 cm−3, and (c) 1× 1011 cm−3.

It should be noted for the BCP here that the critical antenna distance (dc), where the cutoff frequency
matched the plasma frequency, was much lower than that in the RCP, at 14 mm compared to 30 mm as
shown in Figure 7, which showed the ratio of the cutoff frequency to the plasma frequency by antenna
distance. Additionally, the S21 spectrum of the BCP was much straighter, without any resonance peaks,
than that of the RCP. This fact facilitated simple cutoff frequency monitoring by just measuring the
minimum S21 value, which indicated the possibility for a simple plasma monitoring system based on
the BCP. In summary, the BCP was more practical than the RCP in terms of miniaturization as well
as electron density monitoring, since it was much easier to determine the cutoff frequency in the S21

spectrum of the BCP than that of the RCP.
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Figure 7. Normalized cutoff frequency (f cutoff/f pe) of the RCP and BCP with various antenna distances
and input electron densities at a = e = 2.0 mm and p = 100 m Torr.

4. Conclusions

This paper investigated the basic properties of two types of planar cutoff probes, the ring-type
and the bar-type planar cutoff probes, with various geometrical parameters as well as a plasma
parameter through a commercial 3D electromagnetic simulation. Simulation results showed that
the RCP had several resonance frequencies that originated from standing-wave resonance on the
detecting antenna, while the BCP did not. Moreover, the signal level of both the RCP and BCP increased
with increasing antenna size and decreased with increasing antenna distance between the radiating and
detecting antennae because of elevated and diminished capacitive coupling, respectively. Among the
studied parameters, antenna distance was found to be the key parameter highly related to the accuracy
of both probes. As a result, the BCP was more practical than the RCP for use in non-invasive electron
density measurement systems since it allowed for much easier determination of cutoff frequency in
S21 spectra.
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Abstract: In recent years, multiple technologies have been proposed with the aim of combining the
characteristics of traditional planar and non-planar transmission lines. The first and most popular
of these technologies is the Substrate Integrated Waveguide (SIW), where rows of metallic vias are
mechanized in a printed circuit board (PCB). These vias, together with the top and bottom metal
layers of the PCB, form a channel for the propagation of the electromagnetic fields, similar to that
of a rectangular waveguide, but through a dielectric body, which increases the losses. To reduce
these losses, the empty substrate integrated waveguide (ESIW) was recently proposed. In the ESIW,
the dielectric is removed from the substrate, and this results in better performance (low profile and
easy manufacturing as in SIW, but lower losses and better quality factor for resonators). Recently, to
increase the operational bandwidth (monomode propagation) of the ESIW, the ridge ESIW (RESIW)
and a transition from RESIW to microstrip line was proposed. In this work, a new and improved
wideband transition from microstrip line (MS) to RESIW, with a dielectric taper based on the equations
of the superellipse, is proposed. The new wideband transition presents simulated return losses in
a back-to-back transition greater than 20 dB in an 87% fractional bandwidth, while in the previous
transition the fractional bandwidth was 82%. This is an increment of 5%. In addition, the transition
presents simulated return losses greater than 26 dB in an 84% fractional bandwidth. For validation
purposes, a back-to-back configuration of the new transition was successfully manufactured and
measured. The measured return loss is better than 14 dB with an insertion loss lower than 1 dB over
the whole band.

Keywords: substrate integrated waveguide; ridge waveguide; tapering structure; broadband;
microwave devices

1. Introduction

The growing need for small microwave devices with integration capabilities in planar technologies
and high performance prompted the creation of the substrate integrated waveguide (SIW) [1]. In the
quest for increasing the performance, the empty substrate integrated waveguide (ESIW) was developed
[2]. In the ESIW, the dielectric is removed, the walls are metalized, and the electromagnetic wave
is confined by a bottom and top metal covers. The removal of the dielectric allows a significant
reduction of the losses, with the drawback of increasing the overall size. Consequently, the wave
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is propagated through the air. To validate this promising technology, some common microwave
devices have been designed, manufactured, and measured. Some of these devices are filters [3,4],
antennas [5–7], 90◦ hybrid directional couplers [8], circulators [9], and phase shifters [10].

All of the above devices need a transition to connect ESIW to planar technologies. Multiple transitions
from microstrip line (ML) to ESIW have been designed with a different approach in the design, solving
the matching problems and being functional despite the manufacturing tolerances [2,11–13]. However,
these transitions have the disadvantage of being well matched in a limited frequency range (monomode
propagation in ESIW), resulting in a fractional bandwidth (FBW) of approximately 42%. This fractional
bandwidth may be insufficient for some broadband applications. Recently, a new microstrip line
to ESIW transition that can achieve a higher fractional bandwidth (57%) has been proposed [14].
This transition is based on introducing a dielectric material inside the waveguide, which allows for a
greater bandwidth, but with the drawback of increasing the losses. In this work, we aim to achieve
larger fractional bandwidth than 57% without introducing dielectric and therefore increasing the losses.

In the ESIW, the fundamental mode TE10 is propagated in a similar way as in a standard
rectangular waveguide. The frequency range in which this is the only mode that is propagating
determines the usable bandwidth. With the intention of increasing the monomode bandwidth a ridge
waveguide can be used. The ridge waveguide consists of a waveguide with one or more metallic ridges.
These ridges produce a reduction in the frequency of the fundamental mode and a small increase in
the frequency of the next higher order mode. Thus, a significantly larger monomode bandwidth is
achieved. Therefore, a ridge waveguide with the same dimensions of a rectangular waveguide without
ridge can work at lower frequencies. Conversely, a ridge waveguide can work at the same frequency
as the conventional rectangular waveguide, but being smaller and less bulky.

This idea of a Ridge ESIW (RESIW) was first presented by Murad et al. [15], and a transition from
microstrip line to a single RESIW (RESIW with only one ridge) that allows the use of most of the usable
bandwidth was also proposed by Herraiz et al. [16]. This transition for a WR62 RESIW presents return
losses greater than 20 dB in a fractional bandwidth (FBW) of 82%.

In this work, a thorough study of possible geometries of a ridge ESIW manufactured with
standard Planar Circuit Board (PCB) machinery is performed with the purpose of assessing the pros
and cons of using only one o more ridges, and/or using ridges with different cross sectional shapes,
and selecting the best geometry with a compromise between monomode propagation bandwidth
and ease of manufacturing. Next, a new wideband transition from microstrip line to single RESIW is
proposed. This new transition is based in a wider ESIW section with a superelliptical dielectric taper,
and it presents better return losses and a broader fractional bandwidth than the previous microstrip to
single RESIW transition [16].

The work is structured as follows. Section 2 presents an exhaustive study of the possible
geometries of the RESIW. Section 3 presents the transition and it is design procedure. The results of the
simulated and measured prototype are presented in Section 4. Finally, the conclusions are discussed in
Section 5.

2. RESIW cross Section Design

The ridge waveguides are a family of waveguides which are composed of one or several metallic
ridges attached to the lower or upper walls of the waveguide [17]. The best known and studied
ridge waveguides are the single and double ridge rectangular waveguides [18]. The metallic ridges
allow a reduction of the cutoff frequency of the fundamental mode (TE10), and an increase of the
cutoff frequency of the first higher order mode (TE20). Thus, a broader bandwidth can be achieved.
In addition, the characteristic impedance of the fundamental mode (Z0) is reduced [19].

In practice, by properly selecting the geometrical parameters of the single and the double ridge
waveguides, similar bandwidths can be achieved with either one. Therefore, to reduce the complexity
of the manufacture, the single RESIW is our focus of study. The use of the conventional manufacturing
techniques of planar technologies allows the creation of this single RESIW simply by piling substrates
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of the same height. This leads to an easy manufacture, but limits the freedom in the design of the
ridge dimensions, as shown in Figure 1. The height of the ridge (hr) is limited by the height of the
substrate (hs) and can only be a multiple of this height (hr = n hs, where n is the number of ridge
layers). The only parameter of the ridge transversal section that can be chosen freely is the ridge
width wr.

a

b

(a) ESIW

a

wr

hr

b

(b) RESIW with one layer (n = 1)

Figure 1. Cross sectional view of the ESIW and the ridge ESIW with one layer.

Appendix A shows that the one layer rectangular ridge ESIW proves to be the best compromise
between maximizing the bandwidth and minimizing the related manufacturing cost and volume.
Therefore, one-layer rectangular ridge ESIW is used in this work, where the waveguide width is
a = 15.7988 mm (Standard waveguide WR-62) and the ridge width that maximizes the bandwidth is
wr = 3.848 mm.

3. Transition Design

The 3D view of the proposed topology for an improved wideband transition from microstrip
line to one layer RESIW is shown in Figure 2a. The detailed layout with dimensions of the central
(Figure 3a) and ridge layers (Figure 3b) of this transition is shown in Figure 3.

(a) (b)

Figure 2. Structure of the proposed transition from microstripo to RESIW (a); and simulated field
distribution for the central frequency (14 GHz) (b).

The transition is based in four elements in order to couple the fields and match the impedances
of the input and output transmission lines. Since there is a large difference between the impedances
of the microtrip (low impedance) and the RESIW (high impedance), the first element consists on a
linear taper at the end of the microstrip line that gradually modifies the impedance of the microstrip
line, thus easing the impedance matching with the RESIW. The second element of the transition is
a widened RESIW section, placed at the beginning of the RESIW. This section is controlled with the
parameters ac (length) and bc (width). This widening properly decreases the impedance of the RESIW,
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so that the impedance matching with the microstrip is easier. This widening is manufactured in the
central and in the ridge layer (see Figure 3a,b). The third element of the transition is an inductive
iris of width wti, mechanized with rows of metallized via holes, that controls the coupling between
the widened microstrip line and the widened RESIW. These three elements were already present in
the previous version of the MS-RESIW transition [16] (see Figure 4a). In that previous transition,
the matching was completed with the fourth element of the transition, which was a widening of the
ridge at the beginning of the RESIW [16]. In this work, instead of using a widening of the ridge, the
ridge has no widening and a dielectric taper is used in the central layer in order to better match the
discontinuity between dielectric and air. The use of a dielectric taper, never used before in a transition
from MS to RESIW, is inspired by the dielectric taper used in the transition from microstrip line to
ESIW presented in [2] and improved in [11] (see Figure 4b). However, and conversely to what happens
in the transition from MS to ESIW, the exponential dielectric taper provides poor results in the case of a
transition from MS to RESIW. For that reason, in this work, we propose the use of the equations of the
superellipse [20] for shaping the dielectric taper. This curve allows to explore an endless set of possible
transition profiles, using just a few number of parameters and finding the optimum parameter values
that provide with an excellent performance.

lms lt l2

wms

ac

bc

wt wti

l3

p

dvia

ddrill

awsell
lsell

l4

(a) Central layer

ac

bc

wr a

(b) Ridge layer

Figure 3. Layout of the microstrip line to RESIW transition proposed in this work. White represents
empty spaces, gray represents dielectric body, and dark yellow represents copper surfaces.
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(a) (b)

Figure 4. Previous transitions that inspired the transition presented in this work: (a) transition from
MS to RESIW with widening of the ridge [16]; and (b) transition from MS to ESIW with exponential
dielectric taper [11].

The equations of the superellipse have been used in several fields of the engineering, especially in
architecture [21]. In the microwave field, they were used in [20] for defining a tapering impedance
matching profile between two rectangular waveguides of different widths. The superellipse was first
discussed in 1818 by Gabriel Lamé. It consists in a generalization of the equations of the ellipse, so that
the ellipse is a particular case of the superellipse. The Cartesian equation of superellipse is,

( x
a

)m
+
(y

b

)m
= 1 (1)

where b and a are the semiaxes of the superellipse and m is the parameter controlling the overall shape
of the ellipse. By properly selecting the value of m, a rectellipse (m = 4), an ellipse (m = 2), a straight
line (m = 1), an astroid (m = 2/3), or other shapes can be obtained. The most known and studied
values of m and its shapes are shown in Figure 5.

−2 −1 0 1 2

−1

−0.5

0

0.5

1

x

y

m=2/3

m=1

m=2

m=5/2

m=4

Figure 5. Superellipses with semiaxes a = 1.5 and b = 1 and different values for m.

With the aim of providing a better control over the shape of the superellipse, the equations can be
further generalized as, ( x

a

)p
+
(y

b

)q
= 1 (2)

where p and q are real parameters that control the curvature of the superellipse in each dimension
separately. Values of p less than one provide an inward curve with the y-axis. On the other hand,
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values of p greater than one provide an outward curve with the y-axis. q controls the curvature in
the x-axis. Extreme values for p or q (i.e., p, q = 0 or p, q → ∞) produce a nose sharp curve or a
blunt ellipse.

As shown in Figure 3, the idea is to create a dielectric taper whose semiaxes are lsell and wsell/2
and find the best possible values of p and q that provide the maximum impedance matching. Thus,
Equation (2) is particularized for creating a dielectric taper that follows the following profile,

(
x

lsell

)p
+

(
y

wsell
2

)q

= 1 (3)

To accelerate the process of designing the proposed transition, it is convenient to find good initial
values for the design parameters. Table 1 proposes expressions that provide with a good initial point
that significantly reduces the computational cost of the optimization process. The expressions for the
initial values of lt, l2, and wt are extracted from [16]. The other expressions were obtained empirically,
after designing several transitions at different frequencies and with different substrates. The value of
λg for computing the initial expressions refers to the wavelength in the widened section of RESIW of
width a + 2bc.

Table 1. Initial expressions for the design parameters of the new MS to RESIW transition.

wti wt lt ac bc wsell lsell l2 p q

0.7a 0.2wti
λms( f0)

4
λg( f0)

2
a
6 0.4wr

λg( f0)
4

lt
3 2 2

4. Results

To validate the transition, a back-to-back transition from a 50 Ω microstrip line to a RESIW with
one ridge layer was designed, manufactured, and measured. A Rogers 4003C substrate with hr = 0.813
mm, permittivity εr = 3.55, and metal thickness t = 35 μm was used. The transition presents the same
width of the standard WR-62 rectangular waveguide (a = 15.7988 mm). The expressions in Table 1
were applied to obtain initial values for the design parameters. Since the initial values were good
enough, the optimum values were obtained after a quick and simple optimization process with the
Neder-Mead Simplex algorithm of CST and the goal of maximizing the return loss. Table 2 shows the
initial values of the design parameters and the final optimum values. It also shows the dimensions
that are fixed and that do not need to be optimized.

Table 2. Dimensions of the designed MS to RESIW transition with Rogers 4003C substrate (in mm).

Fixed Parameters Design Parameters

p, l3 1 Initial Final Initial Final Initial Final
dvia 0.7 wti 11.059 10.014 lsell 4.518 4.996 lt 3.213 4.428
wr 3.848 bc 2.633 2.394 l2 1.071 1.491 p 2.00 2.008

ddrill 0.5 ac 11.836 9.629 wt 2.211 2.446 q 2.00 2.016
wms 1.813 wsell 1.528 1.635 l4 0.3 0.329

Figure 6 compares the simulated (with CST) reflection coefficient of the new transition presented
here and the previous version presented in [16]. To assess the validity of the initial values of the
design parameters, the reflection coefficient with these initial values is also plotted. It can be observed
that the initial values provide a minimum return loss of about 12 dB in the whole band, which
proves that the initial vales of Table 1 are a very good approximation to the final optimum values.
Comparing the optimized transition proposed here and the previous transition presented in [16], it can
be observed that the fractional bandwidth (calculated as the frequency range in which the return losses
are greater than 20 dB divided by the central frequency, 14 GHz) is 82% with the previous transition of
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Herraiz et al. [16] and 87% with the new transition, which supposes an increment of 5%. It can also be
observed that the optimized new transition presents a return losses value greater than 26 dB from 8.7
to 20.5 GHz, which is a very good matching in a large bandwidth, thus proving its good performance
in terms of simulated results.
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Figure 6. Return loss comparison between previous [16] and new version of the back-to-back transition
from microstrip to RESIW. For the new transition, results of the design with initial values of the
parameters and of the design with final optimized values are plotted.

The simulated insertion losses of the previous [16] and new transition are compared in Figure 7.
Lossy metal and lossy dielectric are considered in the simulation with CST. It can be observed that the
insertion losses of the new transition are lower than 0.6 dB in the whole band, whereas the insertions
losses of the previous transition are greater than 1.2 dB.
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Figure 7. Insertion loss comparison between previous [16] and new back-to-back transition from
microstrip to RESIW.

Therefore, the simulated results of the new version of the transition are better in terms of both
insertion and return losses than the previous version of Herraiz et al. [16].

Figure 8 compares the return losses of the the back-to-back transition from microstrip to ESIW
without ridge [11] and the new back-to-back transition from microstrip to RESIW presented here.
There is an increment of 103% in the fractional bandwidth (return losses greater than 20 dB) with the
new transition when compared with the transition from MS to ESIW without ridge, whose fractional
bandwidth is 42%.
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Figure 8. Return loss comparison between back-to-back transition from microstrip to ESIW [11] and
this work.

The manufactured back-to-back prototype with the final design parameters of Table 2 is shown in
Figure 9. Standard planar circuit manufacturing techniques (drilling, milling, and electrodeposition)
were used to manufacture this prototype. Figure 10 compares the simulated and measured scattering
parameters of the back-to-back transition prototype. The differences between measurement and
simulation are mainly due to manufacturing tolerances and the effect of surface roughness on
electrodeposited metallic surfaces. For the same cut, the tolerance of the laser beam is only 2 μm and
for nonconsecutive cut is approximately 50 μm. The tolerance in the alignment of the layers is the
same as of nonconsecutive cuts. The measurements include the effect of the transitions from coaxial to
microstrip, which can be estimated in approximately 1 dB of additional insertion losses, and possibly
some mismatch. Discounting the effect of the coaxial to microstrip connectors, the measured insertion
loss of the back-to-back prototype is smaller than 1 dB, and the measured return loss is greater that
14.5 dB between 9 and 20.66 GHz, which corresponds to a fractional bandwidth of 83%. In [16], the
return loss was 11 dB and the insertion loss was 1.5 dB between 8 and 20.5 GHz, which corresponds to
a fractional bandwidth of 87% for a back-to-back transition with the same waveguide characteristics.

In comparison, the measured return and insertion losses of the new version of the transition are
better than the previous one reported in [16].

Bottom Cover Top CoverCentral LayerRidge Layer

Figure 9. Back-to-back manufactured prototype.

164



Appl. Sci. 2020, 10, 8101

8 10 12 14 16 18 20 21.5
−50

−40

−30

−20

−10

0

Frequency (GHz)

S
-p
a
ra
m
et
er
s
(d
B
)

S11(sim)

S21(sim)

S11(meas)

S21(meas)

Figure 10. Comparison of measurements and simulations of the back-to-back transition prototype.

5. Conclusions

In this work, a novel transition from MS to RESIW based on the equations of the superellipse is
proposed. A design procedure is presented and initial values for the design parameters are provided.
The simulated reflection coefficient of a back-to-back transition is less than 20 dB in an 87% fractional
bandwidth and less than 26 dB in an 84% fractional bandwidth. The measured return losses are greater
than 14.5 dB and the insertion losses are lower than 1 dB in a 83% fractional bandwidth. The new
wideband transition presents improved (simulated and measured) responses, with better return losses
and lower insertion losses, when compared with the previous MS to RESIW transition.
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Abbreviations

The following abbreviations are used in this manuscript:

SIW Substrate Integrated Waveguide
PCB Printed Circuit Board
ESIW Empty Substrate Integrated Waveguide
RESIW Ridge Empty Substrate Integrated Waveguide
FBW Fractional Bandwidth
MS Microstrip Line
CST Computer Simulation Technology
WR Rectangular Waveguide
RL Return Loss

Appendix A. Study of Possible Geometries of a RESIW Crosssection

In this Appendix, an exhaustive study of the possible geometries of the RESIW is presented.
Figure A1 shows the RESIWs transversal section that have been studied.
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Figure A1. Cross sectional view of the ESIW and the ridge ESIW with different number of layers.

In the ridge waveguide, the cutoff frequencies of the fundamental mode TE10 ( fc10) and the first
higher order mode TE20 ( fc20) can be obtained by solving the following transcendental equations [22],

cot
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πwr fc20

c

)
− B

Y01
= 0 (A2)

where c is the light velocity; a and b are the width and height of the waveguide, respectively; and
d = b − hr is the distance between the top ridge layer and top wall of waveguide (see Figure 1). The
term B/Y01 is the susceptance that models the gap, and can be approximated as [17]

B
Y01

≈ 4
(

b
d

)(
a fc

c

)
ln csc

(
πd
2b

)
(A3)

where fc is fc10 for solving Equation (A1) and fc20 for solving Equation (A2).
Equations (A1) and (A2) can be used to obtain fc10 and fc20 as a function of the width of the ridge,

wr, which is the only design parameter in a RESIW that we can use in order to maximize the usable
bandwidth ( fc20 − fc10). Figure A2 shows both cutoff frequencies fc10 and fc20 as a function of wr for a
RESIW manufactured with Rogers 4003C substrates of height h = 0.813 mm, permittivity εr = 3.66
and width a = 15.7988 mm. The cutoff frequencies were computed both analytically with Equations
(A1) and (A2) and numerically with the commercial software Computer Simulation Technology (CST).
The results are shown for a RESIW with one, two and three ridge layers (n =1, 2 and 3), and they are
compared with the cutoff frequencies of an ESIW (no ridge layers).
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Figure A2. Cutoff frequencies of the fundamental and first higher order mode of a ridge ESIW with
one, two and three ridge layers as a function of the ridge width wr. Comparison between analytical
(dashed lines) and simulated (continuous lines) results and comparison with an ESIW without any
ridge layer.

It can be observed, in the first place, that there is a very good agreement between analytical
and simulated results, which validates the accuracy of Equations (A1) and (A2). Besides, it can be
concluded that the higher bandwidth (maximum distance between fc10 and fc20) is achieved with
wr/a � 0.28. Using this value of wr as a starting point, and after optimization, optimum values of wr

that maximize the bandwidth were obtained for the the RESIW with one, two, and three ridge layers,
and the values of the cutoff frequencies for these optimum values of wr are shown in Table A1.

Table A1. Cutoff frequencies and bandwidth of the RESIW as the number of ridge layers (n) increases.

n f10(GHz) f20(GHz) BW(GHz) BW Increase

0 9.480 18.970 9.490 -
1 7.530 20.660 13.130 38%
2 6.227 21.352 15.125 15%
3 5.420 21.692 16.272 7%

The results depicted in Table A1 show that the bandwidth increases with the number of ridge
layers. Using one ridge layer increases the bandwidth by 38% compared with the ESIW with no ridge
layer. However, using two ridge layers supposes an increase in the bandwidth of only a 15% when
compared with one ridge layer. Using three ridge layers increases the bandwidth by 7% compared with
two ridge layers. Taking into account that increasing the number of ridge layers increases the volume,
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weight, cost, and manufacturing complexity, for most wideband applications, the best compromise
between bandwidth and ease of manufacturing will be the use of one ridge layer.

To test whether the usable bandwidth of the RESIW with one ridge layer can still be improved by
using other unconventional geometries, the trapezoidal and two rectangular ridge geometries shown
in Figure A3 were also studied.

a

hr

b

(a) Trapezoidal cross section

a

wr

hr

b

(b) Two rectangular ridges

Figure A3. Cross sectional view of the one layer ridge ESIW with unconventional geometries.

Table A2 shows the cutoff frequencies and the absolute bandwidth of these geometries compared
with the rectangular cross section single layer ridge. It can be observed that a slightly higher bandwidth
can be achieved with the trapezoidal geometry, but the improvement is so small that it is not worth
complicating the manufacturing process.

Table A2. Cutoff frequencies and bandwidth for RESIW with on ridge layer and different ridge geometries.

Ridge Geometry f10(GHz) f20(GHz) BW(GHz)

One rectangular ridge 7.530 20.660 13.130
One trapezoidal ridge 7.710 20.860 13.150
Two rectangular ridges 7.650 19.950 12.300
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