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Abstract: In social networks, users can easily share information and express their opinions. Given
the huge amount of data posted by many users, it is difficult to search for relevant information. In
addition to individual posts, it would be useful if we can recommend groups of people with similar
interests. Past studies on user preference learning focused on single-modal features such as review
contents or demographic information of users. However, such information is usually not easy to
obtain in most social media without explicit user feedback. In this paper, we propose a multimodal
feature fusion approach to implicit user preference prediction which combines text and image features
from user posts for recommending similar users in social media. First, we use the convolutional neural
network (CNN) and TextCNN models to extract image and text features, respectively. Then, these
features are combined using early and late fusion methods as a representation of user preferences.
Lastly, a list of users with the most similar preferences are recommended. The experimental results on
real-world Instagram data show that the best performance can be achieved when we apply late fusion
of individual classification results for images and texts, with the best average top-k accuracy of 0.491.
This validates the effectiveness of utilizing deep learning methods for fusing multimodal features
to represent social user preferences. Further investigation is needed to verify the performance in
different types of social media.

Keywords: deep learning; user preference learning; feature fusion; similar user recommendation

1. Introduction

In popular online social networks such as Twitter, Facebook, and Instagram, it is easy
for users to share information and post their opinions and comments. Given the huge
amount of user-generated content (UGC), it is difficult to search for the most relevant infor-
mation effectively. Since people tend to share information that interests them and comment
on the topics they like, user posts and comments are likely to reflect their preferences. In
addition to individual posts, it would be useful if we can also recommend groups of people
with similar interests. This might help users discover more relevant content in social media.
Conventionally, characteristics of users are often defined by their demographic information,
such as gender, age group, occupation, and income status. These are usually obtained by
filling in surveys and basic personal information which is often lacking since users are
reluctant to provide this in most social media. Thus, it is a challenge to learn detailed user
preferences without explicit user feedback.

Conventional recommender systems focus on suggestion of items as a function of
similar items or users in previous records. However, user behaviors in online social
networks are different from e-commerce websites since there is no explicit feedback from
users regarding the relevance assessment of items. Instead, users participate in social
media by posting, replying (or retweeting), and forwarding multimedia content. Since
users might post various types of multimedia content related to the corresponding texts
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in the surrounding paragraphs, it would be useful if these contextual relations could be
utilized to discover implicit user preferences. In this paper, we propose a multimodal
feature fusion approach to implicit user preference prediction by learning deep features
from texts and images in user posts for recommending similar users in social media. First,
text and image features in user posts are extracted using deep learning techniques, such as
convolutional neural networks (CNNs) and TextCNN. Then, these features are combined
using multimodal feature fusion methods as a potential representation of user preferences.
Lastly, similarity among user preferences can be defined and calculated for finding and
recommending similar users. Since there are multiple types of features, in this paper, we
compare the effects of early and late fusions of features for user preference prediction. To
evaluate the performance of user recommendation, a dimensionality reduction method
using autoencoders is compared with user clustering.

From the experimental results of Instagram data, we can see the clear advantage of
deep learning and feature fusion over individual features. Recommending the top-k similar
users when applying late fusion of individual classification results of texts and images
gives the best average top-k accuracy of 0.491. This shows the potential of discovering
implicit user preferences from multimodal content posted by users. Further investigation
is needed to verify the effects in different types of social media.

The major contributions of this paper can be summarized as follows:

• First, we propose a convolutional deep learning method for extracting image and text
features from user posts as a potential representation of implicit user preferences.

• Second, we compare feature fusion methods to combine text and image features from
user posts for predicting user preferences.

• In our experimental results on real-world Instagram data, the best average top-k accu-
racy of 0.491 for recommending top-50 similar users can be obtained when applying
late fusion on text and image features. This shows an improvement of 36.3% over the
baseline in terms of accuracy.

2. Related Works

There are two categories of studies related to our work. One involves techniques that
model user preferences by items and user’s information for user recommendation. The
other involves deep learning techniques adopted for feature extraction and fusion.

For user or people recommendation in social networks, most existing approaches rely
on social relations and network structures in addition to content similarity. For example,
Chen et al. [1] found out that the social network structure tends to give known contacts,
while content similarity helps to find new friends. Hannon et al. [2] considered content-
based techniques and collaborative filtering approaches based on followees and followers
of users.

Armentano et al. [3] proposed to recommend relevant users by exploring the topol-
ogy of the network. Since content-based approaches tend to have low precision while
collaborative filtering based approaches based on follower-followee relations have data
sparsity issues, Zhao et al. [4] proposed a community-based approach that utilizes an
Latent Dirichlet Allocation (LDA)-based method on follower–followee relations to dis-
cover communities before applying matrix factorization for user recommendation. Gurini
et al. [5] proposed to extract semantic attitudes from user-generated content, including
sentiment, volume, and objectivity, and they conducted people recommendation using
matrix factorization. In this paper, since there are no social network structures available,
we used content-based approach as our baseline model. Moreover, we included word
embedding using a pretrained Word2Vec model to get semantic information of texts.

Predicting user preferences is very important when constructing a recommender
system. In social networks, user preferences can be derived from three sources. The first is
user post contents including texts and images. They provide the direct evidence of what
users like. The second is user interested topics, which could be reflected from tags in posts.
The third is the user relations in social networks. Recent preference prediction models
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integrate information including user posts [6], images [7,8], social network attributes [9],
and user demographic information [10]. Examples include gender, age, and political
tendency [11]. In past research, researchers considered integrating information such as
reviews and social relations to predict user preferences. For example, some methods learned
user sentiments from user reviews [12,13] and item topics regarding user preferences [14,15].
Some methods used hybrid methods to learn user’s opinion in different domains [8,16].
Unlike the above studies, we did not use the extra information such as social relations or
user demographics. Instead, we focused on extracting information from post contents,
including texts and images.

On the other hand, deep learning practices have been applied to texts to provide more
insights into the reasons behind users’ preferences and more awareness of item features
they consider relevant [17]. Deep learning has been shown to be effective in user preference
learning [18,19]. Palangi et al. [20] proposed a deep model which used a variant of recurrent
neural network (RNN) architecture called Long Short-Term Memory (LSTM) for retrieval
task. The study by Tai [21] used Tree-LSTM to predict semantic connection of sentences
and sentiment classification. Yousif et al. [22] combined CNN and Bidirectional LSTM
(Bi-LSTM) to analyze citation sentiment and purpose classification. Seo et al. [23] used
CNN with attention to model user preferences and item properties as expressed in review
texts. However, these methods take more computation due to their complex structure. In
contrast, our proposed method focuses on fusing different features instead of relying on
complex models to achieve good performance in classification.

Some existing preference prediction methods utilized users’ review texts to learn
user preference. In Chambua et al. [24], they used the hybrid approach to learn and
represent user preferences and predict them by using RNN–LSTM and probabilistic matrix
factorization in the Amazon Products Datasets. Because they only used review texts as the
user feature, they are faced with the problem of missing data. In Lv et al. [25], the visual
and social features were fused by linear regression, matrix factorization, and support vector
regression. Unlike our proposed method, they used tags and titles as the textual feature.
This might not accurately capture the user’s true emotional preferences. Zhang et al. [26]
used the attention mechanisms to extract textual and visual features by a variant of CNN
called VGGnet and LSTM in the Flickr dataset. Through a linear attention mechanism,
they fused the textual, visual, and user features for prediction. With the same problems
as Lv et al. [25], the textual description of posts only included titles and tags which might
not reflect emotional preferences. Aloufi et al. [27] used the visual and social features and
information-associated content to predict popular images by ranking the Support Vector
Machine (SVM) model in the Flickr dataset. They added several extra features to predict
which photos would be popular. Mazloom et al. [28] used the Instagram dataset for their
experiment. They used features from users, items, and contexts of posts as representation
to predict the popularity of a post related to a specific user and item in social media by
matrix factorization. The difference to our proposed method is that they added the visual
and textual sentiment based on Visual Sentiment Ontology [29] and SentiStrength [30].
Unlike the above papers, we represent user preferences by fusing text contents and image
features extracted with convolutional neural networks. Furthermore, we address the issue
of user recommendation by autoencoders and user clustering.

Feature fusion is an important method in pattern recognition which allows for more
robust predictions by incorporating multiple features that might complement each other.
When some of the features are missing, we can still make predictions. Contextual sim-
ilarity [31] has been extensively exploited recently in retrieval tasks, such as biological
information retrieval, natural image search, shape retrieval, and analysis of time series. A
more recent example is the unsupervised ranking model in which all words of a query or
document are embedded into vectors, which are matched by deep neural networks [32].
The multimodal approach was constructed by different input sources [33,34]. For example,
the multimodal approach based on image and text features was employed in multiple
tasks such as retrieval, classification, and natural language processing. To find relation-
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ships between text and image features, two general multimodal fusion approaches were
deployed: early and late fusions [35]. Features with poor performance will greatly affect
the effects of early fusion [36]. In contrast to early fusion, late fusion uses mechanisms
such as averaging [37], voting [38], and learned model [39,40] to fuse predictions from each
model. In our paper, we aimed to compare the effects of early and late fusions in user
preference prediction.

3. The Proposed Method

In this paper, we propose a feature fusion approach to implicit user preference learning
from user posts and related images for similar user recommendation. The overall system
architecture is illustrated in Figure 1.

Figure 1. The system architecture of our proposed method.

As shown in Figure 1, there are three modules in the proposed method: feature
extraction and embedding, feature fusion, and user recommendation. First, user posts in
social networks are collected as the dataset, where texts and images are extracted by using
text and image convolutional networks, respectively. Second, text and image features are
combined using feature fusion techniques as the representation of user preferences. Lastly,
on the basis of the similarity among user preferences, top similar users are recommended
by autoencoders and user clustering.

3.1. Feature Extraction

People often express their opinions on selected topics by posting related texts and
images they are interested in. These behaviors might show their implicit user preferences.
Thus, to better understand what people like, in this paper, we assume that user preferences
can be represented by the characteristics of texts and images in their posts and comments.

Previous studies used the title or tags as text features for classification. However, user
preferences cannot be effectively learned since tags might be ambiguous and diverse in
their meanings. Since text contents usually contain more semantic information such as
emotions or stances than tags, text contents are used instead of tags. In this paper, we focus
on deep learning methods such as the TextCNN model [41] for text feature extraction. First,
text documents are represented by a word embedding model such as Word2Vec [42,43].
This is a distributional representation of words among different contexts in fix-sized vectors.
Next, we use TextCNN [41] to extract text features. This is a slight variant of the CNN
architecture by Collobert et al. [44]. The TextCNN architecture is shown in Figure 2.

Figure 2. Convolutional neural networks (CNNs) for text classification [41].
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As shown in Figure 2, there are four layers in the TextCNN model: word embedding
layer, convolutional layer, max pooling layer, and fully connected layer. First, given a
sentence of length n, we denote it by its word embeddings as follows:

x1:n = x1∅x2∅ . . .∅xn, (1)

where xi is the embedding of word i with dimension k, and ∅ is the concatenation operator.
Second, in the convolutional layer, the convolution operation involves a filter w∈Rhk, which
is applied to a window of h words to produce a feature ci for the i-th window as follows:

ci = f (w ∗ xi:i+h−1 + b), (2)

where b ∈ R is a bias term and f is a nonlinear function, such as the hyperbolic tangent. For
the given sentence x1:n, this filter produces a feature map c as follows:

c = [c1, c2, . . . , cn−h+1], (3)

where c∈Rn−h+1. Then, in the max pooling layer, we take the maximum value c’ = max(c1,
c2, . . . , cn−h+1) as the feature map corresponding to this particular filter. Lastly, the fully
connected layer outputs the final classification result or category. In this paper, we also
extract outputs from the layer before the last layer to compare the effects of feature fusion.

To extract image features, we utilize a CNN model called VGG16 [45] to convolve
the image pixels represented in the Red-Green-Blue (RGB) color model. This architecture
contains several differences from the previous convolutional networks. It is a multilayer
convolutional network that is a thorough evaluation of networks of increasing depth using
an architecture with very small (3 × 3) convolution filters, which shows a significant
improvement by increasing the depth to 16 layers (13 convolutional layers and three fully
connected layers). Layers of configurations are designed using the same principles, inspired
by Ciresan et al. [46] and Krizhevsky et al. [47]. Compared with other models such as [48],
VGG16 is a CNN architecture with fewer parameters but comparable accuracy. For this
reason, it is used as the Image CNN model to extract the feature map from images.

3.2. Feature Fusion

With texts and images in a user post, we try to combine them in two different ways,
i.e., early fusion and late fusion.

3.2.1. Early Fusion

In early fusion, embeddings of texts and images are input to the same CNN model
simultaneously for feature extraction. Early fusion is also known as feature-level fusion,
which can be expressed as follows: xm= f (x1, . . . xn), where an aggregated representation
xm of features is computed by function f that integrates individual features x1, . . . , xn.
Early fusion combines different input sources into a single feature vector, which is used as
inputs to the classification framework. The advantage of early fusion is that it learns all
the features in one phase. This makes the training pipeline easier, but a lot of important
information might be lost. The architecture is shown in Figure 3.

 

Figure 3. The architecture for early fusion of text and image features.
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As shown in Figure 3, first, since the sizes of text and image embeddings are different,
we use a fully connected (FC) neural network to fuse these vectors. There are two different
ways of concatenation: text vector concatenated with images or image vector concatenated
with texts. Next, we extract the output of different layers in the VGG16 model including the
feature map and the final classification result or category as the combined representation
for the texts and images.

3.2.2. Late Fusion

In late fusion, text and image features are extracted and then combined for classi-
fication. This is also known as decision-level fusion [49]. It integrates different model
predictors by a fusion mechanism to come up with the final decision. Late fusion can be
expressed as follows: output = g(f1 (x1), . . . , fn(xn)), where functions f1, . . . ,fn are applied
to individual features and function g is used to aggregate the individual decisions by f1,
. . . ,fn. The main disadvantage of late fusion is that it cannot learn the correlation among
features. Compared to early fusion, late fusion tends to be more robust to features that
have negative influence [36]. The architecture is shown in Figure 4.

 

Figure 4. The architecture for late fusion of text and image features.

As shown in Figure 4, after embedding texts and images into vectors by Word2Vec
and RGB models, respectively, they are input to two separate CNN models for feature
extraction as described in Section 3.1. The corresponding feature map and text/image
category can be obtained. Then, to fuse text and image features, in addition to using a
fully connected layer, we also try to combine the two feature maps by inner product since
they are of the same size. The idea is to increase the correlation and reduce the dimension
through the inner product.

3.3. User Preference Learning

After combining text and image features using either early or late fusion techniques,
we obtain the corresponding feature map and category for each user post. To further
represent user preferences, there are two different methods. First, since feature map is
the internal representation of a post, the centroid of the feature maps of all posts can be
regarded as the user preferences. We can simply add all features with the addition operator
to get the centroid. Second, the category of each user post is assumed to reflect part of the
user preferences since people tend to post topics they are interested in. People with the
same preferences are more likely to post in the same category. Therefore, for each user, we
count the number of posts in each category and find out the majority category as the user
preference. These are shown in Equations (4) and (5).

fc = Fa([c1, c2, . . . , cn]), (4)

fR = Fc([R1, R2, . . . , Rn]), (5)

where Fa is the addition operator and Fc is the count operator, whereas ci and Ri are the
feature maps and categories of the post, respectively. Since the output categories Ri in
neural networks are usually represented by one-hot encoding, we can simply accumulate
them using the count operator to find out the majority category. By aggregating the feature
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map and category of all images and texts posted by the user, we can obtain the potential
feature for user preferences.

3.4. Dimension Reduction

From preliminary observations, we found that feature maps in images and texts
usually have very high dimensions, which could be as high as 8192 after feature fusion. In
addition to computational time complexity, it may also include a lot of noise inside. To find
out the most important features, we further apply autoencoders for dimension reduction.

Given a fixed dimensional representation of the user preferences as inputs, we design
the autoencoder as a single-hidden-layer d-dimensional neural network. Autoencoders
consist of an encoder that transforms input to a code, and a decoder which reconstructs the
input from the code. When the number of neurons in the hidden layer of autoencoders
is less than that in the input layer, it is forced to learn the compressed representation of
the input data. After dimensionality reduction, our model performs similarity calculations
among users to generate a list of recommendations. The architecture is shown in Figure 5.

 
Figure 5. The user preference learning architecture with dimension reduction.

Since the goal of using autoencoders is to reduce dimensionality by simple neural
networks, it would be beneficial if the dimensionality can be reduced while maintaining
comparable performance in recommendation. In order to find out the most compact
representation which is still effective in recommendation, we conducted experiments to
verify the effects of different dimensionality d on the performance of user recommendation.

3.5. Recommendation Based on User Clustering

When there are many users, it takes a lot of time to calculate similarity between each
one according to the aforementioned method. It is hard to give real-time recommendation.
Thus, we further investigate the effect of clustering all users by the K-means algorithm to
reduce the number of candidates for similar user recommendation.

Although K-means clustering is incremental, to save time when updating clusters, we
propose to divide it into two stages: offline clustering and online recommendation. First,
users are represented by the output category after learning user preferences in Section
3.3 and then clustered using the K-means algorithm. Since the dimension of the category
vector is lower than that of feature maps, it reduces the computational time. Then, we
calculate cosine similarity by using the feature map of each member in the same cluster to
find out the most similar members to recommend. Because the number of users in each
group is much smaller than all users, it also reduces the computational time for online
recommendation if user clustering can be done offline.

If the original user posts a new post, we only need to calculate the similarity for the
members of the same group. If we have a new member, we just need to calculate which
cluster it belongs to for recommendation and then calculate the similarity between cluster
members, instead of all users. In addition, since clustering can be done offline, the method
greatly improves the efficiency of online recommendation. The architecture is shown in
Figure 6.

7



Appl. Sci. 2021, 11, 1064

Figure 6. The architecture of recommendation based on user clustering.

The problem for conventional K-means algorithm is to determine the best number of
clusters. Since Cascade K-means [50,51] can automatically determine the optimal number
of clusters, it was selected to solve this problem. We use the classification result of the
user as inputs for user clustering with Cascade K-means. Lastly, after calculating cosine
similarity among the members in the same cluster, we can obtain the most similar K
members to recommend.

Although we did not deploy it as a potential real-world recommendation system,
we could implement different types of thresholds before initiating the update process by
clustering. For example, we could count the number of new users, and set the threshold
for a new user ratio. Furthermore, when the percentage of new posts by a user reaches
a threshold, we could initiate an update process to update the cluster members for more
accurate recommendation.

4. Experiments

In this section, we describe our datasets, how training and testing are performed, and
our baseline algorithms, and we analyze the experimental results.

To evaluate the performance of the proposed method, we used the current mainstream
social media—Instagram—in our experiments. To the best of our knowledge, there is no
publicly available social media dataset that includes both images and texts posted by the
same user. To collect the Instagram dataset, we randomly selected six hashtags from the
list of top 100 hashtags on Instagram in 2018 as queries to get user posts. This can be done
using the Hashtag Search API, which is only available for Instagram Professional accounts.
Thus, we had to directly crawl the latest updates for each user on Instagram webpages
for tag-based queries. There is a limit of a maximum number of 45 posts per user that
can be crawled. To avoid large variations in user participation where there were too few
posts to learn the features, we chose to keep only users who had posted at least nine posts,
which is a 5:1 ratio (20% of the maximum). Each post contained the user identifier (ID) and
contents of the user posts and hashtags. This dataset was used to train the classification
models of user preferences (denoted as Dataset_1). There were 239 users and 6941 posts in
Dataset_1, from which we split into 5553 posts for training and 1388 posts for testing. The
major language was English.

Considering the diversity in linguistic form, we used two pretrained Word2Vec em-
beddings as dictionaries for English and Chinese. The detailed attributes of the word
embeddings are outlined in Table 1.

Table 1. The detailed attributes of the Word2Vec embeddings.

Word Embedding Language Property Dimensionality

GoogleNews-vectors English Universal language 300
PTT2015-2018 Chinese Verbal language 300

8
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4.1. The Performance of User Preference Learning

First, we compared the performance of three classification models: TextCNN, Im-
ageCNN, and early fusion of the two. The training data in Dataset_1 were used to build
the models, and the test data in Dateset_1 were used to evaluate the models. In the dataset,
there were only user-defined hashtags in addition to texts and images in user posts. It is
difficult to know user preferences without explicit user feedback. To obtain the ground
truth for user preferences, the hashtag that was used to retrieve each post was set as the
class label of that post. We assumed that users implicitly express their preferences through
the use of hashtags in the posts and comments that they are interested in.

In our ImageCNN model, the training procedure generally followed Simonyan
et al. [45]. In this model, we included three convolutional layers with the kernel size
set to 5 and strides = 1. The training was regularized by weight decay (the L2 penalty
multiplier was set to 5 × 10−4) and dropout regularization for the first two fully connected
layers with a dropout rate of 0.2. The learning rate was initially set to 0.1. Rectified Linear
Unit (ReLU) and Root Mean Square Error (RMSE) were used as the activation function
and loss function. The final layer is the softmax layer. The performance of the ImageCNN
model is shown in Figure 7.

Figure 7. The accuracy of the ImageCNN model.

As shown in Figure 7, when the dimension was 4096, we could obtain the best
performance with an accuracy of 98.89%. Since the pretrained model of VGG16 had
dimensionality in multiples of 1024, models larger than 4096 could not be run due to
the limitation of our computer hardware. In the subsequent experiments, we used the
dimension of 4096 for the ImageCNN model.

In our TextCNN model, the training procedure generally followed Kim [41]. We used
Word2vec for embedding text contents as input. Three filters of window sizes 3, 4, and
5 were tested, the stride was 1, the dropout rate was set to 0.5, the L2 constraint was 3,
and the mini-batch size was set to 50. The learning rate was set to 0.1. We applied a max
pooling operation. Training was done through stochastic gradient descent over shuffled
mini-batches with the Adadelta update rule [41]. RMSE and LeakyReLu were used as
the loss and activation function, respectively. We chose an adaptive learning rate method
for neural networks proposed by Geoff Hinton called RMSPROP as the optimizer. The
performance of the TextCNN model is shown in Figure 8.

As shown in Figure 8, when the dimension was 2100, we could obtain the best
performing TextCNN model with an accuracy of 96.8%. In the subsequent experiments, we
used the dimension of 2100 for the TextCNN model. Then, when texts and images were
input at the same time, we applied early fusion as shown in Figure 3. The best performance
with an accuracy of 80% could be observed when the dimension was 4096. According
to our observations, the lower accuracy might have been due to the number of classes in
multiclass classification.
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Figure 8. The accuracy of the TextCNN Model.

4.2. The Performance of Similar User Recommendation

To evaluate the performance of user recommendation and to deal with posts in
different languages, we further collected a larger dataset (denoted as Dataset_2) where
12 tags were randomly selected from the list of top 100 hashtags on Instagram in 2018 as
queries. There were 1143 users and 49,353 posts in Dataset_2, where the major language
was Chinese.

In order to compare the performance of different models in similar user recommen-
dation, we established the ground truth for similar users as follows: in the absence of
real user preferences, we assumed that the hashtags in each user’s posts represents the
user’s implicit preference and attributes. Thus, the set of hashtags Tags(ui) for each user ui
was collected from all the posts as the real preference. The similarity between users was
calculated by Jaccard similarity as follows:

sim
(
ui, uj

)
= Jaccard

(
Tags(ui), Tags

(
uj
))

. (6)

Then, the ground truth of top k similar users for a given user ui was defined as follows:

SLk(ui) =
{

uj
∣∣argmax_kj sim

(
ui, uj

)}
, (7)

where j �= i. That is, top k users with the highest similarity to the given user were regarded
as the ground truth.

With the recommendation ground truth, we then defined the evaluation metric of
the top-k accuracy of a user ui by calculating the Jaccard similarity between the recom-
mendation list RLk(ui) generated by the proposed method and the ground truth SLk(ui),
as follows:

Accuracyk(ui) =
RLk(ui) ∩ SLk(ui)

RLk(ui) ∪ SLk(ui)
. (8)

Then, the overall performance of the model was calculated by the average of the top-k
accuracies for all users. To compare the performance of different models, we evaluated
the average top-k accuracies for each model when recommending top k similar users, for
different values of k.

4.2.1. The Baseline Models

In this paper, we took a different approach to recommender systems than conventional
ones. Conventional recommender systems have the premise that the ratings of different
users on various items are available. Then, standard recommendation methods such as
user-based and item-based collaborative filtering approaches can be used to learn similar
users or similar items on the basis of their past rating behaviors, so that ratings for items
that were never given before can be deduced. However, in a real-world scenario in social
networks where only post content and hashtags are available, it is not possible to obtain
the “items” since posts are only posted by one user and replied or shared by a few. It
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is not possible for them to be “rated” by many different users. In this case, we propose
a more realistic approach using hashtags as user preferences for recommending similar
users in social networks. When we only have post content and hashtags, the baseline for
such a recommendation system is simply content-based recommendation from posts since
hashtags have been used as the ground truth.

In our experiments, we considered two baseline models: baseline_text and base-
line_pic. The baseline_text model is based on the representation of user preferences only
by the text contents of users’ posts. Specifically, for each user, we simply use the dis-
tributed representation of the texts posted by that user as their characteristics. First, we
converted the words into vectors using the same Word2Vec embedding model with the
same dictionaries in Table 1. Next, vectors for all words in a document were averaged
as the representation of the document. We further averaged the vectors of all documents
posted by the user as the user feature. Lastly, we calculated the cosine similarity of the
current user to all other users to generate a list of recommendations. On the other hand,
the baseline_pic model is based on the representation of user preferences only by the image
contents of user posts using the ImageCNN model. The only difference is that we took the
featuremaps and categories from all images posted by the user as the user feature.

4.2.2. Effects of the CNN Models

In order to verify the performance of CNN models for extracting text and image
features, we compared the average top-k accuracy for the TextCNN model and ImageCNN
model with the baseline_text model. First, when using word embedding from Word2Vec
for texts, the performance of the baseline_text model on Dataset_1 achieved the average
top-k accuracy of 0.128. For the TextCNN model, the average top-k accuracy was 0.326 and
0.322 when the number of dimensions was 2100 and 4096, respectively. For the ImageCNN
model, the average top-k accuracy was 0.330 and 0.327 when the number of dimensions
was 2100 and 4096, respectively. When we combined the Word2Vec embedded text features
and ImageCNN extracted image features by a simple concatenation, the best performance
of the baseline_pic model could be obtained with the average top-k accuracy of 0.331.
This showed a slightly better performance when using multimodal features than that of
individual features. Both TextCNN and ImageCNN models achieved better performance
than the baseline_text model. This validates the effectiveness of using CNN models to
extract text and image features for finding similar users.

4.2.3. Effects of Multimodal Feature Fusion

To validate the effectiveness of multimodal feature fusion, we further compared the
performance of combining text and image features with CNN models using early fusion
and late fusion. In early fusion, we concatenate text and image features as inputs to a single
CNN model, while, in late fusion, we separately input text features and image features
into TextCNN and ImageCNN models, with the resulting feature map and categories are
combined as the user feature for recommendation. The performance comparison is shown
in Figure 9.

As shown in Figure 9, the best performance of early fusion could be obtained when the
number of dimensions was 2100, with the average top-k accuracy of 0.473. For late fusion,
the best performance could be obtained with the average top-k accuracy of 0.491, when we
used the categories as features, with the number of dimensions of 4096. We could observe
the better performance of both early fusion and late fusion than the baseline_pic model
with a simple concatenation. This shows the effectiveness of feature fusion, especially for
late fusion. In the case of late fusion, we further address the effect of k on the average top-k
accuracy and number of hits in Figure 10.
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Figure 9. The performance comparison of early and late fusions.

Figure 10. The average top-k accuracy and number of hits for different values of k.

As shown in Figure 10, the average number of hits in our recommendation increased
when k increased. Moreover, we could obtain the best average top-k accuracy of 0.491
when k = 50. This was also the best performance in all of our experiments. In the remaining
experiments, we used the value of k as 50.

4.2.4. Effects of Autoencoder for Dimension Reduction

To verify the effectiveness of using an autoencoder in finding similar users, we took
the features produced by either early fusion or late fusion as inputs to a single-layer
neural network for dimension reduction. The performance comparison of autoencoders in
different dimensions is shown in Figure 11.

Figure 11. The performance of autoencoders with different dimensionality.
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From the experimental results in Figure 11, the best performance could be obtained
with the average top-k accuracy of 0.462, when the feature dimension was reduced to 1500 if
we used the feature map as the features. This was not as good as the best performance after
either early or late fusion. However, the number of dimensions could be greatly reduced
from 4096 to 1500. This can help reduce the storage needed for the redundant features.
It would be useful to keep the more important features for more efficient computations
in practice.

4.2.5. Effects of User Clustering

To verify if user clustering is effective in finding similar users, we further took the
feature map and categories from either early fusion or late fusion. Since user clustering
can be done offline, only the similarity calculations are needed for those users in the same
cluster as the given user. From our experimental results, the best number of clusters was
3 with the average top-k accuracy of 0.367. Since the effectiveness was not as good as a
direct recommendation, we further verify the efficiency of recommendation using user
clustering in Table 2.

Table 2. The comparison of late fusion and user clustering in terms of execution time. N/A, not applicable.

Model
Number of

Recommended Users
Time for Feature
Extraction (ms)

Time for
Recommendation (ms)

Time for
Clustering (ms)

Total Time
(ms)

Late fusion 238 2,943,698 507,654 (N/A) 3,451,352
Clustering 238 2,943,698 177,318 1,342,126 4,463,124

As shown in Table 2, although the total amount of time needed in the user clustering
model was longer than late fusion due to the time for clustering, the actual amount of time
for recommendation was less than that for late fusion. In practical application scenarios,
user clustering only needs to be calculated offline once when there are certain amounts of
new content or new users. This makes it much faster in the recommendation stage.

To investigate the effects of our proposed approach on a larger scale, we further
conducted experiments on Dataset_2. The performance comparison of different models on
both datasets is summarized below.

As shown in Table 3, multimodal feature fusion is useful since we can combine
clues from both text and image contents. The best performance could be obtained for
the late fusion model, with the average top-k accuracy of 0.491 and 0.281 for Dataset_1
and Dataset_2, respectively. Although the accuracy could not be further improved by
autoencoders, we could obtain comparable performance with the benefits of dimensionality
reduction since a lower dimension means less storage needed, as well as less time required
for recommendation systems.

Table 3. The performance comparison of all experimental results.

Model Dimension Performance of Dataset_1 Performance of Dataset_2

Baseline_text 300 0.128 0.098
Baseline_pic 2100 0.331 0.130

TextCNN 2100 0.326 0.172
ImageCNN 4096 0.327 0.173
Early fusion 2100 0.473 0.223
Late fusion 4096 0.491 0.281

Autoencoder 1500 0.462 0.245
User clustering 4096 0.367 0.207

5. Discussions

From these experimental results, there are several observations. First, the performance
of the CNN-based models (either text or image) is better than the baseline model (text). The
improvement of TextCNN or ImageCNN over the baseline is 19% in terms of accuracy. This

13



Appl. Sci. 2021, 11, 1064

shows that neural network-based models can improve the performance of content-based
baseline models.

However, in this paper, we focused on the task of user recommendation. Existing
recommender systems focus on item recommendation on the basis of user ratings on
different items. User recommendation is more challenging since we have many users,
where each one has different attributes and preferences that cannot be exactly the same as
others. When we categorize user preferences, multiclass classification is more difficult than
binary classification. To the best of our knowledge, there is no publicly available dataset
for user recommendation. Since there is no ground truth in real-world data, we assume
that hashtags posted by users represent their implicit user preferences. For each user,
the users with more similar hashtags are assumed to be the ground truth of their similar
users. Then, we evaluate the performance by the average top-k accuracy of each system-
generated user list, as shown in Equation (8). As shown in Section 4, all four proposed
model variations outperformed the baseline model. Among the four different variations,
late fusion achieved the best performance of 0.491 in terms of average top-k accuracy
for similar user recommendation. This shows the effectiveness of the proposed model.
Although autoencoders cannot further improve the accuracy, comparable performance can
be obtained with the benefits of dimensionality reduction. This gives better efficiency for
real-world recommendation systems.

To further assess the performance on a larger scale, all models were executed on
Dataset_2. We applied the same parameters as obtained in the best performing models in
previous experiments for Dataset_2. From the experimental results, the best performance
could be obtained with the average top-k accuracy of 0.281 for late fusion when we used
the categories as the user feature with a dimension of 4096. It is worth noting that the
proposed approach is far better than the baseline. The improvement across all models is
about 8–18%. This further validates the usefulness of our proposed method in practice. The
attributes in Dataset_2 are completely different from those in Dataset_1 since they were
written in different languages. This shows the effectiveness of our proposed approach in
different languages.

The reasons why the performance of Dataset 2 was inferior to that of Dataset 1 are as
follows: first, since more tags were used as our queries to Instagram to collect our Dataset
2, we could obtain more posts by more people which could give us more diverse content.
Specifically, we included hashtags in Chinese, which involves cross-lingual issues when we
cannot effectively identify different hashtags in different languages with similar meanings.
One of the reasons why the top-k accuracy for user recommendation was not as high as
accuracy in classification tasks is that user-provided hashtags are very diverse. Since our
approach is evaluated on the basis of hashtags, this shows its limitation. However, as
shown in the experimental results, our proposed approach can outperform the cases of
single-modal feature. We demonstrated the effectiveness of multimodal feature fusion
from texts and images for user recommendation. In the future, we plan to resolve the
issue of diverse hashtags by consolidating the semantic meanings of hashtags using word
embedding models or state-of-the-art deep learning models for linguistic tasks such as
transformers or Bidirectional Encoder Representations from Transformers (BERT).

As a potential application of our proposed approach, we can utilize the similar user
recommendation algorithm to build an intellectual data crawler in social networks. For
example, according to the targeted topics of interest, we can utilize our proposed approach
to discover related posts, with multimedia content and related user information. Then,
by clustering similar users on the basis of user preferences, it would be useful to further
expand our proposed approach across multiple social networks that might be different
in their structure. This could help reduce the problem of social network analysis across
different social networks.

In real application scenarios, there could be issues such as posted and reposted images,
as well as drawings and photos of the same thing, to name a few. In this paper, we did
not distinguish between posted and reposted images if they were captured in the same
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resolution. Since the features of all images were extracted by the same CNN architecture
of VGG16, the posted and reposted images would have the same features if they are
represented by the same pixels. This classifies them into the same category, from which
our recommendation is made. Following the same line of thought, various content such
as drawings and photos of the same thing would not have exactly the same features since
it would be difficult to mimic the photos when drawing the same thing. However, CNN
models were demonstrated [52] to improve the performance of sketch-based image retrieval
(SBIR) by extracting deep features in recent years. Since we utilize VGG16 with multiple
convolutional and pooling layers, our algorithm is able to extract the important semantic
features from drawings and photos of the same thing that give similar classification results.

6. Conclusions

In this paper, we proposed a multimodal feature fusion approach to user preference
learning by combining user post contents and related image features for recommending
similar users on a popular social platform, Instagram. With the help of convolutional
networks, the features of images and texts can be effectively extracted. Using either early or
late fusion methods, these features can be effectively integrated as a representation of user
preference. According to the experimental results, our proposed method achieved good
performance on the real-world datasets. Firstly, the effectiveness of our scheme was better
than the conventional method of distributed representation of texts only. Secondly, the
late fusion approach combining images and texts obtained the best performance of 0.491
in terms of average top-k accuracy. Thirdly, the proposed method could also be applied
in datasets with different language attributes. This shows the effectiveness and potential
of our proposed approach to similar user recommendation in social networks. Further
investigation is needed to verify the performance of our proposed approach on different
social media platforms.
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Abstract: Background and purpose. This study evaluated a modified specialized convolutional
neural network (CNN) to improve the accuracy of medical images. Materials and Methods. We
defined computed tomography (CT) images as belonging to one of the following 10 classes: head,
neck, chest, abdomen, and pelvis with and without contrast media, with 10,000 images per class. We
modified the CNN based on the AlexNet with an input size of 512 × 512. We resized the filter sizes
of the convolution layer and max pooling. Using these modified CNNs, various models were created
and evaluated. The improved CNN was evaluated to classify the presence or absence of the pancreas
in the CT images. We compared the overall accuracy, which was calculated from images not used
for training, to that of the ResNet. Results. The overall accuracies of the most improved CNN and
ResNet in the 10 classes were 94.8% and 89.3%, respectively. The filter sizes of the improved CNN for
the convolution layer were (13, 13), (7, 7), (5, 5), (5, 5), and (5, 5) in order from the first layer, and that
of max-pooling was (7, 7). The calculation times of the most improved CNN and ResNet were 56
and 120 min, respectively. Regarding the classification of the pancreas, the overall accuracies of the
most improved CNN and ResNet were 75.75% and 58.25%, respectively. The calculation times of
the most improved CNN and ResNet were 36 and 55 min, respectively. Conclusion. By optimizing
the filter size of the convolution layer and max-pooling of 512 × 512 images, we quickly obtained a
highly accurate medical image classification model. This improved CNN can be useful for classifying
lesions and anatomies for related diagnostic aid applications.

Keywords: deep learning; convolutional neural network; image classification

1. Introduction

Image classification is a typical technology of image analysis that uses artificial intel-
ligence. In computed tomography (CT) images, it has been used to classify pulmonary
nodules [1,2], slice positions [3,4], and calcaneal fractures [5,6]. Both AlexNet [7] and
ResNet [8] are examples of image classification models. Because AlexNet has fewer layers
than ResNet, its accuracy is low but the calculation time is short. Learning images with a
large pixel size results in graphics processing unit (GPU) memory shortage, as the calcula-
tion cost is large. Therefore, images resized to 224 × 224, which is the default pixel size of
most image classification models, are often used for training [9,10]. In the study by Santin
et al. [9], augmentation of data and transfer learning were used to improve the accuracy
and robustness of the model, but the pixel size of the input images was 224 × 224 × 3;
thus, the pixel size was not examined. However, in medical images, the general pixel size
is 512 × 512. Reducing the image size may reduce the number of features as a result of
the compression of image information. Because several tens of thousands of images are
required for medical image classification, learning takes a lot of time [11]. The existing
image classification model, AlexNet, has low accuracy because it is an early model, but
the calculation time is short because it has few layers. If AlexNet can be specialized to

Appl. Sci. 2021, 11, 1505. https://doi.org/10.3390/app11041505 https://www.mdpi.com/journal/applsci19



Appl. Sci. 2021, 11, 1505

512 × 512, two problems may be solved: the reduction of features due to resizing and the
long calculation time, which is a weakness of models with a large number of parameters.
Being able to train with the original size images is useful because, in actual diagnosis, micro
lesions need to be detected. In this study, the parameters of AlexNet were customized for
medical images, and the accuracy and calculation time of the convolutional neural network
(CNN) were evaluated. The generalization capability of the improved CNN was evaluated
by classifying the presence or absence of the pancreas, which is considered difficult [12].

2. Materials and Methods

2.1. Subjects and Datasets

In this study, we targeted 118,000 512 × 512 axial CT images. These images were
approved by the Hokkaido University Hospital Ethics Committee. In the 10 classes for
adjusting AlexNet parameters, 100,000 images were used for training, and 10,000 images
were used for accuracy verification. In the classification of the presence or absence of the
pancreas to evaluate the generalization capability of the improved CNN, 6000 images were
used for training, and 2000 images were used for accuracy verification.

2.2. Ten Classes for Adjusting AlexNet Parameters

We defined training and accuracy verification images as the following 10 classes:
head, neck, chest, abdomen, and pelvis with and without contrast media. Training images
comprised 10,000 images per class, and accuracy verification images included 1000 per
class. The original AlexNet was trained with 224 × 224 and 512 × 512 images, and the
overall accuracy and calculation time of these two models were compared. The respective
models were named original (input image size: 224 × 224) and original (input image size:
512 × 512). The AlexNet parameters adjusted for 512 × 512 images were the filter sizes of
the convolution layer and max pooling. Because the filter sizes of the convolution layer had
many change patterns, we divided them into five groups—A, B, C, D, and E—and named
each model as A1 and A2 and so on. Figure 1 presents the change patterns of groups A to
E. Figure 2 shows the original and changed values of the filter size of the convolution layer.
On the other hand, the original value of the filter size of max-pooling was (3, 3), which we
changed to an odd number of 5 to 15. We calculated the overall accuracies of these models
using accuracy verification images. Various models were created with all combinations of
parameters exceeding the overall accuracy of the original (input image size: 512 × 512),
and the overall accuracy was calculated. The names of these models were “group name of
convolution layer”–“filter size of max pooling,” such as A1-5. Next, the original ResNet
was trained with 224 × 224 images, and the overall accuracy and calculation time were
calculated. We compared the overall accuracy, confusion matrix, and calculation time of the
model with the highest overall accuracy among the created models to those of the ResNet.
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Figure 1. Change patterns of the filter size of the convolution layer. [(A–E): the change patterns of
group name (groups A to E)].
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Figure 2. Original and changed values of the filter size of the convolution layer. [(A–E): the change patterns of group name
(groups A to E)].

2.3. Classification of the Presence or Absence of the Pancreas to Evaluate the Generalization
Capability of the Improved CNN

We defined training and accuracy verification images as the following four classes:
the presence or absence of the pancreas with and without contrast media. Training images
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were 1500 images per class, and accuracy verification images were 500 per class. ResNet
and the model with the highest overall accuracy among the created models were trained,
and we compared the overall accuracy, confusion matrix, and calculation time. Figure 3
shows the entire learning and evaluation process. For the training, we used a PC with
NVIDIA GeForce GTX TITAN X 12GB (NVIDIA Corporation, Santa Clara, CA, USA).

Figure 3. The entire learning and evaluation process.

3. Results

3.1. Ten Classes for Adjusting AlexNet Parameters

Table 1 shows the overall accuracies and calculation times of the original AlexNet
trained with 224 × 224 and 512 × 512 images. In the comparison between original (input
image size: 224 × 224) and original (input image size: 512 × 512), original (input image
size: 512 × 512) had higher overall accuracy and a shorter calculation time. Figure 4
presents the overall accuracies and calculation times of the models in which the filter sizes
of the convolution layer were changed, and Figure 5 shows the overall accuracies and
calculation times of the models in which the filter sizes of max-pooling were changed. The
models exceeding the overall accuracy of original (input image size: 512 × 512) were A1~3,
B1~3, C1~2, D1~2, and E1, and the models with filter sizes of max-pooling were 5, 7, and
9. Figures 6–8 show the overall accuracies and calculation times of the models with all
combinations of these parameters. Among these models, the highest overall accuracy was
in model A1-7. The filter sizes of the convolution layer for A1-7 were (13, 13), (7, 7), (5, 5),
(5, 5), and (5, 5) in order from the first layer, and that of max-pooling was (7, 7). The overall
accuracy of A1-7 was 94.40%, and the calculation time was 56 min. Figure 9 displays the
confusion matrix. In contrast, the overall accuracy of ResNet was 88.80%, and calculation
time was 120 min. The confusion matrix is shown in Figure 10. In the comparison of A1-7
and ResNet, A1-7 was superior in both overall accuracy and calculation time.
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Table 1. Overall accuracies and calculation times of the original AlexNet.

Overall Accuracy [%] Calculation Time [min]

Original (input image size: 224 × 224) 82.5 41
Original (input image size: 512 × 512) 86.7 29

Figure 4. Overall accuracies and calculation times of the models in which the filter sizes of the convolution layer were
changed (original *: original (input image size: 224 × 224), original **: original (input image size: 512 × 512)).

Figure 5. Overall accuracies and calculation times of the models with the filter sizes of max-pooling (original *: original
(input image size: 224 × 224), original **: original (input image size: 512 × 512)).
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Figure 6. Overall accuracies and calculation times of the models with combination (the filter size of max-pooling: (5, 5)).

Figure 7. Overall accuracies and calculation times of the models with combination (the filter size of max-pooling: (7, 7)).
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Figure 8. Overall accuracies and calculation times of the models with combination (the filter size of max-pooling: (9, 9)).

Figure 9. Confusion matrix of A1-7. (CE: contrast-enhanced, P: plain).
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Figure 10. Confusion matrix of ResNet (CE: contrast-enhanced, P: plain).

3.2. Classification of the Presence or Absence of the Pancreas for the Evaluation of the
Generalization Capability of the Improved CNN

The overall accuracy of A1-7 was 75.75%, and the calculation time was 36 min.
Figure 11 shows the confusion matrix. The overall accuracy of ResNet was 58.25%, and the
calculation time was 55 min. Figure 12 displays the confusion matrix. In the comparison of
A1-7 and ResNet, A1-7 was superior to ResNet in both overall accuracy and calculation
time, as in the 10 classes.
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Figure 11. Confusion matrix of A1-7. (CE: contrast-enhanced, P: plain).

Figure 12. Confusion matrix of ResNet (CE: contrast-enhanced, P: plain).
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4. Discussion

In the comparison between original (input image size: 224 × 224) and original (input
image size: 512 × 512), original (input image size: 512 × 512) was found to have higher
overall accuracy and a shorter calculation time. This means that training with large pixel-
sized images may improve the overall accuracy and increasing the pixel size does not
always increase the calculation time.

As a result of changing the filter size of the convolution layer, the overall accuracy was
improved when the filter size was slightly increased, and it was decreased when the filter
size was further increased in groups A to E. This result suggests that when training with
images whose pixel size is larger than the original CNN, the overall accuracy is improved
by appropriately increasing the filter size of the convolution layer. In the 512 × 512 image,
the original filter size has a narrow range for the extraction of features, which makes it
difficult to extract the overall features. Therefore, increasing the filter size improved the
overall accuracy. However, if the filter sizes are made too large, detailed features cannot
be extracted, and the overall accuracy is decreased. On the other hand, the calculation
time became longer as the filter size increased. This is because the filter size was increased
without changing the stride. The number of feature extractions was the same, but the range
increased; thus, the calculation time became longer.

When the filter sizes of max-pooling were changed to an odd number from 5 to 15,
the models with filter sizes 5, 7, and 9 exceeded original (input image size: 512 × 512),
and the models after 11 were less than original (input image size: 512 × 512). This is
because the overall features can be extracted by increasing the filter sizes of max-pooling to
fit the 512 × 512 images. However, if the filter sizes of max-pooling are made too large,
extraction of detailed features is not possible, and the overall accuracy is reduced. On the
other hand, the calculation time was almost constant. Max-pooling is an operation used
for the extraction of the maximum value, and the amount of the calculation is not large.
Therefore, the calculation time was constant, even if the filter size was increased. When
combining the filter sizes of the convolution layer and max-pooling, which had high overall
accuracy, the overall accuracy of A1-7 was the highest. A1 and the model in which the filter
size of max-pooling was 7 were not the most accurate models when changed separately.
Combining the parameters of the model with the highest overall accuracy does not mean
that a model with higher overall accuracy can be created. Thus, the overall accuracy varies
depending on the affinity of the parameter combinations.

In the comparison of A1-7 and ResNet, A1-7 was superior in both overall accuracy
and calculation time. According to the confusion matrix, ResNet often misclassified heads
without contrast media as heads with contrast media. In contrast, the accuracy of A1-7
was 96%, which is about three times higher. Older CNNs, such as AlexNet, can exceed the
overall accuracy of the relatively new ResNet by specializing the parameters to 512 × 512
images. Therefore, by specializing the parameters to the uncompressed pixel size, the
overall accuracy of CNNs trained with compressed images might be improved.

Regarding the pancreas classification, A1-7 was superior to ResNet in both overall
accuracy and calculation time, as in the 10 classes. According to the confusion matrix, the
classification of images with the pancreas had about the same accuracy, but the accuracy of
A1-7 in the classification of images without the pancreas was about twice that of ResNet.
For this reason, A1-7 is not a CNN specialized for only 10 classes but is rather a generalized
CNN.

In the study by Lakhani et al. [13], the authors used AlexNet and GoogLeNet [14] and
created four types of image classification models with and without transfer learning, and
the accuracy of the classification of tuberculosis was compared. Although the creation of
multiple models and the accuracy comparison were similar to those in this study, Lakhani
et al. did not change the CNN parameters, such as the filter size of the convolution layer.
AlexNet, GoogLeNet, and transfer learning are technologies developed for general images
and are not specialized for medical imaging. Therefore, in this study, we improved the
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accuracy by specializing the filter sizes of the convolution layer and max-pooling for
medical images.

This study has five limitations. First, the comparison target was only ResNet. The
created CNN was compared with ResNet, which is a typical example of high-performance
CNN; however, the latest CNN is more accurate [15–20], so the created CNN should
have been compared with the latest CNN. Second, we did not evaluate some parameters.
However, considering that there is a limit to the number of parameters that can be evaluated
individually and that we obtained a result of 94.40%, we believe that the number of
parameters was sufficient. Third, we used the holdout validation. Ideally, k-fold cross-
validation should be used, but we chose the holdout validation study because there were
too many models to validate. In general, the ratio of data sets for holdout validation is
80:20 [5,21], and the mean performance is obtained from multiple data sets. In this study,
the ratio of data sets was not 80:20, and the number of data sets was one. However, since
some papers use a 90:10 ratio of data sets [22,23] and others use various ratios [1,6,24], this
is not considered a problem. As for the number of data sets, it is not a problem since there
are papers that validate with only one [3,4,25]. Fourth, only one generalization capability
test was used in this study. By classifying small lesions, it is possible to verify the ability to
respond to minute changes and clinical practicality. Since the accuracy in actual diagnosis
is not verified, the classification of lesions and malignancy needs to be verified before it is
used in clinical practice. However, being able to train with the original pixel size without
resizing is useful, because it may capture more minute features. Finally, we tested the
generalization capability only on the model with the highest overall accuracy. Testing with
other models could reveal the relationship between accuracy and parameters.

The CNN we created in this study can quickly create a model, even if it is trained
with a large number of medical images. This feature has the potential to create an image
classification model that can be updated daily by training with images taken on the
same day. As a result, the created CNN can be optimized for the imaging method, rules,
radiologist habits, and patient tendency for each facility and can contribute to the creation
of a diagnostic support application specialized for each facility.

5. Conclusions

By optimizing the filter size of the convolution layer and max-pooling of 512 × 512
images, we were able to quickly obtain a highly accurate medical image classification
model. This improved CNN can be useful for the classification of lesions and anatomies
for related diagnostic aid applications.
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Abstract: In recent years, several hospitals have begun using health information systems to maintain
electronic health records (EHRs) for each patient. Traditionally, when a patient visits a new hospital
for the first time, the hospital’s help desk asks them to fill in relevant personal information on
a piece of paper and verifies their identity on the spot. This patient will find that many of her
personal electronic records are in many hospital’s health information systems that she visited in the
past, and each EHR in these hospital’s information systems cannot be accessed or shared between
these hospitals. This is inconvenient because this patient will again have to provide their personal
information. This is time-consuming and not practical. Therefore, in this paper, we propose a
practical and provable patient EHR fair exchange scheme for each patient. In this scheme, each
patient can securely delegate the information system of a current hospital to a hospital certification
authority (HCA) to apply migration evidence that can be used to transfer their EHR to another
hospital. The delegated system can also establish a session key with other hospital systems for
later data transmission, and each patient can protect their anonymity with the help of the HCA.
Additionally, we also provide formal security proofs for forward secrecy and functional comparisons
with other schemes.

Keywords: electronic health records; fair exchange; forward secrecy

1. Introduction

In recent years, many research topics have arisen to make human life more convenient.
An electronic health record (EHR) is an integrated personal medical record in health
information systems. Many countries implement their own health information systems
to help manage each patient’s activities and keep track of their health. We can imagine
a scenario in which a patient (let us call her Alice) plans to go to a new hospital and
sees a doctor. In this situation, she may have to fill in her personal medical information
another time when she attends a new hospital. In addition, if her doctor needs to know her
medical treatment history from other hospitals, how she provides these records securely to
her doctor needs to be considered. These problems are especially urgent. Our proposed
scheme ensures the ease and security of data access and migration. Our approach proposes
a practical and provable patient EHR fair exchange scheme with session key establishment
for health information systems. Patients cannot only delegate the migration of their
personal EHR to a desired hospital system from their current hospital health information
system but also protect their privacy. Our mechanism provides secure data storage and
the secure transfer of authorized information to a designated location. This study has two
limitations. First, we assume that each patient’s EHR record is well defined and appropriate
for each healthcare facility. The process of electronic health information record transmission
at each hospital provider is easily done by implementing our proposed scheme for secure
encrypted transmission without considering issues such as different forms or file names or
a lack of formatting details. Second, each facility will transfer or link the patient’s EHR to
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other facilities through patient consent or under a national policy when the patient requires
better care at those facilities.

Summarizing all problems, we propose a high-level practical and provable patient
EHR fair exchange scheme with key agreement for health information systems. Not only
could a patient delegate the health information systems of the current hospital to migrate
their personal EHR to the desired hospital system, but they can also keep their privacy.
Our mechanism provides data storage and the secure transfer of authorized information to
designated locations. What information can be authorized is beyond the scope of this study
to determine. For example, whether COVID-19 patient privacy concerning patients’ names,
identities, and genetic sequences can be transmitted to different hospitals is beyond this
study’s scope. The mechanism presented here could guarantee data transfer and storage
safely and securely. What is more, our scheme also provides a formal security proof in a
random oracle model under chosen-ciphertext security.

This paper is organized as follows. Section 2 introduces related works. Section 3
deploys security definitions. Section 4 shows our proposed method. Section 5 describes
our security analysis. Section 6 provides a security proof. Finally, Section 7 presents
our conclusions.

2. Related Works

In this section, we surveyed some articles [1–4]. In [1], the author only mentioned how
EHRs are used and managed. The author also talked about the EHR format that followed
the definition of HL7 [5] and that performed well-known protocols to encode each patient’s
EHR from TCP/IP, MIME, HTTP(S), and SOAP.

In [2], the authors discussed several security requirements, such as EHR storage
security, malicious code prevention, protected access right management, and other aspects
to protect the health information system. However, they did not provide a practical scheme
that would allow a patient to migrate their EHR to a health information system. We can
imagine a scenario where a hospital only adopts the above simple protocols to develop its
own health information system without any security mechanism. Additionally, it is not
feasible for each patient to perform their own EHR exchange under this scheme.

On the other hand, in [5], the authors suggested that each patient’s health records (or
files) could be portably stored on a flash disk. This idea is appealing but is currently difficult
to implement. There are many security issues to be handled, including portable device
security and patient medical file access rights. However, more security mechanisms are
needed to solve these kinds of security issues, which are beyond the scope of this research.

In addition, various patient authentication schemes of e-health systems have been
proposed [6–10]. In [6,7], the schemes suffered a user impersonation attack and did not
offer session key establishment with a formal security proof. The authors in [8–10] did not
provide session key establishment with a forward secrecy proof. In [11,12], the authors
each proposed a framework with a patient-centric access right in a blockchain environment.
However, they did not provide a practical mechanism for each patient to perform EHR
migration exchange securely.

Additionally, many studies are now examining the importance of personal privacy
and data authorization. For example, the prevalence of COVID-19 has made many patients
reluctant to disclose information about their infection, but government healthcare units
want to control the trajectory of tracking these patients. A method of providing improve-
ments in these mechanisms is the main motivation and purpose of our study. Therefore,
in this paper, we emphasize providing a secure, simple, and complete mechanism for
authorizing data transfer during personal information migration and demonstrate that our
approach is secure and effective in practice through a professional information security
authentication model.

Hence, we summarize and list here seven kinds of security attack when a patient
attempts to migrate their personal information data through a traditional authentica-
tion model:
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• Replay Attack Resistance: A malicious attacker intercepts the parameters used in
the mutual authentication transaction successfully. They can then forward these
parameters again to impersonate one party to communicate with other parties during
the mutual authentication transaction and vice versa.

• Resist User Impersonation: A malicious attacker impersonates some party by replay-
ing the intercepted signatures or random variables to other parties engaged in the
mutual authentication transaction.

• Mutual Authentication: Without mutual authentication with other e-health systems,
an attacker can pretend as a fake system to let other patients register and login. Then,
patient’s EHRs information cannot be stored securely in this storage location.

• Data Security Problem: An attacker intercepts the parameters, including ciphertext,
successfully during the mutual authentication transaction, and they may then decrypt
the intercepted ciphertext by adopting these intercepted parameters.

• Session Key Establishment with Forward Secrecy: Each party communicates a tem-
porary symmetric key for data transmission after performing mutual authentication
successfully. If the session key is easy to guess or derive by an attacker successfully
without forward secrecy, then this attacker can derive the used session keys before the
next mutual authentication phase.

• EHR Fair Exchange Problem: If there is packet loss or data loss during the EHR
migration transaction, a patient’s EHR can be lost when they attended a desired
hospital. At this time, without their personal EHR, the e-health system of this hospital
can delay their medical treatment in this situation.

• Patient’s Anonymity Protection: During the EHR migration transaction, if a patient’s
EHR identity information is not protected well, then it could be exposed and inter-
cepted by an attacker. Additionally, the patient’s EHR information may be misused
by an attacker further.

Our contribution is to offer an efficient provable and practical patient EHR fair ex-
change scheme so that each patient can migrate their personal EHR securely from one
hospital to another and provides solutions to the above seven problems. We designed a
secure patient EHR exchange protocol that can be integrated into the e-health informa-
tion system of each hospital. The proposed scheme could also guarantee convenience,
rapidity, and integrity. We constructed a high-level practical and provable patient EHR
fair exchange scheme with key agreement for the health information system. A patient
could not only delegate the current hospital’s health information systems to migrate their
personal EHR to the desired hospital system, but also keep their privacy. Additionally,
our scheme demonstrates a formal security proof with light-weight computation for both
authentication parties.

3. The Proposed Scheme

Our proposed scheme contains three stages: the migration registration phase, the EHR
migration phase, and the data recovery phase.

3.1. Preliminary

In this subsection, we provide some definitions in our proposed scheme.

• n: A large prime number that forms a finite primes field with an order less than n.
• l: A security parameter that defines the hashed messages’ length.
• V: The current medical organization.
• W: The patient’s desired medical organization.
• U: A patient making an authentication request with a server V in a health informa-

tion system.
• S: A server that accepts the registration of the patient request, the login request, and

the password modification request in the health information system of hospital V.
• UIDi: A patient’s real identity computed from social security numbers, where i ∈ {U}

in the certification.
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• IDi: A registration local identity that can link the UIDi of user i ∈ {U}.
• H1, H2: Two secure hash functions that each maps Z∗

n → {0, 1}l with collision-
resistance and outputs the same l-bits hash strings.

• pwU : A initial password that is chosen by a server V when a patient U has remotely
registered on the server for the first time.

• Eki
: A symmetric key encryption function for the party i under the symmetric key ki,

where i ∈ {U, V}.
• Dki

: A symmetric key decryption function for the party i under the symmetric key ki,
where i ∈ {U, V}.

• ASEpki
: An asymmetric key encryption function for the party i, where i ∈ {U, V}.

• ASDski
: An asymmetric key decryption function for the party i, where i ∈ {U, V}.

• EHRi: A patient electronic health record (EHR) in one hospital organization, where
i ∈ U.

• Bioi: A biometric information value that is chosen uniformly from the party i, where
i ∈ {U}.

• Date: A patient EHR migration limitation date period.
• Certi: A migration certification of the party i with IDi registration and public keys for

this IDi, where i ∈ {U, V}.
• HCA: A hospital certification authority (HCA) that helps the patient to generate the

patient migration permission signature to another hospital or medical center in the
public key infrastructure (PKI).

• Agreei−>j: A patient-delegated EHR migration agreement document whereby the
patient agrees that its own patient files can migrate from current hospital i to the
desired one j, where i, j ∈ {V, W}.

3.2. The Migration Registration Phase

Before starting this phase, a patient (U) forwards (UIDU , IDU) to a hospital certifica-
tion authority (HCA) for migration certification registration with a secure channel. After
receiving this identity (UIDU , IDU), the HCA keeps this link information and generates
Certi certification with IDi for EHR migration and forwards this Certi to the patient U.

When U performs this phase with the server V of the current hospital, U forwards a
patient migration registration request to a server (V). After receiving this request, the server
V forwards this request to the HCA to help U obtain the permission signature from HCA.
V first prepares two hash functions: one is H1, and the other is H2, where H1 : Z∗

n → {0, 1}l

and H2 : Z∗
n → {0, 1}l .

• First, U has prepared their biometric value BioU and computed a random value rBU
with a random number r′′U ∈ Z∗

n, where rBU = r′′U ⊕ H1(BioU). After the above is
computed successfully, they forward their identity IDU , which is computed from
H1(r′′U ||UIDU) and encrypted via real identity cipher-text CHCA = AEpkHCA(r

′′
U , BioU ,

UIDU , IDU , CertU , EHRU ⊕ r′′U) with public key pkU and their certificate certU with
their biometric information rBU , to the server V. It also generates the applicant-
delegated migration signature SU , where the signature SU is to be the SigU(AgreeV−>W ,
UIDU , IDU , EHRU ⊕ r′′U) with the registration identity IDU , real identity UIDU , and
EHR migration delegated agreement AgreeV−>W with final ciper-text EHRU ⊕ r′′U . U
then prepares the random number r′′V , where r′′V = rV ⊕ rBU , and forwards these files
to the server V with (r′′V , CHCA, SU , CertU , AgreeV−>W).

• After V receives these messages, it can check the SU with the above messages and
forward the CHCA to the HCA. When HCA has received this message with SU , it can
decrypt CHCA to obtain all parameters. First, it can fetch the random value r′′V ⊕ rBU =
rV and verify the signature SU with other parameters. If they are valid, it saves these
files for data recovery usage. It then generates SHCA, which is SigHCA(SU , Date, IDU).
Finally, it returns (SHCA, H1((rV + 1)||rHCA), (rV + 1)⊕ rHCA, Date, IDU , SU) to the
server V.
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• V receives this message tuple, where one is (SHCA, H1((rV + 1)|rHCA)) and the other
is ((rV + 1) ⊕ rHCA, Date, IDU , SU), and it can verify the signature SHCA with the
above parameters and compute rHCA = (rV + 1)⊕ (rV + 1)⊕ rHCA. When the above
messages are valid, V returns H1(rHCA + 1) and forwards it back to the server HCA.
In addition, it also generates a signature SigV(SHCA, SU , AgreeV−>W) as the receipt
SV and finishes this phase after forwarding SV and SHCA. We demonstrate in the
Figure 1.

Figure 1. The migration registration phase.

3.3. The EHR Migration Phase

In this phase, the server V will behave according to the delegated agreement file
AgreeV−>W with the signature SU , and it prepares these messages as follows.

• First, it selects a random r∗V and computes CV = AEpkW (r∗V). It then forms the message
tuple (CV , SU , SHCA, EHRU ⊕ r′′U , Date) for the server of the desired migration hospital
W. When the system of W has received this migration agreement from V, it verifies
this message tuple and decrypts CV to obtain the challenge random number. If
all signatures and parameters are valid, it generates the response random number
r∗W ⊕ H2(r∗V + 1) and returns it to the server V.

• When V receives r∗W ⊕ H2(r∗V + 1), it decrypts it with r∗V + 1. If it is valid, it can obtain
r∗W and computes the response random number H2((r∗W + 1)⊕ r′′U), (r∗W + 1)⊕ r′′U for
the server of hospital W. Finally, W receives H2(r∗W + 1 ⊕ r′′U), (r∗W + 1)⊕ r′′U from V.
It also verifies the message to check if it was returned by the real V. If true, it decrypts
(r∗W + 1)⊕ r′′U to obtain r′′U , computes the session key sskV,W = H1((r∗W + 1)||(r∗V + 1)),
and decrypts EHRU ⊕ r′′U to fetch the patient’s EHR file EHRU with the random r′′U .

• After performing mutual authentication successfully, V can also use the session key
sskV,W to generate an cihper-text, such as EsskV,W (EHRU), for the rest of the data
transmission of the patient U’s EHR. Figure 2 shows the scenario of this phase.
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Figure 2. The EHR migration phase.

3.4. The Data Recovery Phase

In this phase, if there is some network packet loss or EHR data loss of the patient
U after they have performed the EHR migration phase, then the e-health system of the
hospital W cannot obtain the full U’s personal EHR, so U can ask the HCA to deal with
this situation.

• First, when a patient migrating to a hospital W that does not receive the EHRU from
the server V after querying the system of hospital W, then U can ask HCA to resolve
the situation with some evidence SigV(SHCA, SU , AgreeV−>W) with signatures SHCA,
SU and AgreeV−>W . After verifying the above signatures successfully, HCA can fetch
the EHRU ⊕ r′′U to the server of hospital W with AEpkW (r′′U).

• W can then decrypt AEpkW (r′′U) to obtain r′′U and fetches the patient’s EHR file EHRU
from the above EHRU ⊕ r′′U by applying ⊕ with r′′U . At this time, this situation is
solved with HCA’s help if needed. This phase’s scenario shows in the Figure 3.

Figure 3. The data recovery phase.
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4. Security Assumptions

4.1. Secure Digital Signature

In this scheme, we define a secure digital signature. In the beginning, we have that
Sig(·) is a signature generation function that inputs a message m with a signer’s secret key
ski and outputs a signature Si. We also assert this signature function is based on the RSA
factoring hard problem or the discrete logarithm problem. We can then input a signature
such as Si with the signer’s public key pki into the verification function Ver(·) and see what
the output is. If the output is 1, then we can confirm the signature Si is valid and signed by
the signer i. In this scheme, we also assumed that the signature building block is under
the RSA problem. If there is an attacker, we assume it as F∗. If F∗ can make a forged
l + 1 signature called S′

i,j+1 of some user i ∈ {U, V, HCA} in at most lsignature queries,
and this signature can pass the verification Ver(pki, S′

i,j+1) successfully with non-negligible
probability ε, then F∗ can be used to break the RSA factoring problem. Thus,

Pr[S′
i,j+1 ←− F∗(Sig(ski, ·), Ver(pki, ·), i ∈ {U, V, HCA})|Ver(S′

i,j+1) = 1] ≥ ε. (1)

4.2. Unforgeability

In this scheme, we define the secure digital signature scheme in the above. First, we
define an attacker F∗, whose ability is to forge a signature that can be verified successfully
through the Ver(·) verification function with non-negligible probability ε′. We also define a
simulator D that adopts F∗’s ability to break the underlying hard problem (such as the RSA
factoring problem) in the above secure signature scheme. After D is given the environment
parameters G(·), it can start the protocol simulation with F∗. F∗ can make the signature
queries to the D. D will also output the signature back according to the received input m
from F∗ on some user i. After this simulation, if F∗ generates a forged signature S′

i,j+1, the
verification result of S′

i,j+1 is valid. We then have

Pr[DF∗−→S′
i,j+1 |Use S′

i,j+1 to solve the RSA factoring problem] ≥
Pr[S′

i,j+1 ←− F∗(Sig(ski, ·), Ver(pki, ·), i ∈ {U, V, HCA})|Ver(pki, S′
i,j+1) = 1] ≥ ε′.

(2)

In fact, if there is no attack F∗ that can make a forged signature pass the verification
successfully with non-negligible probability ε, then we cannot use F∗ to solve the RSA
factoring problem with non-negligible ε′ probability.

Lemma 1 (Unforgeability). First, we define Sig, which is a secure digital signature function
and equips two secure hash functions, H1 and H2, which can be replaced with two random oracles
functions RO1 and RO2. In our proposed EHR scheme, we also define our proposed EHR scheme
with unforgeability (Unf), which satisfies the following situations. In other words, if Sig is (t′, ε′)
and unforgeable, then

AdvUn f
F∗ ,SigH1,H2,RO1,RO2

(θ, t′) ≤ 1
2 · I3 · qs

+ ε′, (3)

where t′ is the maximum total experiment time, including an adversary execution time, I is an
upper bound on the number of parties, at most signature oracle qs, and ε′ is taken over the coin flip
of our EHR scheme.

4.3. Indistinguishability

We define an attacker A on the experiment EXP of our symmetric encryption/decryption
functions (SE), which is a game controlled by the simulator S . We also define two pseudo-
random hash functions (ω1 and ω2), which are satisfied with the property we call “indis-
tinguishability” (Ind), due to which the attacker A can make a hash query to ω1 and ω2 on
the message M′, which is chosen by A. These functions act as real functions as our hash
functions (H1 and H2), where i ∈ {U, V}. The simulator also can switch this function pair
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to respond to each query made by A during the simulation rounds of the above experiment.
Finally, the simulator S is given a challenge message target M chosen by the A.

At this time, S makes a coin flip on b. If b = 0, S randomly chooses (ω1, ω2) to
generate the hashed value of M and return it to A. Otherwise, S forwards M to (H1, H2) to
ask for the hash value. A’s goal is to guess correctly the hashed value that is from (ω1, ω2)
or (H1, H2) with non-negligibility probability.

Lemma 2 (Indistinguishability). In this lemma, our symmetric encryption/decryption functions
satisfy the indistinguishably property if there is no attacker A that can guess the hashed value from
the chosen (M) with more than 1

2 with negligible probability ε∗ under the t∗ polynomial time bound.
That is,

|Pr[b′ ←− F (ω1,ω2,H1,H2)(M)|b = b′]− 1
2
| ≤ ε.

Therefore, we concluded that

AdvInd
A,SE(θ, t∗) ≤ 1

2
+ ε∗.

4.4. Indistinguishable-Chosen Cipher-Text Attack (Ind-CCA)

In this scheme, we define our proposed asymmetric encryption/decryption function
(ASE), which satisfies the semantic security in the following definitions.

First, we define an attacker A that can ask encryption/decryption queries in our
scheme, respectively. However, the attacker A can also make an encryption query to the
chosen message that we define as M′. The attacker A can then also make a decryption
query to the decryption oracle, whose task is to decrypt the cipher-text sent A. Next, we
define Game, which is the simulation of our proposed scheme that can equip many different
oracles, and oracles can answer back to the adversary depending on the attacker’s input
messages. We also define some oracles, such as the encryption oracle AEpkT (·, θ) with the
security parameter θ. This encryption oracle can generate the ciphertext according to the
received input Mb, where b ∈ {0, 1}. In addition, we also model the decryption oracle that
receives the cipher-text C from the attacker A and returns the final decrypted message M
to the attacker A. In the following, we consider two situations involving A.

Phase 1: In this phase, the attacker A can make the decryption and encryption queries
on a chosen message (call it M′). I.e., if A makes an encryption query on the input message
M′, then C′ ←− AEpkT (M′, θ) returns to A. At this time, A can also make the decryption
query on cipher-text C′, and the simulator will then forward this C′ to the decryption oracle
and return the final message M′ back to the A. Additionally, A can also make other kinds
of queries, such as a hash query to the hash oracles.

Challenge: In this phase, if A has performed training on the above encryption/
decryption query many times, then, in the following challenge phase, the attacker A
will choose a challenge message pair (M∗

0 , M∗
1) for the simulator for game playing. The

simulator then will toss the coin on b after it receives this message pair. If the final output b
is 1, then we can have C∗ ←− AEpkT (M∗

b , θ). Otherwise, we have C∗ ←− AEpkT (M∗
1−b, θ).

After the attacker A has asked the cipher-text on the chosen target messages (M∗
0 , M∗

1),
the only restriction is that the A cannot ask the decryption oracle on the target message
(M∗

0 , M∗
1) with the input cipher-text C∗. This query can make the simulation fail due to the

simulator cannot be able to tell the answer of cipher-text C∗. Except in the above query, A
can make other kinds of queries on different messages.

Lemma 3. In this lemma, we model the above actions as the game simulation steps, which we
played with the attacker A.
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GameInd−CCA−b
A,ASE (θ)

Phase 1.

T ∈ {U, V}, {M0, M1} ←− AASEpkT
(·,θ),ASDskT

(·,θ),H1(·),H2(·)

Challenge Phase.

b ∈ {0, 1}, C∗ ←− ASEpkT (M∗
b , θ),

b′ ←− AASEpkT
(·,θ)(C∗, M∗

0 , M∗
1)

Return b′.

The advantage function of the adversary that AInd−CCA
ASE (·, θ) is defined as AdvInd−CCA

A,ASE (θ) =

|Pr[GameInd−CCA−1
A,ASE (θ) = 1]− Pr[GameInd−CCA−0

A,ASE (θ) = 1]| < 1
2 |Pr[GameInd−CCA−1

A,ASE (θ) =

1]| ≤ ε′.

4.5. Partner Function

In this definition, we define the partner function. We assume that there is an instance
Πk

i whose action is the same as player i in the k-th session, where i, j ∈ {U, V} and k ∈ N,
where N is the number for total players. Let the partner function be the instance of player j
(call it Πk′

j ) in the k′-th session, where i, j ∈ {U, V} and k′ ∈ N. At this time, the instances

Πk
i and Πk′

j believe that each side is the real player i, j ∈ {U, V} in the k, k′ ∈ N session,

respectively. At this time, we can say that two instances Πk
i and Πk′

j are partnered if the
following statements are true:

1. Πk
i ’s session identity is the same as the session identity of Πk′

j .

2. pi is the partner of Πk′
j in the session k′ of Πk′

j .

3. pj is the partner of Πk
i in the session k of Πk

i .

4.6. Freshness

In this definition, we define freshness. We assume that there is an instance where Πk
i

is “fresh” if it satisfies the following conditions.

1. Πk
i has not been queried the reveal query Reveal(i, k).

2. There is a partner Πk′
j that is matched to partner Πk

i by the partner function, and Πk
i

has not been queried the reveal query Reveal(j, k′).
3. The partner of Πk

i is not the inside attacker during communication in the instance of
the player j.

4.7. Forward Secrecy (FS)

Our proposed two factor patient authentication scheme is forward secrecy (FS) if A
cannot compromise the past information, even if they have sent Corrupt(i) (or Corrupt(j))
to the player i, where i, j ∈ {U, V}.

Theorem 1. First, we assume that ASE is an indistinguishable-CCA (Ind-CCA) secure asym-
metric encryption/decryption scheme and equips two secure hash functions, H1 and H2, which we
can be replaced with two random oracle (RO) functions, respectively. We also assume that our
proposed patient electronic health record exchange scheme (PEHRES) that is forward secure (FS)
and unforgeable (Unf) also satisfies the following situations. In other words, if our proposed scheme
is secure, then
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AdvFS,Un f ,Ind−CCA
PEHRES (θ, t) ≤ 1

2
(I2qhqeqs(AdvInd−CCA

ASE,D,C∗
HCA

(θ, t′)) + 1)+

1
2
(I2qhqe(AdvInd−CCA

ASE,D,C∗
V
(θ, t′)) + 1)+

1
2
((Iqh)

2 AdvInd
A,SE(θ, t∗) + 1) + (I3qs)AdvUn f

Sig,S ,F (θ, t∗) + ε, t ≤ t′ + t∗,

(4)

where t is the total execution time, t′ is the maximum total experiment time including an adver-
sary execution time, t∗ is the maximum total time to guess the real session key, I is an upper
bound on the number of parties, with at most qe encryption queries at most qs decryption oracles,
and qh is an upper bound on the number of H1 and H2 queries in the experiment, where ε is a
negligible advantage.

5. Security Analysis

In this section, we provide security analysis and functional analysis of our pro-
posed scheme.

5.1. Replay Attack Resistance

In this EHR migration phase, we adopt random values r′′U , r∗V , and r∗W as our authenti-
cation challenge numbers. We assume an attacker can capture authentication messages
among the protocol communication and may replay these captured messages to the server
W to impersonate the patient U. First, the server V will check that this message was used
before in some session before communicating with the server W. Hence, the server V will
also check that one of these messages r′′U , r∗V , and r∗W was used before. If one of them was
used, then it would close this session and save the record as the replay attack from V.

5.2. Resist User Impersonation Attack

In this proposed scheme, the adversary cannot replay any authentication message
without the user U’s biometric information BioU , and it also cannot guess the random
number r′′U successfully to impersonate the server V. Additionally, the adversary does
not have the non-negligible probability to forge the patient’s signature to the server V. In
addition, the server V also checks the signature SU to authenticate the patient U’s identity
in the migration registration phase. Thus, the adversary cannot have non-negligible
probability to forge U’s signature SU under the RSA factoring problem. Therefore, our
scheme can resist user impersonation attacks.

5.3. Provide Mutual Authentication

In the EHR migration phase, a patient U can delegate the server V to perform the
EHR migration exchange with the system of the desired hospital W. Server V can perform
the challenge response with the server of W, and they both communicate a session key for
later usage after successful authentication. During the authentication rounds, V and W can
check the freshness of random numbers (r′′U , r∗V , and r∗W). If one of them is to be replayed,
V or W would find out and deny this session with the other party. Finally, it would close
this phase and record that there was a replay attack in this EHR migration phase.

5.4. Provide Data Security

In the EHR migration phase, all random numbers are generated by these two parties
and drop off when the authentication between them is successful. In addition, not only are
r′′U , r∗V , and r∗W verified by these two parties V and W, but also they can also be response
messages to confirm their respective identities.Hence, the adversary cannot have a non-
negligible probability to replace each of these messages to pass the authentication process.
In the data recovery phase, r′′U is used to encrypt the patient’s EHR, and the adversary does
not have a non-negligible probability to obtain a patient’s EHR, under the assumption that
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the symmetric encryption/decryption function is indistinguishable for the adversary in a
polynomial time bound.

5.5. Session Key Establishment

In the EHR migration phase, the server V and the server W can also communicate a
common session key after they perform challenge-response authentication with each other
successfully. Not only can this session key be used for later communication, but it can also
provide for symmetric encryption/decryption usage. In the appendix, we provide a formal
security proof of the session key.

5.6. Forward Secrecy Proof

In the EHR migration phase, a patient can delegate the server V to authenticate with
the desired server of hospital W. They can then build the session key after successful
authentication. In fact, they can use this session key to communicate with each other to
transfer the patient U’s EHRs or update the patient U’s EHR. With this property, the system
can reduce the communication bits and improve the efficiency of data transmission. In the
appendix, we also provide a formal secrecy proof of the session key.

5.7. EHR Fair Exchange

In the EHR migration phase, if W does not receive the U’s EHR from the V or if U’s
EHR is broken, then the patient U can perform the data recovery request to the HCA and
ask the HCA for help to solve this situation by providing the above signatures and V’s
receipt to HCA. If the above signatures are valid, HCA performs the data recovery phase
and forwards the encrypted patient’s EHR to the system of the hospital W. Finally, the
server of hospital W can also obtain the patient U’s EHR under the help of HCA.

5.8. Offline Trusted Third Party

In the proposed scheme, we assume that there is a HCA and that it generates the
patient’s EHR migrating signature with a delegation document and performs data recovery.
Here we can assume that the on-line device of the HCA can generate the signature after
verifying the request party’s signature in the migration registration phase. Only if there
is a request coming in the data recovery phase would the HCA be on-line and solve this
situation after verifying the request party’s evidence, including the registration signatures
and the related signatures. From the above setting, our trusted third party would not stay
on-line all the time and just appears when it is needed. Additionally, only the HCA knows
the link information (UIDU , IDU) of the patient U. Therefore, the patient can prevent their
real identity from being disclosed during the EHR migration transaction.

From the above security analysis properties, we take [10] as a reference and make
comparisons with schemes from [6–10]. In the following, we provide some security analysis
definitions for security comparison (Table 1).
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Table 1. Security comparison.

Attributes [6] [7] [8] [9] [10] Ours

A1 Y Y Y Y Y Y

A2 N N Y Y Y Y

A3 Y Y Y Y Y Y

A4 N N N N N Y

A5 Y Y Y Y N Y

A6 Y N N N N Y

A7 N N N N N Y

A8 N N N N N Y
A1: Replay Attack Resistance; A2: Resist User Impersonation Attack; A3: Provide Mutual Authentication, A4:
Provide Data Security; A5: Session Key Establishment, A6: Forward Secrecy Proof; A7: EHR Fair Exchange, A8:
Offline Trusted Third Party.

5.9. Efficiency Comparisons

In this section, we evaluate our proposed scheme’s efficiency. First, we assume that
our scheme’s parameter p is of 1024 bits for security consideration. We assume that H
is the computation time of one hashing operation, Exp is the computation time of one
modular exponential operation in a 1024 bit module, M is the computation time of one
modular multiplication in a 1024 bit module, ECM is the computation time of a number
over an elliptic curve, and ECP is the computation time of a bilinear pairing operation of
two elements over an elliptic curve in [13–15]. We also let Sig, ASE, ADE, SE, and SD be
the signature operation time, the asymmetric encryption time, the asymmetric decryption
time, the symmetric encryption time, and the symmetric decryption time, respectively. We
assume that our proposed scheme can be implemented on an elliptic curve over a 163-bit
field and has the same security level of a 1024 bit public key crypto-system such as RSA or
the Diffile-Hellman cryptosystem. We also assume that Exp = 8.24ECM for the ARM CPU
to the processor in 200 Mhz [15]. We also determine certain relations from the following:
Exp ≈ 240M = 600H ≈ 3ECP, and ECA ≈ 5M in [16–22].

Based on [23], a public key encryption/decryption operation time in an elliptic curve
is approximately 1ECA and 1ECM + 1ECA, respectively. Therefore, our proposed scheme
total computation time cost is about 9H + 3Sig + 14 ⊕+2ASE + 1ADE ≈ 60.075M + 14⊕.
Due to the different properties of the above schemes, we omitted the efficiency comparisons
and found some currently survey papers [11,24] that have the same functional properties
as our proposed scheme.

In [11], the authors proposed a dynamic consent model of health data sharing using
blockchain technology. They combine the consent representation models (DUO) and ADA-
M [24] to let patients control their EHR sharing to match the request query with full access
rights. Their method is designed for building an EHR platform but is not a practical
mechanism for patients exchanging their EHRs with a formal security proof in a blockchain
environment. In [12], the authors proposed an EHR with a patient-centric access right
framework model by using blockchain technology. We think that this is a good idea for
building health information exchange systematic modules with blockchain in the future,
but they do not offer a practical solution for EHR migration currently, even in a blockchain
environment. Our proposed scheme is established by the functional block such as the
signature functions with other authentication functions. In future work, our proposed
scheme could functionally add a smart contract function to generate a verifiable functional
patient EHR block in blockchain network. Hence, our proposed scheme could be used in
blockchain and non-blockchain environments.

In the efficiency evaluation of our scheme, we used a desktop with Ubuntu 20.04
with Intel(R) Core(TM) i7-8700 CPU @ 3.20 GHz CPU and 15 GB memory. The simulation
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experiment was carried out using GO language, and the standard “crypto/elliptic” library
was used. We simulated every phase 20 times, shown in Figures 4–6.

In the future, we will discuss the forged HCA problem [25] and other applications
such as neural network environments for COVID-19 patients [26] exchanging their EHRs.
We hope to have a good solution to the above problems.

Figure 4. The migration registration phase simulation.

Figure 5. The EHR migration phase simulation.

Figure 6. The data recovery phase simulation.
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6. Security Proof

In this section, we continue to demonstrate what an adversary is and its probability.
We model the Game, our scheme simulation steps, and the related oracle responses.

An adversary (call it S) can control all communication messages in this scheme. The
adversary can obtain related information by sending oracles. A Game is the simulation
of our proposed scheme, which can equip all kinds of oracles, and oracles can reply back
according to the adversary’s questions. There is also another adversary (call it S) that
controls the simulation and takes A’s ability to break the hard problem defined in the
security definition.

Let Game be a “game”, the simulation of our scheme, where the adversary A can ask
queries to the oracles, and the oracles can answer back to the adversary. The following are
query types that an adversary can make in the game.

• Send query Send(i, k, M)(or Send(j, k′, M)): this query models an adversary that can
send message M to the authentication party i(or j), where i, j ∈ {U, V} in the k- (or
k′)-th session, where k and k′ are two different session numbers in N.

• Reveal query Reveal(i, k)(or Reveal(j, k)): this query is used to model a situation that
exposes a session key of Πk

i (or Πk′
j ) to an adversary, where i, j ∈ {U, V} and k, k′ ∈ N

in the k(or k′)-the session.
• Encryption query: this query is used to model that an adversary can obtain a ciphertext

C′ on the input of a chosen message M′.
• Decryption query: this query is used for modelling an adversary that can obtain a

plain-text M′ on the input of a cipher-text C′.
• Corrupt query Corrupt(i)(or Corrupt(j)): this query is used to expose the private key

of the player pi(or pj) to the adversary, where i, j ∈ {U, V}.
• Hash query: this query depends on what the input is; the simulator then returns the

related output to the attacker.
• Test query Test(i, k): this query is used to define the advantage of an adversary. When

the adversary A has finished all of the above queries to the oracle, they can make this
test query on an instance Πk

i (or Πk′
j ) to the simulator. At this time, the simulator will

flip a coin b. If b is 1, then the real session key is sskk
i,j. Otherwise, it returns a random

string chosen uniformly from {0, 1}∗. The adversary is only allowed to ask for the
“fresh” instance of a player in the above simulation.

Proof of Theorem 1. First, we assume that there is an adversary A that attempts to attack
our patient EHR exchange scheme (PEHRES) in the forward secure sense. We then let
dis be the event at which A can distinguish at least one ciphertext in PEHRES with
non-negligible probability. At the same time, we also let f orge be the event at which
the adversary D can forge the signature of our PES with non-negligible probability. We
assume that

PrA[b = b′] ≤ PrA[b = b′ ∧ dis ∧ f orge] + PrA[dis] + PrA[ f orge],

where b and b′ are coin flips chosen by the simulator and the attacker A, respectively.
We also assume that

PrF∗ [ f orge] ≤ PrF∗ [F∗ → S∗
U |Ver(S∗

U) = 1] + PrF∗ [F∗ → S∗
HCA|Ver(S∗

HCA) = 1],

where S∗
U and S∗

HCA are signatures forged by the attacker F∗, respectively. We then use
three lemmas to complete this security proof in the following.

Lemma 4. We assume that there is no event such that the attacker A can distinguish the ciphertext
C∗ with non-negligible probability

PrA[dis] ≤ 1
2
(I2qhqeqs(AdvInd−CCA

ASE,D,C∗
HCA

(θ, t′)) + 1) +
1
2
(I2qhqe(AdvInd−CCA

ASE,D,C∗
V
(θ, t′)) + 1),
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in the polynomial time bound t′ under the above Ind-CCA security definition with qh hash queries,
at most qe encryption queries, and at most qs decryption queries, respectively.

Proof of Lemma 4. We assume that Pr[dis] is a non-negligible probability in the simulation
game. We can then construct an attacker D whose work is to distinguish the cipher-text
under the Ind-CCA encryption/decryption scheme. There is also an attacker F whose
goal is to break the encryption/decryption of our proposed scheme SE. Next, we construct
D as the simulator that simulates the attacking environment in which F can mount its
attack. First, D simulates an encryption oracle SEpki

(·, θ), where i ∈ {U, V}, and generates
the C′ to the attacker F on the plain-texts (M′) chosen by the attacker D in the selected
instance Πk

i∗ , where the partner of Πk
i∗ is pj∗ . In addition, D also simulates the decryption

oracle to answer the decryption query issued by the attacker D. We consider the following
steps. First, D prepares all hash functions, including H1 and H2, two hash functions with
collision-resistance. It also generates the instances i∗, j∗ ←− [1, ..., I − 1] of each player i,
where i ∈ {U, V}. It can make the above two hash queries l∗ times, where l∗ ←− [1, ..., qh].

Hash query

In this hash query phase, the simulator also responds to all kinds of hash queries in
each stage.

• In the migration registration phase, the simulator generates the corresponding hashed
value to U and V. It prepares the H1(BioU) for the patient U as the registration
token. At the same time, the simulator chooses r′′U and makes the ciphertext CHCA =
(r′′U , BioU , UIDU , CertU , IDU , EHRU ⊕ r′′U) for F .

• Next, the simulator has to simulate the signature SU and SHCA from the signing oracle.
It then forwards (SU , SHCA) to F . The simulator then computes
SigV(SHCA, SU , AgreeV−>W) as the response receipt of the instance of player V.

• In the EHR migration phase, the simulator can simulate the hashed values H2(r∗V + 1)
and H2((r∗W + 1)⊕ r′′U) to F , which forwards r∗V + 1, (r∗W + 1), and r′′U as challenge
random numbers.

Phase 1

• In the migration registration phase, the attacker F can issue the encryption query
on the chosen message M′ = (r′′U , BioU , UIDU , CertU , IDU , EHRU ⊕ r′′U). D can then
forward this M′ to the encryption oracle and pass the final result C′ to the F .

• The attacker F can issue the decryption query on the ciphertext C′. D can then forward
this C′ to the decryption oracle and pass the final message
M′ = (r′′U , BioU , UIDU , CertU , IDU , EHRU ⊕ r′′U) from the oracle output to the F .

• In the EHR migration phase, the attacker F can ask for the M′′ = r∗V encryption result
C′′

V and the decryption result of M′′. D can forward C′′
V and M′′ to the attacker F .

Challenge

• In this phase, D can generate the ciphertext C∗
HCA by querying the asymmetric encryp-

tion oracle ASEpkT (M∗
b , θ) with the coin flip b on the target message pair (M∗

0 , M∗
1) cho-

sen by the attacker F . If b=1, C is computed from ASEpkT (M∗
1 , θ), where T ∈ {U∗, V∗}.

Otherwise, it returns the ciphertext C∗ to F , where C∗
HCA ←− ASEpkT (M∗

0 , θ). The
only restriction is that F cannot ask for the decryption query on the ciphertext C∗

HCA.
On the other hand, we also consider that the ciphertext C∗

V is the same situation. We
also set up the target message pair (M∗∗

0 , M∗∗
1 ) chosen by the attacker F . If b′=1,

C is computed from ASEpkT (M∗∗
1 , θ), where T ∈ {W∗}. Otherwise, it returns the

ciphertext C∗
V to F , where C∗

V ←− ASEpkT (M∗∗
0 , θ).

• We assume that this event dis happens with respect to the instance Πl∗
i∗ of the player i,

where its partner player is pj∗ . At this time, F finally outputs its own guessing bit b′.
Otherwise, the system stops this authentication stage and aborts this simulation.
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Finally, F has a set with instances of players i∗ and j∗ with qh total hash queries , at
most qe encryption queries, and qs decryption queries. At this time, D does not fail in
the simulation environment with F ’s correct guessing, where b = b′ has non-negligible
probability. The following equation will then hold:

AdvInd−CCA
ASE,D,C∗

HCA
(θ, t′) ≤

1
I2qhqeqs

(Pr[GameInd−CCA−1
ASE,F (θ) = 1]− Pr[GameInd−CCA−0

ASE,F (θ) = 1]) =

1
I2qhqeqs

(Pr[GameInd−CCA−1
ASE,F (θ) = 1]− (1 − Pr[GameInd−CCA−1

ASE,F (θ) = 1])) =

1
I2qhqeqs

(2(Pr[GameInd−CCA−1
ASE,F (θ) = 1])− 1).

(5)

In the ciphertext C∗
V simulation game, we have the same simulation as above. There-

fore, we omitted the simulation, but we also conclude that

AdvInd−CCA
ASE,D,C∗

V
(θ, t′) ≤ 1

I2qhqe
(2(Pr[GameInd−CCA−1

ASE,F (θ) = 1])− 1) (6)

We then can summarize the total probability as follows:

PrA[dis] ≤ Pr[GameInd−CCA−1
ASE,F (θ) = 1] ≤

1
2
(I2qhqeqs(AdvInd−CCA

ASE,D,C∗
HCA

(θ, t′)) + 1) +
1
2
(I2qhqe(AdvInd−CCA

ASE,D,C∗
V
(θ, t′)) + 1).

(7)

Lemma 5. Before we prove this lemma, we assume that there is no attacker A that can guess the
real session key in the event that the ciphertext C∗ generated by the symmetric encryption (SE)
functions cannot be distinguished by A correctly with non-negligible probability. We then have

PrA[b = b′ ∧ dis ∧ f orge] ≤ 1
2
((Iqh)

2 AdvInd
A,SE(θ, t∗) + 1),

in the polynomial time t∗ under the random oracle (RO) assumption with total qh hash queries.

Proof of Lemma 5. In this proof, we construct another simulator C that also simulates the
attacking environment for A mounting its attack. Finally, if A can guess the real session
key successfully with the non-negligible property, then we can use A to break the random
oracle assumption.

• First, we assume that C is given the system parameters (G, g, q, H1, H2, ti∗ , tj∗). It starts
to choose public key/secret key pairs for all parties except for pi∗ and pj∗ . Next,
C selects other protocol parameters such as (i∗, j∗) ←− [1, ..., I − 1] and t1, t2 ←−
[1, ..., qh]. At this time, we also let the target identities i∗ and j∗ be the instances of the
patient U and the system V, respectively.

• After the above environment is set up completely, C starts to simulate the following
oracle queries and related hash functions.

• First, C sets parameters (i, j, ri, rj, AEpkT (Mb, θ)), where ri, rj are two random numbers,
and H1,H2 are these two collision-resistance hash functions. In addition, C adopts θ as
the security parameter. First, C prepares two nonce challenge numbers ri and rj in the
t1-th and t2-th session, respectively.

• During this simulation, for each query issued from A, C answers it as follows:
• It takes (i, j, H1, H2, ω1, ω2, ri, rj) as its input and responds to each Send query in the

instance Πk
i in the k-th session on the message M, where ω1 and ω2 are two pseudo-

random functions with the same length of the hash oracles H1 and H2, respectively.

48



Appl. Sci. 2021, 11, 2401

Hash Query

In this hash query phase, the simulator can answer all kinds of harsh queries in each
stage, as follows:

• In the migration registration phase, the simulator also computes the initial biometric
information value (rBU ⊕ H1(BioU)) for the patient U and keeps them in the oracle
simulation database. If the A makes the hash query on (rV + 1||rHCA) and rHCA + 1,
C also forwards them to the hash oracle and returns the response hashed value to A.

• In the EHR migration phase, A asks for the r∗V + 1, (r∗W + 1)⊕ r′′U , and (r∗W + 1)||(r∗V +
1) hash values of the H2 function, and C also forwards them to the hash oracle and
lets the hash oracle generate the corresponding hash values to A.

• If C receives the Corrupt(i) query, then it returns the private key to A. If C receives
the Reveal(i) query, it checks if i �= i∗ or j �= j∗, then D computes the session key
sski,j = H1(ω1(r∗W + 1))||ω2((r∗V + 1))), where r∗W + 1 and r∗V + 1 are chosen from ω1
and ω2 functions, respectively. On the other hand, if i = i∗, j = j∗, and t1 = t2 = l,
then C computes H1((r∗W + 1)||(r∗V + 1)) as the session key sski,j and delays this key
in the response in the Test query.

• If the adversary A has finished the above queries, it can make the Test query to
C. At this time, C will check the instance session and player to see if i = i∗ and
j = j∗, and C then tosses a coin b to answer the session key. If b=0, then it computes
sski,j = H1((r∗W + 1)||(r∗V + 1)). Otherwise, it computes sski,j ←− {0, 1}∗ from the
random pseudo-random function.

Finally, if C answers the Test query for Πt1
i∗ and Πt2

j∗ by using (Z∗
n, H1, H2, ω1, ω2), and

A does not fail in guessing b′, then A answers the session key depending on its coin flip b′.
We can have

AdvH1,H2,ω1,ω2
C,A,SE (θ, t) =

Pr[C(Z∗
n, H1, H2, ω1, ω2) = 1|sski,j = H1((r∗W + 1)||(r∗V + 1))))]−

Pr[C(Z∗
n, H1, H2, ω1, ω2) = 1|sski,j ←− {0, 1}∗, t ∈ Z∗

q ] ≤
1

(Iqh)2 (Pr[A(·) = 1|sski∗ ,j∗ is real in Test query]− Pr[A(·) = 1|sski∗ ,j∗ is random in Test query]) ≤
1

(Iqh)2 (2PrA[b = b′ ∧ dis ∧ f orge]− 1).

(8)

Finally, we could conclude that

PrA[b = b′ ∧ dis ∧ f orge] ≤ 1
2
((Iqh)

2 AdvH1,H2,ω1,ω2
C,A,SE (θ, t) + 1). (9)

Lemma 6. Before we prove Lemma 1, we assume that there is no event such that the attacker F∗
can forge the signature SU of patient U with non-negligible probability

PrF [ f orge] ≤ (I3qs(AdvUn f
Sig,S ,F (θ, t∗),

in the polynomial time bound t∗ under the above Ind-CCA security definition with qh hash queries,
at most qe encryption queries, and at most qs decryption queries, respectively.

Proof of Lemma 6. In this lemma proof, we start to prove our above Lemma 1
(Unforgeability). To start the proof of Lemma 1 (Unforgeability), we defined the Game as
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the simulation game that runs as the proposed protocol controlled by the simulator S . We
define Game as follows.

Game
Un f
A,Sig(θ, t)

Phase 1.

F ←− {M}l

Si ←− FSig(ski ,Mi),RO1,RO2,H1,H2(θ, t)
Challenge Phase.

i ∈ {U, HCA}, M∗ ←− F (M),
Loop j=1 to l
S′

i,j ←− FSig(ski)(θ, t)(M∗)
If (Ver(S′

i,j+1 ) == 1 and S′
i,j+1 /∈ Si,j).

Break
Return S′

i,j+1.
else if (j <= l)
goto Loop

We first define the simulator S as the simulator that is given in the RSA factoring
problem, and we assume there is an attacker F whose goal is to forge a valid signature on
the Sig function block.

The simulator S first chooses the security parameter l with the message space Ml .
The S also selects two collision-resistance hash functions that map from Z∗

n −→ {0, 1}
and two hash oracles RO1 and RO2, respectively. After setting up the system parameter,
the S simulates each phase in the proposed EHR scheme. In the migration registration
phase, the attacker F can impersonate the patient U to ask for U’s signature request SU on
the desired message. When S has received this request, it takes the message as input and
outputs the signature SU with the help of the above secure digital signature function Sig. It
then returns this SU back to the F . The F can also continue to ask the hospital certification
center HCA’s signature on the received signature SHCA of patient P. It also receives the
message tuple (SU , Date, IDU) and outputs the signature SHCA back to F . In addition, it is
the same situation when F asks the signature of V. The S also returns SV back to F .

In these phases, the F will make the signature request in the above situation. The S
starts the Challenge phase and forwards the message Mi, where i ∈ {U, V, HCA}. The F
can forge l+1 signatures S′

i,j, where S′
i,j+1 /∈ Si,j ←− Sig(ski, M∗), where i ∈ {U, V, HCA}

and j = 1 ∼ l after l signature queries. Finally, this forged signature also passes the
verification Ver(S′

i,j+1) successfully. We then can use F ’s ability to find a solution to the
RSA factoring problem. Thus, we have

AdvUn f
Sig,S ,F (θ, t∗) ≥|Pr[S′

i,j+1 ←− FUn f
Sig (M∗), Ver(S′

i,j+1 = 1)]|

=
1

I3qs
(Pr[S′

i,j+1 ←− FUn f
Sig (M∗), Ver(S′

i,j+1 = 1)]).
(10)

Finally, we could conclude that

PrF [ f orge] ≤ (I3qs)AdvUn f
Sig,S ,F (θ, t∗).

After summarizing the above three lemmas, we can conclude that
1
2 (I2qhqeqs(AdvInd−CCA

SE,D,C∗
HCA

(θ, t′)) + 1) + 1
2 (I2qhqe(AdvInd−CCA

SE,D,C∗
V

(θ, t′)) + 1)+
1
2 ((Iqh)

2 AdvInd
A,SE(θ, t∗) + 1) + (I3qs)AdvUn f

Sig,S ,F (θ, t∗).

50



Appl. Sci. 2021, 11, 2401

7. Conclusions

We propose a practical and provable patient EHR fair exchange scheme with key
agreement for e-health information systems. Not only does our scheme offer a solution
for the seven problems described in Section 2, when a patient attempts to migrate their
personal information data to another hospital, but they can also maintain their anonymity
during the data migration transaction. In addition, Table 1 shows a security and functional
comparison with other related papers. It is obvious that our proposed scheme guarantees
convenience, rapidity, and integrity.

Our mechanism provides secure data storage and the secure transfer of authorized
information to designated locations. What information can be authorized, for example,
whether COVID-19 patient privacy concerning patients’ names, identities, and genetic
sequences can be transmitted to different hospitals, is beyond this study’s scope. This
study guarantees secure data transfer and storage. Our scheme also provides a formal
security proof in the random oracle model under chosen-ciphertext security. Our approach
focuses on the security and privacy protection of patient EHRs rather than on the design of
electronic health systems. It not only serves as a high-level functional module for integrity
but also provides an efficient and contactless data transfer method that allows for medical
data aggregation and protects patient anonymity, especially relevant in the context of the
global COVID-19 pandemic. In the future, we will extend our scheme to be applicable for
COVID-19 patient EHR exchange in a neural network environment.
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Abstract: The research presented in this paper aims at creating a bilingual (sr-en), easily search-
able, hypertext, born-digital, corpus-based terminological database of raw material terminology for
dictionary production. The approach is based on linking dictionaries related to the raw material
domain, both digitally born and printed, into a lexicon structure, aligning terminology from differ-
ent dictionaries as much as possible. This paper presents the main features of this approach, data
used for compilation of the terminological database, the procedure by which it has been generated
and a mobile application for its use. Available (terminological) resources will be presented—paper
dictionaries and digital resources related to the raw material domain, as well as general lexica
morphological dictionaries. Resource preparation started with dictionary (retro)digitisation and
corpora enlargement, followed by adding new Serbian terms to general lexica dictionaries, as well
as adding bilingual terms. Dictionary development is relying on corpus analysis, details of which
are also presented. Usage examples, collocations and concordances play an important role in raw
material terminology, and have also been included in this research. Some important related issues
discussed are collocation extraction methods, the use of domain labels, lexical and semantic relations,
definitions and subentries.

Keywords: raw material; mining; terminology; dictionary; terminology application; mobile applica-
tion; digitization; lexical data; corpus data; linguistic linked open data

1. Introduction

During the last decade, lexicography entered a new era due both to rapid development
of advanced computational methods and availability of previously unseen abundance of
language data in different modalities. These developments have opened new opportu-
nities for producing modern Serbian monolingual and bilingual dictionaries, which will
overcome the shortcoming of existing ones, characterized by obsolescence of macrostruc-
ture, microstructure and data presentation, frequent inaccuracy of translation, visual and
typographic monotony, and a neglect of needs of potential users [1]. These new, modern dic-
tionaries will enable potential users, including students, translators, teachers, researchers
and other interested parties, to find all information on formal and contextual properties
of words and their interrelationships, in one place. In addition to new human readable
monolingual and bilingual dictionaries, machine readable dictionaries of both kinds are
also needed. In this situation, a comprehensive approach, combining all available resources,
which can be used for producing various types of dictionaries, especially in specialized
and terminological domains, seem to be the optimal solution.

According to the findings of the Elexis project [2], the main positive changes in lex-
icography in the last 10–15 years are mostly related to digitisation and automation of

Appl. Sci. 2021, 11, 2892. https://doi.org/10.3390/app11072892 https://www.mdpi.com/journal/applsci53



Appl. Sci. 2021, 11, 2892

lexicographic work, online publishing (moving from paper to online) and, with the begin-
ning of the corpus era, by access to corpora supported by (semi)automatic extraction of
terms. Automatic data extraction comprises data that is automatically obtained from cor-
pora of authentic language use, which is then subjected to lexicographers’ post-processing
or included, as is, in the published dictionary, but marked as automatically derived from
corpus data. It should be noted that data derived from existing lexical databases and dictio-
naries should be considered as reuse of data. One of the issues related is the processing and
representation of terminological phrases, or multiword expressions (MWEs), ranging from
compound nouns (e.g., nickname) to complex phrasal verbs (e.g., give up) and idiomatic
expressions (e.g., break the ice), which has remained a challenge over the past 20+ years [3].
In our research we focused on semantically transparent terminological phrases, as well as
terminological phrases that result in a meaning shift. Some frequent syntactic patterns and
translation options will be discussed. In our approach we will use a combination of: reuse
of data, automatic extraction and manual postediting.

The advantage of using online platforms, which offer the possibility of regular updates
and a more effective collaboration via the internet, as well as the use of mobile devices
were highlighted in literature [4]. The impact of mobile devices as a distribution method
is immense, and a mobile-first approach is now instrumental. The general shift towards
(mobile) life online brought a clear realization that “printed lexicography”—in general
terms—is a thing of the past, and this also turned its business side upside down [5].

Wide adoption of mobile devices has created new ways of learning through interaction
and communication and they are becoming integrated in the lives of today’s students,
enhancing mobility of the learning process. Thus, for example, Language for Specific
Purposes (LSP) dictionaries are now being produced at the university level using mobile
LSP lexicography. One such dictionary called MobiLex was produced at the Stellenbosch
University in South Africa to enhance teaching and learning of historical terms, with
favorable pedagogical consequences regarding the learning of such terms. Trends and
developments in technology offer the possibility of changing the face of lexicographical
support in a mobile environment, from a pedagogical perspective [6].

Big data analysis methods have opened new possibilities for analyzing corpora, which
contain large amounts of textual data. Thus, for example, Chen et al. [7] propose a novel
statistic-based corpus machine processing approach to refine big textual data, to be used
for ESP (English for Specific Purposes). The approach is based on establishing a function
word list and embedding it into the program, in order to refine the word list and keyword
list. The aim is to enhance the efficiency of corpora processing, starting from preparatory
work, followed by generating raw data, optimizing the process, and ending by generating
refined data. COVID-19 news reports are used as a simulation example of big textual data
and applied to verify the efficacy of the machine optimizing process.

Electronic lexicography offers important possibilities in comparison to the traditional
approach. Examples of usage may be extracted from original texts and linked to dic-
tionary entries. There are practically no limitations to the amount of data that can be
added, including multimedial data, which results in better quality data. Various search
options and different possibilities of database organization contribute to the efficiency of
access. Dictionaries can be easily customized for specific needs of users’ groups. Electronic
lexicography also enables hybridization, by breaking limits between different types of lan-
guage resources—for example, dictionaries, encyclopedias, term banks, lexical databases,
translation tools and the like. Finally, active user involvement is possible, by enabling
collaborative or community-based input to dictionaries [8].

This paper presents a data driven approach aimed at using opportunities offered
by electronic lexicography, as well as various available techniques of Natural Language
Processing (NLP), to develop a semi-automatic pipeline for dictionary production. The
approach is focused on raw material terminology, with an emphasis on terminology related
to the mining industry, as a case study, the main goal being to cover Serbian and bilingual
English-Serbian terminology in the raw material domain, within a system that can be
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used for developing web and mobile dictionary applications. In developing this system, a
data driven approach is adopted, relying on available textual, lexical and terminological
resources, both in printed and electronic form. Within the development of this system,
printed resources, the paper dictionaries covering raw material terminology, were subjected
to systematic extensive digitisation.

In this approach, besides compiling a comprehensive multilingual lexical database of
raw material terminology, lexicographic methods for automatic knowledge extraction are
used, including corpus data analysis, automatic data extraction, editing and publishing
extracted data in (online) dictionaries. Using extracted lexicographically relevant data
(lemma lists, example sentences, collocations) as complementary resources in electronic
dictionaries is known as the one-click dictionary or push-pull dictionary model, which is
used, for example, in the Sketch-engine [9] for several languages, but has not yet been used
for Serbian.

A similar approach to the one outlined in this paper was applied in development of the
Sõnaveeb language portal of the Institute of the Estonian Language, which contains data
from a number of dictionaries and termbases, with a total of 200,000 Estonian headwords
with collocations, etymology, multi-word expressions, etc. The main issues to be resolved
in their approach were the consistency of information, deduplication, parsing data fields
containing more than one data element, moving from annotating form (e.g., italics) to
annotating content (e.g., a citation) [10].

López-Úbeda et al. [11] present another interesting approach, which also combines
different NLP techniques to develop a system for identification of biomedical terms in
textual documents written in Spanish. The approach was applied for recognizing biomedi-
cal entities in various types of texts, including different knowledge resources (MedLine
Encyclopedia, International Classification of Diseases, Unified Medical Language System,
etc.). Although the tool developed within their approach has been developed for Spanish,
the authors plan to expand its usability by incorporating multilingual support in the future,
thus enabling it to be extrapolated to other languages.

The web and mobile applications for raw material terminology developed as a result
of our approach are primarily intended for students and engineers involved in the raw
material industry, as an aid in mastering terminology. They offer both English-Serbian
and Serbian-English terminology, developed, inter alia, on using a comprising a variety
of literature from the field of raw materials. Existing terminological dictionaries and
general language dictionaries served as control dictionaries (listed in the bibliography and
described in Sections 2.1 and 3.1). The developed dictionaries are not comprehensive, but
rather contain basic terminology from various raw material subdomains (areas), needed
to make reading professional literature easier, academic writing purposes and to improve
communication among professionals in the raw material industry. In addition to core raw
material terms, some technical and academic vocabulary is also introduced, that is, words
that often appear in professional literature.

The developed dictionaries are not prescriptive, as they do not prescribe how the
terminology “should” be systematized, but rather record the terms in use. Therefore,
they feature synonyms and also record technical jargon and localisms next to standard
terminology. For example, ‘rotorni bager’, namely, ‘bucket wheel excavator’, is recorded on
the Serbian side together with ‘glodar’, a jargon term, literally translated as ‘gnawer’. The
publication of the dictionaries as a mobile app is especially important in view of the fact
that the job of an engineer dealing with raw materials usually involves frequent field work
and staying in the field for prolonged periods.

Section 2 gives an overview of available resources: paper and electronic dictionaries,
as well as corpora used. Section 3 outlines preparation of resources, which includes
digitization of paper dictionaries, enlargement of corpora, adding domain terms to general
purpose morphological e-dictionaries and extraction of bilingual lists. The process of
terminology compilation, from the perspective of monolingual and bilingual extraction, a
well as the web and mobile form of the dictionary are given in Section 4. The last section
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offers a discussion, concluding remarks and outline of future plans for improvements and
application in other areas.

2. Available (Terminological) Resources

Our approach relies heavily on available resources, both in paper and electronic
form, such as traditional, paper dictionaries used in raw material industry, termbases
covering raw material terminology, corpora of texts from the raw material domain as well
as general-purpose electronic dictionaries of Serbian. This section offers an overview of
these resources.

2.1. Paper Dictionaries for Raw Material Domain

The Bureau of Mines (U.S. Department of the Interior) had pioneered efforts in mining
terminology, beginning in 1918 with Fay’s “Glossary of the Mining and Minerals Industry”,
and continuing by the 1968 publication of “A Dictionary of Mining, Minerals, and Related
Terms” (DMMRT). In this 5-year project, more than 100 bureau personnel (engineers, scien-
tists, and editors) were involved in the technical review and publication production process
of the dictionary, with 28,750 terms explained by 37,180 sense definitions [12]. This dictio-
nary has been used for several decades at the University of Belgrade Faculty of Mining and
Geology (UBFMG), and it is the main dictionary covering mining terminology in English
in our approach. Online version of dictionary is published on The Edumine platform that
provides professional development training for people in the mining industry [13].

A multilingual “Mining dictionary: Serbo-Croatian: English: French: German: Rus-
sian” (MD), containing 16,500 terms related to underground and surface excavation, prepa-
ration of mineral raw materials, as well as rock and soil mechanics in five languages was
published in 1970 [14]. This dictionary also contains terms from the fields of geology,
metallurgy, electrical engineering, mathematics with computational methods, and civil en-
gineering, to the extent they are related to mining. Each term entry has a Serbian headword,
sometimes followed by synonyms, which is aligned with translations in four languages—
English, French, German, and Russian. The interconnection of all five languages is given by
additional indexes. Term entries do not have definitions nor usage examples. the dictionary
being almost 50 years old, many terms are outdated, while some new terms are missing.
This dictionary was our main source for extracting terminological equivalents in Serbian
and English.

The first terminological “English-Croatian-Serbian Petroleum Dictionary” for the
field of petroleum engineering [15] was followed, after 30 years, by the “English-Croatian
encyclopedic dictionary of oil and gas exploration and production” [16], which is used
both in Croatia and Serbia. With 12,200 definitions and 7100 terms, it contains a compre-
hensive vocabulary of both scientific and professional terms used by scientists, experts
and students in the area of exploration and production of oil and gas, but also petroleum
geology, geophysics, development deposits, drilling and equipping wells, ecology and
other disciplines.

There is also a small bilingual dictionary of mineral processing [17] with 2415 transla-
tion pairs, in both directions, English to Serbian and Serbian to English, but also without
definitions. Finally, a glossary of mineral processing terms with 1400 definitions in Serbian
is used at the UBFMG, although it was not officially published [18].

All these dictionaries, and a number of other dictionaries, a total of 22, have been
digitized for the purpose of our approach.

2.2. Digital Resources in Raw Material Domain

The development of digital resources for raw material terminology has been an
ongoing activity at the UBFMG for several years now. It started with research related to the
development of an ontology of mining equipment [19], in line with other research aimed at
development of bilingual lexical resources [20]. The focus was then turned to development
of termbases for the general field of mining engineering, and their transformation from their
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initial custom in-house scheme into the TermBase eXchange (TBX) Standard [21]. Another
terminological resource, mostly handcrafted, was also developed to support knowledge
management in specific subfields of mining engineering, such as mining equipment, mine
safety and geostatistics [22]. A thesaurus of mining terminology is available online, but
it is not systematically updated. Moreover the application has no new features, and it is
not responsive. A modest experiment was made with developing students’ vocabulary
related to raw materials through flashcards and L1 in the CLIL Classroom [23], but it was
not finalized with publicly available online resources.

Three digital resources already developed at UBFMG were included in our approach,
two termbases, Termi [24], and GeoliSSTerm [25], and one ontology, Rudonto [26]. Termi
supports development of terminological dictionaries in various fields (mathematics, com-
puter science, raw material, library science, computational linguistics, power engineering,
etc.) [27,28], and it has been selected as the most suitable resource to be used for the com-
prehensive multilingual lexical database of raw material terminology, while the remaining
two resources have been incorporated in the dictionary production pipeline.

For systematic development of raw material terminology, textual resources, namely,
bilingual libraries and corpora are also needed. Thus, articles from the scientific journal
Underground Mining, published both in Serbian and English, stored in the bilingual digital
library Bibliša, as one of the collections of aligned English-Serbian bi-texts [29,30], were
also used in our approach.

A monolingual corpus from the mining domain was developed as part of a project
related to managing mining project documentation using human language technology [31]
and used within this research in the web and mobile applications.

2.3. General Purpose Morphological Dictionaries

Serbian has an extensive system of inflection and a complex agreement system that
makes extraction of terminology more complicated, and thus the use of general purpose
morphological dictionaries is indispensable for every lexicographic task [32].

An important lexical resource used for morphological analysis and extraction are the
comprehensive electronic morphological dictionaries for Serbian (SrpMD) of simple- and
multi-word units, covering general lexica, proper names, encyclopedic knowledge and
terminology from a number of domains [33], with nearly 200.000 lexical entries. SrpMD
entries include both a lemma and inflected forms supplied by grammatical information,
semantic markers, domain information and relations of several types: derivational, lexical
variation, component relations (between single words and terminological phrases).

For example, lexical entry ‘rudar’ (miner, person engaged in mining, a worker in
a mine) contains information related to part of speech: ‘N’ (noun), morphological class
‘N2’, semantic tag ‘+Hum’ (human), domain ‘DOM = mining’. Its inflected forms are:
‘rudar’ (ms1v), ‘rudara’ (mp2v:ms2v:ms4v:mw2v:mw4v), ‘rudare’ (mp4v:ms5v), ‘rudari’
(mp1v:mp5v), ‘rudarima’ (mp3v:mp6v:mp7v), ‘rudarom’ (ms6v), ‘rudaru’ (ms3v:ms7v) where
brackets show grammatical information: ‘m’—masculin, ‘s’—singular, ‘p’—plural, ‘1–7’—
cases, ‘v’—animate.

The entry ‘rudar’ is also related to the relational adjective ‘rudarski’, and appears as a
component of several terminological phrases, for example, rudar na okresivanju (ripper),
rudar na uglju (collier), rudar-podgrad̄ivač (timberman), and so forth.

Over the past years, more entries related to raw material were added to SrpMD,
which initially contained more than 3000 simple-word entries and 2000 multi-word entries
from the raw material domain. The number of their morphological forms recorded in this
resource is significantly larger. The simple-word forms pertaining to raw material termi-
nology that have been processed and included in SrpMD [34] enabled further extraction of
related terminological phrases according to the methodology described in [19]. Namely,
for extraction to be effective, it is very important that the domain is relatively well covered
with simple domain-specific words.
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3. Resource Preparation

Preparation of resources is aimed at expanding and enriching available digital re-
sources. These activities are not to be understood as one-time only activities, as each of
them can be repeated periodically, when new opportunities for resource enrichment appear.

3.1. Dictionary (Retro)Digitisation

In order to expand and enrich the available digital resources, a number of paper dic-
tionaries were digitised in the preparatory phase. After scanning, OCR and transformation
to MS Word, with preservation of formats (bold, italic), manual correction was performed.
The Word documents were then parsed, by a parsing procedure that was fine-tuned for
each dictionary, according to its structure. Parsed data were finally transformed to struc-
tured formats: excel and xml, before being imported to the internal relational database. The
procedure will be illustrated on one multilingual dictionary (MD) and one monolingual
dictionary (DMMRT).

The digitisation and parsing of MD produced 16,491 term entries (examples of term
entries are given in (Figure 1), where Serbian terms were aligned with one or more English
term equivalents (the remaining 3 languages were also stored in the database, but they
were not used in this approach).

Figure 1. Examples of scanned Mining dictionary entries.

The majority of dictionary entries (15,016) contained only one Serbian term, but
there were 1355 entries with two terms, and 120 with 3–5 terms, resulting in a total of
18,092 Serbian terms, of which 16,916 distinct. As to the English part of the dictionary, there
were 13,163 entries with one term, 2553 with two terms and 775 with 3–8 terms, resulting
in a total of 20,878 English terms, of which 17,774 distinct.

Raw material terminology, akin to general technical terminology, contains a large
number of multi-component terms. In the dataset obtained from the dictionary 23% of
English entries are single word terms, 50% are two-component terms, 18% have three
components and the remaining 9% have four or more. As for Serbian entries, 22% are one-
component terms, 47% have two components, 17% have three, and the remaining 14% have
four or more. The majority of English multi-compound terms are noun compounds. These
linguistic constructions are most often composed of two or more nouns. for example, ‘coal
waste’—‘jalovina’, ‘waste dump’—‘odlagalište jalovine’, ‘gas pressure’—‘pritisak gasa’. However,
they can also contain three, four or more nouns, for example, ‘gas protection apparatus’—
‘lična zaštitna sredstva od gasova’, ‘mud circulation pressure hose’—‘isplačno crevo’.

Given the frequency of multi-component terms, an analysis of translational equivalents
in English and Serbian was performed in terms of the number of their components. It was
found that in 20% of cases both translational equivalents have one component, in 31% of
cases both have two components, in 15% of cases the Serbian term has one component
more than the English term, while in 13% of cases the English term has one component
more, in 5% of cases the Serbian term has two components more, and in 3% of cases English
has two components more. All other cases cover the remaining 13% of cases.
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Entries in DMMRT have one or more senses per each term, described by a definition,
and labeled by small letters a, b, c,. . . , u. Each individual sense can be related to one or
more other terms in the dictionary, and it can be followed by its bibliographic source.
Digitization of DMMRT yielded 28,757 terms with a total of 37188 sense definitions, where
24,115 terms have only one sense, 2942 have 2, 890 have 3, 641 have 4–6, 139 have 7–10, and
34 have 11–21. The most polysemous word is ‘head’ with 21 senses, followed by ‘drift’ and
‘bottom’ with 20 senses. Types of relations between entries can be: See (4090), See also (3983),
CF (compare, 1824), Ant (antonym, 20), Etymol. (etymology, 130), Syn: or syn.(synonym,
2532), Abbrev. (abbreviation, 77), etc. Figure 2) presents the entry ‘accessory plate’ with five
senses, marked by letters a-e. Two senses (a and e) are related to other dictionary terms
(a to ‘quartz wedge’ by CF, and e to three synonyms and two other terms by CF), and two
senses (b and c) are followed by their source (Pryor).

Figure 2. An example of scanned entry from DMMRT.

As to the components of the terms in DMMRT, 37% of the total terms are single word
terms, 50% are two-component terms, 10% have three components and the remaining
3% have 4–7 components. Comparison with the English part of MD shows a similar
pattern, as the percentage of two-component words is equal, while MD has 14% less
one-component terms.

Additional 19 dictionaries from the raw material and related domains were digi-
tized, parsed and stored in the database, adding 63,571 new entries. Five monolingual
English dictionaries from the mining domain produced 5933 entries, three bilingual mining
English-Serbian dictionaries produced 24,049 entries, three monolingual English dictionar-
ies covering terminology from the mine safety domain contributed with 655 entries, and
an English-Serbian dictionary of terminology in the field of waste management yielded
1968 entries. Dictionaries from related domains were also included, namely four En-
glish dictionaries producing 21,448 entries and three bilingual dictionaries producing
9518 entries.

One of the observations, even before this research started, was that several terms in
paper dictionaries are not in use anymore. That observation initiated frequency calculation
of Serbian terms in the mining corpus. Frequency in the corpus and the number of
dictionaries that attest a term were the main criteria for post editing priority of the term.

Entries from all digitized dictionaries were stored in the same database, but in different
structures, which correspond to their original data schema, and with reference to the
original source. All of the structures can, in general, be mapped to the union of the
structures of the two dictionaries presented in more detail, MD and DMMRT. Thus, a
terminological entry in the common database can consist of a headword (list), rarely part-
of-speech, equivalent(s) in other language(s), usually one, but sometimes more, labeled
senses that include definitions, occasionally synonyms and abbreviations, links to other
entries, bibliography, rarely specific domain.

3.2. Corpora Enlargement

The monolingual corpus of texts from the mining domain and related research work,
which comprised 172 documents (in Serbian) with 2.7 million words in first release [31],
was subsequently enlarged with 63 documents. The current version has 4.1 million words,
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covering project documentation (26%), legislation (11%), doctoral dissertations (31%),
textbooks and other mining literature (32%).

The bilingual corpus of texts aligned on the sentence level was produced from the bilin-
gual digital library Bibliša. The initial set of 55 documents containing 4831 aligned Serbian-
English sentences [29] was enlarged with 44 new documents containing 12,657 aligned
sentences from the raw material and energy domains.

The crucial linguistic preprocessing steps within corpora enlargement are part-of-
speech tagging and lemmatization. Part-of-speech tagging represents an automatic text
annotation process in which words or tokens are marked by part of speech tags, which
typically correspond to the main syntactic categories in a language (e.g., noun, verb).
Lemmatization is the process by which inflected forms of a lexeme are grouped together
under a base dictionary form. The Serbian corpus and the Serbian part of the bilingual
corpus are tagged and lemmatized using a customised tagger [35], while the English part
of the bilingual corpus is tagged by Treetagger [36,37].

Texts included in corpora are also processed using electronic dictionaries and local
grammars. It is important to note that text processing and related mining vocabulary ex-
pansion is an iterative process. Namely, among other tasks, corpora are used for extraction
of mining terminology, definitions and usage examples by applying different methods
and tools.

3.3. Adding New Serbian Terms to General Lexica Dictionaries

Terminology from digitized dictionaries of raw material terminology in Serbian was
checked by SrpMD and the corpus from the mining domain, for possible adding to SrpMD.
We will illustrate this procedure by the results obtained from MD. The Serbian part of MD
that contains headwords was transformed into a text, which was then analysed by SrpMD.
Out of 12,655 different single words found in the text produced from the dictionary, 9758
were recognized by SrpMD. Among the 2897 (23%) that were not recognised, there were
some acronyms (e.g., ‘pH’, ‘RR’, ‘LD’, ‘TV’), names (e.g., ‘Western’, ‘Bets’, ‘Reni’), archaisms
(e.g., ‘abanje’ instead of ‘habanje’ (wear and tear), ‘bolcn’ instead of ‘zavrtanj’ (screw), etc.),
as well as some OCR errors (despite manual check-up). Based on this analysis, a set
of candidates for new entries into SrpMD were prepared (e.g., ‘degazacija’ (degassing),
‘eksploatabilan’ (exploitable), ‘sabirnik’ (busbar), etc.). Each candidate was further checked
against the mining corpus, and if the result (basically, its frequency) was satisfactory, it was
added to the SrpMD.

The same procedure was applied to other dictionaries with Serbian entries. While the
comprehensive terminological dictionaries (such as MD) contained a lot of simple words
that were missing in SrpMD, smaller dictionaries, as expected, included frequently used
terms that were mostly already in SrpMD. Thus, for example, in Electropedia 13% of words
were not recognized by SrpMD, while in the Serbian part of the English-Serbian dictionary
of terminology in the field of waste management 6% of words were not recognized. In all
other dictionaries the percentage of unrecognized words was between 3%–5%, but whether
they would be included into SrpMD depended on their frequency in the mining corpus.

Besides the digitized dictionaries, the Serbian corpus and the Serbian part of the
bilingual corpus from the mining domain were yet another source of new raw material
domain terms that did not exist in SrpMD. Extraction of simple words was relatively sim-
ple, namely, words that were not recognized by SrpMD were scrutinized, and if frequent
enough, they became candidates for being added to SrpMD. Besides, less than 4% of words
in the monolingual mining corpus were unrecognised by SrpMD, where approximately
1.3% out of these 4% were proper candidates to be added to SrpMD, the remaining un-
recognized words being variables from equations (0.7%), acronyms (1%), low frequency
(hapax and typos—0.5%), foreign names and words (0.5%).

However, when it comes to terms in the form of terminological phrases, their extraction
from corpora becomes much more complicated. Automatic extraction of term candidates
for Serbian relies on a procedure presented in [30,34]. Essentially, it is based on detecting
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words in corpora that follow one of the 23 specific syntactic patterns, most frequent for
noun terms (AN adjective-noun, NNg noun-noun in genitive case, AAN, . . . ). The first
step in this task is to recognise and extract Serbian terminological phrases from the corpus
using syntactic patterns, and calculate their frequency. Frequency was the main parameter
for determining the rank of a terminological phrase as a candidate for processing for
SrpMD. However, other measures of association, such as T-Score, Keyness, Log-likelihood,
were also used, as described in detail in [30]. The task then proceeds by lemmatization
of candidate terminological phrases, disambiguation for terminological phrases where
more lemmas can be produced, and ends by production of the final lemma, which enables
production of all inflected forms for each terminological phrase.

As in the case of single terms, frequency for terminological phrases was also calculated
for each single-word component of the phrase, but for its lemma, not for the exact inflected
form. Having in mind free word order in terminological phrases we were looking for
a measure more loose than exact match. For each terminological phrase the following
information is stored: minimum, average and maximum frequency of its components,
number of “known” components-words recognized by SrpMD. Frequency in the corpus
and the number of dictionaries that attest a term are the main criteria for post editing
priority of the term.

For this paper, extraction of Serbian terminological phrases was performed with a
frequency threshold of 10, and 12,632 candidate phrases were produced in lemmatized
form. Frequency of each terminological phrase was calculated as the sum of frequencies of
all its inflected forms. For example, ‘kvalitet uglja’ (coal quality) has a frequency of 1110 as
a sum of frequencies of its forms: ‘kvalitet uglja’ (172), ’kvaliteta uglja’ (587), ‘kvalitetom uglja’
(284), ‘kvalitetu uglja’ (53), ‘kvalitete uglja’ (8), ‘kvaliteti uglja’ (2), ‘kvalitetima uglja’ (4). Six
most productive patterns, which produced 92% of candidates, are listed with examples
and their frequencies:

• NNgi (32%), N2X—a noun followed by a word that does not inflect in the terminolog-
ical phrase. Usually this word is a noun in the genitive or in the instrumental case;
examples are ‘kvalitet uglja’ (coal quality—1110), ‘sistem upravljanja’ (management
system—902), ‘procena rizika’ (risk assessment—514).

• AN (29%), AXN—an adjective followed by a noun; the adjective and the noun have to
agree in all four grammatical categories; examples are ‘površinski kop’ (open pit—5738),
‘ugljeni sloj’ (coal seam—1686), ‘rudarski projekt’ (mining project—1412).

• NprepNp (11%), N4X—a noun followed by two words that do not inflect in the
terminological phrase where these word form a prepositional phrase; examples are
‘zdravlje na radu’ (occupational health—1323), ‘čvrstoća na smicanje’ (shear strength—
270), ‘transporter sa trakom’ (belt transporter—240).

• N-N (10%), NXN—a noun followed by a noun that agrees with it in number and case,
where the separator can be a hyphen; examples are ‘gas-lift’ (197), ‘blok dijagram’ (block
diagram—192), ‘bager vedričar’ (bucket excavator—174). This class had the largest
number of recognized phrases for rejection, that is, those whose slightly different
lemmas were already captured by another pattern, and this pattern should thus be
placed with some lower priority in disambiguation.

• X-N (6%), 2XN—a noun preceded by a word that does not inflect in the terminological
phrase. Usually it is a word that is used only in one or few terminological phrases, a
prefix or an adverb derived from an adjective, while the separator can be a hyphen;
examples are ‘bto sistem’ (bto system—1728), ‘pm preduzeće’ (pm company—373), ‘y-osa’
(y-axis—19).

• NNgiNgi (4%), N4X—a noun followed by two words that do not inflect in the ter-
minological phrase where these two words are adjectives/nouns in the genitive or
instrumental case; examples are ‘zaštita životne sredine’ (environment protection—668),
‘eksploatacija mineralnih sirovina’ (mineral resource exploitation—228), ‘efekat staklene
bašte’ (greenhouse effect—109).

61



Appl. Sci. 2021, 11, 2892

Evaluation follows, where the following is checked: is the extracted candidate a
terminological phrase, which domain (mining, technical, etc.) and possibly subdomain it
belongs to. If the domain or subdomain are identified, the appropriate semantic markers are
assigned to the terminological phrase. After the evaluation process, all correctly evaluated
terminological phrases were prepared for insertion into the terminological database Termi.

3.4. Adding Bilingual Terms

Bilingual lists of terms were considered a valuable resource in our approach, and
they were generated from two sources, namely, by retrieval from the bilingual MD and by
extraction from the aligned bilingual corpus.

Term entries from MD were parsed and only those that were confirmed by the mining
corpus (monolingual or bilingual) were selected. As mentioned before, one term entry can
comprise more terms (single or multi word) and confirmation for each term was looked for.

A total of 10,059 term entries from MD were retrieved, with sets of English terms
aligned with sets of Serbian terms. The majority of them were subsequently marked
by domain (24 different), subdomain (15) and semantic markers (35) as mentioned in
Section 3.1. All markers used are subsets of markers—data category values in srpMD.

Bilingual terminology was extracted from the aligned bilingual domain corpus de-
scribed in Section 3.2 using terminology extractors for Serbian and English, and Bilte [38]),
a tool for chunk alignment [39,40]. The method combines the approach with existing
domain terminology lexicons with term extraction tools. For English, FlexiTerm [41] was
used with threshold 3 and TermSuite [42] with threshold 4, based on the experience from
other domains and the fact that they use different linguistic filtering. A total of 8456 term
candidates for English were selected. For Serbian, the same shallow parser was used
as in the case of monolingual extraction (Section 3.3), as well as the same calculation of
termhood, a frequency-based measure, which qualified 7825 candidates as terms.

Monolingual lists of extracted terms were further expanded by terms retrieved from
digitized dictionaries yielding 94,539 English terms and 48,096 Serbian terms. Some terms
were found in both datasets: extracted from text and retrieved from dictionaries, namely, a
total of 2285 English and 308 Serbian terms.

The GIZA++ [43] and Moses toolkit [44] for statistical machine translation (SMT)
were used for word alignment. Aligned chunks, presented in the so-called phrase table,
are obtained as output from Moses, together with their phrase translation scores. After
pruning the phrase table with the threshold probability of 0.85, the remaining chunks were
lemmatized and further filtered to select those in which both parts of the pair contain
a candidate term from the raw material domain. More details about options and the
procedure are available in [40]. The output of this phase contained 8202 Serbian-English
pairs as term candidates whose English part was confirmed and 3605 where both language
parts were confirmed. In the first step, candidates that were found in digitized dictionaries,
or were already assessed as terms, were automatically confirmed, but candidate pairs had
to be inspected manually, which yielded a list of 2737 term pairs. General terms, such as,
‘red’ (row), ‘kompozicija’ (composition), ‘din’ (dinar), ‘minimalan’ (minimum), ‘izvor informacija’
(source of the information), . . . were excluded, as well as those wrongly aligned, such as:
‘naftovod’ (pipeline oil), ‘mreža’ (telephone network), ‘deponija’ (deposit), ‘oblik poklopca’ (shape of
the cover), . . . A wider set of terms will be evaluated in the near future.

For evaluation of bilingual candidates, besides frequencies for single terms, we have
also used a heuristic for evaluating terminological phrases based on the following ob-
servations. The last noun in English noun compounds, which represent the majority of
English terminological phrases, as a rule, is the head word carrying the basic meaning,
while the preceding nouns are narrowing this meaning, that is, behaving like adjectives.
The meaning of a noun compound in English thus flows from right to left, but the Serbian
translational equivalent cannot be formed analogously, namely, by a sequence of corre-
sponding Serbian nouns. Thus, within the analysis, the most frequent constructions used
as Serbian translational equivalents for English noun+noun compound were determined:
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• noun + noun in the genitive (e.g., ‘coal mining’-‘eksploatacija uglja’)
• adjective + noun (‘waste water’-‘otpadna voda’)
• noun + prepositional phrase (‘belt conveyor’-‘transporter sa trakom’)
• paraphrase (‘crusher stower’-‘mašina za drobljenje i pneumatsko zasipanje’)
• one-word name (‘crushing machine’-‘drobilica’).

This heuristic was used to select the most promising candidates among the extracted
bilingual terminological phrases.

As in the case of multilingual terms and terminological phrases, after the evaluation
process, all correctly evaluated bilingual terms were prepared for insertion into the termi-
nological database Termi. So far, more than 3000 term-to-term pairs were inserted. In this
process they were merged to form synonymous sets (synsets) by using information from
existing dictionaries and simple rules, such as: if two English terms are translated by the
same Serbian term they are candidates for synonyms.

4. Terminology Aggregation and Presentation

4.1. Data Integration Procedure—The Pipeline

The main goal of our approach is to merge and link all available terms in the raw
material domain into one lexicon structure, within the terminological database Termi and
as linguistic linked data available via SPARQL endpoint, in the first place by aligning as
much as possible term entries from dictionaries and other resources covering raw material
domain terminology. Besides the aim of aggregating terms from different resources, one of
the reasons for alignment of terms from multiple dictionaries (paper and electronic) was to
assess term usage, which determines its importance for raw material terminology. On the
other hand, alignment of terms with SrpMD was necessary, since these dictionaries are a
base resource for lemmatization and multiword term extraction. Since SrpMD are already
in the lexical database Leximirka [32], developed and managed by the same research team,
this type of alignment was possible.

Figure 3 presents an outline of the pipeline for termbase population, which starts with
collecting and preparing research papers, project documentation, and textbooks in Serbian
for the monolingual corpus and aligning English-Serbian texts for the bilingual parallel
corpus. Also, paper dictionaries, both monolingual and bilingual are digitized, parsed and
stored in an auxiliary database as structured data in XML format.

Figure 3. The pipeline for terminology compilation (termbase population).

Compiled resources also comprise monolingual lists derived from all available re-
sources, interlinked with their source entries, for example Serbian list from Serbian mono-
lingual dictionaries and Serbian part of bilingual dictionaries. Translation equivalents
are retrieved from bilingual dictionaries and within the word alignment phase (more in
Section 4.2), keeping again information about the original dictionary source.

Extracted terms were also subject to a labeling procedure, which we will illustrate
here on the example of MD. Out of 16,491 entries obtained from MD, 12,018 (73%) were
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manually classified and markers for domain and subdomain, as well as semantic labels,
were assigned to them. The remaining 4473 (27%) unclassified entries included words from
general lexica and some rarely used terms. The classified entries are mostly from the mining
domain, more precisely, there are 4793 (40%) entries common for different areas of mining.
The basic vocabulary from related domains is also included, for example, 2398 (20%) entries
related to geology, hydrogeology and geography, 860 (7%) entries related to transport, rock
mechanics, surveying, environment protection, safety, construction, transport and electrical
engineering, while 3082 (26%) entries belong to the general technical terminology. There
are also entries from basic science, for example, 885 (7%) terms related to biology, chemistry,
mathematics, informatics and physics.

Among entries from the mining domain, those related to a specific subdiscipline
of mining were identified by mining experts, and marked by a subdomain marker, as
for example, entries related to mineral processing (251), transport (243), or underground
mining (469). Additional semantic labels were also assigned, for example, material (699),
device (536), machine (384), mineral (313), facility (288), instrument (279), etc.

The part-of-speech was semi-automatically assigned, where only 40 entries were
marked as adjectives, 250 as verbs, and all other as nouns.

Lexical entry alignment with DMMRT is performed using terms on the English side
of the MD. Since one English term can have several senses, such alignments are marked for
manual filtering. An indicator is used for status: automatic relation or manually evaluated.

A terminological dictionary must accompany each entry with a scientifically and
lexicographically correct definition [45]. There are very few such dictionaries in the Serbian
language, as most of the published Serbian terminological dictionaries are only translational
(bilingual or multilingual). An ongoing activity is the adaptation of English definitions,
which are the most comprehensive in DMMRT, to Serbian, in the post-editing phase, where
priority is given to the most frequent terms, both in the corpora and in the dictionaries.

Finally, candidates are harmonised and assembled to the microstructure of the lexical
database Termi, which consists of a headword, synonyms, abbreviations, definition, for
each language, bibliographic source and possibility to include illustration and other external
content. Term entries in Termi are organised into a hierarchical structure, and additional
relations between entries are envisaged, but still not implemented. Automatic hierarchical
positioning was based on subdomain and semantic markers, but it is subject to repositioning
in the post-editing phase.

Information integration beyond the level of individual dictionaries and across the
language resource community has become an important concern, and the most promising
technology to achieve this goal is to adopt the Linked (Open) Data (LOD) paradigm for
publishing lexical resources, that is, to use URIs for unambiguously identifying lexical
entries, their components and their relations in the web of data—to make lexical datasets
accessible via http(s), to publish them in accordance with W3C-standards such as RDF and
SPARQL, and to provide links between lexical data sets and with other LOD resources [46].

In our research we were also aiming at compatibility with the Linked Data approach,
using its set of design principles for sharing machine-readable interlinked data on the
Web. This vision of globally accessible and linked data on the internet is based on RDF
standards of the semantic web, using RDF serialisation for data representation. To that end,
our approach envisages export of lexical database data in RDF that is compliant with the
The OntoLex Lemon Lexicography Module [47], lexicog [48], as an extension of Lexicon Model
for Ontologies (lemon) [49,50]. This is also in line with activities within NexusLinguarum
COST action [51], which promotes synergies across Europe between linguists, computer
scientists, terminologists, language professionals, and other stakeholders in industry and
society, in order to investigate and extend the area of linguistic data science. An example of
RDF export is presented in Figure 4 followed by the Turtle RDF Syntax [52] to illustrate the
use of the model.
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Figure 4. The graph for the translation of lexical entries: ‘fossil fuel’-‘fosilno gorivo’).

:fossil_fuel a ontolex:LexicalEntry;

dct:language <http://lexvo.org/id/iso639-1/en> ;

lexinfo:partOfSpeech lexinfo:noun;

ontolex:lexicalForm :fossil_fuel-form;

ontolex:sense :fossil_fuel_sense.

:fossil_fuel-form a ontolex:Form;

ontolex:writtenRep "fossil fuel"@en.

:fossil_fuel_sense skos:definition "coal, oil, gas, oil sands or oil shale"@en;

ontolex:reference <https://dbpedia.org/page/Fossil_fuel>;

ontolex:reference <https://www.wikidata.org/wiki/Q12748>;

ontolex:reference <http://eurovoc.europa.eu/6045>.

:fosilno_gorivo a ontolex:LexicalEntry;

dct:language <http://id.loc.gov/vocabulary/iso639-1/sr> ;

lexinfo:partOfSpeech lexinfo:noun;

ontolex:lexicalForm :fosilno_gorivo-form;

ontolex:sense :fosilno_gorivo_sense.

:fosilno_gorivo-form a ontolex:Form;

ontolex:writtenRep "fosilno gorivo"@sr.

:fosilno_gorivo_sense skos:definition "ugalj, nafta, gas, naftni pesak ili

uljni škriljci"@sr;

ontolex:reference <https://www.wikidata.org/wiki/Q12748>.

:trans_fossil_fuel_sense-fosilno_gorivo_sense a vartrans:Translation;

vartrans:source :fossil_fuel_sense;

vartrans:target :fosilno_gorivo_sense;

vartrans:category

<http://purl.org/net/translation-categories#directEquivalent>.

Further details related to the above example, namely, the novel module for frequency,
attestation and corpus information (FrAC) [53] is described in the next section.

4.2. Dictionary Examples and Frequencies

None of the dictionaries we have used contain examples of term usage. Our intention
was to select actual terms that can be found in domain texts and to link usage samples to
both monolingual and bilingual terms entries. Previous (and actual) practice in Serbian
lexicography has relied on retrieving example candidates and definitions manually from
different online sources and printed material (over a number of years), but it is evident that
a more systematic and corpus-evidence-based approach was needed.

A method for the selection of good examples for Serbian terms was developed based
on a feature extraction web services and knowledge retrieved from SASA Dictionary as
the Gold Standard for Good Dictionary Examples (GDEX) for Serbian [54]. The method
is based on a detailed analysis of various lexical and syntactic characteristics of examples
in published dictionaries. The initial set of functions was inspired by a similar approach
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for other languages. The distribution of the characteristics of examples from this corpus is
compared with the characteristics of the distribution of the sample sentences extracted from
the corpus that contains different texts. The approach was adapted to work also for English
and to be applied for bilingual aligned sentences. For ranking, we have used a weighted
score derived from lexical features (e.g., sentence length, number of all no space chars,
digits, weird chars, commas, full stops, punctuation, number of all tokens, average token
length, max token length, sentences between 15 and 40 tokens, . . . ), word-based features
(e.g., number of words, capitalised words, . . . ) and other features (e.g., average frequency
in corpus, number of stop words, proper names, pronouns). New features were introduced
for bilingual examples, for example, difference in sentence length measured in words,
where examples in which a sentence in one language is short and in the other language
long are avoided. An example containing terms as key words in context in English and
Serbian, sentence examples and calculated features is:

109867|7.2011.60.8|7.2011.60.8_n44|Fossil fuel|Fosilno gorivo|Carbon emissions

from sources other than fossil fuel combustion are now incorporated in the

National Footprint Accounts.|Emisije ugljenika iz drugih izvora, ne samo iz

sagorevanja fosilnih goriva sada su ubeležene u Izveštaje o nacionalnoj stopi

emisije zagadenja.|120|104|0|37|0|1|1|True|18|5.778|12|True|True|True|True|17|

6.0588|12|2|3|0.0|7|145|124|0|52|1|1|3|False|23|5.392|12|True|True|True|True|

20|5.5|11|1|1|10955.428|7

For entries with no examples in the bilingual corpus, monolingual examples were
extracted from the Serbian mining corpus. Apart from offering preselected examples, it is
important to enable the user to browse the concordances for a lemma, as well as syntactic
patterns, as presented in the next section in Figure 5.

Figure 5. The Leximirka app for lexical database management.
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Relative frequency (normalized per million) is assigned to terms from the mining
corpus (as domain specific) and for the corpus of standard Serbian (as reference), in order
to calculate the so-called keyness score, which is expected to represent the extent of the
frequency difference.

Frequency information is a crucial component in human language technology, so
the FrAC module includes terminology to capture such information, in order to facilitate
sharing and utilising this valued information [53]. Sketch engine API [55,56] is used for
calculation of frequencies, for word-sketch retrieval with collocations and for thesaurus
with related words association measures (Statistics used in the Sketch Engine [57,58]). The
Python script prepared in the form of a jupyter notebook was published at github [57].
Current work of the Ontolex group is focused on modeling word embeddings, collocations
and similar words and we will add this feature when it becomes stable. An example of
ontolex-lemon frequency and attestation snippet is:

# subproperty definition for frequency in mining corpus

:rudkorFrequency rdfs:subClassOf frac:CorpusFrequency .

:rudkorFrequency rdfs:subClassOf [

a owl:Restriction ;

owl:onProperty frac:corpus ;

owl:hasValue <https://app.sketchengine.eu/#

dashboard?corpname=user%2FAleksandraTomasevic%2Frudkor>] .

# frequency assessment (in mining corpus)

:fosilno_gorivo frac:frequency [

a :rudkorFrequency;

rdf:value "38"^^xsd:int].

# usage examples as attestations

:fosilno_gorivo frac:attestation attestation_1324567;

attestation_1324567 a frac:Attestation ;

cito:hasCitedEntity <https://app.sketchengine.eu/#

dashboard?corpname=user%2FAleksandraTomasevic%2Frudkor> ;

rdfs:comment "Dokument 31, DK_Monitoring u zivotnoj sredini" ;

frac:locus :locus_2415677;

frac:quotation "Koncentracija zagađujućih supstanci, posebno

onih koje se izdvajaju sagorevanjem fosilnih goriva, varira

u odnosu na godišnje doba (leto, zima)." .

:locus_2415677 a :Occurrence ;

nif:beginIndex 80 ;

nif:endIndex 96.

We have just started using VocBench, a web-based, multilingual, collaborative devel-
opment platform for managing Ontolex-lemon lexicons among other RDF datasets [59], for
publishing terminology as RDF data, in order to meet the needs of semantic web and linked
data environments. VocBench is an open source web platform for collaborative develop-
ment of datasets in compliance with Semantic Web standards, offering a general-purpose
collaborative environment for development of any type of RDF dataset (with dedicated
facilities for ontologies, thesauri and lexicons), including editing capabilities and managing
SPARQL endpoint [60]. The system is able to interact with standard technologies in the
RDF/Linked Data world, with the possibility to surf linked open data on the Web, access
SPARQL endpoints, resolve RDF descriptions through HTTP URIs, and so forth, as well to
import/export data through standard Graph Store APIs and the like.

4.3. The Web and Mobile App

The application for management of Serbian morphological dictionaries, including the
evaluation of automatically extracted term candidates used in this approach is Leximirka [61].
Figure 5 presents a web page with term entry ‘jalovina’, where the user can see (1) inflected
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forms with grammatical categories, (2) inflectional class (‘N600’) and dictionary (‘delas-
im.dic’); (3) dictionary entries from other dictionaries (digitized and digitally born) grouped
by dictionary type (descriptive, terminological, bilingual); (4) related entries (e.g., relational
adjectives ‘jalovinski’), lexical variants, derived terms; (5) corpus frequencies; (6) corpus
selection with links to concordances and frequency histograms for simple lemma query or
predefined syntactic patterns (in figure pattern AN where N is the headword ‘jalovina’), (7)
one or more senses with semantic and domain markers.

An important feature of this system is the possibility to insert a formula in the defini-
tion, which is often necessary to precisely define a concept. The Figure 6 presents a part of
the screen with a latex form of definition and its preview on the same panel. The JavaScript
display engine for mathematics MathJax [62,63] that works in all browsers is used in the
web application, and KaTeX [64,65] for formula rendering in the mobile application.

Figure 6. Formula editing and preview in term entry.

The mobile application allows the user to search for a Serbian or English term, where
the query is submitted to the Termi API and a list of entries is retrieved, with a further
possibility to request examples for selected entries. Figure 7 presents screenshots of mobile
and web applications.

Besides for search, browse and the described export, the application can also be used
for preparation of a dataset for Lexonomy [66,67]. Figure 8 presents a panel for term entry
editing, which is connected with the Sketch-engine and enables retrieval of examples from
a related corpus, in our case the corpus from the mining domain.

Figure 7. The mobile and Termi web application data entry preview for term entry.
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Figure 8. The Lexonomy data entry editing and preview for term entry.

5. Discussion

The presented approach to the development of terminology for the raw material
domain, based on digitized and electronic dictionaries, terminological and domain corpora
enables systematic development of terminology, complementing traditional terminological
dictionaries with usage examples, and providing a comprehensive picture of the use of
terms in various dictionaries, textbooks, professional and scientific literature. A termi-
nology system that includes a relational terminology database, a SPARQL endpoint with
linguistic linked open data, on the one hand, and a web and mobile application, on the
other, provides a technological solution that enables data management, continuous updat-
ing, upgrading and expansion of available data, while various application forms (web and
mobile) make the content more accessible to users.

Integration of terminology with the lexical database and morphological dictionaries,
which enables support for a complex inflectional system, is important for all languages
with rich morphology, such as Serbian. Integration with corpora, both standard and termi-
nological, provides insight into the use of terms in modern language and in a specialized
domain, enabling insight into individual examples, but also into the frequency of use of
different syntactic structures, enabling research into collocations of individual terms.

The approach is demonstrated on the example of mining, but the same approach and
developed software solutions can be used for other areas, which is certainly one of the
further directions of activity. It should also be noted that the approach can be applied to
other languages, depending on the available data and not on the language itself.

The vast amount of digitized resources, 22 dictionaries, monolingual corpus with
4 million words and bilingual with 12,657 aligned sentences, represent the basis for numer-
ous other research activities, development of collocation dictionaries, creation of possibly
printed dictionaries of different volumes (including pocket and encyclopedic ones). Such
a system will make it easier for students to translate from English with the use of cor-
rect terms in Serbian, but also when writing articles and translating into English for
academic purposes.

Since the presented approach used a combination of reuse of data, automatic extraction
and manual post-editing, a comparison of those aspects with some similar solutions follows.

When it comes to the reuse of data, we followed the idea of the Sõnaveeb language por-
tal of the Institute of the Estonian Language [10], which contains data from 70 dictionaries
and termbases, comprising a total of 200,000 Estonian headwords with many new types of
lexicographic information: collocations, etymology, multi-word expressions, and so forth.
The number of lexicons in our case is much smaller, but at the moment we are focused on
the mining domain and related terminology. Also, our system does not include etymology,
but we plan to introduce it in the future. There is a difference in the software solution for
mobile users, as Institute of the Estonian Language decided to produce a responsive web
page that adapts to different devices by automatically adapting to the screen, whether it is
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a desktop, laptop, tablet or smartphone, while we produce a mobile android application
akin to Oxford Dictionary or Merriam-Webster. Finally, the difference related to corpus use
is that our system has direct connection with corpora, both domain and general language,
which allows users to retrieve concordances, collocations defined by syntactic patterns and
graphical frequency presentations. The Sõnaveeb project is a result of several projects in
a longer period, developed by a much bigger team, but we are following their ideas to
continually improve our system.

An Integrated Approach to Biomedical Term Identification Systems [11] combines sev-
eral sources of information and knowledge bases to provide biomedical term identification
systems with modular architecture, which includes medical term identification, retrieval of
literature and ontology browsing by applying several NLP technologies. The similarity
with our system is in combining several terminological and lexical resources, as well as
the use of various NLP techniques, while the difference is that their system generates a
conceptual graph that semantically relates all the terms found in the text, which would be
our plan for future research. On the other side, our system is building a new resource that
integrates a number of digitized and electronic resources.

The corpus-based approach for extracting domain-oriented and technical words ap-
plied to improve the efficiency of corpus analysis in COVID-19 big textual data [7] is based
on elimination of function words and meaningless words. This, widely accepted, approach
for information retrieval is not so successful for knowledge extraction, lexicographic and ter-
minological purposes, so we are relying on a combination of syntactic patterns [34,42,68]
and statistical association measures for domain terms: log-likelihood [69], c-value/nc-
value [70], because such hybrid systems have proved to yield the best solutions [71].

Besides monolingual term extraction, we also followed a different approach when
it comes to bilingual term extraction [72,73]. We first perform monolingual extraction of
domain-specific terms, using available terminology extractors, and then, given a source
term and a parallel sentence pair in which it appears, a set of possible translations are
obtained. There are different options: to use automatic translation, trained on the same
corpus using GIZA++ [40,43], to apply a word aligner [72], or to use log-likelihood
comparison and phrase-based statistical machine translation models as in TermFinder [73].
We rely on previous research [27,39,40] that proved successful for bilingual term extraction
in other domains, where one language is Serbian.

The Sketch-engine [9] has different types of extraction implemented, for various lan-
guages, starting with keyword extraction, word sketches, usage examples, and thesaurus,
but it is not fully adapted for Serbian, and its results are far less successful than those
obtained in our research [40,68]. Sketch Engine offers tools to significantly speed up the
process of dictionary building, especially the “OneClick Dictionary” process, which consists
of generating a headword list, providing part-of-speech labels, usage labels, generating
candidates for example sentences, collocations, synonyms and thesaurus entries, defini-
tions and/or translations [74]. The output is pushed into the Lexonomy dictionary writing
system [66,67], from where lexicographers can communicate with the Sketch Engine during
the post-editing phase, enabling browsing of concordances from a corpus and retrieval of
selected examples directly into the interface form. The integration with corpus is a rare and
very useful possibility, but Lexonomy lacks hierarchy browsing, mathematical formulae
are not supported and search capabilities are limited.

6. Conclusions

The presented approach relies on the results of previous research in the field of
NLP and terminology, but represents the first comprehensive solution for both building
and using a terminology system that includes data, application and user interface layers
covering different data and software technologies.

The automation of data publishing in the form of linked data, as one of the core
pillars of the Semantic Web or the Web of Data, provides links between data sets that are
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understandable not only to humans, but also to machines, by sharing machine-readable
interlinked data on the Web.

The next big challenge for the future is the automation of core lexicographic tasks
related to semantics, such as finding definitions or identifying senses in two distinct
processes: word-sense disambiguation (attributing the correct sense from a predefined
set of senses) and word-sense induction (clustering of senses based on word context).
Also, integration of results into linked open data especially word embeddings, collocation
and similarities.

In future research we will incorporate synonyms for lexical sememe (smallest semantic
unit for describing real-world concepts) prediction using an attention-based model [75],
which scores candidate sememes from synonyms, by combining distances of words in the
embedding vector space, and derives an attention-based strategy to dynamically balance
two kinds of knowledge from a synonymous word set and word embedding vector.
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39. Krstev, C.; Šandrih, B.; Stanković, R.; Mladenović, M. Using English baits to catch Serbian multi-word terminology. In Proceedings

of the Eleventh International Conference on Language Resources and Evaluation (LREC 2018), Miyazaki, Japan, 7–12 May 2018;
European Language Resources Association (ELRA): Miyazaki, Japan, 2018.
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Abstract: Air pollution is a major global issue. In Thailand, this issue continues to increase every
year, similar to other countries, especially during the dry season in the northern region. In this period,
particulate matter with aerodynamic diameters smaller than 10 and 2.5 micrometers, known as PM10

and PM2.5, are important pollutants, most of which exceed the national standard levels, the so-called
Thailand air quality index (T-AQI). Therefore, this study created a prediction model to classify T-AQI
calculated from both types of PM. The neuro-fuzzy model with a minimum entropy principle model
is proposed to transform the original data into new informative features. The processes in this
model are able to discover appropriate separation points of the trapezoidal membership function by
applying the minimum entropy principle. The membership value of the fuzzy section is then passed
to the neural section to create a new data feature, the PM level, for each hour of the day. Finally, as an
analytical process to obtain new knowledge, predictive models are created using new data features
for better classification results. Various experiments were utilized to find an appropriate structure
with high prediction accuracy. The results of the proposed model were favorable for predicting both
types of PM up to three hours in advance. The proposed model can help people who are planning
short-term outdoor activities.
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1. Introduction

Air pollution is a major problem in public health that increases health impacts on both
the cardiovascular and respiratory systems in humans [1]. There are many important air
pollutants, including ground-level ozone (O3), carbon monoxide (CO), nitrogen dioxide
(NO2), sulfur dioxide (SO2), and particulate matter (PM), announced by the World Health
Organization. However, PM exceeds both the national and international standards to
the greatest extent compared with others [2]. The PM is a mixture of particles that it
compounds and four types of components, namely, organic, inorganic, biological, and
carbonaceous materials. The proportion of each component is different in each area [3].
Most of the PM is classified into two categories by size, which are based on health-related
effects [4]. The size of PM affecting human health has an aerodynamic diameter of less than
10 μm, which can only be detected by an electron microscope. There are two major sizes
of PM. First, coarse particulate matter called PM10 is PM with an aerodynamic diameter
smaller than 10 μm. Another type is fine particulate matter called PM2.5, which is PM with
an aerodynamic diameter smaller than 2.5 μm [5,6]. However, there are other types of PM,
such as PM1 [7], which are excluded from this research due to air pollution standards.

Every year during the dry season, which begins in February, the upper northern
region of Thailand is affected by air pollution problems from both types of PM and this
problem ends when the rainy season begins [8]. Anthropogenic activities, both garbage
and agricultural burning, are important sources that contribute to air pollution. After the
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harvest periods, farmers prepare their area for the next crop period by burning their crop
residues [9]. Another source is wildfire from natural and human-made occurrences as this
area is mostly covered with forests and mountains. Fire management is difficult due to
many limitations, such as a lack of effective equipment [10]. There are many policies from
the government to protect and prohibit burning. However, the air pollution problem does
not seem to be improved.

In recent years, researchers have been focused on both processes and methods in data
science to apply it in various applications, such as daily cattle health classification [11],
tomography image analysis [12], and student dropout prediction [13]. For the air pollution
problem, data science techniques can implement notification systems to alert people by
predicting the upcoming air pollution level. Numerous research articles are interested in
applying data science to the air pollution problem, especially both types of PM. They try
to find both appropriate processes and methods to create prediction models with high
model performance or computation time reduction for their desired output, such as PM
concentrations, PM levels, or classes [14–16]. The popular models are multiple linear
regression (MLR), autoregressive integrated moving average (ARIMA), and various types
of artificial neural networks (ANNs).

MLR is a popular statistical model for comparing the model performance with the
ANN, but the results showed that MLR is less effective than ANN [17–20]. ARIMA is
a common model for time-series data. There are two interesting examples. The first
example, a combination of MLR and ARIMA proposed by [21] was used to predict daily
and monthly average PM10 concentrations in Delhi, India. The second example, using the
output data from ARIMA as input features for MLR, was presented by [22]. In the article,
ARIMA is used with the dataset, including seasonal features and the period of seasonal
patterns, to predict hourly PM10 concentrations in Negeri Sembilan, Malaysia.

The ANN is the most popular model selected by many researchers as it outper-
forms other models. The presentation in [23] focusing on three cities of China proposed
a combination of the rolling mechanism and gray model in the data preparation process
and the ANN model was used in the prediction process. The result was a prediction of the
daily average values of PM10 concentrations and PM10 classes, calculated from the China
air quality index. A research article presented in [24] applied ANN to predict the highest
daily PM10 concentration in Santiago, Chile. The rule-based classification is used from
a combination of two models, ANN and K-nearest neighbor (K-NN), to improve model
performance in the minor classes. There is another type of ANN, long short-term memory
(LSTM), used by [25]. The research presented an appropriate LSTM structure to predict the
daily average PM10 concentration in Seoul, South Korea.

Another type of ANN is a combination of ANN and fuzzy logic called neuro-fuzzy.
Two research articles used neuro-fuzzy with the Tagaki-Sugeno system to predict daily
average PM10 concentrations in Turkey. The output data from fuzzy logic was used as an
input feature for ANN. In the fuzzy logic part, in [26], a bell-shaped membership function
was selected, while in [27], the Gaussian membership function was selected. Moreover,
neuro-fuzzy is more effective than the other classifiers, such as NN and the support vector
machine, when using the standard datasets from UCI reported by [28–30]. Neuro-fuzzy was
selected to be applied in various applications, such as the diffuse large B-cell lymphomas
classification [31]. In addition, in [32], it was reported that the positions for changing slope
in the fuzzy membership function are very important, so the minimum entropy principle
(MEP) is applied to find these values.

This research proposes the neuro-fuzzy with the minimum entropy principle model for
data transformation to create new informative features that are used to represent historical
data. Moreover, the proposed transformation model can reduce concerns about bias in
raw data. Finally, an ANN model is created for new informative features. The three- and
five-class output data of this model are the hourly PM10 and PM2.5 classes associated with
the Thailand standard. The results of the model can be an application implemented to alert
people and for short-term outdoor activity planning up to three hours in advance.
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2. Materials and Methods

This section is divided into three subsections. The first subsection presents the details
of the research areas and air quality standards in this research. The second subsection
proposes the structure of the proposed model to create new informative features. The third
subsection discusses the details of the prediction model to classify both types of PM.

2.1. Thailand Air Quality Index

The study area of this research is the upper northern part of Thailand due to the air
pollution problem during summer every year. This area includes 8 provinces: Chiang
Mai, Chiang Rai, Lampang, Lamphun, Mae Hongson, Nan, Phayao, Phrae, and Uttara-
dit. Only fixed-site data monitoring stations from the Pollution Control Department
(PCD), Ministry of Natural Resources and Environment, Thailand, were selected to create
a prediction model.

There are 14 fixed-site data monitoring stations in total; each province except Uttaradit
has at least one station. The timing of raw data from these stations differs depending on
the availability of recorded data from each location. However, the first date for most of
the recordings is 1 January 2010 and the recording end date is 30 April 2018 (for addi-
tional details, see Appendix A). Considering the completeness of data, only one station
per province was selected from all stations. Therefore, there were eight fixed-site data
monitoring stations used in this research as follows:

• Yupparaj Wittayalai School, Chiang Mai (CHM-Yup);
• Natural Resources and Environment Office, Chiang Rai (CHR-Env);
• Lampang Meteorological Station, Lampang (LPA-Met);
• Provincial Administrative Stadium, Lamphun (LPH-Sta);
• Natural Resources and Environment Office, Mae Hongson (MHS-Env);
• Chaloem Phra Kiat Hospital, Nan (NAN-Hos);
• Knowledge Park, Nan (NAN-Hos);
• Phrae Meteorological Station, Phrae (PHA-Met).

Data from PCD were divided into two groups. The first group was meteorological,
including wind speed (WS), wind direction (WD), relative humidity (RH), pressure (PR),
rain (RA), temperature (TEMP), and solar radiation (SR). The other group was air pollution
data, including PM10, PM2.5, ground-level ozone (O3), carbon monoxide (CO), nitrogen
monoxide (NO), nitrogen dioxide (NO2), and sulfur dioxide (SO2). Each station records
different parameters (for additional details, see Appendix B). According to the investigation,
it was found that 6 out of 8 stations with almost all parameters were collected, except
PM2.5, available in only two stations: CHM-Yup and NAN-Hos. In addition, the rain was
excluded as an input feature in all data monitoring stations due to numerous zero values
with more than 99% during the focus period of the experiment.

To report the levels of air pollution for people, an air quality index was used. Air
pollution concentrations were divided into groups and represented by the color scheme.
The number of groups and the range of concentrations in each group differed according to
the law of each country. In Thailand, the PCD under the Thai government announced the
Thai air quality index (T-AQI) [33] as a standard for classifying air quality. This index selects
six air pollutions, namely, PM10, PM2.5, O3, CO, NO2, and SO2. In T-AQI calculations, each
air pollution was transformed to the T-AQI level by the corresponding equation, then the
final T-AQI level reported to people was identified from the maximum value of T-AQI. Both
types of PM often have the highest T-AQI levels compared to the other four air pollutions,
so this research selected only two types of PM to create a prediction model. There are five
groups of T-AQI; therefore, the meaning and ranges of each group were calculated from
concentrations of both types of PM, as shown in Table 1.
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Table 1. Definition and range of Thailand air quality index from PM10 and PM2.5.

T-AQI Level
Concentrations (μg/m3)

Meaning
PM10 PM2.5

1 0–50 0–25 Very good
2 51–80 26–37 Good
3 81–120 38–50 Good but unhealthy for Sensitive Groups
4 121–180 51–90 Unhealthy
5 >180 >90 Very unhealthy

2.2. The Neuro-Fuzzy Transformation with Minimum Entropy Principle Model

Data transformation is an important process in data science. This research proposes
a neuro-fuzzy with minimum entropy principle (NFT-MEP) model for a novel data trans-
formation. The flowchart of the proposed model is displayed in Figure 1, divided into four
processes. First, the raw data from PCD used extract–transform–load (ETL) to create the
dataset. This process used the scatter plot to divide input features into two groups. The first
group is input features that can apply the fuzzy membership function (FMF) as Dataset-I
and the second group is input features that cannot apply FMF as Dataset-II. Therefore,
two datasets were created from ETL. Second, the minimum entropy principle was used
to find the optimal positions of each FMF from Dataset-I and then membership values
were created as Dataset-III. Third, both Dataset-II and Dataset-III were combined and
then neural network (NN) models were utilized to output data. Finally, new informative
features were generated from the output of the previous process. The additional details of
each process are represented in each subsection.

Figure 1. The flowchart of the neuro-fuzzy transformation with the minimum entropy principle model.

2.2.1. Extract–Transform–Load

The raw data from the PCD in each fixed-site data monitoring were received from
different sensors, so all of them were extracted into a database and each database represents
one station. Next, missing values were eliminated from the raw data. Each input feature
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was then considered to prepare for transformation. Scatter plots were utilized to input all
features. They can determine the appropriate input features that can be transformed into
membership values. The x-axis represents records of raw data and the y-axis represents the
values of the input feature, while the colors of points represent the classes of PM. Consider-
ing that in each scatter plot, there is only one input feature that the distribution can separate
from each color of the classes, it would be appropriate to use FMF to create membership
values as Dataset-I. On the other hand, for an input feature that the distribution cannot
separate from each color of the classes, the original value was used as Dataset-II. Finally,
both Dataset-I and Dataset-II were loaded into the next process.

For example, the scatter plot of two input features from the LPA-Met station are shown,
RH in Figure 2a and CO in Figure 2b, to filter out the appropriate features. This station
contains approximately 16,000 records of raw data. The colors blue, red, and green, were
used to represent three classes of the output data, Class 1, Class 2, and Class 3, respectively.
As seen in Figure 2a, the scatter plot of the RH values and classes were difficult to separate
from each other. On the other hand, the colors of the CO in Figure 2b were relatively
separate. First, the blue color was mostly a CO value below 1. Second, the red color was
mostly a CO value between 0.5 and 1.5. Finally, the green color was mostly a CO value
above 1. Therefore, RH was loaded into Dataset-II, while CO was loaded into Dataset-I.

Figure 2. Scatter plot with three classes of PM10 in the LPA-Met station: (a) RH and (b) CO.

2.2.2. Fuzzy Membership Function with Minimum Entropy Principle

Fuzzy logic is based on uncertainty and an unsharp boundary that can be applied in
some real-world applications. A difference between Boolean logic and fuzzy logic is that
Boolean logic is a set of two values, completely true or 1 and completely false or 0. On
the other hand, fuzzy logic is a fuzzy set including an infinite value between partial false
or 0 and partial true or 1. Values in a fuzzy set called membership values are calculated
by an FMF. This research selected trapezoidal functions as the FMF. Each input feature
can include one or more FMFs and the number of FMFs of each input feature is two to
five functions.

To find the optimal positions of the changing slope on the FMF, the minimum entropy
principle (MEP) was used. This method finds the minimum value of entropy, which is an
uncertainty of the data. The high entropy value means that there is a high probability that
cannot divide data between classes. To find MEP, the threshold (x) in a range between X1
and X2 was calculated by Equations (1)–(3). This threshold divided data into two sides: the
left side in [X1, x] as side p is calculated by Equation (1) and the right side in [x, X2] as side
q is calculated by Equation (2). Then, x was gradually adjusted to the values between X1
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and X2 to find the minimum entropy from Equation (3) and its value is the lowest entropy
of data divided into two sides in ranges [X1, x] and [x, X2] [34].

Sp(x) = −∑2
i=1 pi(x) ln pi(x) (1)

Sq(x) = −∑2
i=1 qi(x) ln qi(x) (2)

S(x) = p(x)Sp(x) + q(x)Sq(x) (3)

where S(x) denotes the entropy value of x in range X1 and X2; p(x) and q(x) denote prob-
abilities that all samples are in range [X1, x] and [x, X2], respectively; p(x) + q(x) = 1,
pi(x) and qi(x) denote conditional probabilities that class i sample is in range [X1, x] and
[x, X2], respectively.

After finding the minimum entropy as xmin, this value was used to determine the
positions of the changing slope on the trapezoidal function by applying MEP again to
find xL and xH . The xL is a threshold with the minimum entropy in the range [X1, xL]
and [xL, xmin], while xH is a threshold with the minimum entropy in range [xmin, xH ]
and [xH , X2]. Finally, xL and xH are separate points of the trapezoidal function. Next,
the FMF was applied and each parameter has three to five new input features from the
membership values.

Dataset-I from the ETL process applied FMF with MEP to create Dataset-III. For
example, the CO in Figure 2b was applied to the MEP twice. The first MEP was used to
divide between Class 1 and Class 2, while the second MEP was used to divide between
Class 2 and Class 3. The first MEP results showed that xL and xH were 0.75 and 1.05 with
the minimum entropy values 0.5165 and 0.6584, respectively. In addition, the second
MEP results showed that xL and xH were 1.15 and 1.45 with the minimum entropy values
0.5595 and 0.4230, respectively.

This feature was divided into three FMFs. The membership values of each membership
function were calculated from Equations (4)–(6) for low, medium, and high, respectively,
where μ denotes the membership value and x denotes an input feature. In addition,
Figure 3 shows a graph of three trapezoidal membership functions of the CO.

μLow(x) = max
(

min
(

1,
1.05 − x

1.05 − 0.75

)
, 0

)
(4)

μMedium(x) = max
(

min
(

1.05 − x
1.05 − 0.75

, 1,
x − 1.15

1.45 − 1.15

)
, 0

)
(5)

μHigh(x) = max
(

min
(

1,
x − 1.15

1.45 − 1.15

)
, 0

)
(6)

Figure 3. Fuzzy membership function for CO in the LPA-Met station.
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As described earlier in the concept of selecting the appropriate input features, they
were then selected for transformation by the fuzzy concept. Since raw data were checked
at every station, the results of the selected input features were different for each station.
Considering the selected input features, the meteorological data were inappropriate for
transformation by the FMF. On the other hand, the air pollution data, especially CO, NOx,
and NO2, were appropriate for transformation by the FMF. In addition, every station
selected both types of PM to create the membership value.

2.2.3. Artificial Neural Networks

Artificial neural networks (ANNs) are a mathematical model that is imitated from the
human nervous system. There are numerous neurons to process data. Neurons transfer
data to one another. An advantage of ANN is that the parameters can be learned and
modified from error. A popular structure of ANN is a combination of three types, including
an input layer, hidden layers, and output layer. The input layer represents input features,
while the output layer represents output classes. Each layer contains a group of neurons that
receive information from the other neurons in the previous layer and send the information
to the other neurons in the next layer [35].

The process of ANN is a combination of the set of input data and random weights plus
the bias value. Next, the output value from the first process is transformed by a sigmoid
transfer function. The output value after passing the transfer function is between 0 and
1. The ANN has self-adaptive learning, which adjusts all weight values from their error,
called the backpropagation algorithm [36]. The stochastic gradient descent (SGD), among
the popular weight optimization algorithms, was selected in this research to minimize the
loss function, which is an error of the model. Finally, each weight value was updated by
the chain rule of calculus.

This research enhanced the ANN structure proposed by [37]. In previous research,
this model has been used to predict a daily average PM10 class where classes are defined
according to the T-AQI. The structure of ANN is divided into two processes: the construct-
ing an ANN model process and the decision process. In the first process, there are many
ANN models and the number of models is equal to the number of classes. Each ANN
model focuses on learning for each class, which includes an input layer, two hidden layers,
and an output layer. For the input layer, Dataset-II and Dataset-III were combined and
used as input features. The number of hidden neurons was fixed to six and three neurons
in the first and second hidden layers, respectively. Finally, only one output neuron was
utilized in the output layer. The initial parameters of ANN in every model were similar,
including random weights for all neurons, a sigmoid transfer function for all layers, and
a learning rate of −0.02. In the second process, the class in each record was identified by
the outputs from the ANN models by Equation (7), where Class denotes the class of data
and Oi denotes output data from ANN in model i. The ANN had the same number of
classes. The value of output data of each model ranged from 0 to 1 due to the sigmoid
transfer function. The maximum function determined the maximum value of the output
data, then the index function was used to find the index of the maximum value. Finally,
the class was identified by the index value.

Class = index(max(Oi)) (7)

2.2.4. New Informative Features Generation

The original features of meteorological and air pollution data were applied to the
processes described in Sections 2.2.1–2.2.3. The ANNs were then used to generate the
historical situation of the PM level expressed by AQI relative to the desired class. Many
research articles reported that historical data, both meteorological and air pollution data,
affected the performance of the model [38–40], so this information was used to create new
informative features. For the last process of the NF-MEP model, the output data from the
ANN model at time t − 1 to time t − n were generated to predict the level of the PM at
time t, where n denotes the number of hours prior.
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An example of new informative features from NFT-MEP is shown in Figure 4. The
table on the left of the figure illustrates the output data generated from the NFT-MEP
model with five classes according to T-AQI. The first column shows the time in a 24-h cycle
and the second column is the PM concentration (1–5). The table on the right of the figure
illustrates an example of the six hours before the desired time dataset. The first column
shows the desired prediction time and the next 6 columns are 1–6 h of concentration of
the PM expressed in T-AQI. In predicting PM intensity at 9:00 a.m. on Day 1, the input
characteristics generated from the NFT-MEP model were {4, 3, 2, 3, 3, 2}, representing
the concentration data of 6 h prior, from 8.00 a.m. to 3.00 a.m. Four new datasets of the
previous 6, 12, 18, and 24 h were created to determine the best historical period to use that
provides the best prediction accuracy. The details and results of using these datasets are
described in Section 3.1.

Figure 4. Example of new informative features with six-hour prior data created from the NFT-MEP model.

2.3. PM Prediction Model

The new informative features created from the NFT-MEP represent realistic data to
improve prediction results. These features were used to construct a prediction model to
classify the desired result. Another NN model was selected that was created from the
new informative features. The structure of this model is similar to the structure of the NN
model in the NFT-MEP model. In addition, the number of ANN models was three or five
depending on the number of output classes. In general, the correct classification percentage
is a popular statistical indicator to assess the performance of the model. However, the model
in this research was an imbalanced classification problem, so two additional statistical
indicators, F-score and Matthews correlation coefficient (MCC), were applied [41,42].

The output of the model is to predict the hourly T-AQI calculated from both types
of PM. The hourly data can be used for short-term outdoor activity planning. The hourly
PM10 and PM2.5 concentrations were converted into classes according to the information
in Table 2. This research selected two different types of output data, including three
and five classes, during the experimental processes described in Section 3. For the three
classes of output data, Class 1, which indicates “Good”, was grouped according to the
first two T-AQI levels. Second, Class 2, which indicates “Moderate (except for sensitive
people)”, was grouped according to T-AQI levels 3 and 4. Finally, Class 3, which indicates
“Unhealthy”, was the remaining level. The five classes of the output are the most detailed
for implementation in real-world applications divided into five classes similar to the
T-AQI level.
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Table 2. The class assignments in the experiments were determined according to the standard
Thailand PM concentrations.

Three Classes of Output Data Five Classes of Output Data

Class Name
Hourly Value

Class Name
Hourly Value

PM10 PM2.5 PM10 PM2.5

Class 1 0–80 0–37
Class 1 0–50 0–25
Class 2 51–80 26–37

Class 2 81–120 38–50 Class 3 81–120 38–50

Class 3 >120 >50
Class 4 121–180 51–90
Class 5 >180 >90

3. Experimental Methods and Results

In this section, various experiments are presented to find the appropriate structure
of the proposed model or to confirm model performance. The details of the experimental
design consist of four subsections. The first three subsections are experiments to predict
the class of PM one hour in advance. The first one found the best time interval for the new
informative features. The second one was used to confirm that the new informative features
created from FMF with MEP can increase the prediction performance. These experiments
used four out of eight stations. The first two data monitoring stations were the CHM-Yup
and NAN-Hos stations, due to the availability of the PM2.5 data. The other two stations
were the LPA-Met and PHY-Kno stations. The third subsection implemented the proposed
model to all data monitoring stations and the overall model performances were reported.
In addition, other popular prediction models in this problem were selected to compare the
model performance with the proposed model. The last subsection was the reported model
performance of the proposed model to predict an additional period of output data up to
three hours in advance.

To obtain accurate prediction results, a specific data set for the dry season from
1 February to 31 May of each year, during which air pollution levels in Thailand are high,
was the focus of this research. The dataset during the crisis of the last two years was
defined as the testing data. The first set was raw data between 1 February 2018, and
30 April 2018. The second set was raw data between 1 February 2017, and 31 May 2017,
while the remaining years were selected as the training data.

3.1. Experimental Method and Results for the New Informative Features with Different Number of
Historical Data

This experiment aimed to determine an appropriate number of hours before the
generation of the new informative features, as described in Section 2.2.4. The dataset of the
five different time periods, 1, 6, 12, 18, and 24 h, was used in the experiments. Therefore,
each dataset had a different number of features that varied from 1 to 12 depending on the
number of hours prior. The experiments in this subsection used three classes that were
defined per the T-AQI standard, as detailed in Table 2. The hourly PM10 class prediction
was used in four stations, while the hourly PM2.5 class prediction was used in two stations,
due to the reason described earlier.

Table 3 shows the results of the class prediction of PM10 with the F-Score separated
by class and the average overall and average accuracy of the two testing datasets. In
addition, the PHY-Kno station had no experimental result from 24 h prior due to a lack of
continuity data. The results shown in Table 3 in the last column show that the usage of 6 h
usage had the highest F-score in three out of the four stations, CHM-Yup, NAN-Hos, and
PHY-Kno stations. In the LPA-Met Station, there was no clear F-score result for any time
period as with the other stations. In addition, 6 h prior had the highest average accuracy in
every station.
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Table 3. Model performance of the transformed dataset with different amounts of historical data to
predict hourly PM10 with the three classes of output data.

Stations
Number of
Hours Prior

Accuracy
F-Score

Class 1 Class 2 Class 3 Average

CHM-Yup

1 68.59% 0.7859 0.5457 0.3971 0.5762
6 70.90% 0.7933 0.5810 0.4553 0.6099

12 68.60% 0.7749 0.5554 0.4168 0.5824
18 69.93% 0.7881 0.5688 0.4087 0.5885
24 67.49% 0.7558 0.5571 0.4262 0.5797

NAN-Hos

1 80.19% 0.8888 0.4536 0.1657 0.5027
6 83.86% 0.9092 0.5164 0.2613 0.5623

12 83.02% 0.9037 0.5224 0.1497 0.5253
18 81.82% 0.8957 0.5264 0.1344 0.5188
24 82.15% 0.8856 0.5650 0.1652 0.5386

LPA-Met

1 80.09% 0.8765 0.6562 0.7063 0.7463
6 81.70% 0.8748 0.7180 0.7604 0.7844

12 78.47% 0.8690 0.7129 0.7702 0.7840
18 81.67% 0.8742 0.7175 0.7683 0.7867
24 80.65% 0.8648 0.7011 0.7614 0.7758

PHY-Kno

1 81.29% 0.9138 0.5405 0.5428 0.6657
6 82.25% 0.8908 0.5973 0.6692 0.7191

12 81.41% 0.8919 0.5729 0.5968 0.6872
18 77.93% 0.8692 0.5288 0.6050 0.6677
24 - - - - -

The same conditions were applied to experiments of the PM2.5 datasets. Table 4 shows
that the transformed dataset of 6 h prior had the highest average F-score in the CHM-Yup
station, but this period had an inferior average F-score in the NAN-Hos station. The
transformed dataset of 12 h prior had the highest average F-score in the NAN-Hos station.
Considering the average accuracy, the transformed dataset of 6 h prior had the highest
value in both stations. The results of the transformed dataset of 6 h prior showed that the
average accuracy was 76.51% and 72.59% and the average F-score was 0.7194 and 0.5846 for
CHM-Yup and NAN-Hos stations, respectively.

Table 4. Model performance of the transformed dataset with different amounts of historical data to
predict hourly PM2.5 with the three classes of output data.

Stations
Number of
Hours Prior

Accuracy
F-Score

Class 1 Class 2 Class 3 Average

CHM-Yup

1 75.68% 0.7818 0.3728 0.8519 0.6689
6 76.51% 0.7782 0.5068 0.8733 0.7194

12 76.24% 0.7603 0.5152 0.8738 0.7165
18 76.09% 0.7570 0.5127 0.8726 0.7141
24 75.75% 0.7639 0.5041 0.8694 0.7125

NAN-Hos

1 66.06% 0.8156 0.1738 0.5570 0.5155
6 72.59% 0.8619 0.2561 0.6356 0.5846

12 72.05% 0.8468 0.2823 0.6656 0.5982
18 71.24% 0.8360 0.2472 0.6370 0.5734
24 64.04% 0.7861 0.3385 0.4664 0.5303

3.2. Experimental Method and Results of the Neuro-Fuzzy Transformation with and without MEP

The aim of the experiments in this section was to investigate whether adding FMF
with MEP to the process and using those new informative features can improve prediction
accuracy. The dataset of PM10 from the four stations was selected for this experiment. The
6 h prior dataset was built on the new features of NFT-MEP. Moreover, the structure from
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Section 2.2, which excludes FMF with MEP as the neural network transformation (NT),
was used in the experiment.

The comparison results of the NT model and the NFT-MEP model to predict hourly
PM10 with three classes of output data are reported in Table 5, where all results were the
averaged value between the two testing datasets. The results in Table 5 revealed that
the NFT-MEP model had higher statistical indicators than the NT model in every station,
which indicates that the neuro-fuzzy transformation gives better results than the one that is
not used. Considering the performance of the model in each station, the NFT-MEP model
had much better performance than the NT model in the CHM-Yup and NAN-Hos stations.
On the other hand, this model slightly improved efficiency on the other two stations.

Table 5. Comparison result between the NT and NFT-MEP models to predict hourly PM10 with three
classes of output data.

Stations Model
Statistic Indicators

Accuracy F-Score

CHM-Yup NT 70.90% 0.6099
NFT-MEP 81.99% 0.7012

NAN-Hos
NT 83.86% 0.5623

NFT-MEP 90.83% 0.6253

LPA-Met
NT 81.70% 0.7844

NFT-MEP 84.18% 0.7928

PHY-Kno
NT 82.25% 0.7191

NFT-MEP 88.15% 0.7579

Next, the NFT-MEP model was used to predict hourly PM2.5 with three classes of
output data. The results found that the NFT-MEP model had higher statistical indicators
than the NT model in every station similar to the PM10 model. The results of the NFT-MEP
model were 81.45% and 85.29% for average accuracy and 0.7851 and 0.7824 for average
F-score for CHM-Yup and NAN-Hos stations, respectively. The NFT-MEP model had
a much-improved efficiency of the NT model, especially in the NAN-Hos station.

Finally, the results in this section showed that the NFT-MEP model had a higher model
performance to predict hourly classes for both types of PM in every selected station than
the NT model. Therefore, applying FMF with MEP to the NT model could improve the
efficiency of the model. The average accuracy of the prediction model was more than 80%
of both types of PM. In addition, the average F-scores of the prediction model was mostly
greater than 0.7 for both types of PM, except the NAN-Hos station.

3.3. Comparison Results between the NFT-MEP Model and Other Popular Models

To verify the performance of the proposed NFT-MEP model, the other popular models
in this problem were selected, including LSTM [15], ARIMA [12], and ARIMAX [34], for
comparison. Every other model adjusted the structures to find appropriate parameters.
The experimental design in this section differed from the previous section. Four additional
stations, namely, CHR-Env, MHS-Env, LPH-Sta, and PHA-Met stations, were selected, so
there were eight stations in this experiment. Moreover, the five classes of output data, for
which the details are shown in Table 2, were selected to create a prediction model. Finally,
each station was applied to four prediction models, namely, NFT-MEP, LSTM, ARIMA,
and ARIMAX, and two different output data, including three and five classes. To compare
model performance, three statistical indicators, namely, accuracy, F-score, and MCC, were
used in this subsection.

The comparison results of the four models to predict hourly PM10 with three and five
classes of output data are reported in Table 6. All results were an average value between
two testing datasets from all stations. The results for the three classes of output data
showed that the NFT-MEP model had the highest average accuracy with a value between
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79.40% and 90.83%. In addition, the NFT-MEP model had the highest average F-score
with a value between 0.6253 and 0.8183 and the highest average MCC between 0.5318 and
0.7395. The LSTM showed an inferior model performance to the NFT-MEP model, while
the ARIMA and ARIMAX showed the lowest model performance mainly because they
cannot classify Class 2 and Class 3. In addition, the results for the five classes of output
data were similar to those of the three classes of output data. The results showed that the
NFT-MEP model had the highest statistic indicators. The average accuracy of the NFT-MEP
model was between 67.40% and 83.31%. In addition, the average F-score was between
0.5001 and 0.7255, and the average MCC was between 0.6778 and 0.4983. The LSTM had
a higher model performance than the other two models.

Table 6. The comparison result of four prediction models to predict hourly PM10 with three and five
classes of output data.

Types of Output Data Model
Average Statistic Indicators

Accuracy F-Score MCC

Three-class

NFT-MEP 85.18% 0.7320 0.6361
LSTM 80.98% 0.6478 0.4854

ARIMAX 74.56% 0.5890 0.3860
ARIMA 70.52% 0.4731 0.3197

Five-class

NFT-MEP 74.49% 0.6433 0.6035
LSTM 62.71% 0.4385 0.3908

ARIMAX 57.44% 0.3500 0.2848
ARIMA 52.90% 0.2949 0.2666

The four models were used to predict hourly PM2.5 with three and five classes of
output data similar to PM10, which are reported in Table 7. The results showed that the
NFT-MEP model had the highest three statistic indicators compared to the three other
models similar to the PM10 model. The average accuracy of the NFT-MEP model for
the three classes of output data was between 81.45 and 85.28%. In addition, the average
F-score was between 0.7824 and 0.7851, and the average MCC was between 0.6847 and
0.6920. The average accuracy of the NFT-MEP model for five classes of output data was
between 73.76% and 76.16%. In addition, the average F-score was between 0.7229 and
0.7285 and the average MCC was between 0.6515 and 0.6632. For both types of output data,
the LSTM had an inferior model performance and the other two models had the lowest
model performance.

Table 7. Comparison result of four prediction models to predict hourly PM2.5 with three and five
classes of output data.

Types of Output Data Model
Average Statistic Indicators

Accuracy F-Score MCC

Three-class

NFT-MEP 83.37% 0.7838 0.6883
LSTM 77.57% 0.6879 0.5654

ARIMAX 62.19% 0.5850 0.4859
ARIMA 59.24% 0.5677 0.4587

Five-class

NFT-MEP 74.96% 0.7257 0.6573
LSTM 62.12% 0.5989 0.4396

ARIMAX 57.40% 0.4844 0.3570
ARIMA 55.72% 0.4746 0.3021

As evidenced by the experimental results, the NFT-MEP model had the highest
model performance. The LSTM had an inferior model performance, while ARIMA and
ARIMAX had the lowest model performance. Based on the experimental results, it can be
concluded that the NFT-MEP model outperformed both types of PM for prediction with
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two different amounts of output data when compared with the three other popular PM
prediction models.

3.4. Implementation Results of the NFT-MEP Model to Predict Additional Periods of Output Data

From the previous experiment, the NFT-MEP model outperformed the other popular
PM prediction models. However, this model predicts only one hour ahead of both types
of PM. To implement the NFT-MEP model in real-world applications, information about
PM one hour in advance was not sufficient for outdoor activity planning. This subsection
implemented the NFT-MEP model to predict additional periods: two and three hours in
advance. The implementation results are reported in Table 8. The results showed that as
the length of the time periods increased, the model performance of the proposed model
decreased for both types of PM and output data. However, the overall accuracy was more
than 70 and 60% for three and five classes of output data, respectively. In addition, the
F-score was more than 0.6 and MCC was approximately 0.5 for both types of PM.

Table 8. Implementation results to predict both types of PM with additional periods.

Types of
PM

Types of
Output Data

Periods of Output Data

One Hour in Advance Two Hours in Advance Three Hours in Advance

Accuracy F-Score MCC Accuracy F-Score MCC Accuracy F-Score MCC

PM10
Three-class 85.18% 0.7320 0.6361 80.14% 0.6533 0.5712 76.25% 0.6001 0.5445
Five-class 74.49% 0.6433 0.6035 67.48% 0.5465 0.4811 63.15% 0.4904 0.4233

PM2.5
Three-class 83.37% 0.7838 0.6883 77.48% 0.7129 0.6249 73.10% 0.6645 0.5749
Five-class 74.96% 0.7257 0.6573 65.44% 0.6233 0.5756 60.55% 0.5602 0.4984

4. Conclusions

This research proposed a novel approach of data transformation called neuro-fuzzy
transformation with the minimum entropy principle. The proposed model was used
to create new features for predicting classes of both types of PM. The raw data from
eight fixed-site data monitoring stations were received from the PCD, Thailand, to create
prediction models. Several experiments were conducted. The results showed that the new
informative features of six hours prior were appropriate for the generation of historical
data. In addition, the applied fuzzy membership function with the minimum entropy
principle can improve model performance. It is evident from all experimental results that
the proposed NFT-MEP model for data transformation outperformed in predicting both
PM10 and PM2.5 classes for all selected data monitoring stations.
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Appendix A

The starting date of each station is as follows:

• The starting date of the CHM-Yup station was 21 May 2011, instead of 1 February 2010,
as PM2.5 data were available after 16 May 2011, and PM10 data were not available
until 21 May 2011. In addition, PRES, RAIN, SR, and O3 on the CHM-Yup station
were not available after 21 August 2014, so they were excluded as input features.

• The starting dates of PHY-Kno and CHR-Env stations were 1 February 2011, as the
first dates of the recorded data were June 2010, and July 2010, respectively.

• The starting dates of the NAN-Hos stations were 1 February 2016, as the first date of
the recorded data was June 2015.

• The starting date of the LPH-Sta and MHS-Env station was 1 February 2010. In
addition, the starting date of the PHA-Met station was 5 May 2010.

• The starting date of the LPA-Sta station was 1 February 2013, due to the first date that
air pollution data were available. In addition, CO was excluded as an input feature as
it was not available after 6 September 2017.

Appendix B

The input features list from sensors is shown in Table A1.

Table A1. List of parameters from eight stations divided by the type of data.

Station Meteorological Data Air Pollution

CHM-Yup TP, RH, WS, WD CO, SO2, NOX, NO, NO2, PM2.5
CHR-Env TP, RH, PR, RA, WS, WD CO, O3
LPA-Met TP, RH, PR, RA, SR, WS, WD CO, SO2, NOX, NO, NO2, O3
LPH-Sta TP, RH, PR, SR, WS, WD SO2, NOX, NO, NO2, O3

MHS-Env TP, RH, PR, RA, WS, WD CO, O3
NAN-Hos TP, RH, PR, RA, SR, WS, WD CO, SO2, NOX, NO, NO2, O3, PM2.5
PHY-Kno TP, RH, PR, RA, SR, WS, WD CO, SO2, NOX, NO, NO2, O3
PHA-Met TP, RH, PR, SR, WS, WD CO, SO2, NOX, NO, NO2, O3
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Abstract: Performance prediction is of significant importance. Previous mining of behaviour data
was limited to machine learning models. Corresponding research has not made good use of the
information of spatial location changes over time, in addition to discriminative students’ behavioural
patterns and tendentious behaviour. Thus, we establish students’ behaviour networks, combine tem-
poral and spatial information to mine behavioural patterns of academic performance discrimination,
and predict student’s performance. Firstly, we put forward some principles to build graphs with a
topological structure based on consumption data; secondly, we propose an improved self-attention
mechanism model; thirdly, we perform classification tasks related to academic performance, and
determine discriminative learning and life behaviour sequence patterns. Results showed that the
accuracy of the two-category classification reached 84.86% and that of the three-category classification
reached 79.43%. In addition, students with good academic performance were observed to study
in the classroom or library after dinner and lunch. Apart from returning to the dormitory in the
evening, they tended to stay focused in the library and other learning venues during the day. Lastly,
different nodes have different contributions to the prediction, thereby providing an approach for
feature selection. Our research findings provide a method to grasp students’ campus traces.

Keywords: self-attention mechanism; graph neural network; data mining; behaviour sequence
pattern; behaviour network

1. Introduction

Methods to improve education quality by mining off-line education and on-line learning
platform data [1] has led to the development of educational data mining (EDM) [2]. Among the
several problems in the field of EDM, predicting students’ scholastic performance is a key
issue [3,4], and various statistical methods [5,6] and tools [7] have been developed to perform
this task. However, these methods could not reflect the learning conditions of students over a
specific period, and do not facilitate the discovery of new knowledge patterns from the data
set for the development of new and accurate models. Advancements in machine learning
has led to the emergence of powerful data visualization methods and a variety of models,
such as clustering, classification, and prediction, including algorithms that can dynamically
process data streams [8], and other algorithms such as the support vector machine have been
used to detect students who may fail in courses as an early warning [9]. Research on machine
learning using behavioural data for performance prediction has attracted a significant amount
of attention, such as grade prediction using online behaviour [10–12], gaming behaviour [13],
consumption behaviour [14] and travel behaviour [15]. To conduct on-line behaviour mining
more deeply, artificial neural networks have been used for log data mining and desirable
results have been achieved [16]. However, with regard to knowledge tracking, such as the
prediction of student’s test questions, artificial neural networks have not yielded satisfactory
result, and recurrent neural networks (RNNs) have had to be introduced [17]. Further, when
dealing with long sequences, RNNs found that gradient explosion and gradient disappearance
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were prone to happen [18]. Therefore, to overcome such shortcomings, long short term
memory networks (LSTM) were introduced [19]. LSTM can well solve the prediction problem
with temporal data, while it has defects in processing spatial data. Further, the same behaviour
will lead to ambiguity in the behavioural purpose if the difference in spatial location is ignored.
For example, the behavioural meanings of fetching boiled water in the teaching building,
in the dormitory, and in the bathroom are obviously different. We can, respectively, speculate
that the purposes of corresponding behaviours are to study, to play games in the dormitory,
and to take a bath. The lack of spatial location information will affect the prediction accuracy
of models and the analysis of discriminative behavioural patterns. If the information in the
spatial position was considered to mine behavioural characteristics contained in consumption
data, the graph topological structure formed by behaviour cannot be well mined, and the
above methods lost the ability to have good performance for such data with certain special
structures. Naturally mining the data with graph structure for performance prediction requires
the introduction of new tools. At present, graph neural networks (GNNs) have undergone
rapid developments. Further, such networks have been extensively used [20–22] and are
suitable for dealing with graph structure data. We observed that the behaviour of students
can be demonstrated in the form of a graph and particular behavioural pattern and tendency
can be observed, which inspired us to use graph-related tools to mine hidden information in
behavioural patterns using students’ spatial location changes over time.

In this study, we aimed to utilize the information regarding spatial position changes
over time reflected by consumption data collected from a school to extract behavioural
pattern features and construct graph structures for mining discriminative behavioural
characteristics and behavioural trends related to academic performance, as well as for
performance prediction. Firstly, we proposed two guidelines for constructing the graph
structures by extracting features from the consumption behaviour data. Secondly, we
proposed an improved self-attention mechanism model based on previous graph self-
attention mechanism; thirdly, we made use of graphs composed of behaviour characteris-
tics to perform classification and determined discriminative learning and life behaviour
sequence patterns.

The remainder of this article is as follows: In Section 2, we present some additional
current research on consumption behaviour and discuss the possibility of using a GNN
for graph mining. In Section 3, we explain the data we used in our study as well as the
processing methods; we also describe the method of graph construction and the improved
model. In Section 4, we report the results of the experiment and analyse the results obtained.
In Section 5, we propose some open issues, summarize the paper and also present some
shortcomings of our research.

2. Related Work

Continuously adapting to rapid development and educational innovation is highly
crucial and has led to the emergence and application of EDM in various fields. Scholars
investigated the three aspects of student performance, teaching equality, and policy making,
and found student performance had the greatest significance [23,24]. Related research
had also focused on performance prediction and the discussion of methods [25] and
models [26], including data [27], and models and methods were considerably improved
for different purposes.

From the perspective of students, performance prediction [28,29], early warning of
failure in subjects [30], sentiment analysis [31] and course recommendation [32,33] are
key issues; besides, the trajectory of school behaviour is rich in information of learning
habits of students to mine, and analyses of behavioural patterns based on spatial loca-
tion change have been widely carried out for performance prediction. The trajectory of
students’ behaviour at school helps us understand the various characteristics of learning
status and lifestyle [34]. Dalvi [35] focused on students’ green and low-carbon behaviour,
and Islam [36] studied electronic product consumption; in both these studies, only the
lifestyles of students were investigated, and the impact of such consumption bahaviour on
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academic performance was not studied. Mei [37] used campus behaviour data to predict
academic performance. However, discriminative learning and life patterns that can help
distinguish students with different learning levels was unclear. Further, time and location
information has not yet been considered in most studies. Li [14] focused on behaviours
that could reflect the regularity of students’ lives; however, behavioural patterns are not
discriminative enough by nature. In study [38], based on the behaviour records of un-
dergraduates’ smart cards, the authors studied the impact of students’ diligence and the
regularity of their daily life on grades. Due to a lack of spatial information, the authors
had to regard different behaviours as the same behaviour and the prediction results were
affected. The main reason for this is the lack of consideration about spatial information.
Thus, consideration of behavioural patterns with spatial location information is necessary.

Advanced statistical methods were extensively applied in EDM during its early stage,
such as the t-test [39], for the prediction of academic performance [40,41]. Statistical
methods were suitable for small sample data; otherwise, it was necessary to put forward
intelligent algorithms. Machine learning algorithms were utilized for predicting academic
performance [42] to warn students who might fail in certain courses [43] and predict the
graduation rates [44]. Regarding machine learning algorithms that did not perform well on
time series data, the improved recurrent neural network (RNN) based on artificial neural
networks showed a good mining effect [45], and appeared to be ineffective for dealing with
non-European data, such as those with a graph structure. There was also a lack of in-depth
mining on student behaviour tendency reflected by the spatial location information. Due
to the particularity of graph structure, it was also difficult to use general models to process
and analyse. We therefore studied behavioural characteristics from the perspectives of
spatial topological structure and time dimension, and we introduced a new and powerful
tool for dealing with non-European structure data.

As a powerful tool for processing non-European structure data, graph neural net-
works have undergone rapid development and been wide applied, such as the knowledge
graph [46], natural language processing [47], graph-based text representation [48] and
graph embedding techniques [49]. In particular, some scholars have proposed the graph
attention mechanism to improve the performance of node classification [50]. Some scholars
have recommended graphs for recommendation systems [51], such as the music recom-
mendation system in mobile networks [52,53] because of graphs’ powerful information
representation abilities and wide applications. Specifically, Zhang [54] used bipartite graph
to perform context-sensitive web service discovery. Notably, community detection is also
a key task [55,56]. Consumption behaviour at school has structure and characteristics
similar to those of social networks and graph. A topology structure must therefore be
introduced to distinguish behavioural patterns and find students’ behaviour tendency.
Inspired by the node classification method, we improved the present self-attention GNN to
mine consumption behaviour data from both time and spatial aspects.

3. Methods

3.1. Data Description

As the behaviour of students is often the same regardless of the semester, we only
collected behaviour data over a single month. The activities of first-year students are
relatively messy due to their curiosity and are difficult to analyse, while the third-year
and fourth-year students need to engage in some social work outside the school, which
leads to very short time at school and consumption behaviours are lacking and incon-
venient to analyse. Therefore, we considered the consumption data of all second-year
students at Beijing Institute of Technology, which is characterized by science and engi-
neering majors and has a male to female ratio of 2.2 to 1. Students use campus cards for
on-campus consumption, and the corresponding data are transmitted and stored in the
school’s campus card consumption system later, which is relatively convenient to access.
Thus, from December 2020 to January 2021, we collected 752,725 pieces of consumption
data generated during May 2020 and 3640 pieces of final exam scores of the course of
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data structure from two data systems, including campus card consumption system and
educational administration system. The collected consumption data are detailed in Table 1,
and a more detailed explanation regarding the “action” is presented in Table 2.

Table 1. Collected raw data.

ID Number Consumption Money (RMB Cent) Time Action

36984 200 2018/5/2 9:18 Breakfast

36984 400 2018/5/2 11:47 Lunch

36984 1500 2018/5/2 16:52 Dinner

17347 300 2018/5/31 11:24 Lunch

17347 250 2018/5/31 11:25 Lunch

17347 38 2018/5/31 11:26 Lunch

17347 150 2018/5/31 11:27 Lunch

10075 180 2018/5/20 11:16 Lunch

10075 200 2018/5/20 11:39 Lunch

10075 1500 2018/5/20 17:50 Dinner

10075 300 2018/5/21 07:56 Breakfast

10075 50 2018/5/21 07:56 Breakfast

Table 2. Specific explanation of different consumption behaviours.

Behaviour Action Explanation

Dinner Consumption after 4:00 p.m. in the cafeteria.

Lunch Consumption between 10:00 a.m. and 4:00 p.m. in the cafeteria

Breakfast Consumption before 10:00 a.m. in the cafeteria.

Supermarket Consumption in the supermarket

Library Consumption in the library

Dormitory bathroom Consumption in the dormitory bathroom

Dormitory boiled water Consumption on the dormitory water

Gym Consumption in the school gym

School bus Consumption caused by taking the school bus between campuses

Management office Consumption in the school management office

Classroom boiled water Consumption of water available in the classroom

3.2. Data Preprocessing

Based on the above data, we performed certain preprocessing measurements, using
the following pseudo-code of Algorithm 1.
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Algorithm 1 Data pre-processing

Input: Raw data file
Output: Processed data files for different students

1: Group data by ID
2: while Student ID equals some ID do
3: if Two adjacent rows of data are exactly the same then
4: Delete a row
5: end if
6: if The consumption behaviour is in the gym, management office or school bus then
7: Delete the row
8: end if
9: if Two adjacent behaviours are the same then

10: if Time difference is less than 5 fimnutes then
11: Delete the second row
12: end if
13: end if
14: end while
15: if More than 15 consumption data for some student then
16: Generate a new data file for the student
17: else
18: Do not consider the student’s behaviour data
19: end if

In collected data, “management office” refers to students’ short-term campus card
recharging behaviour; “school bus” refers to the behaviour of commuting between cam-
puses, and the uncertainty of destination campus makes it impossible to analyse be-
havioural purpose; as for “gym”, the overall time and purpose of staying in the gym
based on this record cannot be inferred. Hence, we deleted related behaviours in the
preprocessing algorithm. After the data preprocessing, we got the data of 3616 students
and next considered extracting features from the following three aspects:

1. Indicators of regularity
2. Amount of consumption
3. Behaviour sequence pattern

After obtaining the features, we performed the chi-square test, f-test and other feature
selection methods, and finally determined thirty relevant features related to the grades.
Table 3 presents some of the information related to the features that were extracted.

We noted that the features related to consumption money were intermediate, which
meant that excessive consumption and low consumption were both abnormal phenomena.
Thus, this type of feature was transformed to the maximum feature using Formula (1):

xi = 1 − |xi − xbest |
max{|xi − xbest |} (1)

The same method was applied to the other similar intermediate indicators, as pre-
sented in Table 3.
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3.3. Graph Construction

After the extraction of the behavioural sequence features, the data lost the natural
graph structure. As such, construction of suitable graphs from these features became a
challenge. To reflect the continuity and trend of students’ behaviours, we constructed
graphs based on the characteristics of students’ behaviours at school and daily experience
and regarded the features as nodes.

3.3.1. p-Clique

For a graph (V, E), V refers to a set of elements called vertices and E is a multiset of
unordered pairs (u, v) whose elements are called edges. Two vertices are said to be adjacent
if there exists an edge between them. A clique in a graph refers to a set of pairwise adjacent
vertices, and if the number of vertices involved is p, it is called a p-clique. The behavioural
patterns of students in their daily school life are often consistent. While some patterns
may not be related to one another obviously, the extracted behaviour sequence features
will be interrelated. This interrelationship between the features is an important indicator
that can be used to distinguish between students with different learning levels. Based on
this, we arranged part of the extracted behaviour sequence features into a p-clique in the
constructed graph.

3.3.2. Other Criterion

Two nodes are said to be connected and interrelated if there exists an edge between
them. Hence, for two nodes to have a relationship, we considered that the following two
criteria must be fulfilled:

1. Necessary connection: This condition means that the two nodes are interrelated, for ex-
ample, the edge between the total-month-money and total-lunch-money. The cost of
lunch must be a part of the total monthly cost, and there exists a connection between
the two features.

2. Unnecessary connection: This condition means that if the values of the two potentially
related features are non-zero at the same time, there exists an edge between the two
features. For example, if getting-up and breakfast-study are both non-zero at the
same time, then there is a connection between the two features, which means that the
student may tend to get up early for breakfast.

Based on the above-mentioned criterion, we constructed graphs for each student,
creating a total of 3616 graphs for graph-level classification, using 700 graphs as the test set.
Below, we present two graphs that were constructed according to the above-mentioned
method (Figure 1).

(a) (b)

Figure 1. Different graph structures built for different students. The differences resulted from the
students having different lifestyles. (a) Graph constructed for student with exam score 84.88 whose
ID number equals 17347; (b) graph constructed for student with exam score 91.28 whose ID number
equals 61465.
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3.4. Model Description

We proposed an improved self-attention GNN based on previous research. The corre-
sponding Algorithm 2 pseudo-code of improved self-attention model is as follows.

Algorithm 2 Graph classification based on improved self-attention GNN

Input: Adjacency matrix of constructed matrix Wadj, node feature vector V, graph indica-
tors P and degree matrix D

Output: The prediction labels on the test set
1: Initialize: initialize weight matrix W and bias ε

2: Normalize adjacency matrix by L = D− 1
2 (Wadj + I)D− 1

2 , in which D refers to the
degree matrix

3: Build a graph convolutional layer to obtain the attention scores by calculating
Z = GCN(L, V, W, ε)

4: Perform convolution twice, use activation function ReLu to process the scores, and con-
catenate the scores S

5: Perform self-attention pooling by function pooling (Wadj, S, P) and update the graph
structure and adjacency matrix Wadj according to the mask

6: Perform maximum pooling and average pooling, and concatenate the results
7: Predict the labels after the three fully connected layers

In the standard self-attention mechanism, given a group of nodes (x1, x2, · · · , xk) and
weight matrices WQ, WK, WV that represent different linear transformations of features,
the attention coefficients are computed to reflect the pair-wise importance of the nodes,
as shown in Equation (2):

eij =
(

WT
Qxi

)T(
WT

K xj

)
, ∀1 ≤ i, j ≤ k (2)

Then eij is normalized by all possible values of j using the Softmax function as shown
in Equation (3):

αij =
exp

(
eij

)
∑1≤l≤k exp(eil)

(3)

Finally, a weighted sum of transformed features is calculated as shown in Equation (4):

�di = tanh

(
∑

1≤j≤k
αijWT

V xj

)
(4)

Additionally, a new node embedding vector set can be obtained when using a multi-
head graph attention layer. In graph attention neural networks, the node used for the
attention mechanism generally only aggregates the information of the first-order neigh-
bours to update the information. In the improved model, due to the characteristics of
the extracted features, and to utilize the neighbouring information of node vi better, we
applied two graph convolution layers. In the convolution layers, we calculated the node
embedding using a linear transformer W and used the activation function ReLu to calculate
the raw attention score between pair-wise nodes using Equations (5) and (6):

Z = GCN(L, V, W, ε) (5)

eij = ReLU
(
�aT

(
z(l)i ‖z(l)j

))
(6)
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where�a is a weight vector for learning and ‖ refers to concatenation. Next, we applied the
SoftMax function to normalize eij, and a weighted sum based on attention on the features
of all the neighbour nodes, as shown in Equation (7):

h(l+1)
i = ReLu

⎛
⎝ ∑

j∈N (i)
α
(l)
ij z(l)j

⎞
⎠ (7)

N (i) refers to all the neighbours of node i. We also used the pooling method to handle
redundant information and reduce the amount of calculations. The extracted features
denote the occurrence frequency of consumption behaviour sequence patterns and the
ReLu function shows the best performance on our dataset.

4. Result and Analysis

We compared our improved self-attention GNN to some other graph neural network
variants on two classification methods, including some machine learning models. We will
now discuss the difference in the loss reduction of the variant GCNs and the improved
self-attention GNN mainly. Due to the uneven distribution of the labels, the results are
weighted as demonstrated below.

4.1. Experiment Result

Since the proportion of students with a score of less than 60 was very small, we set
a higher passing line. We used the score of 70 to divide the students’ scores into two
categories defined as {1, 2} and conducted a training task. The student group whose scores
are all greater than or equal to 70 is labeled 1, and the rest of the group whose scores are less
than 70 is labeled 2. To construct a large graph and speed up calculations, we first batched
all the training graphs, and then trained the self-attention GNN with 300 epochs, as shown
in Figure 2. Compared with the other GNN variants trained using the same number of
epochs, the loss of our improved model varied sharply during the training process. Table 4
lists the performance of different models.

Figure 2. The processes aim at the two-category classification, in which “self-attention GNN” refers
to our improved model.
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Table 4. The two-category classification results on the test set.

Model Accuracy Precision Recall F1-Score

Improved self-attention graph neural network 84.86% 94.84% 84.86% 91.81%

Topology adaptive graph convolutional network (TAGConv GNN) [57] 68.57% 62.60% 68.57% 64.88%

GraphSAGE convolutional network (SAGEConv GNN) [58] 65.76% 65.29% 70.29% 67.04%

Simplified graph convolutional network (SGConv GNN) [59] 70.43% 66.19% 70.43% 67.71%

Logistic regression [60] 61.14% 81.39% 61.14% 66.64%

KNN [61] 84.00% 76.57% 84.00% 78.44%

Decision tree [62] 76.00% 77.00% 76.00% 77.00%

As can be seen from Figure 2, the cross-entropy loss reduction of the improved self-
attention GNN was very fast, while it could quickly reach stability. While the descent
process of the SAGEConv GNN exhibited fluctuations, the cross-entropy loss reduction
was much smoother than our improved self-attention model. The remaining two graph
neural network variants were both highly stable. This revealed the high sensitivity of our
improved GNN model to variations in the data.

It was difficult to analyse the behavioural patterns of students who were outstanding
in the two-category classification. Therefore, we further divided the students whose scores
were greater than 70 into two categories and conducted a three-category classification task.
Then, we used the scores of 70 and 85 to divide the students’ scores into three categories
defined as {1, 2, 3} for multi-category classification. Specifically, students with a score of
less than 70 are considered as failing, students with a score of 70 or above and not exceeding
85 are considered as good and students with a score of 85 or above are considered excellent,
corresponding to label 1, label 2 and label 3, respectively. We then performed 300 epochs.
We observed that the process of loss reduction gradually stabilized, as shown in Figure 3.
The performances of different models are listed in Table 5.

Figure 3. The processes aim at the three-category classification, in which “self-attention GNN” still
means our improved model.
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Table 5. The three-category classification results on the test set.

Model Accuracy Precision Recall F1-Score

Improved self-attention graph neural network 79.43% 97.20% 79.43% 87.28%

Topology adaptive graph convolutional network (TAGConv GNN) [57] 64.71% 62.44% 64.71% 62.99%

GraphSAGE convolutional network (SAGEConv GNN) [58] 66.06% 65.91% 65.86% 65.43%

Simplified graph convolutional network (SGConv GNN) [59] 67.00% 63.51% 67.00% 64.56%

Logistic regression [60] 48.29% 72.80% 48.29% 53.49%

KNN [61] 79.14% 68.93% 79.14% 68.00%

Decision tree [62] 68.05% 67.16% 68.09% 68.17%

The improved self-attention GNN showed a high degree of data sensitivity from
Figure 3; after reaching stability, the cross-entropy loss of our model still showed some
fluctuations. After training SAGEConv GNN for 300 epochs, the cross-entropy loss kept on
declining and fluctuating from the declining process of the cross entropy loss. Therefore,
our improved self-attention GNN was better than SAGEConv GNN in this regard, which
implied that the two models may have high data requirements and data sensitivity.

Based on the idea of hypothesis testing, we constructed an indicator based on the
discriminative behavioural patterns to reflect the differences in behavioural patterns using
Formula (8):

ratio =
∑n

i=1 xi/n
∑m

j=1 yj/m
(8)

In the two-category classification, x represents the number of occurrences of some
behavioural patterns of outstanding students, while y represents the number of occurrences
of corresponding behavioural pattern of lagging students; in the three-category classifi-
cations, three ratio indicators were used regarding three score categories, respectively.
The numerator and denominator were divided by the corresponding number of people
to make sure the number of people did not have an impact. Taking the two-category
classification as an example, the related results are presented in Table 6.

4.2. Result Analysis

From the perspective of cross entropy loss decreasing process in Figures 2 and 3,
compared with other models, the improved self-attention model had higher cross-entropy
loss in the initial stage of training, while with certain fluctuations, it could decrease and
converge rapidly in both classification tasks. The initial cross-entropy loss and training
processes of the other three graph neural network model variants were similar in two-
category classification, which may be related to the fact that these models treated the
nodes indiscriminately during each iteration. However, the loss of SAGEConv GNN
maintained the downward trend in three-category classification. Judging from the model’s
prediction accuracy and other performance, we could speculate that although the loss
declined, the model might have been over-fitting, which led to poor performance on the
test set. In addition, the training process of both our improved model and SAGEConv
GNN demonstrated larger fluctuations, which revealed that they might be more sensitive
to label distribution.
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From the perspective of prediction accuracy in Tables 4 and 5, the improved self-
attention GNN performed better than any other model in both the classification tasks and
achieved accuracy of 84.86% in two-category classification and 79.43% in three-category
classification, respectively. Moreover, precision could reach 94.84% and 97.20%, and F1-
score was able to achieve 91.81% and 87.28%, respectively. Indicators, such as precision,
recall score and F1-score, revealed that improving the self-attention model could improve
the prediction performance and converge to stability rapidly. Judging from several indi-
cators, three variants performed similarly but worse than our improved model, in which
the accuracy reached 68.57%, 65.76%, 70.43% and 64.71%, 66.06%, 67% in the two tasks,
respectively. They focused on improving graph convolution methods. Compared with
machine learning algorithms, the overall performance of the graph neural network variants
was found to be superior, demonstrating the graph’s strong and in-depth ability to mine
mutual influences between local nodes. As comparison, the machine learning models
equalized the input features, ignoring their potential mutual influence, which resulted in
their relatively unsatisfactory performance in some extent. The KNN classification perfor-
mance was also relatively good, in which accuracy and recall rate were the same, reaching
84% and 79.14% in the two tasks, respectively. However, the KNN could not predict the
behavioural trend and identify discriminative behavioural patterns. Its performance was
dependent on the training set and the way the distance between data points was defined,
which limited its applicability. The decision tree can give judgments through internal
nodes and determine classification results based on leaf nodes; however, the depth and the
number of leaf nodes of the decision tree for good predictive effect had certain uncertainty
and it could not predict students’ behavioural tendency similar to the KNN. It was more
suitable for ensemble learning to improve the accuracy, while in this research accuracy
only achieved 76% and 68.05% in two tasks and bore a resemblance to the remaining
three indicators. As for logistic regression, this method could be regarded as generalized
linear regression, while a more complex non-linear relationship cannot be expressed, not to
mention mining local mutual influence. The above shortcomings contributed to such a situ-
ation: Accuracy equaled to recall rate in both tasks by 61.14% and 48.29%, precisions were
81.39% and 72.8% and F1-scores were 66.64% and 53.49%. By paying more attention to the
local structure information using the GNN, better local mutual information mining could
be performed, except improving the prediction accuracy of our method. The improved
self-attention GNN could further identify discriminative behavioural patterns and predict
the behavioural trends of students from the node scores and the existence of edges, which
provided an insight into the behavioural patterns of outstanding students.

Next we discussed the prediction of students’ behavioural trends. Because of the use
of the self-attention mechanism, different feature nodes contributed to the performance
prediction differently. We utilize different colour shades to represent the scores of the differ-
ent nodes as shown in Figure 4. The darker the colour, the higher the score, demonstrating
the relationship between the different behavioural patterns and their contribution to pre-
dicting the academic performance of the student. The first figure (Figure 4a) represents
one of the graph trainings resulting from the two-category classification task, followed by
three-category classifications. In two different classification tasks, different nodes showed
different contributions for grade prediction.

103



Appl. Sci. 2021, 11, 10784

(a)
(b)

Figure 4. The score of the graph node after improved self-attention GNN training is indicated in
each node by colour shade. (a) Two-category classification for students whose ID number is 61465
and exam score is 91.28; (b) Three-category classification for student whose ID number is 61465 and
exam score is 91.28.

Among them, the paid-days (node 2) had the highest score, as can be seen from
Figure 4. The results showed that daily life habits of the student were relatively consistent
and regular. In addition, we noticed that the behavioural pattern of studying after dinner
and then returning to the dormitory (node 25), and the number of times to study after
lunch (node 15) influenced the prediction greatly. In addition, we noticed that whether
the student at least ate lunch and dinner during the day impacted on their academic
performance; this behavioural pattern was also a reflection of the regularity in their daily
life. Additionally, taking the graph shown in Figure 4a as an example and considering the
behavioural tendency, it was most likely that the student would study and then return to
the dormitory after finishing dinner according to single node 21. Among the neighbours
of node 4 (number of times eating both breakfast and lunch or both lunch and dinner),
the influence of node 6 (number of dinners) was relatively large, which showed that if the
student tended to enjoy dinner, the student was most likely to eat all three meals. It is
therefore possible to create a similar analysis for other students as well.

Taking discriminative behavioural patterns into consideration, in Table 6, except for
following behavioural patterns, such as the number of days with consumption records,
returning to the dormitory after dinner, and the total number of meals over a month,
the ratios of the remaining indicators exceeded 2. On average, the number of occurrences
of these behavioural patterns of outstanding students exceeded twice that of lagging
students. Further, we speculated that some corresponding behavioural patterns of some
top students occurred more frequently. The visualization results were consistent with the
above-mentioned results, thereby proving the correctness and rationality of our conclusions.
Therefore, we believe that these characteristics could be used as a reference to distinguish
students with regard to their learning levels.

5. Open Issues and Conclusions

5.1. Open Issues

In fact, judging from the results, GNN still needs to be improved in EDM. Below we
list some open issues for further research:

1. How to use nodes and edges to reflect the relationship between features is still an
open question.

2. The learning data is various, such as the data generated during MOOC online course
learning, which inspires us to construct graphs to present more kinds of data for
information mining.
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3. As for node score based on self-attention mechanism, the features represented by dif-
ferent nodes can be ranked by importance. Thus, how to combine traditional feature
selection methods and GNN to determine useful features is also worth exploring.

4. Through the comparison of scores, we can judge what the student’s next behaviour
pattern is most likely to be. However, based on the score values obtained from
training, new quantification methods are needed.

5. How to build a behavioural network of all students, and integrate more information
including curriculum arrangements, to conduct more diversified analysis, including
skipping classes and social interactions, is encouraged.

5.2. Conclusions

In this study, we focused on mining on-campus consumption data to identify discrim-
inative behavioural patterns based on spatial location change, analyse behaviour trends,
and predict students’ academic performance by constructing behaviour networks. Firstly,
we preprocessed collected consumption data to extract features that could reflect students’
living habits and their learning status. Secondly, we attempted to construct campus be-
haviour networks from reality and artificially, including introducing p-clique. Thirdly,
combining with the pooling method, an improved self-attention GNN was utilized for
training and prediction, and good prediction performance on the test set was achieved.
For discriminative behavioural patterns, the habit of getting up early and behavioural
patterns of continuous learning until meal time (lunch or dinner) in classroom and learning
after three meals were discriminatory for distinguishing students with different learning
levels, since the defined ratios of these behavioural pattern features are greater than 2 and
we held certain beliefs that these characteristics are discriminatory in the sense of aver-
age. These new knowledge discoveries of behavioural patterns were consistent with the
visualization results, conformed to the actual situation, and had certain reference meaning.
For the behavioural trend analysis, judging from the behavioural pattern represented by
single node 21, the student was more likely to continue studying after dinner than to return
to the dormitory; from the perspective of node interaction and the existence of edges (e.g.,
node 4 and its neighbour nodes), three meals of students who often eat dinner were also
relatively regular.

However, some limitations need noting regarding the present study. An arguable
weakness is that all the graphs we consider are still not large samples. When we consider
multi-category classification, the current method may fall into the shortcomings of few
training samples for each category. In the meantime, few-shot learning may contribute
to solving the above problem. Another weakness is that we discard some information,
such as excluding behaviour related to gym and school busses. In addition, application
limitation exists in our model and it is hard to apply in other universities.

As for future research directions, we were considering building a bigger behavioual
network involving all students at school by their consumption record and some useful and
possible video material to carry out analyses for different purposes, such as detecting ab-
senteeism.
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Abstract: Much of the earth’s surface is covered by water. As was pointed out in the 2020 edition
of the World Water Development Report, climate change challenges the sustainability of global
water resources, so it is important to monitor the quality of water to preserve sustainable water
resources. Quality of water can be related to the structure of water crystal, the solid-state of water,
so methods to understand water crystals can help to improve water quality. As a first step, a water
crystal exploratory analysis has been initiated with the cooperation with the Emoto Peace Project
(EPP). The 5K EPP dataset has been created as the first world-wide small dataset of water crystals.
Our research focused on reducing the inherent limitations when fitting machine learning models
to the 5K EPP dataset. One major result is the classification of water crystals and how to split our
small dataset into several related groups. Using the 5K EPP dataset of human observations and
past research on snow crystal classification, we created a simple set of visual labels to identify water
crystal shapes, in 13 categories. A deep learning-based method has been used to automatically do the
classification task with a subset of the label dataset. The classification achieved high accuracy when
using a fine-tuning technique.

Keywords: water crystal; deep learning; fine-tuning; supervised; classification

1. Introduction

Along with the development of society, research on the human impact on nature is
of greater and greater concern. Water quality [1] has become one of the main challenges
that societies will face during the 21st century, as the United Nations brought water quality
issues to the forefront of international actions under the Sustainable Development Goal
6. It is important to monitor how human actions will affect water quality and pollution
issues. Water has always played an important role in the climatic ecosystem. Because most
of our planet is covered by water, 70 to 90% of the human body (depending on age) is
water. Testing water quality is simple, but as water can exist in different states or phases
(liquid, solid, and gas), it can be made simpler. Advanced research [2] has been completed
to understand water phases, resulting in the discovery of a new phase for water liquid.
Water quality can be evaluated in each of the four phases. The focus of our research is the
solid water phase known as frozen water crystal. We define “Frozen Water Crystal”, a
water crystal A microscopic crystal observed at the tip of a protrusion formed when liquid
water is dropped in the form of drops onto a petri dish and frozen. The structure of the
crystal is three-dimensional, and the crystal structure differs depending on the information
possessed by the water. Crystals are formed when water changes to a solid-state, such
as when it is frozen at −25 to −30 °C. Depending on the origin of the water and the
formation process, crystals are divided into three main types: snow crystals, ice crystals,

Appl. Sci. 2022, 12, 825. https://doi.org/10.3390/app12020825 https://www.mdpi.com/journal/applsci109



Appl. Sci. 2022, 12, 825

and water crystals. From the shape of the crystal, the purity level and the texture are
clearly reflected, which then enables us to assess the quality of the water. Depending on the
environmental conditions and the impact of the surrounding elements, the same water can
give many different shapes. Each type of shape of crystals can be considered to be unique,
without repetition. Many studies have been performed on classifying snow crystals and ice
crystals [3–6]. In recent years, the application of deep learning on crystals became popular
in the research world with the publication of 3D Crystal classification [7]. However, no
real classification and understanding of water crystals based on deep learning have been
completed until now.

This article innovation is the application of artificial intelligence for the first time on
a dataset of photos of water crystals known as “the 5K EPP Dataset” collected with the
collaboration of the I.H.M General Research Institute. This dataset is composed of high-
resolution photos captured by a microscope camera under laboratory conditions. All the
photos have been stored and managed by the I.H.M General Research Institute. A simple
water crystal structure definition has been proposed in this research, which references
snow crystals classification from [5] and the EPP project. This definition provides an easy
understanding of the water structure with a 2D image.

With non-prohibited purposes, the water crystal dataset can support other researchers
interested in water with their dataset [8,9]. These results assess the affection of human
beings on water crystals initialization and the quality of water.

Deep learning has been widely applied in many research fields and achieved surprising
results, especially in image processing. Convolutional neural networks (CNNs) are a
special kind of neural network analysing high dimensional features dataset such as image,
video, etc. CNNs were developed with image processing in mind, which makes them
computationally more efficient when compared to other multi-layer back-propagation
neural networks. CNNs can be used to automatically extract features from the dataset,
which simplifies the next process. These features are not only useful for specific tasks but
also can help in other related tasks. This opens a new era for research with reduced effort
to achieve good results. With its well-understood architecture, CNNs are nowadays used
widely in many areas, including image and structure classification. However, deep neural
networks (DNNs) trained by conventional methods with small datasets commonly show
worse performance than traditional machine learning methods [10]. The deeper network
requires more data to train. This limitation prevents the wide application of deep learning
in any field, in which collecting and assembling big datasets is a challenge. With the 5K
EPP dataset, we face the same problem. We use data transformation techniques to enhance
our dataset and the fine-tuning method is used to help train the model so that the model
can learn better from a small dataset. Class weight is also used in this research to solve the
imbalanced dataset problem. To build a classifier with deep learning, we split our work
into 2 main steps: feature extractor and classification. We built a deep learning model
to extract meaningful features from the EPP dataset, then used those to classify water
crystal structures. We used 2 different techniques to extract features from the EPP dataset:
convolutional auto-encoder and Fine-tuning. The extracted features are then stacked in
convolution layers to make a classifier. The convolutional auto-encoder (CAE) [11] has been
widely applied in dimension reduction and image noise reduction. Because the CAE model
can keep the spatial information of the original image and extract information gently by
using the convolution layer, it is considered to be one of the most state-of-the-art techniques
in deep learning nowadays. Furthermore, it is an unsupervised method and can be used
with less effort than a supervised one. Fine-tuning is a useful method for improving the
performance of a neural network. It helps the researchers achieve higher performance with
less effort.

In fine-tuning, a model trained on a given task is used for another similar task. This
method reduced the training time and effort to extract meaningful features from the original
input. ImageNet pre-trained models have been used for the fine-tuning method. This paper
is organized as follows. Related works are in Section 2, the 5K EPP dataset is described in
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Section 3, our dataset study approach and methods are in Section 4, Section 5 describes the
experimental results, and the conclusions follow in Section 6.

2. Related Works

With a research focus to improve precipitation measurements and forecast for over
50 years, scientific studies of meteorology and weather include the study of snowflakes,
ice crystals, and water crystals. Snowflake studies provide some of the most detailed
evidence of climate change. It impacts atmospheric science. One of the first attempts to
catalog snowflakes was made in the 1930s by Wilson Bentley who created a method of
photographing snowflakes in 1931, using a microscope attached to a camera. The Bentley
Snow Crystal Collection (https://snowflakebentley.com/ accessed on 15 October 2020)
includes about 6125 items. A general classification of snow crystals Ta − s diagram was pro-
posed by Nakaya [3], which provides the most perfect classification from a physical point
of view, with 7 categories. These categories include needles, columns, fern-like crystals
developed in one plane, the combination of column and plane crystals, rimed crystals, and
irregular crystals. The crystal images were collected from a slope of Mount Takachi, near
the center of Hokkaido Island. Magono [4] published an improved version of Nakaya’s
classification, with the modification of and a supplement to Nakaya’s classification of snow
crystals. The results were obtained by laboratory experiments and from meteorological
observation. The new classification provides temperature and humidity conditions, which
can describe the meteorological differences in groups of asymmetric or modified types of
snow crystals. It provides 80 categories, modified from Nakaya’s categories and adding
some new categories as well. Thirty thousand microscopic photographs of snow crystals
taken by the Cloud Physics Group were used in their research.

Kikuchi and his team [5] proposed a new classification with 121 categories to classify
snow crystals, ice crystals, and solid precipitation particles. They qualified their classi-
fication as “global scale” or “global” because their observations were performed from
the middle latitudes (Japan) to polar regions. This classification consisted of three levels:
general, intermediate, and elementary—which are composed of 8, 39, and 121 categories,
respectively. Interestingly, this classification can be used not only for snow crystals but also
for ice crystals. The deep learning method has been widely applied in many research fields,
especially with image datasets. However, it faces the problem of working from a limited
dataset. Fortunately, with the advent of image collection methods, a method to collect
snowflake images was proposed: the Multi-Angle Snowflake Camera (MASC) [12]. It was
developed to address the need for high-resolution multi-angle imaging of hydrometeors in
freefall and has resulted in datasets comprising millions of images of falling snowflakes.
Several studies have been published resulting from this development. A new method
to automatically classify solid hydrometeors based on MASC images was presented by
Praz et al. [13]. In this research, they proposed a regularized multinomial logistic regression
(MLR) model to output the probabilistic information of MASC images. That probability
is then weighed on the three stereoscopic views of the MASC to assign a unique label
to each hydrometeor. The MLR model was trained using more than 3000 MASC images
labeled by visual inspection. This model achieved very high performance with a 95%
accuracy. Hicks et al. [6] published an automatic method to classify snowflakes, collected
via Multi-Angle Snowflake Camera (MASC). The training dataset contains 1400 MASC
images. They used a convolutional neural network and residual network which had been
pre-trained with ImageNet as a back-bone for their model. Snowflakes were sorted by
geometrics and divided into 6 distinct classes. Then, the degrees of rimming was decided
by another training process, which has three distinct classes. Although the accuracy of
this research is only 93.4%, it does provide a new way to classify snowflakes or nature
structures automatically.

Another research with the MASC dataset was proposed by Leinonen et al. [14]. In
this research, they aimed to classify large-scale MASC dataset by unsupervised learning
method, using generative neural network (GAN) [15] and K-medoids [16]. With the
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features extracted from the discriminator part of the GAN model, they used the K-medoids
algorithm to cluster all the images (data points) into 16 classes/categories. This method
not only shows the hierarchical clustering groups but also requires no human intervention
with such a large dataset. However, MASC images mainly show the crystal’s degree of
riming, but not the crystal’s structure. This is because these images were taken during the
falling progress of snowflakes.

In this research, we focus on building a new definition for water crystal classification
based on previous studies and using deep learning to automatically classify them.

3. The 5K EPP Dataset

The water crystals have been provided by the Emoto Peace Project (EPP) at the I.H.M
General Research Institute (Tokyo, Japan). Crystals were produced from water samples
collected from many countries and sources, with the help of scientists all around the world.
Water samples from each bottle are produced by the same procedure in [9]:

• From each bottle, a drop (approximately 0.5 mL) of water is placed into each of the
50 Petri dishes. So, there are 50 waterdrops from each bottle;

• Those dishes are then placed on a tray in a random position in a freezer maintained at
−25 to −30 °C. The random placements helps to ensure that potential temperature
differences within the freezer would be randomized among the dishes;

• The dishes are then removed from the freezer, and placed in a walk-in refrigerator
(maintained at −5 °C). A water crystal photo is taken on the top of each resulting
ice drop using a stereo optical microscope at either 100× or 200×, depending on the
presence and size of a crystal.

Known as the 5K EPP dataset [17], this dataset contains 5007 crystal photos in total.
Because the 5K EPP dataset contains very high-resolution images (5472 × 3648 pixels) and
water crystals only occupy a small part in the images, we needed to preprocess each image
to remove the background. We used Otsu’s method [18] to automatically define the border
around the crystals. The minimum rectangular box that can cover each water crystal was
chosen to crop the background. This helps reduce the image size while retaining the details
in the object. Because the size of the water crystal in each image is different, we resized the
cut-off images to the same size, to fit with the input of our machine.

The preprocessed dataset was then sorted into 13 categories. Based on the knowledge
from the EPP Laboratory experts, we chose those categories that appeared most frequently
in the 5K EPP dataset as our labels. We built a tree-like diagram in Figure 1 to demonstrate
how we split the 5K EPP dataset into smaller categories. The branches of the tree correspond
to the category in the definition. Finally, we obtained 13 branches corresponding to 13
categories. The details are given in Table 1. We chose the most typical images for each
category and labeled them with the predefined definition. We split the 5K EPP dataset into
the training set and test set with ratios of 80 and 20, respectively. The scikit-learn (https:
//scikit-learn.org/ accessed on 15 October 2020) library was used to split the dataset
randomly and guarantee the balance in the dataset.

Figure 1. A tree-like diagram to demonstrate the water crystal categories with 5K EPP dataset.
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Table 1. The definition for water crystal classes based on the knowledge from [5] classification.

Category Crystal Example Definition

Microparticule Crystal made up of fine particle on a hexagonal
plate

Simple
plate Hexagonal crystal with no outer decoration

Fan-like
plate

Square plate with a fan-shaped decoration on the
outside

Dentrite
plate

A square plate with dendritic decoration on the
outside

Fern-like
dendrite

plate

A square plate with fern-like decorations on the
outside

Column/Square Square or columnar crystal/block crystal

Singular
Irregular

Square plate with a fan-shaped decoration on the
outside

Cloud-
particle A granular decoration on a square plate

Combinations Multiple square plates assembled together
without overlapping vertically

Double
plate Two square plates stacked on top of each other

Multiple
Columns/
Squares

Multiple square or columnar crystals / Multiple
block crystals

Multiple
Irregulars

Multiple asymmetrical crystals or crystals that
are not fully formed

undefined Types of water crystals without crystals
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4. Proposed Method

4.1. Feature Extractor
4.1.1. Residual Auto-Encoder

A convolutional auto-encoder (CAE) is an efficient technique used to reduce dimen-
sionality and generate high-level representation from raw data. It is an unsupervised
learning algorithm using a back propagation algorithm to update parameters. In this
model, the targets are equal to the inputs. A convolutional auto-encoder is composed of
two models: an encoder and a decoder. The encoder aims to find the latent representa-
tion for input data, while the decoder is tuned to reconstruct the original input from the
encoder’s output.

Considering a dataset X with n sample and m features, the encoder learns the latent
representation H and the decoder tries to reconstruct the original input X′ from H, by
minimizing the differences between X and X′ over all samples:

min
W,W ′

1
n

n

∑
i=1

‖DW ′(EW(Xi))− Xi‖2
2.

For a convolutional auto-encoder,

EW(X) = σ(X ∗ W) = H

DW ′(H) = σ(H ∗ W ′) = X′

where W and W ′ are learnable parameters and σ is the activation function such as ReLU
and sigmoid. At the end of the training process, the embedded code H is used as a new
representation of input X. Then, H can be fed into a fully connected layer to do classifying
or clustering tasks. We proposed a new CAE model to extract latent representation from
high-resolution water crystal images. First, in the encoder, 3 convolution layers were
stacked on the input images to extract latent representation. Then, the encoder’s output
was flattened to form a vector, which is an extracted feature. The decoder transformed
embedded features back to the original image. The convolution (transpose) layers with
stride allow the network to learn spatial subsampling (upsampling) from data, leading
to a higher capability of transformation. Therefore, instead of using a convolution layer
followed by a pooling layer, we used a convolution layer with a stride in the encoder and
a convolution transpose layer with a stride in the decoder. To achieve low-dimension
images with high-representation with very high-resolution images was a challenging
task. Down-sampling images to get low dimension representation can lead to a vanishing
gradient when training a very deep neural network model. With a traditional CAE, the
greater number of hidden layers, the hard it is to reconstruct the original image. To solve
this problem, we used the skip idea from ResNet [19]: skip connection. Skip connection
addresses the problem with vanishing gradient and information lossless. The idea is that
instead of letting the model learn underlying mapping, let it learn the residual mapping.

With skip connection, the residual or identity was added to the output. We obtained
the output defined as follows: y = R(x) + x.

Because we had the identity connection come due to x, the model actually learned
the residual R(x). We used two different kinds of residual block to build an encoder
block: a regular block and a downsample block. As the regular block, the residual block
has 3 convolution layers with the same number of output channels. The downsample
block decreases the sampling rate of the input by deleting samples. When the block
performs frame-based processing, it resamples the data in each column of the Mi-by-N
input matrix independently. When the block performs sample-based processing, it treats
each element of the input as a separate channel and resamples each channel of the input
array across time. The resample rate is K times lower than the input sample rate, where
K is the value of the Downsample factor parameter. The Downsample block resamples
the input by discarding K – 1 consecutive samples following each sample that is output.

114



Appl. Sci. 2022, 12, 825

Each convolution layer was followed by a batch normalization layer and a ReLU activation
function. Then, we skipped these three convolution operations and added the input directly
before the final ReLU activation function. This kind of design requires that the output of the
three convolution layers be of the same shape as the input, so they can be added together.
The downsample block had the same design as the regular one, but the first convolution
layer reduced the image size and had a different number of channels. To add the input
before the last ReLU activation function, we used a 1 × 1 convolution layer, followed by a
batch normalization layer, to transform the input into the desired shape for the addition
operation. By experimentation, we found that using two convolution layer after the first
convolution layer in each block helps the model reconstruct output better.

The first convolution layer has been used to downsize the image by two and the
following two were used to learn useful information. Each convolution layer is followed
by a batch normalization layer and an activation layer (except the last one). In this research,
we chose ReLU as an activation layer. The skip connection used convolution and batch
normalization to reduce the size of the input so that it was equal to the output. The final
architecture is shown in Figure 2. We used one convolution layer and three residual blocks
to build an encoder. The decoder kept the same structure as the origin. The final model
is called a residual auto-encoder (RAE). The reconstruction loss was used to evaluate the
performance of the RAE model. The parameters of encoder and decoder were updated by
minimizing the reconstruction error:

Lr =
1
n

n

∑
i=1

Distance(DW ′(EW(xi)), xi).

Figure 2. A residual auto-encoder model to extract features from origin images. Each residual block
is a combination of a Downsample block and a regular block, respectively.

Instead of using the Euclidean distance to compute the reconstruction error, we used
the Spherical distance in [20]. The latent representations extracted from the RAE model
were projected into the surface of the unit hyper-sphere. The distance between data points
in that surface was then measured by dspherical function, which is defined as follows:

dspherical =
arccos(scos(zi ,zj)

)

π
=

1
π
〈 zi
‖zi‖2 + ε

,
zj

‖zj‖2 + ε
〉

where arccos(α) is the inverse cosine function for α ∈ [−1, 1] and ε is a very small value to
avoid numerical problem.

4.1.2. Fine-Tuning Model

The efficiency of the classification model is based on the power of the features extracted
from the training dataset. With the high meaning features, the classifier can achieve good
results from the very first training steps. Auto-encoder is a popular strategy used to extract
features from the unlabeled dataset. Because it requires no label to train the CNN model, it can
perform well on high dimension datasets, especially images and videos. The model then trains
with our full dataset and learns the most important information from these images. However,
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to choose a good architecture for the auto-encoder and train it from scratch is not easy as
it requires a great deal of knowledge about machine learning and specific datasets. A new
method was introduced to help to solve problems with feature extracting, called fine-tuning.
Fine-tuning is a process that takes a network that has already been trained for a given task
and make it perform a second similar task. Many studies have been shown that fine-tuning
techniques can get good results with less effort compared to starting from scratch.

For image related tasks, the most common way is fine-tuning the model trained on
ImageNet [21] (with 1.2 million labeled images) by continuing to train it on the original
dataset. A competition on classification and object detection has been organized to find
state-of-the-art techniques to solve those problems on the ImageNet dataset, called Ima-
geNet Large Scale Visual Recognition Challenge (ILSVRC) (http://www.image-net.org/
challenges/LSVRC/ accessed on 15 October 2020). AlexNet [22] is the first larger-scale con-
volution model that does well on the ImageNet classification task, outperforming all previous
non-deep learning-based models by a significant margin, and won the competition in 2012.
After that, VGG [23] was proposed with the idea of deeper networks and much smaller filters,
which is a significant jump in deep learning. ResNet [19] introduced residual blocks with skip
connections, which allow the gradients to backpropagate through to the initial layers without
vanishing. That model won the first prize in the ILSVRC 2015 competition with an error
rate of just 3.6%. In 2016, a new model was proposed, called SqueezeNet [24]. This model
achieved approximately the same level of accuracy as AlexNet with a much smaller number of
parameters. So, it is suitable for building mobile applications. In the same year, DenseNet [25],
a densely connected network, was proposed to improve higher layer architectures of the
previously developed networks. The DenseNet architecture attempts to solve this problem by
densely connecting all the layers: each layer gets the input from the previous layer’s output.
We used all those models as back-bone to build a model to classify our water crystals. All the
experiment results are shown in Table 3.

4.2. Classification Model

The features extracted from each previous step are then feed into the classifier layers
to build the classification model.

The classifier has 2 main parts: feature extractor and classifier. To build the extractor,
RAE pre-trained and Image pre-trained models were used. With the RAE model, we keep
only the encoder from the RAE model, which had been pre-trained with the EPP dataset, as
a feature extractor. As with the ImageNet pre-trained models, the last layer is removed to
get the latest features. The classifier includes three fully connected layers which are added
on top of the feature extractor and then trained simultaneously with the labeled dataset.
The overview of the final classification model is given in Figure 3.

Figure 3. Classification architecture overview. The feature extractor can be replaced by RAE pre-
trained model or ImageNet pre-trained model. The features are used as input for the next step. The
classifier contains 3 fully connected layers, each of them is followed by ReLU and a dropout layer. The
last FC outputs the predicted probability distribution. Softmax is added to get the final prediction.
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Unlike training a model from scratch, we unfreeze early layers and train the whole
network. A small learning rate has been chosen to let the classifier learn the patterns
from the previously learned convolution layers in the pre-trained network. For further
evaluation and improvement, we chose different metrics to compare the performance
between different feature extractors. The comparison results are then shown in Section 5.

4.3. Imbalanced Data

Due to the crystal formation process in nature, the amount of data in each class is
imbalanced. Therefore, when labeling the 5K EPP dataset, we realized that there is an
imbalance between the number of images among the categories. Some categories include
approximately 20% dataset while some others include just 2%. The details are provided in
Table 2.

Table 2. The 5K EPP dataset summary.

Category Card(Photo) Percentage

Microparticle 161 3.2%

Simple plate 104 2%

Fan-like plate 341 6.81%

Dendrite plate 1388 27.72%

Fern-like dendrite plate 674 13.46%

Column/Square 38 7.5%

Singular Irregular 674 13.46%

Cloud-particle 3 0.0006%

Combination 129 2.57%

Double plates 204 4%

Multiple Columns/Squares 172 3.4%

Multiple Irregular 692 13.82%

Undefined 427 8.52%

To guarantee balance and accuracy when training the deep learning model, we used
the class weight method. We simply provided a weight for each class which places more
emphasis on the minority classes. Following that idea, the model can learn from all classes
equally. Each class will be assigned a weight corresponding to the number of images inside.
The weight can be calculated as follows:

wi =
N

C ∗ ni

where wi, ni, C, and N are the weight assigned to class i, the number of images of class i,
the number of classes, and the total images of dataset, respectively. We also use F1-score
metric to evaluate the model performance with an imbalanced dataset besides the standard
evaluation metric. Both are described in Section 5.1.

5. Experiments and Results

5.1. Evaluation Metric
5.1.1. Classification Accuracy

We used standard evaluation metrics to evaluate classification results. For all im-
plementation setup, we set the number of classes equal to the number of ground-truth

117



Appl. Sci. 2022, 12, 825

categories that were used to label the dataset in Section 3. The performance is evaluated by
the accuracy metric:

ACC =
1
n

n

∑
i=1

(ytrue
i = ypred

i ) (1)

where ytrue is the ground-truth label, ypred is the prediction label, and n is number of images
inside the test set. The test dataset is not used when training the model. The best model
should have high accuracy for both training and test progress.

5.1.2. F1-Score

With the imbalanced dataset, an efficient way to evaluate the model performance
is using F1-score [26]. Instead of calculating the ratio of true prediction within the total
images, F1-score measures accuracy by precision p and recall r. The formula for F1-score is
defined as follows:

F1 = 2 ∗ precision ∗ recall
precision + recall

(2)

When p is the number of correct positive results divided by the number of all positive
results returned by the classifier, and r is the number of correct positive results divided by
the number of all relevant samples (all samples that should have been identified as positive).

5.2. Experiments Environment and Setup

In this section, we discuss applying different pre-trained models used in fine-tuning
with our 5K EPP dataset. For our experiments, we used an NVIDIA Tesla V100 SXM2 GPU,
with 32GB of memory. The server used for running the experiments was Grid5000 [27]
(https://www.grid5000.fr accessed on 15 October 2020), the French large-scale and flexi-
ble experimental grid platform consisting of 8 sites geographically distributed over France
and Luxembourg. Each site comprises one or several clusters, for a total of 35 clusters
inside Grid5000. This platform is dedicated to experiment-driven researches in all ar-
eas of computer science, with a focus on parallel and distributed computing including
Cloud, HPC, and Big Data and AI. Our implementation is based on Python and Py-
torch (https://pytorch.org accessed on 15 October 2020).

5.3. Experiment Results
5.3.1. Residual Auto-Encoder Model (RAE)

We first trained the RAE model with an unlabelled dataset. Adam optimizer [28] was
used to update model parameters, with learning rate α = 10−4. Regularization was used
to reduce the overfitting problem, with γ = 10−5. We chose the number of images per
batch equal to 32. The model was trained with 100 epochs. We used two different loss
functions to train the RAE model: one Spherical citetran2019deep metric and the Binary
Cross-Entropy (noted BCE). The reconstruct results built with both metrics are shown in
Figure 4. Although the BCE loss function can reconstruct an image quite similar to the
original one, when zooming out the image, we can see that some parts of the image are
blurred and old content cannot be seen. With Spherical, the reconstructed image is the
same as the original one. We also used the Structural Similarity Index (SSIM) [29] to assert
the similarity among reconstructed images and the input. The average SSIM has been
computed for both Spherical and BCE. In overall, Spherical’s SSIM is 0.96, while the BCE’s
SSIM is 0.89. Therefore, we concluded that Spherical outperformed BCE.
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Figure 4. Reconstruct image generated by RAE model train with BCE and Spherical metric separately.
The SSIM index is calculated with each reconstructed image. Spherical one outperforms the BCE one.

5.3.2. Classification Model

We trained the classification models proposed in Section 4. Stochastic Gradient Descent
(SGD) with Nesterov momentum optimizer was used to update parameters, with learning
rate α = 10−3, momentum Δ = 0.9 and regularization γ = 10−4. To enrich the dataset, we
used transform techniques such as flip image (vertical and horizontal) with probability
p = 0.5, rotating the image with a random degree in the range from −90 to 90 degree,
random cropping. The classification model is first trained with 100 epochs.

As in Section 4, we used 2 kinds of pre-trained models to build classifiers: RAE
pre-trained model and ImageNet pre-trained models. RAE model was trained with an
unlabeled dataset, as mentioned in the previous result. With ImageNet pre-trained models,
we chose the most popular deep learning models, which had won the ILSVRC: AlexNet,
VGG, SqueezeNet, DenseNet, and ResNet. All parameters were adjusted during the
training progress. The 5K EPP dataset was then divided into a training and a test set with a
ratio of 80:20.

After visualizing and doing statistics on the prediction, we realized that the definition
with 13 categories for water crystal was not too good and gave unclear instructions. The
classification model sometimes misclassified between water crystal and its spatial form.
Because we used a 2D image to classify the plates, it is hard to see the differences between
a plate with and without space elements. As mentioned in [30], we should apply machine
learning in a problem that humans can do well. We modified the definition to eliminate
ambiguity in the labeling process. The major change was combining the space misclassified
categories. Additionally, we also found a new category named double plates. Finally, we
delivered 12 categories, which are defined in Section 3.

Two fully-connected layers are added on the top of modified models, followed by a
ReLU activation layer. In addition to regularization, we also used the traditional dropout
method to prevent overfitting problems [31]: a dropout layer is put after each fully-
connected layer, except the last one. We fine-tuned parameters and the applied data
transformation techniques mentioned in Section 3 to enrich the dataset.

With the new dataset, the model has kept training with the same configuration and
parameters. The new definition obtained significant performance improvement. The model
could overcome the overfitting problem and obtain high accuracy for both training and
test progress.

We used different pre-trained models as back-bone and trained the model with the
same parameters and set up conditions. The standard accuracy and F1-score were calculated
and compare among models. The results are shown in Table 3. The model trained with
RAE outperforms models that used AlexNet and SqueezeNet as back-bone, with 4% higher
than AlexNet and 8% higher than SqueezeNet in F1-score metric. Although other pre-
trained models (such as VGG, DenseNet) have high accuracy, the F1-scores of Alexnet and
SqueezeNet are much lower. In addition, the loss values of VGG and DensetNet are two
times bigger than the lowest one (e.g., RestNet). ResNet outperforms other models in both
loss value and accuracy with 98.50% Top-1 accuracy and 97.25% F1-score. We concluded
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that the ResNet back-bone is the best solution for our problem. When evaluating the model
with test set, the ResNet accuracy is approximately 93%.

Table 3. Top-1 Accuracy and F1-score on 5K EPP training set.

Backbone Loss Accuracy F1-Score

RAE 0.094 94.35% 91.64%

AlexNet 0.086 93.71% 87.79%

VGG 0.049 96.21% 92.03%

SqueezeNet 0.130 91.16% 83.31%

DenseNet 0.046 96.93% 93.55%

ResNet 0.025 98.50% 97.25%

5.3.3. Comparative Model

To demonstrate the effectiveness of our model, we compared it with Hicks’s model [6].
Both methods used ResNet pre-trained models as the backbone and used the fine-tuning
method to train all the parameters.

In their study, Hicks et al. implemented a classifier to automatically classify geometri-
cally and riming-degree of the MASC dataset. They used the ResNet pre-trained model to
initialize the model parameter and added a new FC layer as a classifier layer. The model
outputs the probability of 6 distinct snowflake categories, which is defined by Hicks et al.
They used 2 CNN models to do distinct tasks: (1) classify crystal geometrics and (2) classify
riming-degree. Based on the crystal structure classification purpose, we compared our
model with Hicks’ first model. We trained Hicks’ model with the 5K EPP dataset and
used classification accuracy to compare its performance to ours. The results are shown in
Figure 5. Even though our accuracy is just slightly higher than Hicks’, the training progress
can show that our model is more stable and the convergence of our model is better than
that of the Hicks’model.

Figure 5. Our proposed model compared with Hicks’s model. Both implementations are trained on
the 5K EPP dataset.

6. Conclusions

Based on the EPP water crystal dataset and the previous knowledge about snowflake
classification, we proposed a simple water crystal definition, which can be used to classify
the EPP dataset. We contributed a new data science dataset, called the 5K EPP dataset,
with 5007 images split into 13 classes (12 categories + undefined). We proposed a deep
learning-based method to automatically classify this dataset. We compared fine-tuning
results between the residual auto-encoder model, trained with unlabelled EPP datasets, and
ImageNet pre-trained models, and then selected the best one. With a fine-tuning technique
and ResNet pre-trained model, we had a classifier with 93% accuracy. With this result,
we are going to extend the 5K EPP dataset by applied the water crystal definition to label
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the EPP water crystal 20K dataset. A new approach to using an unsupervised method to
deal with the unlabeled dataset and find a new group of the water crystal structure will be
targeted in further studies.
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Abstract: The rising global incidence of chronic kidney disease necessitates the development of
image categorization of renal glomeruli. COVID-19 has been shown to enter the glomerulus, a tissue
structure in the kidney. This study observes the differences between focal-segmental, normal and
sclerotic renal glomerular tissue diseases. The splitting and combining of allied and multivariate
models was accomplished utilizing a combined technique using existing models. In this study, model
combinations are created by using a high-accuracy accuracy-based model to improve other models.
This research exhibits excellent accuracy and consistent classification results on the ResNet101V2
combination using a mix of transfer learning methods, with the combined model on ResNet101V2
showing an accuracy of up to 97 percent with an F1-score of 0.97, compared to other models. However,
this study discovered that the anticipated time required was higher than the model employed in
general, which was mitigated by the usage of high-performance computing in this study.

Keywords: combined classification model; deep transfer learning; focal-segmental; kidney disease;
kidney glomeruli; medical image; sclerosed glomeruli

1. Introduction

Acute kidney injury is a common and significant complication. And it has been
proven that one of the factors that cause the disease to occur frequently is the increase
in the widespread distribution of red blood cells and excessive inflammation. [1,2]. The
pathophysiological mechanisms that explain the association between increased RDW scores
and poorer prognosis remain unclear. According to current knowledge, an increase in RDW
is the cause of microcirculation disorders. Older erythrocytes gradually lose the ability
to damage cell membranes. This feature is especially important during the squeezing of
nucleated cells through small diameter vessels in organs, such as the kidneys. The stiff
and large erythrocytes observed in patients with high values of RDW could not enter
through the capillaries and thus impaired blood flow through the microcirculation, leading
to ischemia of the renal tissue [1].

Recently, kidney disease is increasingly being found in the spread of the coronavirus
during the current pandemic [3]. The identification of the host of the second angiotensin-
converting enzyme (ACE2) is the first step in the entry of viral infections into the body,
where this host leads to cell fusion and entry into host cells in the lungs. Other epithelial
cells, such as renal cells, have a high ACE2 expression [4]. As a result, several studies
have shown that the long-term consequences of COVID-19 infection may cause COVID-19
patients to develop chronic kidney disease. The antigen capture technique showed that
an increase in the SARS-CoV-2 protein in urine samples was detectable when compared
to patients before the epidemic. By considering this condition, kidney disease detection
needs some prerequisites to obtain the results quickly and accurately. Since COVID-
19 is implicated in kidney function, this study aims in identifing how the anatomy of
kidney disease is affected by COVID-19. Histopathology revealed that abnormalities in
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the kidney occur when the shape of the glomerulus in the kidney structure is different,
eventually leading to chronic kidney disease [5]. Understanding how the complex structure
of kidney tissue differs, requires the use of imaging technology to compare normal and
diseased kidneys.

Until recently, there were two types of glomerular tissue disorders: sclerosed and focal-
segmental sclerosed [6]. The difference between these two types may be seen in Bowman’s
capsule structure around the glomerular network. Bowman’s visible capsule surrounds
the glomerulus, suggesting that the glomerular tissue is undeniably normal, whereas
Bowman’s capsule that seems faint or even disappears indicates that the glomerular tissue
is unhealthy [7]. This explanation is supported by the morphological and Karpinski scores,
which indicated the presence of a difference between nucleus and capillary lumens, and
the number of areas (mesangial matrix) on the typical glomerular capillary lumens were
absent. Moreover, the Bowman’s capsule was filled by collagen in glomerular non-healthy
kidneys. Focal segmental sclerosis is a disease of the glomerulus that affects many people. A
difference in glomerular size, the degree of leg process elimination and the alteration do the
celial cells are all signs of this illness [6]. Figure 1 depicts the anatomy distinctions among
three types of glomeruli. Imaging technology is predicted to aid in the accurate detection
of individuals with renal disease, allowing for better medical performance. Furthermore,
the model’s ability to analyze data will be determined by how much time is allotted to
it. The transfer learning technique used in this study was taken from several machine
learning models after reviewing various methods by considering the procedures and work
results obtained. Bueno et al. [8] used UNet and SegNet to divide the glomerulus into three
groups based on segmentation pixels. The data processing findings demonstrate that data
prediction from the train data is accurate to 98.16 percent.

 

Figure 1. Anatomies of normal glomeruli, sclerosed glomeruli and focal-segmental glomeruli.
(Left) Normal glomeruli; (Center) sclerosed glomeruli and (Right) focal-segmental glomeruli.

As a result, the combination of these approaches is used as a benchmark for comparing
the proposed study with the EfficientNet method [9]. In the previous two years, this
technique has been enhanced by altering the model’s structure, combining the models and
employing the iterative model process. The ImageNet dataset, which comprises random
pixel data (non-medical picture), has recently been used in some studies to show that this
method’s accuracy rate approaches 99.70 percent [10]. This result is utilized as a proof-
of-concept that the EfficientNet technique can provide high accuracy when utilizing the
medical picture dataset. Therefore, the goal of this research is to demonstrate how this
approach may be used in medical imaging collections.

The majority of deep learning in the categorization of glomeruli comprises of normal,
sclerosed and non-glomerular classes, according to the prior studies. As a result, this study
proposes three possible classifications: normal, sclerosed and focal-segmental sclerosed.
Since focal-segmental sclerosed glomeruli [11] are a type of sclerosis that cause anomalies
in the glomerular tissue and affect a large number of people, it is critical to correctly detect
the focal-segmental anatomy of sclerosed glomeruli in kidney disease diagnosis.

The normal glomerulus, sclerosed glomerulus and focal-segmental glomerulus were
all used to create this approach for transfer learning. Sections 2 and 3 provide detailed
explanations of the database, materials and research techniques, whereas Sections 4 and 5
contain the results of the tests and conclusions.
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2. Materials and Methods

This section details the procedures involved in conducting the study, including the
data sources, methodologies and models used to enhance and manage the studies for
improved outcomes.

2.1. Data and Preparation

The experimental data consisted of 5095 biomolecular pictures of the kidneys in png
format, each of which was derived from 2926 photos of the segmentation data conducted
by Bueno et al. [8,12]. These data can be used to benchmark the assessment data in a test
classification system that divides the data into normal glomeruli and sclerosed glomeruli.
Dimitris, in the Kaggle dataset [13], separated the 1584 pictures from the open data chal-
lenges, according to the form of the glomeruli tiles, into raw data and 585 additional
focal-segmental images obtained from the study obtained by Kannan et al. [14].

The picture has a resolution of 256 × 256 pixels and is divided into three categories:
normal, sclerosed, and focal-segmental. This clustering was performed to show the part of
the experimental section’s categorization findings that were correct. Rosenberg et al. [6]
conducted studies on focal-segmental sclerosis. Martin-Navarro [11] discovered focal-
segmental kidney disease types in pulmonary sarcoidosis, while Asinobi et al. [15] per-
formed histology on the trend of children’s nephrotic syndrome in Ibadan, Nigeria. Since
the research into the identification of focal-segmental sclerosis has presented few findings,
it is necessary to conduct preprocessing on the image dataset by rotating, changing picture
size and replicating images to achieve uniformity. Since the data train is more accurate, this
technique is suited for the testing the focal-segmental class. As a result, the information
gathered is split into three categories.

Data preparation was performed using previously acquired data, according to the
most recent data source. In this step, the transfer learning approach requires data labeling
on the dataset to identify the different classes. The HuBMAP dataset was used to label the
data train encoded into the path annotation, where the primary data was an image file in
the Big TIFF format that was then examined on the raw tiles using Python programming.
The Mendeley dataset consisted of 31 SVS pictures that were provided as raw data and
converted to PNG files. Data labeling was created for focal-segmental sclerosed, and the
data was separated into train, test and validation. Given the variety of techniques used,
we considered executing the code offline using the system specified in Table 1 (which
was compatible with the Python version) to conduct all tests, as well as performing the
experiments using the cloud service using GPU instances.

Table 1. System requirements for running the experiments.

System Name Specification Description

Operating System Ubuntu 20.04 latest version
Display NVIDIA Geforce GTX 1080 Tii 2 GPUs 12 GiB
Memory DIMM DDR4 16 GiB Synchronous 266 Mhz

Harddrive ATA Disk 1863 GiB (2 TB) 1.7 TB available
Minimum system requirements for conducting the experiments.

The script code was obtained from past research and experiments, and its structure
and methods were modified to meet our study goals. The goal of the project was to assess
the performance of the experiments and compare them to the dataset that was chosen.
As a result, the purpose of this research was to test and enhance the accuracy of picture
categorization using the existing image dataset.

2.2. Exploration Data Analysis

The presence or absence of the ring was determined by assessing the circular shape of
Bowman’s capsule in the nucleus of the glomerular cells. We used the breadth of the red
blood cell distribution (RSVP) to distinguish between sclerosed and localized segmental
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illness, in addition to the study’s main emphasis. In the training data portion, this picture
recognition method is examined first.

The utilized dataset, as indicated in the preceding section, is an unlabeled dataset
collected from three sources. It was then separated into two halves for use as training
and test sets. Additionally, one component created a validation set to demonstrate the
viability of training or testing according to a predefined categorization. As a result, this
study developed a normal, sclerosed and focused training, test and validation set. Figure 2
depicts the validation set data, which includes the true label for each class presented.

 

Figure 2. Sample Images of the validation set for the focal-segmental, sclerosed and normal glomeruli.

With a scale of 3:3:1, the data set was split into the train, test and validation sets. The
train set had 2100 photos, with 700 pictures for each class, 2290 test sets with 763 pictures for
each class and 705 pictures validation set with 235 pictures for each class. Figure 3 depicts
the findings, which include a graph of each created set. The training set and validation set
as the pre-trained models in the transfer learning process, are generalized based on the
dataset’s objectives.

 

Figure 3. Distribution of experimental data. (Left) Distribution of the training set; (Center) distribu-
tion of the test set and (Right) distribution of the validation set.

The dataset utilized must be ignored since the data is generalized; therefore, the image
is shrunk into 150 × 150 pixels before the data training process. This step has an influence
on the resolution of the loaded image, so make sure it meets the criteria for intensity. The
count number ranges from 0 to 8000, and the beginning pixel value is on a scale from 0 to 1.
Figure 4 depicts an example of the picture data that meets the learning process’s criteria.
The example image does not reflect all image intensity values from the dataset, but it does
confirm that the data imported is correct.
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Figure 4. Pixel intensity of images.

2.3. Efficient Network (EfficientNet)

Since it has fewer work parameters to optimize the time resources needed, the Effi-
cientNet design necessitates considerable relevance in data processing performance [9].
EfficientNet is comparable to the MobileNetV3 model [16], which uses the MBConv mobile
inverted bottleneck as the fundamental building component of its design. The squeeze-
excitation layer in the process [17], separates this model from prior versions. Before the
picture is extracted further, Figure 5 reveals its resemblance to the previously generated
layers and combined additional model to the last layer for obtaining improved results.
The schema of the proposed combination model takes the form of a dense layer, in which
it is possible to have more of the model than the bundle layer. Afterwards, the design
was created after the transfer learning process on each model was completed, since this
combination needs the first trained model to process the whole model in one design. How-
ever, because this layering issue was still extremely parametric, the impact resulted in a
decreased efficiency. Furthermore, as compared to the conventional layers, the combination
with depth-wise separated convolution reduces computation by a factor of k2. When the
method was presented, the difference was obvious owing to a mix of compound scaling
between the scaling width, depth and resolution, with the aim of improving the overall
performance using the available resources.

 

Figure 5. Architecture of the proposed model. (Top) Large block placement application in exchange
for small blocks in EfficientNet; (Bottom-Left) squeeze-excitation is applied to the learning process
by adjusting the model used for the input scale data. [6], and (Bottom-Right) the dense layer is an
additional learning model combined with the main model to produce the learning output.

Compound scaling has two stages: finding the scalping dimension parameters of the
baseline network on the resource input using a grid search, and applying the coefficients
obtained from adjusting the input dimensions on the baseline network to influence the
size of the target model or computational budget, using the coefficients obtained from
adjusting the input dimensions on the baseline network. Tan et al. [9] found a mathematical
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equation that employs the compound coefficient to equalize the scale throughout the
network breadth, depth and resolution, as shown below:

depth :→ d = αφ

width :→ w = βφ

resolution :→= γφ

s.t. → α·β2·γ2 ≈ 2

α ≥ 1, β ≥ 1, γ ≥ 1

where the variables α, β, γ are the constants obtained from a small grid search. Logically,
φ is a user-controlled coefficient regarding the number of resources available in model
scaling, where α, β, γ determine the additional resources at the network width, depth and
resolution, respectively. In particular, the floating-point operations per second (FLOPS) of
the convolution process was proportional to the variables d, w2, r2 by doubling the network
depth, even though the network width and resolution increased four times. Scaling
ConvNet will increase FLOPS by a total of

(
α · β2 · γ2)φ because convolution operations

usually dominate the computeing costs presented on ConvNet. EfficientNet contains the
same architectural components as the convolutional network in general, despite its distinct
working technique.

The EfficientNet-B7 [18] and EfficientNet-L2 [19] models from the EfficientNet archi-
tecture are used in this research. These two models are EfficientNet’s final models, which
have a higher level of precision and scalability than previous EfficientNet models.

2.4. Residual Network (ResNet)

We picked the ResNet model as one of the models in this experiment, as a contrast to
the approach we evaluated. ResNet, being the most widely used technique, requires layers
to be reformulated as learning residual functions that refer to the layer inputs rather than
the learning non-referenced functions [20]. ResNet has an advantage over other models, in
that it does not add many layers to directly match the underlying mapping. In one of the
examples, ResNet piled the leftover blocks at the top of each network form, illustrating the
transfer of the layer work to the next processed layer in ResNet-50, which has 50 layers.

Formally, the function that represents how ResNet works is F (x) := H(x)− x, where
H(x) is underlying mapping. The original mapping was recast into F (x) + x. There is
empirical evidence that these networks are easy to manipulate and optimize, and can gain
accuracy by considering the addition of depth to the network without creating new layers.

This research uses the ResNet101V2 and ResNet50V2 models. The equation for this
model is to utilize 50 remaining blocks so that the learning process does not take as long
to estimate. The only difference between these two models is how the mappings are
identified in the learning process [21]. ResNetV2 has this capacity by evaluating the form
of the mapping before stacking the rest of the blocks. To put it another way, the model
architecture changes as a result of the process. Constant scaling, exclusive gating and
shortcuts, such as convolutional or dropout shortcuts, are available in some situations. As
a result, while performing the tests, this difference had a substantial impact.

2.5. Very Deep Convolutional Networks for Large-Scale Image Recognition (VGG)

Furthermore, we chose the VGG model as a comparison model in this study, based
on the numerous studies that used it in recent years. VGG [22] is a common picture
classification method. The VGG’s architecture adds depth to the network layer by using a
modest network width. The network employs tiny 3 × 3 filters, where the layer components
are made out of the same three blocks, as is standard on CNN. A network, on the other
hand, is defined by its simplicity and is otherwise organized with additional components,
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such as pooling layers and completely linked layers [23]. The VGG16 and VGG19 models
were used in this VGG approach.

These two models are the VGG method’s final models, with a higher readout rate for
the image processing than the other models. VGG16 has 16 weight layers, each of which
consists of 13 3 × 3 convolutional layers and 3 fully connected layers, whereas VGG19
has 19 weight layers, each of which consists of 16 3 × 3 convolutional layers and 3 fully
connected layers. The VGG19 model differs in that it adds a 3 × 3 convolutional layer to
each max pool block with varying sizes, depending on the max pool block.

When compared to numerous newer techniques, the VGG method’s performance
is deemed steady. This outcome was demonstrated by the method’s adaptability, which
allowed new methods to be created [8]. The simplicity of the VGG approach influenced
other methods that could enhance analytical findings without entirely altering the exist-
ing architecture.

3. Results

3.1. Independent Model Experiment Results

We used several treatments for each model in a transfer learning procedure. When
presented with the same treatment, the differing model designs caused problems in the
learning process. The study began with a comparison of two identical models in the same
architecture, with the historical correctness of the models being assessed (Table 2)

Table 2. Performance evaluation of the independent models.

Model Name Weight Precision (avg) Recall (avg) F1-Score (avg) Accuracy Train Estimated Time

VGG19 ImageNet 0.94 0.94 0.93 93.62% 9 m 23 s
ResNet101V2 ImageNet 0.98 0.98 0.98 98.16% 7 m 19 s
EfficientNetB7 ImageNet 0.95 0.95 0.95 94.61% 12 m 52 s
EfficientNetL2 Noisy student 0.11 0.33 0.17 33.33% 12 m 36 s

VGG19. VGG19 was tested by training a 3 × 3 convolutional layer using an ImageNet
classification model using average pooling. The output was assessed by permitting nu-
merous fine-tuning approaches, such as the activation of the rectified linear unit (ReLU)
dense layer to achieve a low learning rate, the activation of the soft-max layer and saving
checkpoints on the best model [24]. The period began with an evaluation of the time spent
during training, the number of total parameters processed and the storage of a learning
process evaluation. With a total parameter of 20,090,435, VGG19 successfully completed the
training with an average model accuracy of 0.9361, validated with a high value of 0.9390
and the maximum accuracy value of 0.9981. It is possible to infer that the two VGG models
can depict models that are good enough to be classed as medical pictures, based on the
findings of the two models. The accuracy of the case suggested by the VGG model was
in the range of 0.80 to 0.90 and above. In terms of the value scale, the VGG19 value is an
appropriate category to use as an image classification model, as shown in Table 3. Figure 6a
demonstrates that the original value’s correlation with the predicted value shows a high
color prediction for the focal and sclerosed classes, while the projected normal class has a
sufficient color in the classification.

Table 3. Performance evaluation combined models.

Model Name Precision (avg) Recall (avg) F1-Score (avg) Accuracy Estimated Time

VGG16 + VGG19 0.94 0.94 0.93 93.62% 21 m 25 s
ResNet101 + VGG16 + VGG19 + EfficientNetL2 0.95 0.95 0.95 94.89% 40 m 38 s

ResNet101V2 + EfficientNet-L2 0.97 0.97 0.97 97.16% 19 m 55 s
ResNet101V2 + VGG16 + EfficientNetB7 0.97 0.97 0.97 97.02% 33 m 13 s
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(a) (b) (c) (d) 

Figure 6. Confusion matrixes of various models. (a) VGG19; (b) ResNet101V2; (c) EfficientNet-B7
and (d) EfficientNet-L2.

ResNet101V2. The architectural resemblance between these two models may also
result in the same model performance configuration. On the convolutional network, both
model sets are constructed with a resolution of 150 × 150 using ImageNet weight. With a
logistic regression (LR) value of 0.01 and a momentum value of 0.7, both of these models
employed stochastic gradient descent (SGD) optimization for fine-tuning [25]. This setting
is an iterative approach for fine-tuning the objective function. Each high-accuracy validation
point was saved in the model checkpoint function and utilized as a weight model in a
pre-trained model.

ResNet101V2 runs 55,637,123 parameters in total. After determining these parameters,
ResNet101V2 completed the training with an average accuracy of 0.9815, which was
confirmed by the maximum value of 0.9801, for which the greatest accuracy score was 1000.
The training results, as shown in Table 3, demonstrate that each model employed in the
experiment had the best accuracy.

EfficientNetB7 and EfficientNetL2. The EfficientNet model employed in this study
differs significantly from the previous one. EfficientNet-B7 can operate using ImageNet
weight, but EfficientNet-L2 requires noisy student weight as a pre-trained model, accord-
ing to prior research. This occurred because EfficientNet-L2 was incompatible with the
ImageNet weights, when the number of layer weight initiations of the model differed. The
unevenness of the pre-trained models employed was caused by weight fluctuations, al-
though this is an exception to correctly performing the training process. Even when running
on different models, these two models employed the same fine-tuning. The average-pool
layer was added to the end of the flattened layer. In addition, the use of the ReLU feature
and a dropout layer with a value of 0.2 created a dense layer. A thick layer was seen in the
last portion. Furthermore, this approach employed an optimizer in the form of Adam [26],
throughout the compilation process.

With a training parameter of 2,625,539, EfficientNet-B7 achieved an average accuracy
of 0.9461. The highest value, 0.9291, was used to confirm this accuracy, and the maximum
accuracy was 0.9662. Meanwhile, EfficientNet-L2 utilized a training parameter of 5,640,195,
with an average accuracy of 0.3333 as a consequence. The greatest accuracy as 0.3424, and
this accuracy was confirmed using the highest value of 0.3333.

The EfficientNet-B7 and EfficientNet-L2 designs had significant variations in their train-
ing outcomes. EfficientNet-B7 does a far better job at presenting results than EfficientNet-L2.
Figure 6c,d indicate that the EfficientNet-L2 predictions show that everything is in the usual
class, but the EfficientNet-B7 predictions are evenly distributed in each class. These findings
demonstrate that the allied model does not generate accurate transfer learning predictions.

Based on the training data, we may infer that the EfficientNet model does not have a
high level of accuracy. The inequality found in the EfficientNet-L2 model indicates that the
accuracy findings in EfficientNetB7 are inconsistent. The model’s incompatibility with the
dataset utilized, on the other hand, prevents it from producing the optimal results.
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3.2. Combining Model Experiment Results

After reviewing the results of the experiment, we tried again, this time using many
models that were judged unfit for classification. As shown in Table 3, the findings of
Effi-cientNet-L2 do not exhibit a high degree of accuracy, especially when compared to the
criteria set by the trials. In a model with low accuracy, a high yield model has a substantial
impact on improving accuracy. The experiments on a cognate or unrelated model confirmed
this idea.

Combination Allied Model. The accuracy value obtained from the combination of
the associated models is dependent on the base model utilized. The value obtained in the
combination model was proportional to the model’s independent accuracy value. This
experiment was carried out on three family models that is VGG, ResNet, and EfficientNet,
all of which have different layer designs despite being related. With VGG16 as the basic
model, the VGG model accuracy is 93.62 percent, as shown in Table 4. According to
Figure 7, the normal class distribution offers less predictive data than the focused and
sclerosed classes.

Table 4. Classification of the allied model.

Classify
Evaluation

Precision Recall F1-Score

Focal 0.94 1.00 0.97
Normal 1.00 0.81 0.89

Sclerosed 0.88 1.00 0.94
VGG16 and VGG19 combined into the combination model produce better results.

    
(a) (b) (c) (d) 

Figure 7. Confusion matrixes of combined models. (a) Combined model of VGG16 and VGG19
(allied model); (b) combined model of ResNet101, VGG16, VGG19 and EfficientNetL2 (multivariate
model); (c) combined model of ResNet101V2 and EfficientNet-L2 (cross model) and (d) combined
model of ResNet101V2, VGG16 and EfficientNetB7 (multivariate model).

Combination Cross-Model. Cross-model combination refers to the model that is
prioritized in order to enhance its accuracy value, limiting the models that may be combined
to those that meet these requirements. EfficientNet-L2 and ResNet 101, for example,
confirmed the need to improve. As a result, it is necessary to properly test each of these
two models.

According to the base model employed in these tests, there are some varied catego-
rization findings. Table 4 indicates that the classification results of Res-Net101V2 may
enhance the accuracy results of EfficientNet-L2 by approaching the ResNet101V2 value
independently, by achieving 97.16 percent. The projected value in Figure 7c is affected by
this finding, with the distributions of each class matching the original value with a few
erroneous values.

Combination Multivariate Model. EfficientNet-L2 has risen by up to two times while
using ResNet101 as the basic model, compared to the prior trial when the model was
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conducting independent training. In this situation, ResNet101 has a low accuracy value,
but it is still better than EfficientNet-L2; thus, the gain is not substantial. As a result of
attempting to add another model with greater accuracy to this combination, two VGG
models are used in the classification process as a multi-model combination experiment.
The accuracy value from the combination model produces similar results, which are better
than the EfficientNet-B7 model independently.

VGG, ResNet and EfficientNet were all used to perform model tests. One model
from each model family was selected as the basic model, since it generated high accuracy
results. Each model’s accuracy has greatly improved as a result of this setup. This model’s
combination experiment takes two to three times as long as the models that conduct
experiments individually, depending on the number of models that can be combined. As
shown in Table 4, the time necessary to combine three particular models to obtain the
best results, is equal to the training time for each model. This impact does not apply
to the combinations inside the same model, since the predicted outcomes do not need
numerous iterations, allowing the results to be taken from the same model without having
to retrain the model. However, by combining the two models in the same model, it does
not significantly enhance the model classification accuracy. As a result, in order to obtain
more optimum findings, the time efficiency of this model combination experiment must
be addressed.

3.3. Evaluation

We compared and contrasted two categorization studies, each of which had its own
set of benefits and drawbacks. This study discovered mixed findings from all of the
models evaluated in the different model trials. These outcomes were influenced by the
model architecture used, as well as the fine-tuning the model. The projected time for
each model was also dependent on the parameters that were utilized during training;
the more parameters that are used, the longer the training will take. Furthermore, the
training per epoch method produced diverse graphs. The graphs observed did not develope
steadily and there was significant irregularity in the graphs acquired. As a result, it is not
recommended to use a model with such dramatic findings for classifying medical pictures.
The F1-score evaluation parameter was utilized to examine the value of each class and the
mean of each model. The accuracy and recall levels in the arithmetic theorem provided this
F1-score. Table 5 indicates that the normal glomeruli class dominates the EfficientNet-L2
model’s prediction results, which is consistent with Figure 6d, which displays predictions
in the normal class. In Table 6, the class predictions for ResNet101V2 are dispersed in each
class with a modest error rate, as shown in Figure 6b, in which the original and predicted
values overlap fairly well.

When comparing the independent assessment models displayed in Figure 8 (left),
it is clear that EfficientNet-L2 is not acceptable as a reference model for medical image
classification since it has the lowest evaluation value, with just a 0.17 F1-score. With an
F1-score of 0.98, ResNet101V2 is the best reference model for medical picture categorization.
The findings of the combination technique experiment were identical for each model
combination. Table 4 demonstrates that the model combination experiment yields findings
that are more than 90% accurate over time. Figure 8 shows this outcome, with a predictive
value in each class’s distribution that matches the original value and many error values in
the incorrect predictions.
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Table 5. Classification of EfficientNetL2.

Classify
Evaluation

Precision Recall F1-Score

Focal 0.00 0.00 0.00
Normal 0.33 1.00 0.50

Sclerosed 0.00 0.00 0.00
The classification performance obtained via EfficientNetL2.

Table 6. Classification of Resnet101V2.

Classify
Evaluation

Precision Recall F1-Score

Focal 1.00 1.00 1.00
Normal 1.00 0.95 0.97

Sclerosed 0.95 1.00 0.97
The classification performance obtained via Resnet101V2.

 

Figure 8. Comparison performance evaluation metrics. (Left) Comparison performance independent
model and (Right) comparison performance combination model. The average of each of the evalua-
tion metrics is obtained from the total evaluation metrics value per epoch divided by the total epoch

from each model
(

EM = ∑EM

∑Epoch

)
.

Based on these findings, this study assesses each model’s classification prediction
class to demonstrate the impact of accuracy on model performance. The three model
combination trials revealed a metric assessment value that was relatively steady with a
low error rate (Tables 7–9). The prediction value of the class distribution, which is near
to 1.00, indicates that the forecast value closely follows the actual value. Figure 8 (right)
indicates that all the combination technique trials achieved an assessment value of more
than 0.90, with an average F1-score of 0.955. However, the predicted training time for this
model combination experiment was very high, with an average of 28 min required, making
it less time efficient.

Table 7. Classification of the cross model.

Classify
Evaluation

Precision Recall F1-Score

Focal 1.00 1.00 1.00
Normal 0.99 0.92 0.96

Sclerosed 0.93 0.99 0.96
The classification performance of the combined model with ResNet101V2 and EfficientNet-L2.

133



Appl. Sci. 2022, 12, 1040

Table 8. Classification of the multivariate model.

Classify
Evaluation

Precision Recall F1-Score

Focal 1.00 1.00 1.00
Normal 1.00 0.91 0.95

Sclerosed 0.92 1.00 0.96
The classification performance of the combined model with ResNet101V2, VGG16, and EfficientNetB7.

Table 9. Previous works and the performance metrics regarding glomeruli research.

Author Glomeruli
Classification

Method Data Classes Name of Classes
Mean Performance

Metrics

Bueno et al. [8] SegNet + VGG19 1245 images 3 Non-Glomeruli, Normal
and Sclerosed 81.91% F1-score

Bueno et al. [12] AlexNet 1245 images 2 Normal and Sclerosed Glomeruli 99.57% F1-score

Altini et al. [7] DeepLab v3+ 2344 images 2 Non-Sclerosed and
Sclerosed Glomeruli 84.64% F1-score

Barros et al. [27] KNN 811 images 2 Normal and Proliferative Glomeruli 88.3% accuracy

Marsh et al. [28] Fully CNN 3867 images 3 Tubulointerstitial, Non-Sclerosed
and Sclerosed 84.75% F1-score

Kannan et al. [14] InceptionV3 1496 images 3 No glomerulus, Normal or Partially
Sclerosed, and Globally Sclerosed 92.67% accuracy

Proposed Research Method Combined Model 3924 images 3 Normal, Sclerosed and Focal
Glomeruli 98.16% F1-score

Similar research related to chronic kidney disease base on glomeruli disease.

4. Discussion

Based on the research results, the combination of deep transfer learning methods to
classify kidney disease in glomeruli has many characteristics, in terms of technical data
collection, exploratory data analysis and also the comparison with relevant research. By
prioritizing the data obtained from previous research coupled with the latest data from
relevant health institutions, we attempted to filter the data that was suitable and with a
high degree of similarity, so that the data collected could improve the results of machine
learning. This technique was also carried out in previous research, by Manzo et al. [29],
which used CX-ray images data from various sources to detect COVID-19 disease through
machine learning. However, the approach of this study used segmentation techniques from
diseases images; therefore, its steps are quite tedious. Meanwhile, we used the diseased
kidney data as a dataset to be studied by the machine. As a result, when testing the data,
the machine already recognized the exact criteria for the diseased kidney.

For our data exploration, we focused on determining the level of the distribution of
red blood cells (RSVP) that appeared in the diseased kidney image by adjusting the pixels
and brightness of the image, so that it appeared more proportional. This technique is in
line with the method used by Pavinkurve et al. [30], which performs image preprocessing
to detect the same disease. In this study, this technique was able to overcome the problem
of image bias in CT scan images. The suitability of this technique with the results of the CT
scan images is considered as being capable of facilitating the machine learning process to
obtain the object of the image. On the other hand, this study utilizes subject matter that is
often studied in previous studies, but is unique in its application of the methods.

This research, which focuses on discussing kidney disease, has relevant developments
with the same objectives, including the utilization of image classification that applies
different machine learning methods in various amounts, and the segmentation of images
by combining classification and segmentation methods. We obtained this perspective by
developing a combined model research method that utilized various types of methods
to compare which results were more accurate and precise, as was also performed by
Bueno et al. in two kidney disease studies, which combined the resulting segmentation
method with the adopted classification method to find the significant differences in diseased
kidneys. Furthermore, they found a new method to produce a more accurate optimal image

134



Appl. Sci. 2022, 12, 1040

classification method for diseased kidneys. By utilizing the results obtained in the research
of Bruno et al., we expanded the research by adding various transfer learning methods that
had been previously studied and adding to the dataset used, so that the results obtained
were compared with each other to achieve a higher accuracy value.

The technique that we found in this study is also supported by previous research,
which uses a variety of techniques. The use of automatic learning in kidney disease is our
focus for the development of the current research. This is in line with what was conducted
by Altini et al. [7], who developed research on kidney disease using the DeepLab method
through MATLAB, whereby the learning process can present the detailed results requested
by the user to facilitate comprehensive research performance. Meanwhile, several previous
studies used neural network techniques, either by directly using the model or installing
a new model. This technique was found in a study developed by Barros et al. [27] and
Marsh et al. [28], by installing neural networks to find the types of glomerular proliferative
kidney disease, which implements neural networks in the form of a full model to detect
the type of tubulointerstitial kidney glomeruli disease. This condition prompted us to
conduct research on a combination of models that utilize neural networks in the transfer
learning model. Thus, we could develop our research based on the learning scheme of
neural networks in each of the models we used. In addition, the research we used was
also supported by the research of Kannan et al. [14], who researched the differences in
the sclerosed shape of diseased kidney glomeruli using the CNN model in the form of
Inception V3.

5. Conclusions

To obtain the desired results, medical image categorization necessitates the following
procedures. The fundamental task in deep machine learning is to find an appropriate model
to run on a medical imaging dataset, which may be accomplished by altering an existing
model, developing a new model or applying an existing model. This study compared
each model to obtain a high classification accuracy value by using an existing model on a
medical picture dataset. This study integrated many models into a single model to obtain a
higher and more consistent classification accuracy value from the current models.

We found the EfficientNet model to be weak in comparison to various other machine
learning models after analyzing the suggested technique. This study demonstrated that
EfficientNet-L2 is not yet ideal for correctly identifying medical pictures, since it only
achieves a 33 percent accuracy rate. As a result, the EfficientNet model is ineffective
in classifying medical images independently. However, we discovered that the ResNet
model is a good fit for categorizing medical images. We discovered a ResNet101V2 that
is appropriate for usage in the medical picture dataset gathered during the application
of current models. ResNet101V2 has the best accuracy of all the tests performed on an
independent model, with values over 98.16 percent. As a result of this finding, it is clear that
certain models are less accurate than others, necessitating the use of alternative techniques.
As a result, combining models becomes a new experiment in order to improve the accuracy
of the unfavorable model.

The allied, cross and multivariate models were evaluated in this combination exper-
iment. The classification results from the three trials demonstrate that by using the best
model as the base model, all combination models attain accuracy values above 90%. This
application focuses on the best model in order to enhance the less-than-ideal model. Since
it works highly depending on the number of merged models, the combined model has
flaws in terms of the computation time. However, when compared to the models created
separately, the absolute accuracy of the combined model is the highest.

With the advancement of medical image classification research, it is important to
address the various aspects that influence the model employed. Existing models may
be improved by inputting or altering various optimization variables to obtain the best
results for the combined model, as well as the procedures required to streamline the model
process’s estimated time and its impact on the model architecture. To put it another way, this
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research is anticipated to continue discovering the best outcomes in terms of architecture
and the predicted time necessary, so that the accuracy value attained is achieved using the
best methods and models.
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Abstract: Internet of Things (IoT) technologies can greatly benefit from machine-learning techniques
and artificial neural networks for data mining and vice versa. In the agricultural field, this con-
vergence could result in the development of smart farming systems suitable for use as decision
support systems by peasant farmers. This work presents the design of a smart farming system for
crop production, which is based on low-cost IoT sensors and popular data storage services and data
analytics services on the cloud. Moreover, a new data-mining method exploiting climate data along
with crop-production data is proposed for the prediction of production volume from heterogeneous
data sources. This method was initially validated using traditional machine-learning techniques
and open historical data of the northeast region of the state of Puebla, Mexico, which were collected
from data sources from the National Water Commission and the Agri-food Information Service of the
Mexican Government.

Keywords: data mining; predictive analytics; Internet of Things; peasant farming; smart farming
system; crop production prediction

1. Introduction

The set of techniques that allow for manually and automatically extracting information
that resides implicitly in data in a nontrivial way and that could be useful for various
processes is known as data mining [1]. Data mining is rooted in artificial intelligence,
particularly, in machine learning (ML), as well as in statistical analysis. Through models
extracted using artificial intelligence and statistical analysis techniques it is possible to
solve problems that imply prediction, classification and segmentation tasks, meaning that
large amounts of data can be processed and used more efficiently [2].

Furthermore, the process of extracting information from large datasets with the aim of
making estimations about future results is known as predictive analytics. It represents an
intermediate step within a broader process of data analytics known as business analytics [3].
In this context, machine learning can be defined as a data analysis method that automates
the construction of analytical models. Its study is based on the idea that software systems
can learn at least semiautonomously from information by identifying patterns and making
decisions with minimal human intervention.

Predictive analytics, along with Internet of Things (IoT) technologies, has been exten-
sively applied to the agricultural domain in recent years [4–9]. This has enabled the devel-
opment of the concepts of smart agriculture/farming and precision agriculture/farming.
IoT technologies are the set of predominant and emerging Information and Communication
Technologies (ICT) that are the foundation of a global infrastructure for the information
society, which enables advanced services by interconnecting virtual and physical “things”.
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According to the Food and Agriculture Organization of the United Nations, agriculture
in Mexico represents more than an important productive sector. Beyond its contribution
to the national GDP, which is barely 4%, the multiple functions of agriculture in Mexico’s
economic, social and environmental development indicate that its incidence is much greater
than that indicator would imply.

In particular, the volume of agricultural production in the Mexican state of Puebla
contributed 7,403,938 tons to the country’s agricultural production in 2018, ranking 15th
among the 32 states of the country. Nevertheless, this contribution implies 22.6% of the
economically active population of the state of Puebla, which shows a disparity that indicates
that the Puebla’s farmlands are not very efficient.

Considering that the primary sector of the economy is the primary source of food and
sustenance for families that live in rural communities, and even in rural communities that
are very far from the urban centers in Puebla, it is evident that rural development is one of
the main pillars of the growth and well-being of society in Puebla.

This work seeks to contribute to the recovery of the farmland of the Mexican state
of Puebla, which is one of the major purposes of its government, by proposing: (1) the
architectural design of a smart peasant farming system for crop production prediction,
which is based on low-cost IoT sensors and popular data storage services and data analytics
services on the cloud, and (2) a new data-mining method exploiting climate and crop
production data sources for the prediction of the volume of production of corn grain in the
northeast region of the state of Puebla.

Figure 1 provides an overview of our research idea; it formally shows a simplified
version of the workflow of the proposed system architecture, in which only the major
components, and the interactions among them, are included. This figure highlights the
generation of crop production predictions as output, as well as the roles of IoT-based
sensors and the peasant farmer (as end user) in provisioning heterogeneous input data.

 

Figure 1. Research Idea Overview.

As shown in Figure 1, climate data, namely, temperature and rainfall, are automatically
collected from IoT-based sensors (other climate data, namely, storm activity and fog and
hail occurrence, are gathered from datasets made available by local weather stations),
whereas crop yield data, namely, hectares planted, hectares harvested and actual crop
production volumes, are provided by the peasant farmer though a mobile application.
Furthermore, notice that the interactions among the components that represent the core of
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the system architecture: IoT message hub, data storage service, IoT data analytics service
and ML models depict the main steps of the proposed data-mining method. Unlike most
recent related works, our work proposes a data-mining process for the prediction of the
volume of crop production that integrates two heterogeneous sources of crop production
data and climate data as well as the architectural design of a smart farming system specially
designed for peasant farming.

The remainder of this paper is organized as follows: in the first section, some recent
proposals that are relevant to our work are described and compared; in the second section,
our proposal is presented in detail; in the third section, the results of an initial validation
of our proposal are presented and discussed; finally, in the last section, the concluding
remarks of our work are summarized and the future lines of research are outlined.

2. State of the Art

Some of the state-of-the-art proposals that are more related to our proposal are de-
scribed below for comparison purposes.

A smart farming system using Internet of Things (IoT) technologies and machine-
learning techniques for data mining is presented in [10]. It is based on an architecture
comprising the following four layers: (a) a layer consisting of IoT sensors and actuators
deployed in the farming field, (b) an edge-computing layer that provides integration
between an IoT wireless sensor network and the cloud using IoT gateways, (c) a cloud-
computing layer that is intended to store and analyze data over cloud servers and (d) an
end user mobile- and web-based application layer. In that work, a new prediction method is
proposed as the foundation of a decision support system for crop productivity and drought
prediction based on the integration of the PART classification technique and the wrapper
feature selection approach.

F. Balducci et al. [11] present five cheap, practical and easy-to-implement data analysis
experiments intended to increase smart farming productivity. These experiments range
from forecasting of future crop harvest on complete time-series data to reconstruction of
missing or wrong IoT sensors data, passing through the detection of faulty IoT sensors
from the geographical clustering of source monitoring stations using the Euclidean distance
metric. A variety of machine-learning algorithms such as decision tree, k-nearest neighbors
and linear regression, as well as a single-layer perceptron neural network, were used and
compared for these purposes in conjunction with three heterogeneous datasets belonging
to industry, scientific research and statistical institutions.

A precision agriculture system that seeks to reduce efforts and labor of agricultural
sector personnel, which uses IoT sensors for data collection, as well as machine-learning
and deep-learning techniques to detect damage and diseases in crops, was presented in [12].
The system is structured into the following four subsystems: (1) smart irrigation system,
(2) smart fertilizer-dose-recommendation system, (3) crop-disease-detection system, and
(4) crop-damage-prediction system. Three convolutional neural network (CNN) archi-
tectures were implemented for disease prediction using multiclass image classification:
ResNet50, VGG16 and DenseNet121. Regarding damage prediction, five machine-learning
algorithms were used: LightGBM, XGBoost, random forest, decision tree and k-nearest
neighbors (KNN), obtaining better results with the LightGBM algorithm.

Adel et al. [13] presented an architecture of an IoT-based smart monitoring system for
agriculture, which was intended to give advice to farmers to avoid and prevent the spread
of the late blight disease in potatoes and tomatoes. This system consists of three different
layers, namely: (a) a perception layer consisting of data-acquisition nodes composed
of sensors, microcontrollers and communication modules, (b) an application layer that
displays all collected data to farmers through a dynamic web application and (c) a gateway
layer that connects the perception layer with the application layer. Additionally, the authors
implemented a prediction model using the linear regression technique and a classification
model using a support vector machine (SVM) algorithm.
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With the aim of significantly contributing to the saving of freshwater used in agri-
culture, especially in irrigation, an architecture of an intelligent autonomous irrigation
system based on IoT technologies and machine-learning techniques was proposed in [14].
In particular, the system allows for predicting soil moisture using information collected
from sensors deployed on the ground and weather forecast information extracted from the
Internet through web services, thus helping to make effective irrigation decisions with opti-
mal water use. A hybrid machine-learning algorithm based on a support vector regression
algorithm and the k-means clustering algorithm was implemented for this purpose.

Li et al. [15] presented an intelligent agriculture system for the management and
control of greenhouses. The system uses different IoT devices to collect a large amount of
greenhouse environmental data and an improved k-means clustering algorithm based on
the maximum distance method to select relatively optimal data as reference data for the
next cycle in a greenhouse. It is structured into four major layers: (1) a sensors layer, which
includes a variety of sensors, video cameras and other types of data-acquisition hardware,
(2) a transport layer, which includes wireless communication and wired communication
modules, (3) a business layer that is mainly responsible for the monitoring of the envi-
ronmental data and (4) an application layer that allows interaction with the user through
different web applications.

An expert system for the domain of agriculture, which is based on artificial intelligence
techniques, specifically, on artificial neural networks, was proposed in [16]. This system
helps farmers to assess land suitability for cultivation based on farming data obtained from
an underlying wireless sensor network. In particular, these data are collected from different
IoT-based sensors, including PH, soil moisture, salinity and electromagnetic sensors, using
a Raspberry Pi Single-Board Computer (SBC), and it is then locally preprocessed and sent
to the cloud to be stored for further processing. A multilayer perceptron (MLP)-based
model for classification was finally implemented that exploits data stored in the cloud with
the purpose of classifying land suitability for cultivation.

Alibabaei et al. [17] implemented recurrent neural network (RNN) models, namely,
long short-term memory (LSTM), gated recurrent unit (GRU), bidirectional LSTM and
bidirectional GRU models, to estimate tomato and potato yields at the end of a season
based on time-series data, specifically, climate big data, irrigation scheduling data and soil
water contents. Climate big data were collected by an agricultural weather station for a
site in Portugal and retrieved from a government agency of the Ministries of Agriculture
and the Sea. The performances of the models were compared with the performance of a
convolutional neural network model, a multilayer perceptron model and a random forest
regression model, and the results showed that the bidirectional LSTM model outperformed
all alternative and baseline models in predicting tomato and potato yields.

A comparative analysis of the works described above is summarized in Table 1. This
analysis comprises the following criteria of comparison: purpose, use of IoT technologies,
use of data-mining techniques, use of machine-learning/artificial intelligence techniques,
machine-learning task implemented, crop studied, use of crop-production data and use of
climate data.

As is shown in Table 1, the work by Rezk et al. [10] has most of the features considered
in the comparative analysis, which means that it is the work that is most similar to our
work. Nonetheless, unlike our proposal, which aims to predict volume of production of
crops, in their work a classification model is proposed to classify crop productivity and
drought. Additionally, we focused on predicting the volume of corn grain production in
the northeast region of the Mexican state of Puebla; corn grain is one of the most widely
cultivated crops in the state of Puebla, Mexico, along with coffee beans and black beans.
Conversely, Rezk et al. [10] focused on classifying productivity and drought of four different
crops that are widely cultivated in the state of Maharashtra, India, namely, bajra, soybean,
jowar and sugarcane. Furthermore, unlike most of the works analyzed, our work proposes
a data-mining process that integrates two heterogeneous sources of crop-production data
and climate data.
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Table 1. Comparative analysis of related works.

Criterion/Work [10] [11] [12] [13]

IoT technologies
�

(IoT sensor-based
dataset collection)

� �

�

(IoT sensor-based
dataset collection)

Data-mining
techniques � � � �

Machine-
learning/artificial

intelligence techniques

�

(PART algorithm)

�

(Linear Regression,
Single-Layer
Perceptron)

�

(Random Forest, KNN,
LightGBM, RestNet50,

VGG26 and
DenseNet121)

�

(SVM and Linear
Regression)

Machine-learning task Classification Time-series forecasting Classification Prediction and
classification

Crop studied Bajra, soybean, jowar
and sugarcane Pear and apple Tomato, potato, corn,

apple and peach Tomato and potato

Purpose Drought and crop
productivity Crop harvest Crop damage and

disease Crop disease

Crop-production data �
�

(Soil productivity data)
�

(Crop-fertilization data) �

Climate data � � � �

Criterion/Work [14] [15] [16] [17]

IoT technologies

�

(IoT sensor-based soil
moisture data

collection)

�

(IoT sensor-based
dataset collection)

�

(IoT sensor-based
dataset collection)

�

Data-mining
techniques � � � �

Machine-learning
techniques/artificial

intelligence techniques

�

(SVR and K-means)
�

(K-means)
�

(Multilayer Perceptron)

�

(LSTM, GRU,
bidirectional LSTM,
bidirectional GRU)

Machine-learning task Prediction and
clustering Clustering Classification Time-series forecasting

Crop studied Unknown Unknown Tomato and potato

Purpose Soil mosture
Greenhouse

environmental factors
optimization

Land suitability for
cultivation Crop yield

Crop production data � � � �

Climate data
�

(Public data available
on the Internet)

�

(Greenhouse
environmental data)

�

(Soil productivity data) �

3. Smart Peasant Farming System and Data-Mining Process

The architectural design of the smart peasant farming system, which is the salient
contribution of this work, is shown in Figure 2. The components of the proposed system ar-
chitecture are described in the following subsections. Additionally, the data-mining process
for crop-production prediction is described in the context of the description of the IoT data
analytics component, which is one of the major components of the system architecture.
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Figure 2. System Architecture.

3.1. Peasant Farming Layer

This layer basically consists of a mobile application designed for the peasant farmers
to in-field register all of their crop yield data; data that are commonly collected and openly
published by government agencies for statistical purposes, such as the area (in hectares)
sown with a crop, the harvested area (in hectares) of a crop and the yield volume (in tons)
of the harvested area of a crop.

Likewise, the mobile application is intended to show the peasant farmers the results of
the data-mining process, i.e., the results of the crop yield prediction task on the integrated
historical dataset: crop yield data + climate data. It is also intended to serve as a tool for
the real-time monitoring of these data as it is remotely collected using a variety of in-field
sensors. In this context, Internet of Things platforms such as Blynk, Ubidots and Arduino
Cloud could be exploited to build web and mobile dashboards using user interface drag
and drop editors, i.e., without programming any code.

3.2. Wireless Sensor Network

The Wireless Sensor Network (WSN) represents the second layer of the architecture of
our system, which is based on ultralow powered transceiver modules designed for opera-
tion in the worldwide Industrial, Scientific and Medical (ISM) frequency band at 2.4 GHz
such as the nRF24L01+ single chip 2.4 GHz transceiver (https://www.sparkfun.com/
datasheets/Components/SMD/nRF24L01Pluss_Preliminary_Product_Specification_v1_0
.pdf (accessed on 15 November 2021)), as well as on a variety of low-power sensors for
climate and environmental monitoring. In this regard, the selection of the necessary sensors
should favor low-cost sensors that are compatible with hardware and software prototyping
platforms such as Arduino and NodeMCU, which are popular and relatively low-cost
alternatives for the development of IoT-based systems.

The choice of this radio-frequency (RF) wireless communication technology over other
similar technologies that are equally proprietary, such as Long Range (LoRa), lies in the
possibility of exploiting communication protocols that are specially designed to enable
high-power data transmission and reception at lower power consumptions. In fact, in the
context of peasant and family farming, high bandwidths should be prioritized over long
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transmission ranges as constant up links for real-time data streams are frequently deployed
over narrow geographic areas.

Moreover, a typical tree topology in which one of the nodes acts as a base node and
the others are central hubs or actual sensor nodes is proposed for the design of the WSN.

Unlike other network topologies for WSNs, namely, cluster topology and flat topology,
tree topology has been demonstrated to save slightly more energy in data-acquisition
applications. On the other hand, tree topology can perform worse than cluster topology
and chain topology in terms of scalability; similarly, it can perform worse than chain and
flat topologies in terms of topology management (overhead) [18]. Nonetheless, a smart
farming system such as the one that we pursue in this work, which is aimed at peasant
and family farming, is theoretically less likely to suffer from these problems as it would be
composed of no more than a few dozen sensors.

3.3. IoT-Based Hardware Platform

The foundation of this layer is a general purpose microcontroller-based development
board wired to the transceiver module of the WSN acting as the root node. In this regard,
some general purpose electronic prototyping platforms such as Arduino and the family of
Discovery Boards offered by STMicroelectronics have microcontroller-based development
boards especially designed for the IoT, such as Arduino 33 IoT and B-L475E-IOT01A,
respectively.

These microcontroller boards usually facilitate integration with IoT platforms, cloud
services or mobile and web development platforms such as Blynk, Amazon Web Services,
or Google Firebase, respectively; nevertheless, they tend to be relatively more expensive
than general purpose microcontroller boards, e.g., Arduino UNO.

Furthermore, one of the major components of the IoT-based hardware platform layer is
the wireless networking module which must enable access to the Internet to communicate
with the cloud (represented by the cloud-computing platform layer).

Due to the characteristics of the domain of application of our system, it will not
normally be located near WiFi access points, so using Wireless Local Area Networks to
connect it to the Internet would not be a viable option. Therefore, we have chosen to use
cellular networks as an alternative networking technology in this regard.

3.4. Cloud-Computing Platform

The fourth layer of the architecture of our system is composed of four cloud computing
services of four different categories: cloud messaging service, data storage service, machine-
learning service and IoT data analytics service.

3.4.1. IoT Message Hub Service

In general terms, a cloud messaging service enables a channel for bidirectional com-
munication between IoT devices/mobile applications and the cloud. Beyond the obvious
need to create data streams for all the variables that are commonly monitored by a variety
of sensors in a smart farming system, bidirectional communication is crucial for a data-
mining-based smart farming system to be able to show back to its users the results of the
data-mining process that is commonly carried out in the cloud.

3.4.2. Data Storage Service

A data storage cloud service typically consists of a NoSQL database (a nonrelational
database), either an object database or a JavaScript Object Notation (JSON)-based database.
The importance of this component within the proposed architecture lies in the possibility of
storing all data collected by sensors composing the WSN in a secure and fully scalable manner.

In addition, some cloud-computing solutions from this category that are part of
platforms aimed at developing serverless web and mobile applications such as Google
Firebase and Amazon AWS Amplify allow multiple client devices to directly connect
to databases through bidirectional channels. This enables real-time synchronization of
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data on all devices directly connected to a database in response to changes made on each
of the devices, which would partially eliminate the need for a cloud messaging service.
Nonetheless, there would be a need for a service that allows for sending messages from
the cloud back to the connected devices because of the execution of functions hosted in the
cloud, which would be the case of the crop yield prediction task in our system.

3.4.3. IoT Data Analytics Service

Regarding the data-mining process, all data stored in the NoSQL cloud database,
which are raw data, must first be preprocessed to be transformed into data that can be used
by machine-learning algorithms for the purpose of discovering knowledge. In particular,
within the proposed architecture, this task is carried out by the IoT data analytics service.

Moreover, data preprocessing commonly involves data cleaning and data transforma-
tion itself. On the one hand, data cleaning means fixing or removing anomalies in data,
and, in its simplest form, it is reduced to dealing with missing values, removing irrelevant
values and removing duplicated values. This is crucial for an IoT sensor-based smart
farming system because data captured from the physical world through sensors (in our
case, climate data) tend to be noisy and unreliable.

On the other hand, data transformation typically involves data scaling and data nor-
malization. Data scaling means fitting data within specific scales, whereas data normaliza-
tion implies scaling data with the intention of transforming them to be normally distributed.

In this context, it is worth noting that popular cloud platforms (Platform as a Ser-
vice, PaaS) such as Microsoft Azure and Amazon AWS include services that allow for
automatizing common data preprocessing tasks, from data cleaning tasks through to data
transformation tasks. On these cloud platforms, data can also be automatically prepro-
cessed before being stored.

Figure 3 shows a flowchart representation of the data-mining process pipeline pro-
posed in this work.

 
Figure 3. Data-Mining Process Pipeline.
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3.4.4. Machine-Learning Service

One of the major components of the cloud-computing platform layer is the machine-
learning service, which allows for implementing predictive algorithms and works in
conjunction with the IoT data analytics service to enable machine-learning-based predictive
analytics for the purpose of predicting crop yield.

In this context, being considered a de facto computational notebook for data science,
Jupyter Notebook is supported by many of the most popular cloud platforms as a rapid,
iterative and interactive way of implementing machine-learning algorithms for data mining,
which mainly includes splitting datasets into training and validation sets as well as training
and validating machine-learning models. In this work, we have chosen k-fold cross-
validation as the preferred method for training and validating predictive models as it is the
most recommended method for machine-learning model evaluation [19].

Implementing machine-learning algorithms also implies selecting those that are the-
oretically more appropriate given the nature of the data to be processed and the type of
data-mining task to be carried out (in our case, prediction). In addition, it implies analyzing
target data to identify those features or variables that are more relevant for use in generating
machine-learning models, a task that is known as feature selection.

Feature selection can be carried out using two main different approaches: wrapper-
based approaches and filter-based approaches. On the one hand, with the wrapper-based
approaches, multiple machine-learning models are evaluated using procedures that in-
crementally add or remove features to find the approximately optimal combination that
maximizes model performance. These procedures are mostly realized by greedy search
algorithms; a greedy algorithm is any algorithm that follows the problem-solving heuristic
of making the locally optimal choice at each stage.

On the other hand, filter-based approaches allow for evaluating the relevance of the
features outside of the machine-learning models using statistical calculations, keeping
only the features that pass some criterion. Unlike filter-based approaches, wrapper-based
approaches completely depend on the underlying machine-learning algorithms and tend to
be computationally intensive; they, however, usually provide the best-performing feature
set for a particular type of machine-learning model [20].

This component is finally responsible for making crop yield predictions by exploiting
resulting machine-learning models.

4. Materials and Methods

For a preliminary validation of the proposed architecture, a climate dataset was
collected containing the following data observed during the period of 2003–2019 in the mu-
nicipalities of Teziutlán, Tlatlauquitepec, Hueyapan, Hueytamalco, Yaonáhuac, Acateno,
Atempan, Teteles de Ávila Castillo, Zaragoza, Chignautla, Ayotoxco de Guerrero, Za-
capoaxtla, Cuetzalan de Progreso of the northeast region of the Mexican State of Puebla:

• Monthly average temperatures;
• Days with hail events per month;
• Days with fog occurrence per month;
• Days with storm activity per month;
• Total monthly rainfall.

Similarly, a crop yield dataset was collected that contains the following data observed
during the same period in the same municipalities of the Mexican State of Puebla for both
corn crops:

• Hectares planted with corn;
• Hectares harvested for corn;
• Production volumes (in tons) of the harvested areas of corn.

Figure 4 shows a map of the previously mentioned municipalities of the Mexican State
of Puebla.
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Figure 4. Selected municipalities of the Mexican State of Puebla.

These datasets were manually collected from the website of Mexico’s National Water
Commission (https://smn.conagua.gob.mx/es/informacion-climatologica-por-estado?
estado=pue (accessed on 7 December 2021)) and the website of Mexico’s Agri-food Infor-
mation Service (http://infosiap.siap.gob.mx/gobmx/datosAbiertos.php (accessed on 7
December 2021)), respectively. The latter publishes annualized data on agricultural produc-
tion at national, state and municipal levels as open data available in the form of spreadsheet
files, whereas the former publishes a variety of data collected by the country’s weather
stations as annualized data by state in plain text format.

Table 2 summarizes the locations of the weather stations of the northeast region of the
Mexican State of Puebla used as sources of climate data in this study.

Table 2. Weather stations.

Weather Station Name Municipality Location

“Teziutlán” Teziutlán Latitude: 19◦49′49′′ N. Longitude: 097◦21′00′′ W. Altitude:
1818.0 MASL

“Oyameles” Tlatlauquitepec Latitude: 19◦42′51′′ N. Longitude: 097◦32′51′′ W. Altitude:
2670.0 MASL

“Las Margaritas” Hueytamalco Latitude: 19◦59′14′′ N. Longitude: 097◦17′14′′ W. Altitude:
2422.0 MASL

“San José Acateno” Acateno Latitude: 20◦08′24′′ N. Longitude: 097◦12′04′′ W. Altitude:
144.0 MASL

“Zaragoza” Zaragoza
Latitude: 19◦47′10′′ N.

Longitude: 097◦33′10′′ W.
Altitude: 2493.0 MASL

“Los Humeros (CFE)” Chignautla Latitude: 19◦40′45′′ N. Longitude: 097◦24′22′′ W. Altitude:
2862.0 MASL

“Ayotoxco de Guerrero” Ayotoxco de Guerrero Latitude: 20◦05′43′′ N. Longitude: 097◦25′43′′ W. Altitude:
237.0 MASL

“Zacapoaxtla (SMN)” Zacapoaxtla Latitude: 19◦52′18′′ N. Longitude: 097◦35′18′′ W. Altitude:
1828.0 MASL

“Cuetzalan de Progreso” Cuetzalan de Progreso Latitude: 20◦02′20′′ N. Longitude: 097◦31′20′′ W. Altitude:
756.0 MASL
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As shown in Table 2, for most of the municipalities of our interest (9 out of 13), there is
one local weather station providing data for the period of reference (2003–2019), which we
used as the climate data source in this study.

Moreover, Table 3 summarizes the number of instances, features and missing values
in each dataset. Notice that these statistics correspond to the unprocessed datasets. De-
tails of handling missing data and reducing features (selecting features) are given in the
following subsections.

Table 3. Unprocessed datasets’ statistics.

Dataset
Number of
Instances

Number of
Features

Number of
Missing Values

Climate dataset 221 62 1209
Crop yield dataset 442 6 0

The following section describes the variables included in the second dataset.

4.1. Crop Yield Dataset Description

Among the main variables included in the crop yield dataset are those described in
Table 4. This dataset includes other variables used as reference: year, production cycle
name and municipality name, which are not shown in Table 4. The year and municipality
name variables are also included in the climate dataset.

Table 4. Variables in crop yield dataset.

Variable Description Unit of Measurement

Total cropped area The total area planted with a crop Hectares
Total harvested area The total area harvested for a crop Hectares
Production volume The harvested production of a crop Tons

4.2. System Construction

We partially implemented the proposed architecture to preliminarily validate it.
First, we used NodeMCU as the microcontroller-based development board and the SIM
900 GSM/GPRS shield as the wireless networking module for the realization of the IoT-
based hardware platform layer.

Second, we used Amazon’s AWS IoT Core, AWS IoT Analytics and S3 services to
realize the IoT message hub, IoT data analytics and data storage service components of the
cloud-computing platform layer of the proposed architecture. Likewise, we used Jupyter
Notebook documents to implement machine-learning algorithms for predictive analytics
in Python, being able to run the resulting models on AWS IoT analytics thanks to the
integration of this cloud service with the Jupyter Notebook data science tool.

4.3. Data Preprocessing on the Cloud

The datasets collected were ingested into Amazon S3 buckets, then these data were
sent from the Amazon S3 service to the AWS IoT analytics service for data preprocessing
purposes.

In particular, the climate and crop yield datasets were cleaned and transformed
separately and then integrated into a single dataset. The integrated dataset comprised
approximately 400 samples or observations.

Regarding data cleaning, the crop yield dataset required minimum treatment. On the
contrary, the climate dataset required deeper treatment due to missing data (see Table 3).
Any missing value of the variables representing monthly average temperatures, total
monthly rainfalls, days with hail events in a month, days with fog occurrence in a month
and days with storm activity in a month were calculated as the average of all the values
registered for the corresponding month for all the years included in the dataset. In this
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context, notice that there are novel proposals for data-mining methods that inherently deal
with missing values [21].

Regarding data transformation, average temperatures per production cycle (spring–
summer and autumn–winter production cycles), as well as total rainfall per production
cycle, days with hail events per production cycle, days with fog activity per production
cycle and days with storm activity per production cycle were accordingly calculated from
the variables representing monthly average temperatures, total monthly rainfalls, days
with hail events in a month, days with fog occurrence in a month and days with storm
activity in a month in the case of the climate dataset. As a result, the climate dataset was
restructured as shown in Table 5.

Table 5. Variables in climate dataset.

Variable Description Unit of Measurement

Average temperature_spring Average temperature during spring–summer
production cycle. Degrees Celsius

Average temperature_autumn Average temperature during autumn–winter
production cycle.

Days with hail activity_spring Days with hail activity during spring–summer
production cycle.

DaysDays with hail activity_autumn Days with hail activity during autumn–winter
production cycle.

Days with fog occurrence_spring Days with fog occurrence during spring–summer
production cycle.

Days with fog occurrence_autumn Days with fog occurrence during autumn–winter
production cycle.

Days with storm activity_spring Days with storm activity during spring–summer
production cycle.

Days with storm activity_autumn Days with storm activity during autumn–winter
production cycle.

Total rainfall_spring Total rainfall during spring–summer production cycle.
MillimetersTotal rainfall_autumn Total rainfall during autumn–winter production cycle.

For the integration of the crop yield and climate datasets into a single dataset, we
implemented a database-style joining approach by which new observations were generated
by joining the observations from the latter with those from the former using the year and
municipality name variables as indexes (see Figure 5). The rationale behind this is that crop
production data must be interpreted in the context of the data about the weather conditions
of the cropping areas.

From this perspective, the importance of the climate data in this work lies in the use
that we made of it to enrich the crop yield data.

In addition, categorical variables in the integrated dataset, namely, production cycle
name and municipality name were transformed into numerical variables using dummy variables.

Finally, the range of data in the integrated dataset was rescaled into a [0, 1] range, i.e.,
it was normalized.

4.4. Feature Selection and ML-Based Predictive Analytics on the Cloud

For feature selection, we preferred a wrapper-based approach to a filter-based ap-
proach. Because of this choice, we performed the feature selection step in conjunction with
the machine-learning-based data analytics step of the proposed data-mining method.

In particular, we implemented the recursive feature elimination (RFE) method [22] to
perform feature selection on the integrated dataset. RFE is an instance of the backward
feature elimination method, which consists of an iterative process that implies training
a classifier or regressor, computing the ranking criterion for all features involved and
removing the feature with the smallest ranking criterion.
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Figure 5. Database-style joining approach for dataset integration.

Furthermore, we used the linear regression and k-nearest neighbors (KNN) regression
machine-learning algorithms in the core of the RFE algorithm as we selected them for the
implementation of machine-learning-based predictive analytics in this work. In regard to
the latter, we experimentally set the number of neighbors (k) at 5.

We carried out the following iterative procedure to select the optimal k value:

1. Initialize a random k value between 2 and N-1 (where N is the number of samples in
our dataset);

2. Train the prediction model using the selected k value. Use the trained model to make
predictions for the data in the dataset reserved for validation;

3. Calculate the Root-Mean-Square Error (RMSE) for the predictions computed;
4. Repeat the process selecting a different k value.

We finally created a plot between the RMSE values and the k values to select the k
value with the minimum error rate, which was 5 (k = 5).

Linear regression and KNN regression are, respectively, easy and simple parametric
and nonparametric machine-learning algorithms [23,24], and they were judged as theo-
retically appropriate for the nature of both the problem that we faced and the data that
were available.

We sought to significantly reduce the number of features to employ to build prediction
models using these algorithms; therefore, we experimentally set the threshold of relevant
features at nine by carrying out the following iterative procedure:

1. Initialize a random value between 2 and F-1 (where F is the total number of features
in our dataset) for the number of features to be selected (f );

2. Perform recursive feature elimination (RFE) to select the f most relevant features from
the set of features in our dataset;

3. Train the prediction model using the selected f most relevant features. Use the trained
model to make predictions for the data in the dataset reserved for validation;

4. Calculate the Root-Mean-Square Error (RMSE) for the predictions computed;
5. Repeat the process selecting a different f value.

We finally created a plot between the RMSE values and the f values to graphically
select the f value with the minimum error rate, which was 9 (f = 9).
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For both prediction models, the procedure resulted in the selection of the following
nine features from our integrated dataset: total cropped area, total harvested area, year,
total rainfall_spring, total rainfall_autumn, average temperature_spring, average temper-
ature_autumn, days with hail activity_spring and days with hail activity_autumn. In
particular, we trained and validated the prediction models using the k-fold cross-validation
method, for which we set the number of folds (k) at 5 [19]. As a result, the integrated
dataset was split into five consecutive folds, from which one was used once for the test
while the four remaining folds were used once to train the models.

5. Results

Table 6 shows the results of the calculation of the default performance metric for
prediction models in the scikit-learn library, in this case, for both the linear regression
model and the k-nearest neighbors regression model, namely, coefficient of determination
(R2) [25]. This metric provides a measure of how likely the model is to predict unseen
samples through the proportion of variance that is explained by the independent variables
in the model [26]. In particular, this table shows the means of the R2 scores computed for
both prediction models in each step of the 5-fold cross-validation, as well as the standard
deviations of these R2 scores.

Table 6. Coefficient of Determination (R2) scores.

Model
Coefficient of Determination (R2) Scores

Mean Standard Deviation

Linear Regression Model 0.756 +/−0.005
KNN Regression Model 0.944 +/−0.001

We must be careful in judging the high mean R2 scores, because according to some
statistical tests that we carried out there is collinearity between some of the predictor
variables in our integrated dataset. We decided not to address this issue in this study
because collinearity does not tend to influence the ability of a prediction model to predict
new observations [26,27] and the goal of this study was to make accurate predictions.
Nevertheless, in future work, we need to analyze to what extent these high R2 scores are an
indication of the collinearity problems existing in our integrated dataset.

Additionally, the standard deviations of the R2 scores suggest that there is a very little
variation in the performance of our prediction models when using different subsets of
training data.

Furthermore, to support the R2 scores obtained, we created estimated-by-observed
plots for the learned linear regression model and the learned KNN regression model.
Furthermore, we performed a graphical residual analysis on the results of the models to
assess the assumptions of the regression models. In particular, we created a residuals
vs. fits plot and a histogram of residuals for each of the models. Notice that a residual
represents the vertical distance between an observed data point and its estimated value.

Figure 6 shows the estimated-by-observed plots, whereas the residuals vs. fits plots
are shown in Figure 7 and the histograms of residuals are shown in Figure 8.

As shown in Figure 6, the estimated values of the KNN Regression Model are more
strongly correlated with the observed values than the estimated values of the Linear
Regression Model. This is a clear indication of how accurate each model is with respect to
the other, and it supports the R2 scores obtained, which can be interpreted as follows for
the linear regression model and the KNN regression model, respectively:

• In total, 75.6% of the variation in response y (production volume) is accounted for by
the variation in the set of predictors X;

• In total, 94.4% of the variation in response y (production volume) is accounted for by
the variation in the set of predictors X.
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Figure 6. Predicted-by-observed plots.

  

Figure 7. Residuals vs. fits plots.

  

Figure 8. Histograms of residuals.

Recall that the set of predictors X resulting from the feature-selection process com-
prised the following predictors (features): total cropped area, total harvested area, year,
total rainfall_spring, total rainfall_autumn, average temperature_spring, average tempera-
ture_autumn, days with hail activity_spring and days with hail activity_autumn.
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Furthermore, as shown in Figure 7, the residuals of both the linear regression model
and the KNN regression model are randomly scattered around the residual = 0 line, which
indicates that the assumption of linear relationship is reasonable; nonetheless, the average
of the residuals remains closer to 0 in the case of the KNN regression model than in the
case of the linear regression model.

In addition, as shown in this figure, the variation of the residuals appears to be roughly
constant at every level of the fitted values for the KNN regression model, which is evidence
that the assumption of constant variance is not violated. The residuals vs. fits plot of
the linear regression model shows approximately eight data points that can be judged as
outliers as they do not follow the general trend of the rest of the data. Therefore, we should
be careful in stating that the assumption of constant variances is also not violated in the
case of the linear regression model; we should perform tests of equality of variances to
check this in future work.

Finally, the bell-shaped appearance of the histograms of the residuals of the linear
regression model and the KNN regression model, which are shown in Figure 8, is a clear
indication that the assumption of normality is reasonable.

Moreover, we computed error rates for our final prediction models. In particular, we
selected the Root-Mean-Square Error (RMSE) metric, which is a risk metric that corresponds
to the expected value of the square root of the quadratic error or loss (see Table 7). RMSE is
a very commonly used general purpose metric for numerical predictions [28].

Table 7. Root-Mean-Square Error (RMSE) rates.

Model Root-Mean-Square Error (RMSE) Rate

Linear Regression Model 0.122
KNN Regression Model 0.058

Unlike R2 scores, which should be close to 1, RMSE rates should be close to 0. As
shown in Table 7, the RMSE rates for the linear regression model and the KNN regression
model are 0.122 and 0.058, respectively, which are certainly close to 0. In addition, the RMSE
rate of the KNN regression model is closer to 0 than the RMSE rate of the linear regression
model. This finding is in correspondence with the finding of the previous performance
analysis, which was carried out based on the R2 metric, and it represents a strong indication
of how well each prediction model performs with respect to the others.

6. Discussion

Judging by the results of the evaluation performed, it is feasible to use data-mining
techniques to integrate heterogeneous crop production and climate data and to exploit it
using traditional machine-learning techniques to reliably predict the volume of production
of crops (t).

One of the major challenges that we faced in the integration of crop-production data
and climate data was the difference in data granularity: crop-production data were available
as annualized data whereas climate data were available as monthly data. This led us to
perform simple temporal aggregation on the climate data, which intuitively implies the loss
of some information as the number of observations is reduced. Notice that this information
loss could naturally influence prediction performance negatively.

A linear relationship between the production volume variable and other crop produc-
tion and climate variables such as total cropped area (t), total harvested area (t), average
temperature (◦C) and total rainfall (mm) was proven to exist using corn grain production
data and climate data from the northeast region of the Mexican state of Puebla.

Crop-production predictions can be considered a starting point for the farmers to be
able to make effective decisions in a timely manner based on reliable findings made before
harvesting and even just after planting at the beginning of a production cycle. In fact, the
potential benefits that crop-production predictions could have in planning crop production
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cycles should be assessed in future work. It is clear, however, that for the peasant farming
families in the northeast region of the State of Puebla, Mexico, the possibility of accessing
low-cost technology that allows them to maximize crop production is of great importance,
considering that, in many cases, agricultural production directly represents their primary
source of food.

In future work, a smart peasant farming system should also be constructed based on
the architecture proposed in this work to be able to compile a dataset from crop production
and climate data collected using the set of in-field IoT-based sensors and the mobile
application conceived for that purpose. This will allow us to carry out a validation of our
proposal as a whole. Alternatively, regarding climate data, we should explore the use of
satellite imagery as a possible data source. In fact, the other big challenge that we faced
in this study was the shortage of climate data due to the scarcity of local weather stations
across the selected municipalities of the Mexican State of Puebla.

Additionally, we will study the suitability of using other traditional supervised
machine-learning algorithms and artificial intelligence techniques such as artificial neural
networks to build more accurate prediction models. In this context, we plan to explore
a hybrid supervised/unsupervised machine-learning approach in which clustering al-
gorithms (unsupervised machine learning) are used to automatically label our data and
machine-learning algorithms for prediction are used to make predictions based on the
labeled data [29,30].

Regarding feature selection, we will study the feasibility of solving our prediction
problem using regression techniques that directly reduce the set of predictive variables to
the smaller set of uncorrelated variables, such as partial least squares (PLS) regression and
principal component regression.

Furthermore, we will address the problem of predicting the volume of production of
other crops that are popular in the northeast region of the state of Puebla, Mexico, such as
coffee beans and black beans, including data that allow for capturing climate variability
such as the minimum and maximum temperatures.

Finally, we plan to study the feasibility of integrating semantic web technologies
for knowledge representation and reasoning, and the integration of recommendation
techniques based on these technologies to the proposed architecture to improve the data-
mining process [31,32].
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