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The book focuses on research on intelligent systems supporting the operation of power systems

and other equally complex technical facilities. In the technological development of complex technical

objects such as aircraft, energy systems, medical devices and others, intelligent assistance systems

occupy a special place. Currently, intelligent consulting systems are used to supervise an effective use

of technical objects and to organize their maintenance processes. Intelligent systems are particularly

useful in technical object diagnosis realized by the qualitative assessment of their reliability. That is

especially important for the analysis of highly complex maintenance processes being dependent upon

many variables and impacted by non-linear or stochastic factors/conditions. In such a case, testing

the reliability condition of a technical device as well as selecting tools and methods for renewing the

object (restoration of its operational functions) can be greatly supported by intelligent systems. The

necessity of securing precise and well time-bound maintenance (serviceability) is crucial for technical

objects operating in a continuous mode (energy generation/processing, security systems) or realizing

life-sustaining functions (medical devices, aerospace or automotive/transportation systems).

Special thanks to all the authors involved, and much appreciation for the help of others who

supported the work of my scientific teams.

Stanisław Duer

Editor
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Abstract: The article deals with the estimation of information quality (IQ) in information and
communication technologies (ICT) systems. A number of recent publications were analyzed, as
well as ISO standards concerning quality and information quality. Due to the limitations of the
known methods of estimating IQ, the authors present their own proprietary concept based on
multidimensional and multi-layer modeling using methods of estimating uncertainty. The modeling
proposed in this publication uses sixteen dimensions of quality known from the literature. The
features of dimensions are taken into account as another layer and information states as successive
steps in the IQ model. An example of calculations is also presented in which the mathematical
evidence method used in estimating the uncertainty is extended to the modeling of dependent
elements. The article also presents a simulation based on the presented example. This simulation
shows the assumed dependencies between the output and input values.

Keywords: information quality (IQ); modeling; uncertainty; information and communication
technologies (ICT)

1. Introduction

Nowadays, assessing information quality (IQ) seems to be the first step in assessing a
technical system. This is especially the case when it comes to ICT systems in areas such as
transport, healthcare, or other emergency services, where the safety of people or transported
people and loads frequently depends on the quality of the information provided. Assessing
IQ seems to be the first step in assessing the energy supply of ICT systems too. IQ has been
studied by many institutions worldwide. One of them launched the Massachusetts Institute
of Technology Information Quality (MITIQ) program—an IQ research program carried out
after 2000 at MIT [1]. In publications such as [2], the components of IQ dimensions called
features are mentioned many times, but hardly any indication is made regarding how to
determine these dimensions and features. Additionally, in the ISO 8000 standards [3] there
is no reference to the IQ stored dimensions and how to define them. The authors of this
article propose a method for determining IQ based on a multidimensional model based on
uncertainty modeling. The model takes into account not only the features and dimensions
of quality but also information states, due to which the model enables a comprehensive
description of the entire ICT system.

2. State of the Art

According to the definition given in [3,4], information is knowledge about objects,
such as facts, events, things, processes, or ideas, including concepts that have special
meaning in a specific context, and knowledge that reduces or removes the uncertainty
about the occurrence of a specific event from a given set of possible events. In turn, data
stand for a reinterpretable representation of information that is formalized in a manner
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suitable for communication, interpretation, or processing. This suggests that data are items
of information without a dimension attribute. For example, the detector transmits data
about a measured physical quantity with a specific value, but only the attribute of the
measurement unit transforms the data into information.

IQ can be called a coefficient (or set of coefficients) which indicates the value of IQ.
The definition in the ISO standard includes three components [3]:

1. Syntactic IQ is the degree to which the data conform to a specific syntax;
2. Semantic is the unique and unambiguous conformance between identifiable data

units and the entities represented;
3. Pragmatic quality is conformance with the requirements concerning the use.

In this study, the applied methods enable the determination of IQ both in continuous
modeling, presented as a set of IQ dimensions [2], and in discrete or hierarchical modeling,
but also when divided into categories as in ISO 8000-8 [3]. The applied methods are based
on the calculation of dependent and independent coefficients. This approach enables any
modeling of multi-layer models (including hierarchical models adopted in the aforemen-
tioned ISO standard). Therefore, the rest of this article presents flat IQ models without
categorizing. Such a division does not affect the modeling results of independent elements.
Because these flat models can be combined into larger multi-layer structures which reflect
hierarchical division as well, it can be said that the model described in ISO is one of the
particular forms of multi-layer models.

Based on the work of the ancient philosophers Lao Tsu and Plato [5], the measure of
quality can be expressed as the pursuit of perfection. Figure 1 shows quality improvement
(a term defined in ISO 9000: 2015 [6]) as the pursuit of excellence. The graph in Figure 1
provides the important information that excellence is not achievable. It is the limit of the
infinite quality improvement function. However, subsequent steps in improving the quality
result in quality improvement (a measure of quality) and the approach to perfection.

Figure 1. Improving quality as a pursuit of perfection, Δw1 = Δw2 = Δw3 and ΔIQ1 > ΔIQ2 > ΔIQ3

(own elaboration based on [7]).
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Expressed in mathematical symbols:

lim
n→∞

f (wn) = D (1)

where:
D—perfection;
n—quality improvement steps;
wn—quality measure value string.
Based on Equation (1), it can be assumed that any function converging to some value

at infinity can be a function that describes the quality measure well. The same dependencies
also apply to IQ.

3. IQ Measure

In technical systems, IQ [3] has a large impact on the assessment of the system,
especially when it comes to information systems used in such critical areas as healthcare,
energy, and transport. All data can be affected by various errors that introduce a certain
amount of uncertainty into the information. This uncertainty may indicate to us the IQ.
Hence, the smaller the uncertainty, the higher the IQ. This may concern road traffic control
or the uninterruptible power supply (UPS) of hospital equipment. An example of this is
the communicativeness and legibility of signs controlling road traffic.

In the literature, there are many studies examining IQ. The following are those that
seem to be specific and also characteristic of the subject matter of this article. The main
generator of the publication was a project launched at the Massachusetts Institute of
Technology under the name MIT Information Quality Program (MITIQ) [1]. Publications
related to this project are the most frequently cited references in contemporary IQ studies.
There are also many references to publications from this project in this paper. Two books
are some of the most important items published under the MITIQ project. The first is
“Information Quality” [8]. The book describes the multidimensionality of IQ, how to
measure it, and how to manage it. Difficulties in scaling and interpreting IQ measurements
are also described. This book mentions as many as one hundred and eighteen quality
attributes (features) that can be included in fifteen dimensions of IQ. The second book
published within the MITIQ program worth mentioning in this study is “Introduction to
Information Quality” [2]. The book discusses the basics related to the currently understood
multidimensionality of IQ, which is the basis for the proposed modeling methods in
subsequent sections of this paper. The above-mentioned book also includes an extension of
the previously crystallized view on the multidimensionality of IQ. It was supplemented,
among others, with accessibility, security, and ease of manipulation. The book is the
foundation for the guidelines published in 2010 on the US Department of Justice’s website
regarding IQ.

In 2015, the ISO 8000-8 Information and Data Quality: Concepts and Measuring
standard [3] was published partly as an alternative to the work of MITIQ. The standard
rather modestly refers to what was developed by the MITIQ program, but cites authors from
earlier publications, including the authors of the two above-mentioned books [2,8]. ISO
8000-8 is a set of standards describing the IQ dimensionality and hierarchical classification
of IQ, and includes definitions of basic concepts such as: data, information, metadata, and
data unit. This standard introduces a division of IQ into three main categories: synthetic,
semantic, and pragmatic. It also schematically presents the general principles of measuring
the overall IQ and the specific (subjective) IQ for each category. The model presented there
is quite modest and its description does not reflect the real extent of the problem but only
tries to standardize the approach, which by using the above-mentioned three categories
seems quite limited. In the following sections, the concept of determining IQ is developed
based on a multi-layer quality model. The model described in ISO 8000 is also compatible
with the concept described; namely, it is its special case.

Successive publications appearing worldwide indicate the extent and variety of issues
related to IQ, its determination, and interpretation. Publication [9] is a fine example. This
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publication presents approaches to IQ analysis in data integration framework schemes. It
describes the integrated scheme quality assessment and distributed access to information
systems, focusing on the minimum, consistency, and completeness of information. A
multidimensional model of IQ was used for the evaluation. This approach is quite similar
to that proposed in the following sections, although quite modest.

The publication [10] introduces a new approach to IQ measurement and uses the Six
Sigma (6σ) method to estimate IQ. This approach focuses on continuously improving the
IQ by systematically assessing many of the IQ dimensions. In particular, it deals with the
correlation and the relative importance of the IQ dimensions. Thanks to this method, a
precise and systematic criterion for assessing the quality of information is proposed. This
concept seems quite attractive, but it does not exhaust the complexities of IQ modeling.

The article [11] discusses and analyzes the notion of IQ in terms of a pragmatic philoso-
phy of language. It states that the concept of IQ is of great importance and must be situated
better within a sound philosophy of information. It turns out that much research on IQ con-
ceptualizes IQ as an inherent property of the information itself. A model of multidimensional
IQ was presented, in which twenty-two dimensions were specified (accurate, appropriate,
authentic, authoritative, balanced, believable, complete, comprehensive, correct, credible,
current, good, neutral, relevant, reliable, objective, true, trustworthy, understandable, useful,
usability, valid). These are more than the dimensions used in modeling conducted in the
following sections. However, the modeling proposed in the following sections is open-ended
and can theoretically be applied to an indefinite number of dimensions and may also include
the number of dimensions shown in the article [11].

One of the co-authors (the main co-author) published the first original publications describing
the IQ in 2013 and 2014 [12,13]. The articles present a model for determining IQ based on the
Certainty Factor (CF) in highway telematics. Such modeling usually concerns expert systems or
artificial intelligence. However, in highway telematics systems, the main elements are computer
systems that analyze and process data on vehicle traffic. Modeling assumed multidimensionality
of the IQ. These dimensions are shown as both dependent and independent.

In [14], the authors present the estimation of IQ in various domains. The article
discusses the issues of portability of IQ modeling between domains. This led to the
conclusion that an independent model should actually be created for each domain. The
arguments presented in the following sections of this study lead to similar conclusions. In
the proposed method of multidimensional, open modeling in this article, it is possible to
build such an open model that will enable the description of IQ in many domains.

In 2014, the main co-author published two original works that provide the basis for
this study [15,16]. Both publications were presented at the ESREL (European Safety and
Reliability) Conference in 2014. The first paper [15] discusses the IQ estimation model
of ICT systems based on CF modeling. This modeling practice was typically used in
expert systems or artificial intelligence. Here, however, computer systems that use data
from ICT systems are discussed. CF modeling is one of the methods that allow us to
obtain information about the properties of a system when data about this system are
incomplete. The model helps identify and locate the weakest system components that have
a disastrous effect on IQ. The second publication [16] is a continuation of the previous
works [12,13] involving the determination of IQ in various systems. When describing IQ,
several basic dimensions were defined, such as: availability, actual value, completeness,
reliability, flexibility, form, importance over time, accuracy, reliability, selectivity, and
importance. One of the features of IQ dimensions was determined. The CF-modeling and
Dempster–Shafer mathematical evidence methods were used.

The discussion on this topic was extended by the co-authors at the next ESREL 2015
conference [17]. The publication demonstrated that modeling the uncertainty of IQ can
be achieved using the mathematical evidence theory as in the publication from ESREL
2014 [15,16]. While in the case of independent sources influencing the IQ, the use of
evidence theory is quite simple, in the case of dependent sources, this modeling is not
possible. This work proposes a method of determining the IQ for dependent sources (a
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serial model). A two-layer model consisting of dependent and independent elements
was presented. This multi-layer modeling became the basis for the models shown in the
following sections of this study.

A different approach can be seen in the study described in [18]. It attempts to investigate
the importance of many information dimensions in measuring the IQ from the user’s point
of view. The article provides a detailed analysis of the nature and importance of the various
dimensions of IQ and their differences depending on the context and user demographics.
This is an approach that takes into account only the subjective dimensions of IQ.

The next work [19] presents the issues of IQ measurability. The article examines
the reasons underlying the differences in the measurability of IQ. Using the structure of
Gigerenzer’s “building blocks”, it was hypothesized that the feasibility of using a set of
heuristic principles when assessing different IQ dimensions is a key factor influencing the
inter-rater agreement (content moderators) in IQ judgments. This method was used to
assess IQ in Internet resources.

Alternative approaches to understanding and modeling IQ that typically involve
a particular approach or partial quality assessment have been described above. The
publications below display how IQ can be measured. This issue has been examined not
only for studies related to technical systems.

In [20], the methodology for assessing the IQ for fifteen dimensions was defined and
arranged in groups. The proposed methodology for IQ assessment (AIMQ) as a whole
provides a practical tool for measuring IQ for an organization. It can apply at various
organizational levels, such as the financial industry, healthcare, and manufacturing. The
methodology is useful in identifying IQ issues, prioritizing areas of IQ improvement, and
monitoring IQ improvements over time. This article presents a method that allows the IQ
to be assessed in a hierarchical practical model arranged in groups. Such modeling usually
has limitations; for example, such a model cannot be open because it is limited by groups.
It has the same restrictions as the model described in ISO 8000 [3].

The article [21] presents a method that can be used in measuring the IQ of Internet
resources. The presented method of measuring the IQ was limited to sixteen criteria, which
partially overlapped with the dimensions presented in [2]. The method was based on
four successive steps with repetitions of sections. The content of websites, traffic volume,
understanding, and feedback were examined, which means that this method enables the
measurement of the quality of both information content and the quality of the medium
that the Internet is.

A different approach was presented in [22]. It attempts to indicate the best method
of quality measurement yet, assuming that it is the definition of quality that imposes the
measurement methodology. The paper includes a literature review and detects flaws in the
methods presented there in the form of omitting the variability of requirements over time
and different meanings of quality features. A method was proposed based on the division
into analytical and synthetic measurements.

The study in [23] proposed the quality assessment on two levels. A quality assessment
based on an information decomposition of the fusion system in its elementary modules
was planned. The first (global), which describes the entire information fusion system, and
the second (local), for each elementary module. The method was based on the multidi-
mensionality of the IQ, and the fusion was performed by estimating the Bayes’ subjective
probability. The method seems very complicated, which limits its use.

The following article, [24], presented an IQ model that shows how to understand IQ
in the context of systems and also how to determine some common IQ indicators. The
importance of predicting and modeling the IQ was also described. Building information
chains automatically to meet the expected IQ was suggested. The limitation of this method
is the application of chains that prevent the use of more complex structures.

Uncertainty modeling to determine IQ occurs very rarely in the literature. One of the
few examples which do not belong to the authors of this paper is [25] and describes the
relationship between IQ and uncertainty modeling. Information uncertainty was presented
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as part of the IQ model. This type of approach seems to be very attractive, as shown in the
following sections. However, the article does not develop a method into full IQ modeling
using uncertainty modeling.

Summarizing the above-mentioned publications, it seems obvious that there is no
specific method for determining the IQ, especially in technical systems. The authors of this
article are trying to fill in the lack of such a study. Another disadvantage of the methods
proposed above is the fact that they are often limited to a specific model. That is, the
lack of openness in modeling to new dimensions of quality or their features. Another
restriction of the presented methods is often the dependence on individual groups of IQ
dimensions, which limits the flexibility of modeling and confines this modeling to selected
dimensions. Another limitation is the frequent omission of the possibility of multi-level
modeling with even the simplest, minimal division of quality dimensions into features.
There is also no link between the IQ and its subsequent states. The authors make an attempt
to eliminate all these limitations in this study, presenting a multi-layer model of IQ using
uncertainty modeling and taking into account information states known from the literature.
The article uses the mathematical evidence method as an example of uncertainty modeling
used to determine the IQ. In the following sections, in addition to the description of the
method, an example of calculations for the selected model and the simulation of the model
results depending on the input coefficients are also presented. A similar approach was
presented by the main co-author in [7,26–29]. Applying the presented approach to the
assessment and analysis of other systems by assessing reliability or risk, as presented in the
works [30–32], is also expected. To use the modeling presented here in various other types
of technical system assessments, such as diagnostics [33], risk assessment related to road
and rail signaling [27,34], and development-related applications [35], seems possible too.

4. Research Problem and Research Methodology

On the one hand, in the definition of the problem, the information quality dimensions
can be distinguished, which depend on their features. On the other hand, there might
appear information states, which depend on the structure of the ICT system. In order to
model information quality, a flat model of sixteen quality dimensions presented in [2] has
been adopted [7,8,27]. This model exhibits great elasticity and enables us to define the
features of quality dimensions and also to subordinate the dimensions from these features.
This model applies the quality dimensions, which are presented in Table 1 and in Figure 2.

Table 1. Quality dimensions. Based on [7].

No. Name of the Dimension Dimension’s Interpretation

1 Availability (Dav) This dimension determines the possibility of exploiting the ICT element on demand in a given time and by using an
authorized process. This dimension is directly related to the security of information.

2 Appropriate amount of data
(Daad)

This dimension determines what amount of data are appropriate to enable task execution and simultaneously indicates
that the given amount is sufficient and that more data could decrease the quality of information.

3 Believability (Dbel)
This dimension determines the degree to which information reflects reality. It can also be related to the believability of

the source of information.
4 Completeness (Dcom) This dimension determines whether the data are sufficient to execute a particular task.
5 Concise representation (Dccr) This dimension determines the degree to which data are represented.
6 Consistent representation (Dcsr) This dimension determines the degree to which data are represented with the same size.
7 Ease of manipulation (Deom) This dimension determines how easy it is to process these data for different task applications.
8 Free of error (Dfoe) This dimension determines to what degree data are free of error.
9 Interpretability (Dinter) This dimension determines the degree to which data are clear and represented in appropriate languages and symbols.
10 Objectivity (Dobj) This dimension determines to what degree data are not subjective, i.e., limited to a narrow scope.
11 Relevancy (Drelev) This dimension determines the degree to which the data are applicable to this particular task.
12 Reputation (Dreput) This dimension determines the degree to which data are evaluated for their source and content.
13 Security (Dsec) This dimension determines the limitation of data access in order to ensure security and protect from unauthorized access.
14 Timeliness (Dtim) This dimension determines the degree to which data are available on time in order to execute the task.
15 Understandability (Duns) This dimension determines the data’s understandability.
16 Value-added (Dvadd) This dimension determines the advantages of exploiting data and whether the data are beneficial for task execution.

The second element which demands modeling is the structure of the ICT system.
One can encounter in the literature many models describing diverse information states in
systems. The ones mostly elaborated on occur in [36], where they are called information
processes. The following types of information processes can be specified: generating,
collecting, storage, processing, transmission, sharing, and interpreting (Figure 3).
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Figure 2. Information quality dimensions. Own elaboration based on [7].
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Detectors and 
data sources 
(generating)

Humans and the 
collecting applications

(collecting)

Data transmission 
equipment and  

devices 
(transmission)

Data access devices 
(sharing)

Data receivers: 
humans or AI 
(interpreting)

Databases and BigData 
systems
(storage)

Processing and 
analyzing applications 

(processing)

AI

Figure 3. States related to registration and data transmission in an ICT system. Own elaboration based on [7,27,29].

Each of the seven above-named information states is a consecutive element influencing
IQ. Thus, a formula can be devised in the following way:

IQ = f(w11,w12, . . . ,w1m, w21,w22, . . . ,w2m, . . . wnm) (2)

where:
m—the number of dimensions, IQ components (equals 16 according to Table 1);
n—the number related to registration and data transmission in an ICT system (equals

7 according to Figure 3);
w—a variable determining the influence of the particular dimension (e.g., range of

values [0,1]).
The general form of the matrix:

IQ =

⎡
⎢⎣

w11 · · · w1m
...

. . .
...

wn1 · · · wnm

⎤
⎥⎦ (3)

As it has been mentioned before, searching for a method to determine IQ dimensions
appears obvious. Figure 4 presents the positioning of the quality dimensions features in
respect to the dimensions themselves. It is worth noting that the dimensions as such can be
completely independent, yet their features can be shared between the dimensions. This
means that one feature can influence many IQ dimensions. For example, dimensions (see
Table 1) no. 3 (believability) and no. 8 (free of error) can have mutual determining features,
e.g., errors of transmission or of data storage, which constitute the information (Figure 5).
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Figure 4. A diagram of IQ model extension with its dimension features. Own elaboration.
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Feature 4

Feature 3

Feature 2

Feature 1

Feature 1

Feature 2

Feature 5 Feature 6

Feature 5

Feature 3

Dimention 1 Dimension 2 Dimension 3

Figure 5. A diagram showing dependencies between dimensions on the features layer. Own elaboration.

Figure 6 presents a universal diagram of an IQ model for an ICT system taking into
account information states, IQ dimensions, and their dimension features.

e1.1

e1.2

e1.k

 

Figure 6. A diagram of IQ model extension. Own elaboration based on [7].
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A method to establish the value of factors of quality dimension features served
as a method devised to determine IQ dimensions in publication [17]. This method is
based on uncertainty modeling using mathematical evidence and dependent relations in
serial models.

Taking into consideration what has been so far described in this study, when determin-
ing the IQ of a chosen ICT system, one should follow the flowchart in Figure 7. The first step
is the choice of stages of information of the given ICT system on the basis of Figure 3 (first
step in Figure 7). The second step is the choice of IQ dimensions on the basis of Figure 2 or
Table 1. At this point, all dimensions can be taken into account, but this will complicate
the calculations. Generally, it is not necessary to include all IQ dimensions presented in
Table 1 to determine the IQ of a chosen system. In the third step, the features of the chosen
dimensions (Figure 4) should be selected allowing for the fact that one feature can affect
several dimensions (Figure 5). According to the literature [2], over one hundred and thirty
features can be assigned to the presented sixteen dimensions. Only those features that have
a significant impact on IQ, as in the example, should be selected. In the fourth step, it is
possible to decide which of the information stages for the evaluated ICT system will be
multiplied (Figure 6). The penultimate step is to create a model or models to describe the
impact of subsequent elements on the IQ. The last step is the calculation leading to one
final IQ indicator. This sequence is used in the example in Section 7.

 

Figure 7. Flowchart on the basis of the described method. Own elaboration.
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5. Uncertainty Modeling on the Basis of the Theory of Mathematical Evidence

In the theory of mathematical evidence, it is possible to synthesize information for
individual elementary probability measures. They can be synthesized even if they are
contradictory or come from different sources [16,17,26,27,37,38]. This enables the synthesis
of independent information. Such a synthesis can be defined by the formula:

m3 =
∑Ai∩ Bj=C

(
m1(Ai) · m2

(
Bj

))
1 − ∑Ai∩ Bj=∅

(
m1(Ai) · m2

(
Bj

)) (4)

where A, B, and C—sources of observation that represent subsets of the set Θ; m1 and
m2—sets of masses; and m3—a new set of masses, defined by Dempster as a certain degree
of faith or subjective probability [37].

This synthesis is called the Dempster combination rule [27,38]. The Basic Belief
Assignment (BBA) function is defined as follows:

m : 2Θ → 〈0, 1〉
m[∅] = 0

∑
A⊆Θ

m(A) = 1
(5)

Belief, abbreviated as Bel ∈ [0,1], measures the strength of the obtained observations
supporting the belief that the set of hypotheses is true.

Bel(A) = ∑
B⊆A

m(B) (6)

Plausibility, abbreviated as Pl ∈ [0,1], determines to what extent the belief about the truth
of A is limited by the supporting evidence ¬A.

Pl(A) = ∑
B∩ A �=∅

m(B)

Pl(A) = 1 − Bel(¬A)
(7)

Doubt, in short Dou ∈ [0,1], measures the strength of the obtained observations supporting
the doubt as to the authenticity of the examined set of hypotheses.

Dou(A)= 1 − Bel(A) (8)

Disbelief, abbreviated as Dis ∈ [0,1], determines the extent to which the doubt of A’s
authenticity is limited by the supporting evidence of ¬A.

Dis(A)= 1 − Pl(A) (9)

The combination rule affects the belief function and can be expressed like this:

Bel1 ⊕ Bel2(A) = ∑
B⊆A

m1 ⊕ m2 (A) (10)

6. Multi-Layer Modeling of Uncertainty Using the Hybrid Method

Multi-layer modeling demands serial connections (dependents). A mathematical
description of dependent sensors which record observations was suggested in [39]. The
study resulted in a formula based on a Cartesian product in the form of:

m = m1 ⊗ m2 ⊗ . . . ⊗ mn (11)

where m1, m2 . . . mn—sets of masses; m—new set of mass.
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Yet, in the case of the modeling presented in this article, the hypothesis factors on
the dependent layer will be described on a single dimension. Thus, the formula can be
simplified as follows:

m3 = m1 · m2 (12)

7. Method Demonstration

To demonstrate the method, a program was written simulating some features of one
of the IQ dimensions, and the target final quality value for the model of the IQ ICT system
is presented in Figure 8. This software was created by Marek Stawowy, one of the authors
of this article. The software under the name DSHyb enables calculations for uncertainty
models applying DS (mathematical evidence) and the hybrid method. From Figure 8, it
is evident that the model was restricted to two states of information of an ICT system.
State e1 stands for the state of information transmission, and state e2 stands for the state of
information interpretation.

 
Figure 8. Model of ICT system quality as used in the example. Own elaboration.

The model of IQ state e1 presented in Figure 9 includes three IQ dimensions:

e1

e1a

e1b

e1c

Figure 9. Model of IQ state e1. Own elaboration.

e1a—appropriate amount of data;
e1b—believability;
e1c—error free.
The model of dimension e1c presented in Figure 10 includes four dimensions features:
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e1c

e1cc

e1ca

e1cb

e1cd

Figure 10. Model of IQ dimension e1c. Own elaboration.

e1ca—correct information transmission;
e1cb—transmission of faulty data;
e1cc—data assignment to attributes failure;
e1cd—wrong attributes.
Table 2 presents values that are assigned to the model of IQ dimension in Figure 9.

Table 2. Values assigned to the quality dimension features for the model presented in Figure 9.
Own elaboration.

Observation Value

e1ca 0.99
e1cb 0.001
e1cc 0.002
e1cd 0.0005

A table is the clearest way of presenting calculations for independent elements using
the theory of mathematical evidence. Thus, presented in this form, it is possible to show
dependencies in observation tables, as shown in Tables 3–6.

Θ={e1ca,e1cb,e1cc,e1cd} (13)

m1 (Θ) = 1 (14)

Table 3. Observation e1ca.

m2 ({e1ca}) = 0.99
m2 (Θ) = 0.01

m2 ({e1ca}) m2 (Θ)

m1 (Θ) m3 ({e1ca}) m3 (Θ)

Table 4. Observation e1cb.

m4 ({e1cb}) = 0.001
m4 (Θ) = 0.999

m4 ({e1cb}) m4 (Θ)

m3 ({e1ca}) m5 ({Ø}) m5 ({e1ca})
m3 (Θ) m5 ({e1cb}) m5 (Θ)

14
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Table 5. Observation e1cc.

m6 ({e1cc}) = 0.002
m6 (Θ) = 0.998

m6({e1cc}) m6 (Θ)

m5 ({Ø}) m7 ({Ø}) m7 ({Ø})
m5 ({e1cb}) m7 ({e1cb}) m7 ({e1cb})
m5 ({e1ca}) m7 ({Ø}) m7 ({e1ca})

m5 (Θ) m7 ({e1cc}) m7 (Θ)

Table 6. Observation e1cd.

m8 ({e1cd}) = 0.0005
m8 (Θ) = 0.9995

m8({e1cd}) m8 (Θ)

m7 ({Ø}) m9 ({Ø}) m9 ({Ø})
m7 ({e1cc}) m9 ({e1cc}) m9 ({e1cc})
m7 ({e1cb}) m9 ({e1cb}) m9 ({e1cb})
m7 ({e1ca}) m9 ({Ø}) m9 ({e1ca})

m7 (Θ) m9 ({e1cd}) m9 (Θ)

Tables 3–6 show the subsequent stages of mass calculation. As a result, mass m9 with
the index e1ca indicates the Bel result (e1ca).

Bel (e1ca) = m9 (e1ca) (15)

The determination of the Bel value can also be presented in the form of a matrix.
A detailed example of such an operation can be found among others in the following
publications: [17,27].

Having assigned the value with the use of the hybrid method described above and
in [17,27], e1c = Bel (e1ca) = 0.9801.

Table 7 presents values that are assigned to the model of IQ dimension in Figure 8.

Table 7. Values assigned to the quality dimensions for the model presented in Figure 8. Own elaboration.

Observation Value

e1a 0.88
e1b 0.91
e1c 0.9801

Having assigned the value with the use of the hybrid method described in [17,27] and
the example for calculating e1c, e1 = 0.99944.

Table 8 presents values that are assigned to the model of IQ states in Figure 7.

Table 8. Values assigned to the information states for the model presented in Figure 7. Own elaboration.

Observation Value

e1 0.99944
e2 0.98

In this case, the elements are dependent (serial), so Equation (12) must be applied.
Thus, h = e1 · e2 = 0.97945.

This value will be the IQ coefficient of the ICT system presented in the above example.
As in the articles [17,29], below is presented a simulation of IQ depending on the

positive observation e1ca (Figure 11) and negative e1cb (Figure 12). In order to obtain a
visualization of IQ dependency change as a function of one of the IQ dimension features, a
simulation was performed for the e1ca (observation with a positive influence on the IQ)
value with a range between 0.05 and 0.99. The results of this simulation are presented in the
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form of a diagram in Figure 11. As a result of the simulation, an approximate relationship
was obtained, which is presented as an expected graph in Figure 1.

 
Figure 11. IQ dependency graph as a function of one of the IQ features, e1ca. Own elaboration.

 
Figure 12. IQ dependency graph as a function of one of the IQ features, e1cb. Own elaboration.

In order to obtain a visualization of IQ dependency change as a function of one of the
IQ dimension features, a simulation was performed for the e1cb (observation with negative
influence on the IQ) value with a range between 0.001 and 0c. The results of this simulation
are presented in the form of a diagram in Figure 12.

8. Conclusions and Summary

This article proposes a method for determining the quality of information (IQ) founded
on a multidimensional model based on uncertainty modeling. The model takes into account
not only the features and dimensions of quality but also information states, thanks to which
the model enables a comprehensive description of the entire ICT system. Therefore, the
presented method allows determining multi-layer dependencies both dependent and
independent (serial and parallel) in complex IQ models of ICT systems consisting of
information states, IQ dimensions, and features of these dimensions. Due to this method, it
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is possible to narrow down the IQ of the ICT system to one indicator, which can also serve
as an evaluation of the system. This article also describes an example and a simulation of
the influence of the IQ dimensions on the ICT system IQ. The example uses mathematical
evidence as a method to estimate the uncertainty of independent elements extended by
the calculation of dependent elements. As a result of the simulation, an approximate
relationship is obtained, which is presented as expected (Figures 1 and 11). The next stage
in the development of this method might be the application of other ways of modeling
uncertainty, because the theory of mathematical evidence is of little practical use in multi-
element models. This results from the fact that complications in calculations grow rapidly
with regard to the number of independent objects in the model. A different direction for the
development of the method presented in this study is devising new methods of calibration
depending on the requirements of the given system.
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Nowakowski, T., Młyńczak, M., Jodejko-Pietruczuk, A., Werbińska–Wojciechowska, S., Eds.; CRC Press/Balkema: London, UK,
2015; pp. 2329–2333.

17



Energies 2021, 14, 5549

16. Stawowy, M. Model for information quality determination of teleinformation systems of transport. In Safety and Reliability:
Methodology and Applications—Proceedings of the European Safety and Reliability Conference ESREL 2014; Nowakowski, T., Młyńczak,
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Abstract: This research paper discusses issues regarding the impact of temperature on the tripping
thresholds of intrusion detection system detection circuits. The objective of conducted studies was
the verification of a hypothesis assuming that the variability of an intrusion detection system’s
(considered as a whole) operating environment temperature can impact the electrical parameters
of its detection circuits significantly enough so that it enables a change in the interpretation of the
state observed within a given circuit fragment from the state of “no circuit violation” to “circuit
violation”. The research covered an intrusion detection system placed in a climatic chamber with
adjusted temperature (−25.1 ÷ +60.0 [◦C]). The analysis of the obtained results enabled determining
the relationships that allow selecting detection circuit resistor values. It is important since it increases
the safety level of protected facilities through proper resistor selection, thus, correct interpretation of
a detection circuit state.

Keywords: intrusion detection system; detection circuit; temperature; tripping thresholds; climatic
chamber; temperature characteristics; diagnosis reliability

1. Introduction

The document National Critical Infrastructure Protection Program includes 11 systems
as part of the critical infrastructure in the Republic of Poland. They are of crucial importance
to the security of the state and its citizens. Their correct functioning ensures efficient
operation of public administration authorities and the entrepreneurs. Critical infrastructure
includes the following systems [1]:

• supply with power, power raw materials and fuels [2,3],
• communications,
• ICT networks,
• financial [4],
• food supply,
• water supply,
• health care,
• transport [5,6],
• emergency services,
• ensuring continuity of the public administration operation,
• production, deposition, storage and the use of chemicals and radioactive substances

(including pipelines with hazardous substances).

One of the most important systems is transport. According to [1], it is the displacement
of people, cargo (transport subject) in space, using appropriate means of transport. An
efficient transport system is one of the pillars of a modern country [7]. Therefore, it
is important to ensure security of objects (both stationary and mobile) participating in
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the transport system [8,9]. This is achieved by using, among others, electronic security
systems [10,11].

Electronic security systems are composed of the following systems distinguished
depending on the detected threats. These are:

• intrusion detection systems [12,13],
• access control systems [14,15],
• CCTV system [16],
• fire alarm systems [17–19].

The use of correctly designed alarm transmission systems [20–22] (including com-
munication between vehicles and infrastructure [23]), which enables sending information
from individual systems to an alarm receiving center [24] (including fire alarm system [25])
is also important.

The authors of this research paper discussed issues regarding the impact of temper-
ature on the tripping thresholds of intrusion detection system detection circuits. This
is an important issue in terms of protecting transport objects since they function under
difficult environmental conditions [26–28], including the presence of high temperature
variability [29]. Therefore, the issue of correctly defining, which state of the system can
be deemed permissible or unacceptable from the point of view of security of an intrusion
detection system (IDS) is important.

Wired alarm systems make the decision on recognizing an alarm based on analyzing
a number of signals received via detection circuits from a wide range of sensors that can
be used [30]. The most important examples of sensors include motion detectors (PIR-
Passive Infra-Red and dual), magnetic, and others. The fact of them recognizing a factor
classified as a threat (human presences, door and window opening, detection of gases
harmful to human health and life) are signaled by a change of its electric parameters (most
usually resistance), hence, the electric properties of the very detection circuit. The set of
distinguishable threat states (e.g., alarm, sabotage, etc.) is defined by the number and
manner of connection between EOL resistors and a given sensor. In consequence, the
following configuration are distinguished: NC (Normally Closed), NO (Normally Open),
EOL (End of Line), and 2EOL (alternatively DEOL—Double End of Line), which can also
appear in NC and NO variants. From a practical perspective, alarm central units control
the circuit state most usually through measuring the voltage drop across known resistances,
which include EOL resistors, among others. A certain voltage range corresponds to each
of them in a given configuration. The range can be translated to a proportional margin of
permissible resistance values of the used EOL resistors.

The resistor, besides its natural feature—nominal resistance, is characterized by its
tolerance coefficient, which results from the manufacturing spread. Their values are applied,
in different form, virtually onto every currently manufactured resistor in the Through-Hole
Technology (THT). Other important parameters, besides the aforementioned ones, include
maximum power that can be generated within a characterized passive element, and also
the often-forgotten temperature coefficient, which defines the nominal resistance power
that can change per each temperature change of 1 [K].

The manufacturers of intrusion detection systems define their own preferred nominal
values for EOL resistors. The most popular include: 1.1 [kΩ], 2.2 [kΩ], and 5.6 [kΩ]). It is
not uncommon for a new IDS to be factory-fitted with a strip of several (usually approx.
15) aforementioned electronic elements in the layered technology. A photographic example
of the said subassemblies is shown in Figure 1. Selected alarm systems permit the use of
any EOL resistor values falling within a range specified by its manufacturer.

20



Energies 2021, 14, 6851

 

Figure 1. Typical layered EOL resistors fitted as equipment for intrusion detection systems (IDS).

2. Literature Review

The impact of temperature on the functioning of common-use electronic equipment
digital systems was known to the authors of this article to have been previously discussed
in publications. Such examples include [31], the authors of which discussed a temperature
analysis involving the reliability of key electronic subassemblies on a PCB. This enabled
optimizing the arrangement of electronic subassemblies based on temperature modelling
using the Finite Element Method (FEM) using Ansys software. The developed method does
not change the external cooling state, but leads to reduced maximum PCB temperature,
thus improving reliability indicators.

A similar approach was presented in [32], with a proposed original temperature
imaging platform dedicated to monitoring temperature distribution on the surfaces of
PCBs in small electronic devices and systems. A thermal imaging system using the Arduino
platform and an IR temperature sensor were used to this end. This makes the method
inexpensive and accessible.

The authors of [33] also elaborated on the temperature distribution in electronic de-
vices with natural air cooling. The conducted analyses enabled developing a mathematical
model for mass and thermal characteristics, which contains equations defining the optimal
number of printed-circuit boards, distances between the boards, and rail width. However,
it does not take into account connections with peripherals.

An important issue when determining the impact of temperature on the functioning of
a studied system is taking into account a relevant temperature sensor and test circuit
selection. Such considerations are included in [34]. The authors described dynamic
reliability tests involving the temperature properties of electronic subassemblies. The article
focuses on suggesting a measuring system for dynamic high-temperature measurements
of electronic systems. Particular attention was given to the issue of the temperature sensor
and signal interference arising from the application of long measuring cables from the
sensor to signal conditioning and processing devices. Temperature compensation was
yet another aspect of the measurements. Most usually, a studied system or device, or its
temperature to be more precise, is in reality higher than that of the measuring space, since
the internal electronic device is also a heat source. This can lead to a measurement error.
The authors of this article minimized such errors.

The issue associated with the impact of temperature on the functioning of electronic
devices is very important in terms of the security of protected property and information.
Discussions in this aspect were included in [35], which analyzed the possibility of a
thermal attack of cryptographic devices and electronic modules. In order to protect logic
circuits against functional errors due to operation in temperatures exceeding the operating
range permitted by the manufacturer, the authors suggested a prototype of an active
PCB tamper system with temperature monitoring. This is a solution beneficial to system
arranged on a PCB, however; it does not protect detection circuits. Similar discussions
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were presented in the elaboration [36], with focus on PCBs themselves and the application
of dedicated paths (so-called conductive mesh). The issues associated with a thermal attack
on electronic devices of security systems are significant, which is why the authors of this
article focused on determining the impact of temperature on the tripping thresholds of IDS
detection circuits.

Another important problem in ensuring adequate reliability of electronic systems is
the application of appropriate solder. Deliberations in this area are included in [37], the
authors of which conducted low-temperature reliability tests of lead solder. Such solder is
used in specialized electronic devices (industrial, military, medical, aeronautics), whereas
other consumer electronics utilizes lead-free solder. The publication [38] also contains
discussions on temperature fatigue testing of the elements installed in the Package-on-
Package (PoP) technology. Reliability was determined through monitoring resistance for
test PCBs placed in a climatic chamber.

The work [39] describes climatic resistance testing of heating layers integrated in PCBs
during climatic tests. The study involved climatic tests of trial PCBs with integrated “un-
derfloor heating” aimed at preventing condensation on soldered electronic systems under
specific climatic conditions. The authors conducted experiments in a climatic chamber also
in the case of determining the impact of temperature on the tripping thresholds of IDS
detection circuits.

The issue of ensuring adequate reliability of electronic devices already at the engineer-
ing stage is approached in numerous studies. Ref. [40] presents a method for increasing
reliability of electronic subassemblies through analyzing electric, temperature and mechan-
ical load reserves at an early engineering stage of the electronic device, based on ASONIK
software. It is important to take into account maximum permissible temperatures, and
vibration and shock accelerations in electronic components.

The aspects in terms of the quality of information [41] transmitted from to the device
from sensors are also crucial when analyzing the impact of temperature on the tripping
thresholds of IDS detection circuits. Artificial neural networks are used in some scientific
studies regarding reliability and operation [42,43]. The functioning of an intrusion detection
system detection circuit is also impacted by vibrations [44–46] but they were not included
in the tests covered by this article.

Despite so many works in the field of the impact of temperature on the functioning of
digital systems, there are no deliberations directly addressing the impact of temperature
on the tripping thresholds of IDS detection circuits. For this purpose, the authors of this
article conducted tests in this regard.

Electronic security systems, due to their particular objectives they must fulfil and the
entailing high responsibility, must be characterized not only by high reliability in terms of
the hardware [47–49], but also understood as a decision on the security of a monitored area,
created based on data collected previously from the aforementioned sensors. It should
be noted that, in the context of the described studies, especially the second of the afore-
mentioned aspect may be considered as a diagnostic and measurement issue. Monitoring
the voltage drop across a specific reference resistance, which includes, among others, EOL
(parametric) resistors determines a diagnosis in one of the following forms—violated de-
tection circuit, non-violated detection circuits, and sabotaged detection circuit. For obvious
reasons, the manufacturers of the analyzed group of electronic systems do not publish
information on the reliability and efficiency of their solutions. On one hand, this is deter-
mined by the desire to protect their intrusion detection systems against the disclosure of
their potential vulnerabilities and suggesting potential intruders to concentrate their efforts
on other areas. Whereas from the perspective of people and property monitored by an
IDS, it seems to be a non-transparent approach, which forces a consumer to entrust his/her
property, and also health, in extreme cases, solely based on manufacturer’s assurances
regarding the effectiveness of the offered system, which may or may not be supported by
arguments, verified and confirmed via experiments.

22



Energies 2021, 14, 6851

3. Materials and Methods

The baseline test configuration of a detection circuit within the conducted experiments
was EOL, the structure of which is shown in Figure 2. This decision was determined by the
fact that it is the simplest topology, which includes EOL resistors, resulting unfortunately in
a lower number of distinguished detection circuit states, compared to the 2EOL variant [30].

 

Figure 2. Structure of a parametric detection circuit of and EOL-type NC and NO IDS.

The experimental system used was an Integra 64 control panel, hardware version 1.4 B,
by a Gdańsk-based manufacturer—Satel sp. z o.o. Terminal blocks (also known as KEFA
connectors) located on the PCB (Printed Circuit Board) of the IDS were coupled with, via
2.6 m (8.53 [ft]) long category 5 Alcatel Data Cable UTP flex 4PR patchable 7x.07 network
cable, an INT-KLCD-GR keypad, in accordance with the guidelines in the manufacturer’s
manual, taking into account the instruction for the clock signal and data line not to be
routed via cables within the same twisted pair [30]. The keypad was fitted with a hardware
programming interface marked USB-RS. According to the manufacturer’s guidelines, the
unused programmable HV outputs of the control panel were loaded with 2.2 [kΩ] resistors
included in the set. The main supply path was fed by a TRZ 50/20 transformer by Pulsar
sp. j. No additional power source in the form of a maintenance-free gel battery was used.
Physical terminals of the first detection circuit, via a ca. 2.58 m (8.46 [ft]) long cat. 5 AT&T-I
Systimax 1061c 4/24 cm cable, with a universal multi-contact PCB. In the course of the
tests, it was coupled with a factory-ready EOL resistor with a resistance of 2.2 [kΩ] and
a tolerance of 5% or a hard-wired, precise, 10-rotation WXD3-13-2W potentiometer by
Chengdu Guosheng Technology Co., Ltd., with a nominal value of 4.7 [kΩ], 5% tolerance,
and rated power of 2 [W]. The physical connectors of the second detection circuit were
directly fitted with a factory-supplied layered EOL resistor with a value of 2.2 [kΩ] and a
5% tolerance.

In addition to the aforementioned elements, the authors prepared a 2.67 m (8.76 [ft])
section of a cat. 5 AT&T-I Systimax 1061c 4/24 cm network cable. The two subsequent
pairs of which had soldered factory-supplied layered EOL resistors with a tolerance of 5%,
and nominal values of 2.2 [kΩ] and 1.1 [kΩ], respectively.

The motherboard of the intrusion detection system subject to experiments, fastened
together with a transformer to a housing, was placed in a Lab Event L C/100/70/10
climatic chamber by Weiss Technik GmbH. A system keyboard with a communicating
programming interface, detection circuit coupled with a universal multi-contact board and
a network cable with soldered test EOL resistors, as well as an IDS supply cable were routed
out of the chamber via temperature-tight technical bushings. The programming interface
was also coupled to a computer with installed GuardX software of the manufacturer,

23



Energies 2021, 14, 6851

intended for alarm system management [30]. The view and a block diagram of the test
bench was presented in Figures 3 and 4.

 

Figure 3. Test bench for studying the impact of temperature on the tripping thresholds of intrusion
detection system detection circuits.
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Figure 4. Block diagram of a test bench for studying temperature characteristics of layered EOL
resistors and the impact of temperature on the resistance thresholds that determine the security states
of IDS detection circuits.

The measurements were taken as per the following methodology [50–55]. A desired
temperature in the non-stop operating mode was entered on the control panel of the climatic
chamber. The aforementioned function results in the device prioritizing reaching and
stabilizing the preset temperature in the measuring space as fast as possible, while omitting
the humidity parameter and its potential variability [50]. Next, the researchers waited until
the temperature inside the chamber stabilized, with the least possible deviation. It should
be noted that the available equipment, besides striving to achieve declared temperature,
also ensures compensation of the heat generated by the DUT (Device Under Test) located
within the measuring space. For this reason, the authors discarded connecting a backup
power source in order not to unnecessarily burden the IDS control panel with the need to
load a battery, which would lead to intensified heat dissipation, resulting in the chamber
having to taken on its additional compensation. Summing up, the tested intrusion detection
system was to operate based on the simplest possible configuration, so that the emitted
heat was the lowest, which should shorten the time of reaching and stabilizing the preset
temperature by the climatic chamber.

The next step involved measuring the resistance of two layered EOL resistors located
in the temperature-stabilized measuring space using a Fluke 289 digital multimeter.

Next, the universal contact board was coupled with a detection circuit and a layered
EOL resistor with a nominal value of 2.2 [kΩ] and a 5% tolerance. The computer run
GuardX software that can be used to monitor and visualize security states of individual
circuits within a tested IDS in real time. No violation of the aforementioned system
fragment is depicted by a square filled with grey color. The violation (detection circuit
resistance above or below the threshold value) is announced by a change in the box color to
green. When the violation time exceeded a set limit, the application signaled the described
event with information on failure due to prolonged violation and through alternatively
changing the color of the square from grey to orange. Characterized situations are shown
in Figure 5. The presence of an EOL resistor on the contact board is equivalent to lack
of detection zone violation. Removing this element led to the intrusion detection system
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interpreting this phenomenon as a circuit violation. Remounting the subassembly into the
universal contact board resulting in changing the detection zone status from “no violation”
both after violation and when the resistor was installed after a prolonged period of time
that was announced as a failure situation.

 

Figure 5. Visualization of the states—no violation, violation, long violation visualized via GuardX
software for managing Satel alarm control panels.

The course of the experiment involved repeated use of a Fluke 289 digital multimeter to
determine and then record a specific resistance of the multi-turn potentiometer uncoupled
from the circuit. Next, the EOL resistor was removed from the multi-contact board, which
was immediately communicated as detection circuit violation. A potentiometer with a
preset resistance value was used to replace the resistor, remembering about preceding
this operation with uncoupling the ohmmeter. The response of the system was then
observed and the conclusions recorded. The verification of IDS decision on the state of a
detection circuit for each of the potentiometer setting at a preset operating temperature
point was checked four times. The entire described sequence of operations was repeated
after changing the operating temperature point of the climatic chamber measuring space.

In the event of declaring a detection circuit as EOL, the programming app for Satel
systems (DloadX) does not distinguish between the NC and NO variants [30]. This is due
to the use of upper and lower resistance thresholds, between which there is a manufacturer-
determined parametric value (2.2 [kΩ]). In such a situation, exceeding the limit value
determined by the upper threshold, is classified from the perspective of the control panel
as infinite resistance, which corresponds to opening of the relay due to detecting a phe-
nomenon constituting a threat in the NC variant. Whereas exceeding the lower parametric
resistance threshold is diagnosed by the IDS as a short-circuit, which corresponds to a
violation of the EOL NO detection circuit. An intermediate objective of the aforementioned
measurements is determining the lower and upper resistance thresholds activating the
parametric detection circuits within the EOL configuration.

Studying the temperature characteristics of layered EOL resistors included by the
manufacturer will enable estimating the values of their temperature coefficients.

4. Results

The primary objective of the conducted experiments was to simulate extremely ad-
verse atmospheric operating conditions for an electronic security system represented by an
intrusion detection system, studying their impact on EOL resistors and the potential shift
of the upper and lower parametric resistance thresholds, which when exceeded would trip
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an IDS alarm. These test results enabled unequivocal determination whether, assuming the
overlapping of extremely adverse weather conditions, the event of a false detection circuit
violation will be possible in the case of a system functioning at a minimum permissible
operating temperature, with installed EOL resistor exhibiting a value at the border of
the manufacturing spread, and taking into account potential displacement of parametric
system trip thresholds. Similar deliberations should be related to the second boundary
condition, hence, the maximum permissible operating temperature for the studied IDS.
The aforementioned range for Integra control panels was specified at −10 ÷ +55 [◦C]. Due
to the specific significance of electronic security systems, it was decided to expand the
range of test temperature in the climatic chamber to −25.1 ÷ +60.0 [◦C].

The results of measuring the characteristics of layered EOL resistors are listed in
Table 1. They are graphically presented in Figure 6. The result analysis clearly indicates a
linear dependence of the change in the resistance of the aforementioned passive elements,
as a function of temperature. This can be used as a basis to estimate the temperature
coefficient for the resistors subject to testing. In the case of the resistor in question, with
the nominal value of 1.1 [kΩ], the aforementioned parameter ranges from approx. 249 to
268 [ppm/K], whereas for a resistor with the nominal value of 2.2 [kΩ], this parameter
falls in the range of approx. 482 ÷ 529 [ppm/K]. This enables a conclusion that in the case
of both analyzed EOL resistors, their temperature coefficient value intervals fall within the
range of values typical for layered resistors.

Table 1. Results for the measurement of temperature characteristics of EOL resistors with the nominal values of 1.1 [kΩ]
and 2.2 [kΩ].

Change in the resistance of a resistor with a nominal value of 1.1 [kΩ] and a 5% tolerance, as a function of temperature

Resistance [kΩ] 1.0985 1.1034 1.1075 1.1168 1.1207
Temperature [◦C] 60.0 40.3 25.0 −10.1 −25.1

Change of resistance from Tmin. to Tmax. [kΩ] 0.0222
Change of resistance from 25.1 [◦C] to 60.0 [◦C] 0.0090

Change of resistance from 25.0 [◦C] to −25.1 [◦C] 0.0132

Change in the resistance of a resistor with a nominal value of 2.2 [kΩ] and a 5% tolerance, as a function of temperature

Resistance [kΩ] 2.1730 2.1825 2.1906 2.2089 2.2167
Temperature [◦C] 60.0 40.3 25.0 −10.1 −25.1

Change of resistance from Tmin. to Tmax. [kΩ] 0.0437
Change of resistance from 25.1 [◦C] to 60.0 [◦C] 0.0176

Change of resistance from 25.0 [◦C] to −25.1 [◦C] 0.0261

 

Change in re-
sistance of a resis-
tor with a nomi-
nal values of 1.1 
[k ] and a 5% tol-
erance, as a func-
tion of tempera-
ture 
 
Change in re-
sistance of a resis-
tor with a nomi-
nal values of 2.2 
[k ] and a 5% tol-
erance, as a func-
tion of tempera-
ture 

Figure 6. Temperature characteristics with EOL resistors with a tolerance of 5%.
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Continuing the discussion, it might be worthwhile to determine the change in the
resistance of individual EOL resistors upon significant temperature deviations, relative
to room temperature (25.0 [◦C]), adopted as the reference point. Further analysis of the
conducted experiment results indicates that a resistor with the nominal value of 1.1 [kΩ],
upon a temperature change in the range of +25.0 ÷ +60.0 [◦C], changes the value of its
primary parameter by 0.0090 [Ω] and by 0.0132 [Ω], for a temperature range of +25.0 ÷
−25.1 [◦C]. In the case of an EOL resistor with the nominal value of 2.2 [kΩ], and at similar
temperature ranges, resistance changes equal to 0.0176 [Ω] and 0.0261 [Ω], respectively.
Table 1 lists the results of the analysis above.

Given the 5% manufacturing spread in the studied resistors, the range of statistically
achievable real resistances of the resistors with the nominal values of 1.1 [kΩ] and 2.2 [kΩ]
can be estimated. The aforementioned ranges are summarized in Table 2.

Table 2. Permissible ranges of the resistance reached by real resistors with the nominal values of 1.1 [kΩ] and 2.2 [kΩ], at a
manufacturing spread of 5%.

Change in the resistance of a resistor with a nominal value of 1.1 [kΩ] resulting
from manufacturing spread

Rmin. [Ω] Rmax. [Ω]

1045 1155

Change in the resistance of a resistor with a nominal value of 2.2 [kΩ] resulting
from manufacturing spread

Rmin. [Ω] Rmax. [Ω]

2090 2310

Assuming the superpositions of extremely adverse circumstances related to boundary
cases for all previous deliberations, it is possible to determine the ranges for the variability
of nominal resistance in the tested EOL resistors. The aforementioned data is shown
in Table 3.

Table 3. Permissible ranges of the resistance achieved by real EOL resistors, taking into account the superposition of most
unfavorable circumstances.

Resistor with a nominal value of 1.1 [kΩ]

Minimum and maximum resistance resulting from the minimum and maximum superpositions of
manufacturing spread resistance and resistance changes at a minimum and maximum temperature 1.0318 1.1640

Resistor with a nominal value of 2.2 [kΩ]

Minimum and maximum resistance resulting from the minimum and maximum superpositions of
manufacturing spread resistance and resistance changes at a minimum and maximum temperature 2.0639 2.3276

In order to be able to clearly state whether the aforementioned extreme cases can have
a significant impact on the ultimate decision of the intrusion detection system regarding the
diagnosis on the state of the detection circuit, the results from Table 3 should be compared
with the results of measurements aimed at determining the threshold values for parametric
resistances, which determine the change of the detection circuit state from “no violation”
to “violated”. Characterized test outcomes are listed in Table 4, while for the sake of result
presentation clarity, the “detection circuit violated” state has been assigned the red color.
The aforementioned designation was assigned to results that were signaled by GuardX
software as a too long violation for all measurements at a given operating temperature
points. Green color was allocated to the results that lead to a constant message on the lack
of detection circuit violation for all four test trials. Orange was assigned to ambiguous
results, i.e., those which were composed of any combination of the aforementioned states
in four measurements at a given operating temperature point, with a specified setting
of the multi-turn precise potentiometer. It should be noted that despite the availability
of a very advanced climatic chamber, the authors experienced temperature deviations
relative to the values preset on the control panel, the range of which is included in Table 4.
The system in question, just like every other electronic device, transforms some of the

28



Energies 2021, 14, 6851

electric power consumed for operating purposes it was designed to and to process data,
into heat as the loss power. In such a case, the task of the climatic chamber was not only to
maintain a constant temperature within its measuring space, but also to provide follow-up
compensation of the thermal energy generated by the system under test.

Table 4. Resistance measurement results for intrusion detection system threshold tripping limits, as a function of temperature.

Temperature: 60.0 [◦C] Temperature: 40.2 ± 0.1 [◦C] Temperature: 25.0 ± 0.2 [◦C] Temperature: −25.1 ± 0.1 [◦C]

Resistance
[kΩ]

Parametric Line
State

Resistance
[kΩ]

Parametric Line
State

Resistance
[kΩ]

Parametric Line
State

Resistance
[kΩ]

Parametric Line
State

2.8547 A, A, A, A 2.8549 A, A, A, A 2.8549 A, A, A, A 2.8554 A, A, A, A
2.8535 A, A, A, A 2.8534 A, A, A, A 2.8533 A, A, A, A 2.8533 A, A, A, A
2.8524 A, A, A, A 2.8525 A, A, A, A 2.8528 A, A, A, A 2.8528 A, A, A, A
2.8512 A, A, A, NA 2.8515 A, A, A, A 2.8516 A, A, A, A 2.8514 A, A, A, A
2.8496 A, A, NA, A 2.8498 A, A, A, A 2.8503 A, A, A, A 2.8501 A, A, A, A
2.8485 A, A, A, A 2.8484 A, A, A, A 2.8484 A, A, A, A 2.8486 A, A, A, A
2.8471 A, NA, NA, NA 2.8472 A, A, A, A 2.8476 A, A, A, A 2.8476 A, A, A, A
2.8457 A, NA, NA, A 2.8459 A, A, A, A 2.8463 A, A, A, A 2.8462 A, A, A, A
2.8444 NA, NA, NA, NA 2.8446 A, A, A, A 2.8449 A, A, A, A 2.8449 A, A, A, A
2.8432 NA, NA, NA, NA 2.8435 A, A, A, A 2.8436 A, NA, A, A 2.8436 A, A, A, A
2.8418 NA, NA, NA, NA 2.8421 NA, A, A, NA 2.8423 A, A, A, A 2.8422 A, A, A, A
2.8406 NA, NA, NA, NA 2.8408 A, NA, NA, NA 2.8410 A, A, A, A 2.8409 A, A, A, A
2.8391 NA, NA, NA, NA 2.8394 NA, NA, NA, NA 2.8391 A, A, NA, A 2.8396 A, A, A, A
2.8379 NA, NA, NA, NA 2.8379 NA, NA, NA, NA 2.8383 NA, NA, NA, NA 2.8383 A, A, A, A
2.8369 NA, NA, NA, NA 2.8368 NA, NA, NA, NA 2.8369 NA, A, NA, NA 2.8369 A, A, A, A
2.8352 NA, NA, NA, NA 2.8355 NA, NA, NA, NA 2.8357 NA, NA, NA, NA 2.8356 A, A, A, A
2.8339 NA, NA, NA, NA 2.8341 NA, NA, NA, NA 2.8343 NA, NA, NA, NA 2.8342 NA, A, A, A
2.8326 NA, NA, NA, NA 2.8329 NA, NA, NA, NA 2.8330 NA, NA, NA, NA 2.8330 A, NA, A, NA
2.8313 NA, NA, NA, NA 2.8316 NA, NA, NA, NA 2.8317 NA, NA, NA, NA 2.8317 A, A, NA, NA
2.8301 NA, NA, NA, NA 2.8303 NA, NA, NA, NA 2.8304 NA, NA, NA, NA 2.8305 NA, NA, NA, NA
2.8286 NA, NA, NA, NA 2.8282 NA, NA, NA, NA 2.8285 NA, NA, NA, NA 2.8290 NA, NA, NA, NA
2.8274 NA, NA, NA, NA 2.8277 NA, NA, NA, NA 2.8279 NA, NA, NA, NA 2.8278 NA, NA, NA, NA
2.8261 NA, NA, NA, NA 2.8263 NA, NA, NA, NA 2.8264 NA, NA, NA, NA 2.8264 NA, NA, NA, NA
2.8248 NA, NA, NA, NA 2.8246 NA, NA, NA, NA 2.8245 NA, NA, NA, NA 2.8237 NA, NA, NA, NA

        
2.2 NA, NA, NA, NA 2.2 NA, NA, NA, NA 2.2 NA, NA, NA, NA 2.2 NA, NA, NA, NA

        
1.5395 NA, NA, NA, NA 1.5397 NA, NA, NA, NA 1.5398 NA, NA, NA, NA 1.5397 NA, NA, NA, NA
1.5383 NA, NA, NA, NA 1.5384 NA, NA, NA, NA 1.5386 NA, NA, NA, NA 1.5385 NA, NA, NA, NA
1.5370 NA, NA, NA, NA 1.5371 NA, NA, NA, NA 1.5372 NA, NA, NA, NA 1.5372 NA, NA, NA, NA
1.5358 NA, NA, NA, NA 1.5359 NA, NA, NA, NA 1.5360 NA, NA, NA, NA 1.5359 NA, NA, NA, NA
1.5343 NA, NA, NA, NA 1.5345 NA, NA, NA, NA 1.5345 NA, NA, NA, NA 1.5345 NA, NA, NA, NA
1.5330 NA, NA, NA, NA 1.5332 NA, NA, NA, NA 1.5333 NA, NA, NA, NA 1.5333 NA, NA, NA, NA
1.5317 NA, NA, NA, NA 1.5319 NA, NA, NA, NA 1.5320 NA, NA, NA, NA 1.5320 NA, NA, NA, NA
1.5303 NA, NA, NA, NA 1.5306 NA, NA, NA, NA 1.5307 NA, NA, NA, NA 1.5307 NA, NA, NA, NA
1.5292 NA, A, NA, A 1.5293 NA, NA, NA, NA 1.5294 NA, NA, NA, NA 1.5294 NA, NA, NA, NA
1.5280 A, A, A, A 1.5280 NA, NA, NA, NA 1.5281 NA, NA, NA, NA 1.5281 NA, NA, NA, NA
1.5278 NA, A, A, A 1.5279 NA, NA, NA, NA 1.5280 NA, NA, NA, NA 1.5280 NA, NA, NA, NA
1.5266 A, A, A, A 1.5267 A, A, A, NA 1.5267 NA, NA, NA, NA 1.5267 NA, NA, NA, NA
1.5251 A, A, A, A 1.5255 A, A, A, A 1.5255 NA, NA, NA, A 1.5255 NA, NA, NA, NA
1.5239 A, A, A, A 1.5241 A, A, A, A 1.5241 A, A, A, A 1.5241 A, A, A, A
1.5226 A, A, A, A 1.5229 A, A, A, A 1.5229 A, A, A, NA 1.5228 A, A, A, A
1.5214 A, A, A, A 1.5215 A, A, A, A 1.5216 A, A, A, A 1.5214 A, A, A, A
1.5202 A, A, A, A 1.5203 A, A, A, A 1.5203 A, A, A, A 1.5202 A, A, A, A
1.5188 A, A, A, A 1.5189 A, A, A, A 1.5189 A, A, A, A 1.5189 A, A, A, A

1.5177 A, A, A, A 1.5177 A, A, A, A

Marking in the Table 4: A-Alarm, NA-No Alarm.

When analyzing raw measurement data from Table 4 and dividing the sets of obtained
detection circuit state by color into no violation (green), uncertain state (orange), and
certain alarm state (red), one can almost immediately observe that the resistance deter-
mining the upper and lower detection circuit tripping thresholds grow as a temperature
function. The last resistances corresponding to the non-violation state of a detection circuit,
preceded solely by measurement points representing a state of certain non-violation were
adopted as the limit values. For this reason, the result of 2.8383 [kΩ] for a temperature of
25.0 ± 0.2 [◦C] could not be considered as the detection circuit upper tripping threshold.
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A graphical interpretation of the characterized data is shown in Figures 7 and 8. Only
then, one can notice a non-linear relationship between the values in question. The accuracy
of conducted measurement can be proved by an almost unchanged bandwidth of the
resistance values corresponding to the state of absolute detection circuit non-violation
(difference between the obtained upper and lower thresholds for each test temperatures),
which is approx. 1.31 [kΩ] for the range of +60.0 ÷ −25.00 [◦C], and decreases only by
9.1 [Ω]. Assuming the resistance of 2.2 [kΩ] as a point that should mark the middle of
the band of values corresponding to the absolute detection circuit non-violation state, and
based on the obtained results, it should be concluded that the aforementioned ranges are
not symmetrical, starting already at room temperature. In the case of the measurement
series in question, the 2.2 [kΩ] resistance and the upper threshold are separated by approx.
636 [Ω]. In the case of the lower threshold and the reference value, this range is equal to
673 [Ω]. Moreover, the observed disproportion worsens along with dropping temperature.

 

Figure 7. Impact of temperature of a parametric IDS circuit upper tripping threshold resistance value.

 

Figure 8. Impact of temperature of a parametric IDS circuit lower tripping threshold resistance value.
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It should be noted that prior to conducting the primary tests, the authors also per-
formed preliminary testing based on the 8143R10KL.25 precise multi-turn potentiometer
by TT Electronics. The obtained results were similar with all of the presented above. The
universal multi-contact board and elements used within the experiments are shown in
Figure 9. In order to achieve better accuracy, the used adjusting element was changed
to one ensuring better measurement resolution (instead of 10 [kΩ] per ten rotations to
4.7 [kΩ] per ten rotations).

Figure 9. The subassemblies used in the experiment as EOL resistors of an EOL detection circuit in
an intrusion detection system.

The obtained upper and lower limit resistance thresholds allow for a conclusion that
maintaining an adequate, safe resistance margin enables installers of the tested IDS to
use EOL resistors with a value different than the one declared by the manufacturer. The
author of this study, due to the range of values corresponding to the absolute detection
circuit state of non-violation, compared to the factory-set value of 2.2 [kΩ] suggested two
relationships, which enable determining the maximum and minimum value of a resistor,
installing within a circuit will allow an intrusion detection system to function without
impacting the diagnostic reliability in terms of the state within a specific, real detection
circuit. In the case of the maximum resistors value, it was assumed that the installed
passive element would be characterized by a 5 [%] tolerance. The proposed formula also
takes into account the resistivity of a cable in a detection circuit, the total value of which
has to be determined by the installed alone, and has to be used based on a catalogue card
provided with the cabling, combined with the knowledge on the length of the created
detection circuit. It was also assumed that the maximum value of the resistor used within a
given tolerance cannot exceed the value separated from the lowest of them, and obtained
via measurements of the upper threshold value (i.e., 2.8305 [kΩ] at −25.1 [◦C]) with a 25%
safety margin. The aforementioned consideration led to a relationship (1)

1.05 ∗ x + y = 0.75 ∗ 2.8305, (1)

after transformations we get a Formula (2) for the maximum value of resistance suitable
for practical application within a specific detection circuit of an intrusion detection system,
expressed in [kΩ],

x =
2.122875 − y

1.05
[kΩ], (2)

where:
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y-resistivity of the cable making up the detection circuit (please remember to take into
account both the section from the IDS control panel to the resistor in the sensor and about
the same-length cable coupled in the opposite direction).

Similar considerations apply to the minimum resistor value suitable for application
as an EOL resistors, with the difference in that the use of the aforementioned passive
element with a value lower than critical cannot exceed 25% of the security margin, relative
to the highest lower threshold value (resulting in the narrowest range of resistance values,
relative to the one preset by the manufacturer—2.2 [kΩ]). In this case, this was a value of
1.5303 [kΩ] obtained at a temperature of +60.0 [◦C]. Given the aforementioned assumptions,
the following formula was obtained

0.95 ∗ x + y = 0.75 ∗ 1.5303, (3)

which after transformation provides an equation,

x =
1.147725 − y

0.95
[kΩ], (4)

where:
y-resistivity of the cable making up the detection circuit (please remember to take into

account both the section from the IDS control panel to the resistor in the sensor and about
the same-length cable coupled in the opposite direction).

It should be stressed that the adopted 25% safety margin is aimed at including the tem-
perature coefficient of the EOL resistor and a change in the resistivity of cables comprising
a detection circuit due to ambient temperature changes.

5. Discussion and Conclusions

Given the obtained results of the experiment involving the impact of IDS operating
environment temperature on tripping thresholds of individual detection circuit states
and taking into account the measured temperature characteristics of real EOL resistors,
it should be clearly concluded that there is no risk of a false alarm within the analyzed
solution, caused by the aforementioned factor. The resistance variability in the case of
considered passive elements, also given the range of temperature significantly exceeding
typical environmental conditions specified by the manufacturer of the tested solution, is so
small that it is impossible to approach typical thresholds changing individual detection
circuit states (adopted as limit resistance values at room temperature). It should be stated
that taking into account the observed minor deviations of limit resistances as a function
of temperature will also not influence the reliability of distinguishing between the states
of an IDS detection circuit. The deliberations prove that, assuming the case with the
superposition of the most adverse conditions (i.e., overlapping of limit resistance threshold
shift at an extreme temperature, causing the highest resistance changes, possible highest
change in the resistance of the attached EOL resistor induced by the aforementioned
extreme temperature, and the installation of a studied passive element, the value of which
is a limit case of resistance falling within the 5% manufacturing spread determined by the
manufacturer) will also not cause a misinterpretation of the current state of the detection
circuit state.

Naturally, it should be noted that although the obtained results clearly indicate the
correctness of the studied IDS design and the lack of a need to repeat the tests for other
detection circuit configurations (e.g., 2EOL), it does not exclude the justification of repeating
similar experiments not only for alarm control panel families of the same manufacturer
(to a lesser extent), but above all, for solutions of their competitors. In this case aimed
at detecting potential design errors, which involve the failure to predict or assuming too
narrow resistance ranges, corresponding to individual states of detection circuits, which
will naturally translate to very narrow voltage drop ranges.
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18. Jakubowski, K.; Paś, J. Determination of the performance parameters of selected electronic safety systems based on the process of
their use in critical infrastructure facilities. Przegląd Elektrotechniczny 2021, 97. [CrossRef]
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(Robot-to-Infrastructure) Model Possible? Identification of Threats. Energies 2021, 14, 4702. [CrossRef]
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Duer, S.; Bugaj, J. Operational

Analysis of Fire Alarm Systems with

a Focused, Dispersed and Mixed

Structure in Critical Infrastructure

Buildings. Energies 2021, 14, 7893.

https://doi.org/10.3390/

en14237893

Academic Editor: Mohamed

Benbouzid

Received: 7 November 2021

Accepted: 18 November 2021

Published: 25 November 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 National Cyber Security Centre, Gen. Buka 1, 05-119 Legionowo, Poland;
krzysztof.jakubowski.wel@gmail.com

2 Division of Electronic Systems Exploitations, Faculty of Electronics, Institute of Electronic Systems,
Military University of Technology, 2 Gen. S. Kaliski St., 00-908 Warsaw, Poland

3 Department of Energy, Faculty of Mechanical Engineering, Technical University of Koszalin,
15-17 Raclawicka St., 75-620 Koszalin, Poland; stanislaw.duer@tu.koszalin.pl

4 Division of Radiocommunication, Faculty of Electronics, Institute of Communications Systems,
Military University of Technology, 2 Gen. S. Kaliski St., 00-908 Warsaw, Poland; jaroslaw.bugaj@wat.edu.pl

* Correspondence: jacek.pas@wat.edu.pl

Abstract: The article presents issues regarding the impact of operating conditions on the functional
reliability of representative fire alarm systems (FASs) in selected critical infrastructure buildings
(CIB). FAS should operate correctly under variable environmental conditions. FASs ensure the safety
of people and CIB. Operational measurements for 10 representative systems were conducted in order
to determine the impact of environmental conditions on FAS reliability. Selected operational indices
were also determined. The next stage involved developing two models of representative FASs and
the availability, pre-ageing time and operating process security indices. Determining operational
indices is a rational selection of FAS technical and organizational solutions that enables the reliability
level to be increased. Identifying the course of the FAS operating process security hazard changes
in individual system lines, particularly at the initial operation stage, enables people that supervise
the operation to affect operating parameters on an ongoing basis. The article is structured in the
following order: issue analysis, FAS power supply in CIB, operational test results, selected FAS
operating process models, determination of operational and security indices, and conclusions.

Keywords: fire alarm system; critical infrastructure; reliability requirements; construction facilities

1. Introduction

Fire alarm system (FAS) devices are security devices and, within the meaning of the
Regulation of the European Parliament and of the Council No. 305 of 9 March 2011 (CPR),
are treated and marketed in specific countries as building materials [1,2]. This is why all
FAS devices and elements have been recognized as building products that are permanently
built-in within a given building, such as floor beam, doors, windows, stairs, lintels or other
building materials [3]. Owing to their function, namely protection of life, environment or
accumulated movable and immovable property in buildings supervised by FAS, all devices,
accumulator banks constituting backup power sources, FAS elements and modules are
very important in terms of the fire safety of a given building or structure [4,5] (Figure 1).

The need to use a fire alarm system in a given building or structure may arise from
the following provisions or assumptions:

• Legislation in force within a given country (e.g., in Poland, Regulation of the Minister
of Interior and Administration of 7 June 2010, (Dz.U. 109, item 719) [1];

• Recommendations of competent fire safety (State Fire Service—PSP) or environmental
protection authorities (e.g., District Building Supervision Office) [6,7];
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• FAS installation and operation follows a statement or independent decision of an
investor, buyer or tenant of a given building; the owner, administrator or user of a
given building shall be responsible for operating the system [2].

Figure 1. Requirements in the field of FAS application in buildings pursuant to CPR 305/2011.

In general, all FASs, due to their design, supervised area expressed in, e.g., m3,
the number of fire zones, number of detection circuits and lines, area coverage of pro-
tected facilities and fire hazard categories can be divided to three various organization
structures [8,9]:

• Fire alarm systems of focused structure, where all loops, B-type radial lines, control
lines, audio and optical signaling devices, etc. are connected to a fire alarm control unit
(FACU) [1,10]. A single so-called connection node is present in the FACU in such a case.
The distance of the most remote locations monitored by the FACU does not exceed
the permissible detection line or circuit length due to the alarm signal transmission
process [11,12]. The alarm control unit contains a single so-called connection node [13]
(Figure 2).

• Fire alarm systems of the so-called distributed and scalable structure, have an advan-
tage of simple system expansion through adding, e.g., a control device of an alarm
sub-panel to a circuit. It is achieved through hooking-up additional fire alarm system
sub-panels, which are slaves to a master FACU [14,15]. In such a case, A-type detection
circuits, B-type radial lines with detectors and audio–optical signaling devices monitor
separate fire zones within buildings that may be located over a vast area. In this case,
the power and backup supplies are routed to each fire alarm control unit separately,
from another internal supply line (ISL) [16]. All of these measures are introduced in
order to ensure reliability and due to the current power load within the facility [17,18].
All FACUs monitoring a given structure or such a vast area in terms of fire safety
are connected through a double transmission cable, a so-called ring, for reliability
purposes or operate in a so-called star system, where a master FACU is located in its
central place [19,20]. In the case of these systems, the distance of remote locations
supervised by a given FACU can exceed the permissible length of lines, detection
circuits or control lines [21,22]. Due to the costs of executing a given fire system (e.g.,
execution of several detection lines to a remote protected part or facility) over a vast
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area, such a solution may be cheaper or more reliable than, e.g., the application of a
focused FAS [23,24]. Due to the potential electromagnetic interference over a vast area,
it is possible to connect individual FACUs using a fiber optic cable [25,26] (Figure 2).

• Fire alarm systems of mixed structure are executed taking into account the sole
costs of executing a given FAS, but also due to the possibility of applying various
complex reliability structures when integrating the entire system [27,28]. In such
a case, two different FAS structures shall be used, one distributed for monitoring
a vast area and a high number of buildings, and a focused one [29,30]. A focused-
structure fire alarm system is in such a case connected to a distributed FACU via
a transmission line. A focused or distributed system in a given building or facility
may be additionally fitted with a fixed fire equipment (FFE) gas suppression system
(GSS) [31,32] (Figure 2).

Currently, all FACUs used in large buildings are manufactured in the so-called modu-
lar system [33]. A FACU consists of numerous unified modules encased usually in standard
metal casings [3,34]. Individually or combined into so-called sets (nodes), they can be
placed at various locations of a protected building. These points may be significantly
distant from each other [35,36]. The distances between individual sub-panels (nodes)
may be up to 1200 m in the case of using a copper cable or even up to 15,000 m when
using a single-mode optical fiber as the transmission bus [37,38]. Individual FAS sub-
panels within a single node are also interconnected via a common, double (redundant)
digital transmission bus [39,40] (Figure 2). Individual FAS systems may be supervised
through, e.g., a single alarm receiving center (ARC) that can be located within such a
vast area [41]. Due to the facilities located within such a vast area, which belong to the
so-called critical infrastructure, there is a possibility to install individual, less-complex
ARCs to monitor selected FASs [42,43]. All ARCs are intercommunicated and have two
independent tele-transmission channels, hardwired and wireless, diagnosed with a fixed or
variable processing period due to a short-circuit, opening or replacement of a transmitter or
receiver [44,45]. Telecom connections used to transmit alarm, diagnostic or damage signals
to ARC or PSP are established in order to ensure an appropriate reliability level and the
information transmission quality [1,46].

The rest of the article is organized as follows: Section 2 is a critical review of the
source literature on the current state of the problem. Section 3 contains basic information
on FAS power supply, including the backup power solution, system protection method
and fire switch location. Section 4 presents the results of operational tests involving two
representative FAS operated in critical infrastructure facilities. Section 5 includes the
developed models—operational graphs of selected FAS and computer simulation results
with charts and reliability characteristics. The last, Section 6 contains conclusions arising
from the conducted tests and computer simulations.
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Figure 2. Configuration of fire alarm systems in buildings and structures of the so-called critical infrastructure: (a) simple-
structure FAS, (b) distributed-structure FAS, (a,c) mixed-structure FAS, where Uz = 24 V—supply voltage for FAS, FAC 1,
FAC 2, FAC 3, FAC 2a—power supply through fire alarm control units (FACU); building, warehouse, warehouse 1,
warehouse 2—critical infrastructure building areas monitored by detection circuits and lines with fire detectors of successive
addresses: 1, 2, n − 1, n; 1a, 2a, n − 1a, na, . . . ,1n, 2n, n − 1n, . . . ,nn; room No. n—monitored only by a B-type radial line
as a separate fire zone, with a switching station supplying the entire vast facility of the so-called critical infrastructure.

2. Literature Review

Temperature is one of the important factors within the so-called fire triangle. The au-
thors of [18,26,40,46] discussed temperature-based analysis covering the reliability of key
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electronic subsystems. This analysis enabled the optimization of, e.g., the arrangement of
electronic subassemblies in the device and on the PCB, based on a conducted temperature
analysis using finite element modelling (FEM) and an Ansys computer analysis. The devel-
oped method applies only to a single electronic device located at a specific place, and not
electronic systems (e.g., FAS) that are spatially arranged in different rooms. Temperature is
an important environmental factor determining FAS reliability. The FAS operational test
conducted by the authors enables the impact of this parameter on reliability to be assessed
through defining, e.g., damage intensities.

A significant issue when determining the impact of environmental factors on FAS
operation is taking into account an appropriate fire detector selection [4,11,28]. In their
work on fire detectors, the authors described dynamic tests involving the impact of fire
characteristic values on the very detection of this phenomenon, as well as time. However,
no reliability tests concerning, e.g., temperature and humidity properties for electronic
subassemblies or the entire FAS were conducted. Through the available FAS damage
statistics and the environmental conditions pertaining to the rooms, the authors were able
to determine detector or element damage intensities.

Additional electronic circuits located in the detectors and alarm control panels, intended
for diagnosing their technical condition, are very important with regard to FAS [3,9,15,46].
The articles discuss general proposals regarding measurement systems for conducting
dynamic measurements of the technical conditions using various diagnostic techniques.
However, the studies did not take into account the impact of signal interference arising
from the application of long circuits or transmission or detection lines that are not hooked-
up to an alarm control panel. In this article, the authors mitigated such errors through
conducting actual tests, observing alarm, damage and detection signals in control panels,
where the waveform conditioning and development process takes place.

An important issue that should be taken into account within the FAS operating process
are electromagnetic interference [32,43], maximum permissible temperature changes in
rooms with installed detectors [47,48] or accelerations of vibrations and shocks in electronic
elements [10,49]. Within the studies discussed in the aforementioned articles, individual
factors disturbing the FAS operating process are considered separately. The authors of the
article conducted actual FAS tests, where the aforementioned interference was taken into
account in detection and alarm signals processed in the alarm central panel. In the course of
the studies conducted by the authors of the article, it was possible to physically verify, e.g.,
a given damage or alarm signal types in a given room, generated by interference factors.

The authors of [15,17,50] describe quality and reliability studies involving the power
supply of electronic and security systems. The work presented general technical require-
ments, but not studies on the operation of FAS power supply, especially at the initial fire
stage or under any interference. During the FAS operational studies, the authors conducted
tests associated with the actual power supply process for these systems through identifying
changes in detection, alarm or damage currents, as well as changes to the load of an FAS
power supply in all operating modes. For the purposes of the tests, the authors also took
into account the transitions to FAS backup supply (battery banks) that were often executed
during a forced power grid failure, as well as through deliberate shutdown. These studies
were taken into account when calculating FAS operating indices.

The authors of [8,51,52] addressed the issues associated with the transmission of
alarm and damage signals to an alarm receiving center or the fire department. These
articles only took into account the impact of reliability, quality, availability or time of
transmission to remote points. The notification and service response time in the event of
damage adopted for the analysis conducted by the authors was taken into account in the μ

recovery parameter. It is particularly important for restoring an FAS to a state of fitness,
which was taken into account in the system models developed by the authors of the article.

As stated in [11,24,30,34], modern technical solutions (e.g., fuzzy sets, neural networks,
multisensor, optical or laser detectors, etc.) are currently applied in order to reduce,
e.g., a false alarm probability, and to increase detector operational reliability, including
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responses to various excitations of fire sensors. The FAS analysis and operational tests
conducted by the authors took into account all currently operated modern detectors that
are installed in detection lines and circuits. This was considered in FAS operational graphs
and models in the form of the actual numerical values for the indicators of λ damage and μ

repair intensities.
Due to the particular tasks performed in facilities, FAS must be characterized by a high

hardware reliability [6,21,31,37], and also as a decision on the state of security within the
monitored area that is worked out based on the data received from detectors [5,11,33,34].
In the context of the tasks described by the authors of the article, especially the second of the
aforementioned aspects may be considered as a diagnostic and measurement issue, taken
into account during FAS operation. For obvious reasons, the manufacturers of the analyzed
FAS group do not publish information on damage, reliability and replacement time of
damaged elements or the effectiveness of their solutions. The studies conducted by the
authors of the article verify the application of actual FAS for the fire protection of facilities.
The execution of the tests was significantly hindered due to access to FAS operated in
critical infrastructure buildings. This is why the article does not state the name of the
facility, manufacturer of the devices or the very organization of the FAS technical structure.

Available source literature [13,25,53,54] contains various technical and operational
solutions that should be taken into account when minimizing a fire in a facility or already
at the evacuation stage. The authors did not address these issues; however, the FAS
operational analysis itself or the test results, e.g., availability factor, can be used by designers
and users of such systems to select a specific FAS manufacturer or structure. Such an
analysis was not conducted during conversations with company representatives, users or
the service.

3. Power Supply Implementation for Fire Alarm Systems

Proper FAS power supply organization is a very important issue, and for distributed
systems in particular. Section 3 presents general requirements and proper organization of
a power supply system, including the location of backup power sources, power protec-
tions and the main fire switch. Figure 3 also shows the flows of diagnostic signals with
information on FAS technical conditions and power supply. Special process and technical
solutions, including, e.g., appropriate positioning of the main fire switch, are used in order
to ensure power supply continuity for FAS operated in the case of a fire [52,55] (Figure 3).
So-called internal circuits supplying individual FACUs are executed in a building power
system upstream of a so-called main switch, which deenergizes a given structure in the
case of a fire event [54,55]. The FASs utilized primary mains supply and so-called backup
power supply to ensure power supply continuity [56,57] (Figure 3).

Due to the power demand and rated currents flowing in the lines and circuits, the FAS
power supply voltage is 24 V, unlike other security systems also operated in such facilities,
e.g., closed-circuit TV (CCTV), access control system (ACS) or the intrusion detection
system (IDS) [50,51]. Such a solution enables individual FASs to be supplied after isolating
power from the power grid, the so-called primary power [49,50]. This allows the FAS
to function without drawing power from the battery bank, the capacities of which are
determined in the form of developing a so-called energy balance, i.e., electricity demand,
taking into account alarm and detection currents for all FAS elements and devices [58,59].
In the case of distributed FAS, each subsystem has an individually determined energy
balance [57,60]. In the case of currently operated FAS, there are no legal provisions,
regulations and adequate guidelines on the operational reliability of lines, elements, devices
or entire technical facilities, especially within critical infrastructure [53,59].
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Figure 3. Power supply of fire alarm systems for B1,B2,B3—focused power supply provided by
FAS2 power supply device and a 24 V battery bank for B4 building, B1,B2,B3 buildings of the so-
called critical infrastructure, located over a vast monitored area are supplied from a single power
line in the distributed mode, where S1,S2, . . . ,Sn fire detectors on A-type detection line No. 1,
US1, US2, . . . , USn—control devices on detection line, B1,B2,B3,B4—critical infrastructure buildings,
INFO1, INFO1—information (diagnostic signal) to alarm and damage signal transmission device
(ADSTD) on the technical condition of primary and backup power supply systems, I1,I2—information
on the technical condition of primary and backup power supply systems for the alarm receiving
center, lines: A—detection circuit, B—radial line connected to a fire system control unit.

4. Determination of Operating Process Indicators for Selected Fire Alarm Systems

Determining FAS reliability is based on conducting limited tests of actual systems.
Access to tests involving these systems is limited and difficult due to the location of FAS
in critical infrastructure facilities. The manufacturers of individual FAS devices do not
disclose reliability indices in their catalogues. This is why developing complete statistics
regarding the occurrence of damage and the entire recovery process is an important issue.
Such data is not published by leading FAS manufacturers. Operational tests covered all
FAS components. The results were used as a basis to develop graphs that enable the min,
max and mean to be read, as well as standard deviation for repair times. Graph 6 shows the
most common damage types for all 10 conducted FAS tests. Studies aimed at determining
the basic operating process indicator, e.g., reliability of different FAS structures, requires
data to be obtained on the operation of these systems under various environmental condi-
tions [2,52] (Figure 4). Environmental conditions (e.g., temperature, humidity, pressure,
etc.) significantly impact such issues as damage intensity λ of individual FAS elements,
modules or devices [11,54]. Damage λ intensity is also affected by variable supply voltage
parameters, conducted and radiated electromagnetic interference, surges and voltage de-
cays or dips [34,55]. Ten different FASs operated in various environments were studied
to calculate the intensity indices for damage λ and recovery μ. Elements, modules and
devices within these systems are located indoors and are exposed to direct action of a
variable Earth’s environment [2]. The FAS operating process analysis was conducted based
on event log data recorded in the FACU. All FASs were operated within a single country,
which is why it was assumed that they worked under similar environmental conditions.
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Over 80,000 entries on operating events for various manufacturers of these systems were
identified in FACU permanent memories [22]. Based on FACU data and face-to-face con-
versations with responsible persons supervising the operating process, it can be concluded
that damage most usually occurred due to an operator error—so-called human factors,
such as mechanical factors—inadvertent line/circuit damage during building renovation,
change of environmental conditions under which the FAS is operated, external factors not
attributable to the operator, e.g., voltage decay or dip and surges in FAS power supply
lines, including lightning discharges that may damage vulnerable FAS electronic elements,
the implementation of an incorrect FAS design, a system that is not consistent with the
recommendations of the manufacturer or the operation of individual FAS subassemblies,
devices or elements [7,22].

Figure 4. Repair times: line/circuit interference damage. Test results: mean repair time 268 min,
minimum repair time 5 min, maximum repair time 578 min, repair time standard deviation 158 min.

Minimum, maximum and mean repair times for individual FAS elements were calcu-
lated, among others, based on the entries in the FACU event log. Standard deviation was
also determined for individual repair times. Figures 4 and 5 show only selected graphs
broken down by failure type identified within an FAS, while Figure 6 shows collective data
for 10 FAS.

Figure 5. Repair times: activated short-circuit isolator. Test results: mean repair time 176 min,
minimum repair time 29 min, maximum repair time 590 min, repair time standard deviation 129 min.
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Figure 6. List of failures for 10 studied FAS operated in various facilities, where L—detection line, C—detection circuit,
Iso—short-circuit isolator.

5. Operation Process of Selected Fire Alarm Systems

Section 5 contains developed operating graphs for two representative FASs. Actual
operating data set out in Section 5 enable determining reliability indicators. The basic
reliability distributions and the security unreliability function for individual FAS branches
were determined in this section. Such an approach to the issue of FAS operation enables
the so-called tuning at the initial stage of FAS use to be determined and allows one to
assess the impact of individual lines or circuits on the total fitness of the system. The article
demonstrates a limited yet representative number of FASs that are operated in critical
infrastructure facilities. For the sake of operational safety and the security of information
forwarded to the outside, such facilities most often operate a focused, and not a distributed
FAS. A focused FAS structure is usually the case in critical infrastructure facilities (storages,
shelters, etc.) where flammable materials are stored (Figure 2a), e.g., two fire detectors on a
detection line are connected to the FAS FACU (Figure 7).

Figure 7. Simplified FAS diagram. CSP (FACU)—fire alarm control unit, Cz1, Cz2—detectors within
the system detection line.

FAS, as seen in Figure 7, can stay in eight distinguished operating states:

• S1—all system elements operate correctly—FACU, Cz1, Cz2;
• S2—the only damaged fire detector is No. 1—Cz1;
• S3—the only damaged fire detector is No. 2—Cz2;
• S4—only the fire alarm control unit—CSP is damaged;
• S5—both fire detectors damaged—Cz1, Cz2;
• S6—the only working fire detector is No. 1—Cz1;
• S7—the only working fire detector is No. 2—Cz2;
• S8—all system elements damaged—FACU, Cz1, Cz2;

A Markov chain enables a graphic visualization of all states that an FAS can remain
in. This includes the probabilities of staying in a given operating state or a transition
between successive states. Given the initial assumptions (FAS—fit—S1 state) and all
potential FAS states, it is possible to develop a Markov chain for the operating process of
this system, as shown in Figure 8 [2,35]. As can be seen in this graph, an FAS can stay in
the following states:
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• Full fitness SPZ—if occurring in state S1;
• Safety unreliability QB—if occurring in state S2 or S3;
• Safety hazard QZB—if occurring in state S4 or . . . S5, S6, S7, S8.

Figure 8. The Markov chain for an FAS consisting of a single FACU and two fire detectors—Cz1,
Cz2, where PS1S2 is the probability of transition between state S1 and S2, PS2S1 is the probability of
transition between state S2 and S1, etc., Ps1, Ps2, . . . , etc. are the probabilities of the FAS remaining in
the distinguished states S1, S2, . . . , etc.

The transitions between successive FAS states are described as probability functions,
e.g., probability of a system’s transition from state Sx to state Sy, marked in Figure 8 as
PSxSy. By using the aforementioned damage and repair probability functions, it is possible
to determine all possible transitions. Due to the fact that damage to FAS elements is
independent of each other, through the application of design and organizational solutions,
the probability of transition PS1S2 can be expressed by a product of the probability of
damage to fire detector No. 1 (Cz1), and the probability of correct operation of the FACU
and fire detector No. 2 (Cz2); this is determined by Equation (1).

PS1S2(t) = RCSP(t)· QCz1(t)·RCz2(t) (1)

By proceeding analogously in the case for other probabilities of leaving the S1 state,
it is possible to determine and calculate individual probabilities occurring in the case of a
focused, simple FAS, i.e., determine other PS1S3, PS1S4, PS1S5, PS1S6, PS1S7, PS1S8.

By adopting the operating data obtained in the course of studying 10 various FAS
designs, it is possible to determine the intensities of damage λ and repairs μ for various
components of such a technical structure, operated for a selected period of time. The dam-
age λ and recovery μ intensities were determined based on studies and observations of the
FAS operating process. They respectively amount to, for a focused FAS-CSP (FACU), Cz1,
Cz2, which is determined by Expressions (2)–(4).

λCSP = 1.25478·10−7
(

1
h

)
; μCSP = 0.1306

(
1
h

)
(2)
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λCz1 = 4.48762·10−6
(

1
h

)
; μCz1 = 0.1818

(
1
h

)
(3)

λCz2 = 3.14687·10−6
(

1
h

)
; μCz2 = 0.1810

(
1
h

)
(4)

where λCSP—FACU damage intensity, μCSP—FACU recovery intensity, λCz1Cz1 damage inten-
sity, μCz1—Cz1 recovery intensity, λCz2 —Cz2 damage intensity, μCz2Cz2 recovery intensity.

Figures 9–11 show selected P probabilities as a function of the time of transition from
the S1 state to other states, and FAS residence times in various states, for t = 8760 h.

Figure 9. Probability of FAS transitioning from state S1 to states S2 and S3.

Figure 10. Probability of FAS transitioning from state S1 to states S4 and S5.

Figure 11. Probability functions for a system staying in one of the three primary states.

Based on the obtained results, it is possible to calculate the A availability coefficient
for FAS, according to Expression (5).

A =
T

T + Q
(5)
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where A—FAS availability coefficient; T—mean duration of FAS staying in a state of full
fitness or safety unreliability (mean probability); Q—mean duration of the system staying
in the state of safety hazard (mean probability).

In the FAS in question, they respectively amounted to the following, according to
Expression (6):

− T = 0.966768623;− Q = 0.000090143;− A = 0.999098569 (6)

In order to calculate the time spent in one of the three general safety states, it will
be necessary to calculate the mean probability of staying in a given state. In the FAS in
question, they respectively amounted to the following:

— MPZ = 0.966768623 mean probability of staying in a state of full fitness;
— MZB = 0.032329946 mean probability of staying in a state of safety unreliability;
— MZ = 0.0000901431 mean probability of staying in a state of safety hazard.

For the adopted focused-type FAS operation time t = 8760 h, the times of staying in
individual states are respectively determined by Expression (7):

TPZ = MPZ∗t = 8468.8934[h]; TZB = MZB∗t = 283.21323[h]; TZ = MZ∗t = 7.8965997[h] (7)

An FAS staying in a state of full fitness is most probable, while reaching a state of
safety hazard, i.e., FACU damage, is less probable. The least probable state that may occur
within the FAS in question is S8, i.e., damage to all system elements—the state of FACU,
Cz1 and Cz2 unfitness. A specified number of detectors, manual call points (MCP) on
detection lines, are used in the case of an FAS that is used to protect buildings and rooms
and communication routes therein.

This is determined by the maximum area monitored by lines connected to a FACU.
Figure 12 shows a simplified diagram of an FAS consisting of B-type lines with connected
detectors, MCP, control modules or audio and optical devices. Various technical and
organizational solutions that enable the preset fitness level to be achieved for the entire
facility are used due to FAS operational reliability [54]. This is why the application of
redundancy and a fail-safe principle in such systems already at the design stage leads to a
situation in which a single FAS element or device failure does not result in so-called critical
or catastrophic damage [20,53]. This is particularly important when developing a so-called
FAS control matrix that takes into account the so-called fire scenario [10].

Figure 12. Focused FAS time of residence in various safety states.

The application of various solutions that take into account FAS reliability enables
fire scenarios to contain operational events that involve so-called indirect system unfit-
ness states or safety hazard states QZB(t); they are often called in source literature as
efficiency failure [2,55]. There are only two basic operating states in technical systems
without redundancy. These are a state of full fitness Ro(t) and a state of safety unreliability
QB(t) [22,45] (Figure 8). In order to identify fire alarm system unreliability indices, it is nec-
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essary to determine the environmental conditions under which such technical structures
are operated [56,57].

These environmental parameters significantly impact the damage intensity coefficient
λ for elements, devices and modules making up the FAS. For the sake of fire safety within B-
type detection lines (Figure 13), there are restrictions to the number of installed detectors (a
maximum of 32) and MCPs (10 units) [2,45,58]. Individual fire zones within an FAS shall be
separated by a short-circuit isolator (Figure 13). Figure 13 shows a focused FAS monitoring
a building [22,59,60]. It consists of two separate fire zones located in the building and
warehouse [2]. In order to ensure power supply security, the FAS was equipped with a
backup power supply in the form of a battery bank with a capacity determined through
calculating the energy balance that takes into account monitoring and alarm currents for
individual elements of this system [61].

Figure 13. A focused FAS located in two different remote buildings—utility rooms, storage rooms,
operation under various environmental conditions, where Tpm—temperature, Wpm—humidity,
Ppm —pressure.

The control modules located within a B-type line enable the control of, e.g., an audio
warning system (AWS) or smoke exhaust devices and dampers [62,63]. The system consists
of detection circuits, some of which have programmed detectors in coincidence systems,
a control loop with a module controlling fire safety devices as well as technical and safety
systems in the building and the storage room [22,29].

A signaling line with audio and optical signaling devices is also hooked-up to the
FACU [36]. The FAS has a serial and parallel reliability structure [2,22]. Figure 14 is a graph
showing the operating process of the FAS from Figure 13.
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Figure 14. Operating states occurring in the course of operating a focused FAS with an addressable
fire alarm control unit with detection and monitoring control on B-type radial lines, B-type audio and
optical signaling device lines and MCPs, taking into account power supply unreliability—industrial
mains and backup power supply.

Assuming certain baseline conditions, the focused FAS in question can be described
using Expressions (8) and (9):

R0(t) = 1 (8)

QZB1(0) = QZB2(0) = QZB3(0) = QZB4(0) = QZB5(0) = QZB6(0) = QZB7(0) = QZB8(0) = QZB9(0) = QZB10(0)
= QZSA1(0) = QZSA2(0) = QB(0) = 0

(9)

where R0(t)—probability function for FAS staying in a state of full fitness SPZ; QZB1(t) do
QZB31(t), QZB1r(t) do QZB9r(t), QZB1s(t) do QZB5s(t), QZB10(t) do QZB5o(t), QZB1z(t)—probability
function for FAS staying in individual safety hazard states; QB(t)—probability function for
FAS staying in the safety unreliability state SB; QBz(t)—probability function for FAS staying
in the safety unreliability state SB in the case of a power failure; QZB5o(t), QZB5s(t), QZB9r(t),
QZB31—probability function for FAS staying in the safety unreliability state SB in the case
of a failure in audio and optical signaling device line, controller line, B-type line with
manual call point, radial detector line, λ1CSP—intensity of transition from a state of full
fitness SPZ to a state of safety unreliability SB; μ1CSP—intensity of transition from a state of
safety unreliability SB to a state of full fitness SPZ; λ1c,λ2c,λ3c, . . . ,λ1r,λ2r,λ3r, . . . ,λ1s,λ2s,λ3s,
. . . ,λ1o,λ2o,λ3o, . . . ,—intensity of transitions from a state of full fitness SPZ or a state of
safety hazard SZB to a state of safety unreliability QB(t), SB—as per the designations in
Figure 14; μ1c,μ1c,μ3c, . . . , μ1r,μ1r,μ3r, . . . ,μ1s,μ1s,μ3s, . . . ,μ1o,μ1o,μ3o, . . . —intensity of
transitions from a state of safety hazard SZB to a state of full fitness SPZ, from a state of
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safety unreliability to a state of safety hazard or a state of safety hazard to a state of full
fitness R0(t), as per the designations in Figure 14.

Just like in Figure 13, the probability for an FAS staying in individual safety hazard,
safety unreliability and full fitness states, as well as the transition intensities and recovery
values were conducted using specialized BlockSim computing software by ReliaSoft [2,58].
This software enables simulations, studying reliability and calculating system availability.
It also allows one to conduct various analyses in this regard [22,64,65]. The software offers
appropriate graphical interface, which enables the modelling of complex systems (also
other technical structures) and processes using relevant reliability block diagrams and fault
tree analysis or a combination of both aforementioned approaches. It also offers separate
process flow modules and Markov diagrams that are used to conduct the simulations [7,42].

State-discrete and time-continuous Markov chains for the focused FAS, as shown in
Figure 14, can be described as a graph. In such a case, the transitions between individual
states are defined by (fixed) transition intensities determined for the system in question
(Figure 13). It is common to use time-continuous Markov chains to analyze the issue of
reliability or, e.g., system A availability [2,7]. This can be described using a set of ordinary
differential equations. In such a case, each differential equation represents a change in the
probability of an FAS staying in a specified state (Expression (10)) [7,22]:

dPj

dt
=

n

∑
l=1

λljPl −
n

∑
l=1

λjlPj (10)

where n—number of considered states of a focused FAS; Pj—probability of the considered
FAS to stay in a distinguished state j; Pl—probability of the considered FAS to stay in a
distinguished state l; λlj—intensity of FAS’s transition from state l to state j; λjl—intensity
of a FAS’ transition from state j to state l.

The conditions for solving differential equations to determine FAS reliability and other
security indices always result from the initial values for the probability of a system staying
in each of the distinguished states. In the case of this focused FAS, the initial system states
were described by Expression (3). Figure 14 shows the migration of possible states for a
focused FAS with B-type open lines for detectors, MCPs and control modules, without
sending alarm and damage signals to the PSP (respective graph for a focused FAS model
from Figure 12)—graph printout from the BlockSim diagram [2,32].

Taking into account the determined damage λ and recovery μ intensities relative to
individual elements and devices of a focused FAS shown in Figure 14, it is possible to deter-
mine specific security indices for the operating process of this system. After commissioning
and first start-up, an FAS operated within a given critical infrastructure facility is in a state
of fitness, R0(t) = 1, which means that all elements and FACUs are efficient. At the time
t = 0 (s), the probability of a focused FAS staying in the state R0(t) = 1 (Figure 15), while
the probability of staying in the state QB(t) (safety unreliability) (Figure 16) is equal to zero.
As the operation time passes, the R0(t) and QB(t) values change. Value R0(t) decreases, as in
Figure 16, at a time [0, 2400 h]; this is the beginning of the operating process.

Later on, the function waveform has a constant value equal to 0.9945, while the value
of function QB(t) grows accordingly (Figure 17). It stabilizes after a time equal to 35.04 (h),
when QB(t) = 3.4·10−5. A very important issue at the beginning of the operating process is
to determine the values of individual QZB (safety hazard) functions for individual B-type
detection lines hooked-up to FACU. Calculating these values will enable the impact of
individual detection lines on the value of R0(t) to be determined for the entire system,
or system fitness in other words.

51



Energies 2021, 14, 7893

Figure 15. Migration of possible states for a focused FAS with B-type open lines for detectors, MCPs and control modules,
without sending alarm and damage signals to the State Fire Service (graph printout from the BlockSim diagram).
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Figure 16. Probability for a focused FAS to stay in the state R0(t) with B-type open lines, without notifying the PSP, as a
function of time (study based on computational data from the BlockSim software).

Figure 17. Probability of a focused FAS staying in the state QB—failure (unreliability) for the state S0—B—type open line
system, without notifying the PSP, as a function of time (study based on computational data from the BlockSim software).

After the entire FAS is activated and switches to the monitoring mode, which is the
basic operation, the dominant state occurring at the initial moments of operation is state
QZB1(t), which occurs within the B-type detection line. At the initial period of the FAS
operation, this function increases QZB1(t)—at t = 9 h, the value of the function is 8.35·10−5
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(Figure 17), while after 10 h of FAS operation, this value is QZB1(t) = 0.000162747. Other
safety hazard states occurring within other detection lines connected to FACU reach low
values (Figure 18). Please note the slow increase of all safety hazard functions for individual
detection lines connected to FACU at the initial operation period, i.e., up to a maximum of
180 h (Figure 18). This corresponds approximately to seven first days of the FAS operating
process. This is a so-called “breaking-in process” or the “infancy”, which applies to all
technical, mechanical, electrical or electronic objects. The system in question is electronic,
since all FAS devices contain appropriately connected and polarized electronic elements
and spaces arranged on PCBs, encased in a special housing, fireproof most usually, e.g.,
detectors, modules, MCPs or audio and optical signaling devices. The percentage share and
value of individual safety hazard states that have the potential to occur within individual
detection lines connected to a FACU are presented in Figures 19 and 20a–c, respectively.
Figure 21 shows a graph with the % share of individual components in a safety hazard state
QZB(t), for a line with connected detectors (max 32). The highest % share among individual
components for the initial operation stage, i.e., from starting the FAS up to 9 h, is achieved
by component QZB1(t). It amounts to as much as 97% of the value of all components. The %
share of all components QZB1-31 (t) within the operating process constantly changes.

Figure 18. Probability of an FAS staying in distinguished safety hazard states QZB(t) in the case of
the system in question. Zonal (partial) availability coefficients for separated technical states of a
focused FAS QB,QZB1,QZB2,QZB3, . . . ,QZB1r,QZB2r,QZB3r, . . . ,QZB1s,QZB2s,QZB3s, . . . ,QZB1o, QZB1o,
i.e., safety unreliability and hazard. The figure does not show state R0(t) (for t = 0 R0(t) = 1) (study
based on computational data from the BlockSim software).
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Figure 19. Zonal (partial) availability coefficients for separated technical states of a focused FAS QB,QZB1,QZB2,QZB3,
. . . ,QZB29,QZB30,QZB31—safety hazard indices for a B-type detector line (own study).

Figure 20. Values of individual safety hazard states in a focused FAS, for individual B-type lines of
the system: (a) audio and optical signaling line, (b) manual call point line, (c) control module line
(own study).
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Figure 21. Percent share of individual safety hazard states QZB of the FAS in question, at the beginning of system operation,
for t = 9 h (own study).

Figure 20a–c shows the values of individual safety hazard states QZB(t) in a focused
FAS, as in Figure 13, for individual B-type detection lines, which means audio and optical
signaling device lines, manual call point lines and control module lines. The highest value
is reached by the safety hazard component QZB1O(t) = 0.000155451, i.e., a line with optical
and audio signaling devices. Signaling devices are operated under varying environmental
conditions, external or internal, and when the alarm is triggered, they consume significant
amounts of electricity from the power supply or battery bank, constituting backup power
supply sources. They consume power also when monitoring. It is used to diagnose,
e.g., FACU-device connection continuity, i.e., to determine the absence of a short circuit
or open-circuit of the power supply line. Individual components of the safety hazard
QZB(t) reach different values (Figure 21). This difference is sometimes significant, e.g.,
QZB1O(t) = 0.000155451, and QZB2O(t) = 1.53·10−8, which means that some components are
dominant within the operating process, while other are negligible at the initial operating
stage. This tells a given FAS operator which detection lines and elements within such a
bus should be given special attention in terms of the operating process at its initial stage.
In order to better illustrate individual safety hazard components QZB(t) on detection lines
connected to the FACU, the 0Y axis in Figure 20a–c has a logarithmic scale. Please note a
certain regularity in the graphs in Figure 20a–c; the second or third component of safety
hazard QZB(t) reaches a minimum value, e.g., QZB2O(t) = 1.53·10−8, QZB4R(t) = 7.76·10−14

or QZB2S(t) = 1.04·10−8.

6. Conclusions

FASs are some of the most important electronic security systems operated in critical
infrastructure facilities or the so-called intelligent buildings. FAS devices or elements,
unlike the rest of electronic alarm systems, are governed by the Regulation of the European
Parliament and of the Council (EU) No. 305/2011 of 9 March 2011 (CPR). For all FASs
operated in facilities, this means that elements or devices constituting components of
such systems are treated similarly to building products, e.g., a floor beams and building
partitions (walls, doors, windows, etc.) that are permanently embedded into a given
structure. Due to their function in a building, they are considered to be very crucial to
safety, fire-related in this case. This is why it is very important to ensure operational
reliability of an FAS within a given facility and to ensure a low (zero) probability of a false
alarm. Appropriate technical and organizational solutions are applied in relation to these
two very important issues. The article discussed two various FAS structures. Due to the
scope of conducted tasks and fire controls, the reliability and operational structure of such
FASs is most usually mixed.

FAS designs utilize all available organizational solutions and technical measures
aimed at increasing reliability, e.g., redundancy, backups, etc. This article presents the
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results of operating process tests involving selected FASs and the determined intensity
values for λ damage and μ recovery for selected elements and components of this system.
The authors developed models of two FASs operated in critical infrastructure facilities.
An operational and reliability analysis was conducted for selected system models, used
later as a base to distinguish various operational states. Developed operating process
models and the determined real values of λ and μ intensities enabled operational safety
process indices to be determined for these systems. The A availability coefficient for a
simple system consisting of a FACU and two detectors amounted to 0.999098569. This
means that an FAS operated throughout the year is fit for 8752.104 h (or 99.91% of the entire
year). Due to their complexity, the calculations for the second FAS, as in Figure 12, were
conducted using the BlockSim simulation software by ReliaSoft. The FAS fitness probability
R0(t) at the initial operating process decreases over time [0, 2400 h]; however, its further
waveform has a constant value R0(t) = 0.9945. The authors of the article determined the
values of individual QZB (safety hazard) functions for individual B-type detection lines
hooked-up to FACU. Calculating individual QZB functions enables determination of the
impact of B-type detection lines on the value of R0(t) of the entire FAS, or system fitness in
other words. Individual safety hazard functions for selected detection lines increase and
stabilize after an operation time of 180 h.

This corresponds approximately to seven first days of the FAS operating process. This
is a so-called “breaking-in process” or FAS “infancy”, where users should pay particular
attention to the operation of such an electronic system. All coefficients of the so-called zonal
(partial) availability associated with safety hazard functions within the further operating
process stabilize at constant levels. Quite often, the differences between individual FAS
safety hazard functions are high, e.g., QZB1O(t) = 0.000155451, and QZB2O(t) = 1.53·10−8.
For an FAS operator, this means that some components of the operating process associated
with unfitness are dominant, while others, occurring within the initial operating process,
are negligible. With the knowledge of such operating data, an FAS user knows which
detection lines and elements within such a bus should be given special attention in terms
of the operating process at its initial stage.
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AWS Audio Warning Systems
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FACU Fire Alarm Control Unit
ISL Internal Supply Line
FFE Fixed Fire Equipment
ARC Alarm Receiving Centre
GSS Gas Suppression System
CCTV Closed-Circuit TV
ACS Access Control System
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IDS Intrusion Detection System
ADSTD Alarm and Damage Signal Transmission Device
λ Intensities of Damage
μ Intensities of Repairs
A Availability Coefficient
MCP Manual Call Points
QZB(t) Safety Hazard States
Ro(t) State of Full Fitness
QB(t) State of Safety Unreliability
A Detection Circuit
B Radial Line Connected to a Fire System Control Unit
US Control Devices on Detection Line
PS1S2 Probability of Transition Between State S1 and S2
PS1 Ps1 probability of the FAS remaining in the distinguished states S1
MPZ Mean Probability of Staying in a State of Full Fitness
MZB Mean Probability of Staying in a State of Safety Unreliability
MZ Mean Probability of Staying in a State of Safety Hazard
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Rosiński, A. The Issue of Operating

Security Systems in Terms of the

Impact of Electromagnetic

Interference Generated

Unintentionally. Energies 2021, 14,

8591. https://doi.org/10.3390/

en14248591

Academic Editors: Anna Richelli and

Stanisław Duer

Received: 5 November 2021

Accepted: 14 December 2021

Published: 20 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 National Cyber Security Centre, Gen. Buka 1, 05-119 Legionowo, Poland;
krzysztof.jakubowski.wel@gmail.com

2 Division of Electronic Systems Exploitations, Faculty of Electronics, Institute of Electronic Systems,
Military University of Technology, 2 Gen. S. Kaliski St, 00-908 Warsaw, Poland; jacek.pas@wat.edu.pl

3 Division Telecommunications in Transport, Faculty of Transport, Warsaw University of Technology,
75 Koszykowa St, 00-662 Warsaw, Poland

* Correspondence: adam.rosinski@pw.edu.pl

Abstract: This article discusses issues regarding electromagnetic interference generated unintention-
ally by transport telematics systems and electronic security systems (ESS) located within a railway
area. These systems should operate correctly, since they ensure the safety of both vehicles and
passengers. The electronic devices they use are exposed to electromagnetic interference that may lead
to incorrect ESS functioning. In order to determine the impact of electromagnetic interference on ESS,
the authors measured unintentional low-frequency electromagnetic field generated by MV—15 and
30 kV—power lines. This enabled determining the areas with maximum values of electromagnetic
interference. The next stage of the research was to develop an ESS operating process model that takes
into account the impact of unintentionally generated electromagnetic interference on the operating
process. Introducing the electromagnetic interference impact coefficient enables a rational selection
of solutions aimed at protecting against electromagnetic interference through the application of
technical and organizational measures.

Keywords: electronic security system; electromagnetic interference; operation

1. Introduction

Transport telematics systems and electronic security systems (ESS) located in a metal
container on a railway route are considered to be the “State’s critical infrastructure
items” [1–3]. Their most important task is to ensure the security of vehicle movement on
railway routes [4,5]. They are located in a special, structurally reinforced metal container
and are protected against the action of external and internal destructive factors. ESS ele-
ments can also be found inside buildings and in a publicly available external environment,
where they are exposed to variable environmental parameters—temperature [6], humidity,
etc., as well as the unintentional low-frequency electromagnetic field generated by medium
voltage—15, 30 kV—power lines. These lines are a supply source for the aforementioned
systems (Figure 1) [7].
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Figure 1. Arrangement of electronic security systems in a metal container due to their important
functions within the State’s communication structure. Designations: L1, L2, L3—individual voltage
phases found in the overhead power line supplying electricity to transport telematics systems and
electronic security systems. The power is supplied from the MV grid and from backup power sources
(battery banks for electronic security systems and UPSs for rail transport telematics systems due to
the rated power demand).

Transport telematics systems and electronic security systems are supplied from the
15 kV or 30 kV medium-voltage grid. The overhead power line is 5 or 10 m away from
the container where the aforementioned electronic systems are located, in accordance
with applicable national standards that apply to ensuring protection against the impact
of unintentional electromagnetic field on living and inanimate organisms. A transformer
located outside the container ensures an appropriate voltage level—230 V electronic power
supplies. Backup power supply in the form of battery banks for electronic security systems
is provided in order to guarantee the high reliability of telematics systems and ESS in the
container. It consists of a fire alarm system (FAS) [8,9], an intrusion detection system (IDS),
and closed-circuit television (CCTV). Battery banks should exhibit sufficient capacity that
is determined in accordance with applicable standards (taking into account detection and
alarm currents that should be ensured for a specified operation period of these systems).
Due to the higher consumption of working currents by telematics systems, the backup
power supply is provided within such a technical facility by UPS devices. Both battery
banks and UPS devices are technically organized in a manner sufficient for the purposes of
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guaranteeing an adequate operational safety level by providing power supply continuity. In
order to ensure an adequate power supply reliability level, designers use, e.g., redundancy—
cold, warm, and hot reserve or the so-called “failsafe” principle. Electronic security system
elements are operated inside the structurally and mechanically reinforced metal container,
where an air-conditioning system located outside the structure provides a strictly defined
temperature and humidity. In order to secure appropriate protection against external
actions that may impact the technical facility in question, selected ESS elements are placed
on the container walls. These include, among others, cameras, IDS detectors, fire detectors,
and signaling and acoustic devices. These signaling and audio devices are distinctive,
separately announcing a fire and intrusion alarm. IDS and CCTV systems are integrated
in order to maintain an appropriate security level. The FAS is not subject to integration
with the a/m systems due to the legislation applicable in Poland. Information on all
breaches, alarms, damage, activations, deactivations, etc. related to all safety or fire zones
is saved in the nonvolatile memory of the alarm control units of the aforementioned
devices. Furthermore, the information is sent to a remote receiving center (ARC) via two
independent telecommunication routes—hardwired and radio [10–12]. In addition, the FAS
has a separate, standalone alarm and damage signal transmission device (ADSTD), where
the alarm signal is forwarded to the State Fire Service (PSP). All security systems, because
of the function performed within a critical infrastructure facility, have backup alarms
and damage signal transmitter. There are no people in the container who are responsible
for service and repairs, and who are on continuous duty—24 h per day. Information
on alarm and damage is sent to an ARC for security systems, whereas, in the case of
transport telematics systems, it is sent to a separate technical point, which monitors the
operating process involving a given railway route section. The container’s layout and
position in the vicinity of medium-voltage power lines necessitates including the impact of
unintentional low-frequency electromagnetic radiation in the ESS operating process. Due
to the methodology of the low-frequency measurements, two separate electromagnetic field
components—E electric field strength and B magnetic field induction—need to be taken
into account separately. An electromagnetic field unintentionally generated by an MV
power line may adversely impact the operating process of the aforementioned electronic
systems. A variable unintentional electric or magnetic field may lead to the generation
of interference inside such electronic systems (individual elements—detectors, control
or power modules, alarm control units, etc.), as well as power, signal, or control cables,
transmission buses, and detection circuits in the case of FAS [13–15].

A previous study [16] presented issues associated with the use of PV module energy
in rail transport and its storage in order to supply vehicles. Such solutions are ecofriendly,
but require the use of electrical and electronic devices, which also impact electronic security
systems. For this reason, the analysis of the applied solutions aimed at improving resistance
to electromagnetic interference is important.

Moreover, the issues regarding radio transmission are significant for the correct func-
tioning of electronic security systems. The authors of [17] described the issue associated
with high-strength electromagnetic fields generated by high-power pulse transmitters. This
may severely affect electrical and electronic systems, unless rational solutions improving
the strength and resistance of ESS to such interference are applied.

The location of the electromagnetic interference source is also important. Issues
in this field were discussed in [18]. The authors suggested an innovative localization
technique based on the time-reversal cavity (TRC) concept. This is an interesting approach;
nevertheless, due to the measurement specificity and the available devices for measuring
electromagnetic fields, the authors applied a traditional approach for two MV power lines
in this article.

The authors of [19] described the problem of energy recovery upon train braking
with regard to electromagnetic compatibility (more precisely—the interference between
generated current harmonics and the rail signaling system). The conducted simulations
enabled suggesting an asymmetric brake control in order to reduce current harmonics.
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The issue regarding the impact of electromagnetic interference on the functioning
of electronic rail transport devices is of particular importance in the case of high-speed
railway. A previous study [20] presented an original approach to assessing the impact of
electromagnetic interference on radio transmission that is based on common EMI character-
istics. The application of radio transmission using local coding enables maintaining correct
communication parameters.

The authors of [21] also addressed the interactions actions of the electromagnetic
environment on high-speed railway. A graph model was developed in order to analyze the
impact of electromagnetic interference on the operation of electronic railway equipment.
It enables a more detailed reflection of the relationships for individual subsystems in the
context of electromagnetic compatibility.

Despite the presented various approaches, the electromagnetic compatibility analysis
involving electronic devices lacks studies that would link reliability and operational mod-
eling of electronic railway equipment with resistance to electromagnetic interference. For
this purpose, the authors of this article studied the issues in this field.

The issue of powering transport telematics systems and electronic security systems is
characterized at the beginning of the paper. Particular attention is paid to the reliability
and operational aspects, and the impact of unintentional low-frequency electromagnetic
radiation. Next, the authors present the results of tests involving the electromagnetic
environment surrounding medium-voltage lines supplying a container security system.
This was used as a base to conclude that it was justified to apply solutions resulting in
mitigated low-frequency electromagnetic field impact on the systems in question. Another
stage of the deliberations by the authors was the analysis of the security system operating
process in terms of the impact of unintentionally generated electromagnetic interference.
The determined relationships enable rationally selecting solutions aimed at protecting
systems against electromagnetic interference.

2. Study of the Electromagnetic Environment Surrounding Medium-Voltage Lines
Supplying a Container Security System

The study was conducted for two medium-voltage (15 kV and 30 kV) power lines that
supplied a metal container housing transport telematics systems and electronic security
systems. The aforementioned containers were located near a railway communication route;
however, the significant distance (over 250 m) from the overhead contact line allowed the
authors to discard unintentional, nonstationary electromagnetic interference generated
by the moving electric locomotives [22,23]. Operating electrical or electronic devices that
are powered by electricity leads to generating electromagnetic, electric, or magnetic fields.
A field generated artificially, intentionally or unintentionally by humans, deforms the
natural electromagnetic environment. Most often, humans encounter in their nearest sur-
roundings (their workplace or residence) unintentional electromagnetic radiation sources
that are primarily of the low-frequency range. Power transmission lines are one of the
main sources of unintentional electromagnetic radiation. Due to their coverage (overhead
lines in particular), they emit electromagnetic radiation over a large area. Two frequency
subranges for field meters were introduced in the measurement methodology involving
the issues associated with diagnosing low-frequency electromagnetic fields, e.g., sources
with a frequency of 50 Hz that are generated by power lines. The first range included
extremely low frequencies (ELF)—from 5 Hz to 2 kHz, while the second involved very
low frequencies (VLG)—from 2 kHz to 100 kHz. The space around the medium-voltage
lines was diagnosed within these frequencies, pursuant to the applicable regulations on
the measurement methodology. In order to investigate the impact of medium-voltage
lines on the electromagnetic environment inside and outside the container with installed
transport telematics systems, the authors measured the distribution of electromagnetic
field components under three power lines supplying technical facilities, i.e., a 30 kV line
and two different 15 kV lines. The measurements were taken at a positive outside temper-
ature 20–21 ◦C and humidity 38–42%. The so-called “electromagnetic field background
measurements” were conducted prior to commencing the measurements covering the
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electromagnetic field generated by the studied power lines. They were taken in places
where the natural electromagnetic field of the Earth is undistorted. The results are listed in
Table 1.

Table 1. Mean magnetic field induction B and electric field strength E values in the ELF and VLF
frequency ranges near the studied lines—field background measurement.

30 kV Line 15 kV Line No. 1 15 kV Line No. 2

Mean magnetic field
induction B, ELF range 0.02 μT 0.02 μT 0.015 μT

Mean magnetic field
induction B, VLF range 0.6 nT 0.4 nT 0.4 nT

Mean electric field strength
E, ELF range 46 V/m 26 V/m 23 V/m

Mean electric field strength
E, VLF range 2.2 V/m 2.3 V/m 2.2 V/m

Studies involving the impact of unintentional electromagnetic field on the external
and internal environment of a container housing telematics and security systems were
conducted in accordance with Figure 2.

Figure 2. Diagram of a test stand for measuring electromagnetic field components along the line’s
phase conductors, and across the medium-voltage power line.

The presented characteristic curve (Figure 3) shows a significant decline in magnetic
field induction B with increased distance from the studied lines. Magnetic field induction
B reaches a field background level at a distance of 17–19 m from point 0 in the case of
the 15 kV power line No. 1, whereas, for the 15 kV power line No. 2 and the 30 kV line,
this distance is 7–9 m from point 0, with the measurement conducted in accordance with
Figure 2. Disproportions between the maximum and minimum magnetic field induction
B, depending on the measurement location, can be noticed when analyzing the resulting
distribution. According to the Biot–Savart law, magnetic field induction B is proportional to
the value of the flowing current and inversely proportional to the distance of the measuring
point from the field source. Higher voltage of a transmission line supplying a container
does not necessarily mean the presence of higher magnetic field induction B values. This is
confirmed by the characteristic curves in Figure 3. The values of magnetic field induction B
components Bx, By, and Bz are shown in Figure 4 for measuring point No. 2 (Figure 2), due
to the fact that it provided the highest magnetic field induction B values.
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Figure 3. Distribution of magnetic field induction B across the line, for measuring point No. 1 and
the ELF frequency range (induction measuring methodology as in Figure 2).

Figure 4. The value of magnetic field induction B and its components Bx, By, Bz at the point of
maximum cable sag in the power line supplying the container with telematics and security systems.
Maximum magnetic field induction B under MV lines for the ELF range was recorded at measuring
point No. 2.

Magnetic induction in the VLF range was also measured at measuring point No. 2
(Figure 2). The results are shown in Figure 5.

The maximum magnetic field induction B for the VLF range under the 30 kV line was
2.2 nT, which was achieved at a distance of 5 m from point 0 (measurement in accordance
to Figure 2). In contrast, the maximum magnetic field induction B was 0.9 nT for 15 kV line
No. 1 and 0.7 nT for 15 kV line No. 2. Figures 6 and 7 show the measurement of magnetic
induction along phase conductors of the container supply lines for the ELF range and two
supply voltages—15 and 30 kV. The measurement procedure is shown in Figure 2.
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Figure 5. Distribution of magnetic field induction B across the line for measuring point No. 2, and
the VLF frequency range (induction measuring methodology as in Figure 2).

 

Figure 6. Distribution of magnetic field induction B along L1, L2, L3 phase conductors of the 15 kV
power line No. 1, ELF frequency range.

 

Figure 7. Distribution of magnetic field induction B along L1, L2, L3 phase conductors of the 30 kV
power line No. 1, ELF frequency range.

The maximum magnetic field induction B measured along the phase conductors
for the ELF range was identified under the central L2 conductor of the 15 kV line No. 1
and amounted to 0.57 μT, while the value under the 30 kV line was equal to 0.14 μT.
Figures 8 and 9 show the magnetic field induction B along phase conductors for the VLF
phase (measurement methodology shown in Figure 2). Upon observing the changes in the
magnetic field induction B along the phase conductors over the VLF range, it can be noted
that the 30 kV supplying the container was distinguished by higher values relative to both
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15 kV lines. There were also significant differences between the maximum and minimum
magnetic field induction B value depending on the rated voltage of the line supplying the
container with telematics and security systems.

 

Figure 8. Distribution of magnetic field induction B along L1, L2, L3 phase conductors of the 15 kV
container power line No. 1, VLF frequency range.

Figure 9. Distribution of magnetic field induction B along L1, L2, L3 phase conductors of the 30 kV
container power line, VLF frequency range.

Changes in the magnetic field induction B over time were also measured. The measure-
ments were taken in the location where the highest values were recorded. The magnetic
field induction B value was read every minute for 15 min. Measurement results are shown
in Figure 10. On comparing the magnetic field induction B values obtained over time, it
can be concluded that they remained on average at a constant level. It was 0.53 μT for the
15 kV line No. 1 and 0.08 μT for the 30 kV and 15 kV No. 2 lines.

Figure 10. Magnetic field induction B change fluctuations under medium-voltage lines for the
ELF range.
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Figures 11 and 12 show the distribution of electric field strength E across MV power
lines supplying the container with transport telematics system and ESS, at two measuring
points, in accordance with Figure 2.

 

Figure 11. Distribution of electric field strength E across the line, for measuring point No. 1 and the
ELF frequency range (induction measuring methodology as in Figure 2).

Figure 12. Distribution of electric field strength E across the line, for measuring point No. 3 and the
ELF frequency range (induction measuring methodology as in Figure 2).

Electric field strength E decreased with increasing distance from point 0 and reached
a background value at a distance of 11–13 m for the 15 kV power line and 15–16 m for the
30 kV line. As in the case of the magnetic field induction B, the electric field strength E
also reached the highest values at measuring point No. 2. The 30 kV power line, however,
achieved significantly higher electric field strength E values. Along with the increase of the
line voltage, the electric field strength E also increased.

The electric field strength E was also measured in terms of the VLF range for measuring
point No. 2 (measurement methodology as in Figure 2). Measurement results are shown in
Figure 13.

In the course of analyzing the characteristic curves, it can be concluded that 15 kV
lines produced virtually no electric field strength E component over the VLF range. The
changes in the values over the entire measuring range fluctuated from 2.1 to 2.3 V/m,
which corresponded to the values of the measured electric field background. The changes
in the electric field strength E along the phase conductors of container-supplying MV
power lines were also analyzed. The results of these tests are shown in Figures 14 and 15.
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Figure 13. Distribution of electric field strength E across the line, for measuring point No. 2 and the
VLF frequency range (induction measuring methodology as in Figure 2).

 
Figure 14. Distribution of electric field strength E along L1, L2, L3 phase conductors of the 15 kV
container power line, ELF frequency range (measurement methodology as in Figure 2).

Figure 16 shows changes in the electric field strength E under MV lines supplying the
container, for the ELF range. In the case of both 15 kV lines, the electric field strength could
be considered constant, and its mean value was 0.19 kV/m and 0.21 kV/m for 15 kV lines
No. 1 and No. 2, respectively. In the case of the 30 kV line, the electric field strength ranged
from 0.53 kV/m to 0.73 kV/m.

Figure 15. Distribution of electric field strength E along L1, L2, L3 phase conductors of the 30 kV
container power line, ELF frequency range (measurement methodology as in Figure 2).
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Figure 16. Electric field strength E fluctuations under MV lines supplying the container, for the ELF
range (measurement methodology as in Figure 2).

When analyzing the obtained measurement results for all power lines supplying the
container, it can be concluded that the highest magnetic field induction B was recorded
under the 15 kV line No. 1 and amounted to 0.57 μT. In contrast, the maximum electric
field strength E component value was at a level 0.64 kV/m, which was achieved near the
30 kV line.

3. Metal Container Housing: Determining the Shielding Effectiveness for a
Low-Frequency Electromagnetic Field

When constructing and operating electronic, transport telematics, or security equip-
ment and systems, it is required to protect a given technical facility against the impact
of undesirable electromagnetic interference over a wide spectrum range [24,25]. Appro-
priately manufactured guards, usually metallic, called shields are used in such cases in
accordance with the electromagnetic compatibility pyramid [26–28]. An electromagnetic
shield is always a conductive shield that separates two areas. One is the source, e.g., of an
unintentional electromagnetic field, i.e., MV power lines supplying the container in this
case. The other does not contain the source, i.e., it is the container interior. This separation
applies not only to fields, but also to fault currents. A shield also provides a potential refer-
ence for cables routed from the container housing and for electronic circuits located inside
the metal container. The most important parameter that characterizes shielding execution
is the so-called “shield effectiveness S coefficient”. It is a ratio of the shield attenuation
determined on the basis of field residual strength (electric, magnetic, or electromagnetic
field) measured in the presence of a shield and the field strength measured without the
shield. The shielding effectiveness S coefficient is a dimensionless value. Shield attenuation
S is most usually expressed in dB, as per Equation (1).

S = 20 · log · (Pbe/Pze), (1)

where Pbe is the unshielded field strength, and Pze is the shielded field strength.
Shield attenuation is defined in relation to an electrical (Equation (2)), magnetic

(Equation (3)), or coupled field. Shield effectiveness relative to the electrical or magnetic
field is expressed by Equations (2) and (3), respectively.

SE = 20 · log · (Ebe/Eze), (2)

SH = 20 · log · (Hbe/Hze), (3)

where Ebe, Hbe are, respectively, unshielded electric and magnetic strengths, and Eze, Hze
are, respectively, shielded electric and magnetic strengths.

A positive attenuation values is expressed in dB and means a reduction in field
strength. A negative attenuation implies a strength increase. In any given electronic device,
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at various frequency ranges, poorly executed shielding may behave like a directional
antenna. Shielding effectiveness is a function with numerous variables and depends on
parameters such as frequency, shield geometric structure, location within the shield where
the field is determined, type of shielded field—electric, magnetic, or electromagnetic,
incidence direction, and wave polarization. The total shielding effectiveness of the material
used to manufacture the container where the telematics and security systems are operated
is equal to the total relative measures of attenuation losses A, deflection losses R, and the
correction factor B. The correction factor B takes into account the so-called “numerous
deflections in thin shields” (Figure 17). In such a case, the total shielding effectiveness of a
metal container can be expressed using Equation (4).

S[dB] = A + R + B. (4)

 
Figure 17. Principle of shielding an electromagnetic wave generated by an MV power line through a
metal obstacle constituting the container.

The following materials are sufficient for the shielding of the low-frequency electro-
magnetic fields that are generated by MV power lines:

• thin, highly conductive materials, 20 to 50 μm thick, since they guarantee high losses
related to deflection of electric waves;

• several millimeter thick materials, when shielding a magnetic field. This is brought
about by the poor attenuation that is associated with waves deflecting from the
shield surface; hence, it must provide high absorption losses if the shield is to be
effective (shielding fields with a frequency up to 500 kHz requires the application of a
magnetically soft material, e.g., iron with relatively conductivity μr = 200 or Alu-metal
with a thickness >0.5 mm).

The simplest way to reduce the impact of an electromagnetic radiation source on a
given electronic device or element is placing it as far from the source as possible—in this
case, away from the medium-voltage supply lines. This will enable locating it in areas
where the unintentionally generated electromagnetic field exhibits low values. However, it
is impossible to always apply this principle. In such a case, a solution is to mitigate the
impact of an electromagnetic field by shielding the source or a selected space around the
MV power lines. Shield effectiveness was measured for a metal housing of a container
made of sheet metal with thickness h = 1.5 mm. The results of shielding effectiveness
measurements for the ELF and VLF ranges are shown in Table 2. Figure 18 shows the
shielding effectiveness of a 1.5 mm thick steel material for magnetic field induction B
and electric field strength E over the ELF and VLF ranges. The shielding effectiveness
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value should be taken into account when determining operating process safety indices for
security and telematics systems operated inside any metal container.

Table 2. Magnetic field induction B and electric field strength E shielding effectiveness over the
described ELF and VLF ranges for individual shields (shield is the metal container housing, with a
sheet thickness h—1.5 mm).

Shielding Effectiveness S
S (dB)

Magnetic Field Induction B Electric Field Strength E

Frequency range ELF VLF ELF VLF
Shield made of steel sheet,

thickness h = 1.5 mm 8.26 13.5 3.57 8.1

 
Figure 18. Shielding effectiveness for a metal material with a thickness h = 1.5 mm, for magnetic field
induction B and electric field strength E, over the ELF and VFL ranges.

4. Analysis of the Security System Operating Process in Terms of the Impact of
Unintentionally Generated Electromagnetic Interference

The impact of use [29], operation and power supply [30,31] conditions, including
the impact of unfavorable external [32–35], and internal [36] environmental factors (e.g.,
low-frequency electromagnetic field) on electronic telematics [37–40] and security systems
can be described through, e.g., a change in the intensity of damage to λ components making
up a specific system [41,42]. Telematics and security systems and equipment operated
in the container contain a large number of active and passive elements. These elements
exhibit various margins of resistance to different interference, e.g., electromagnetic, envi-
ronmental, electrical, thermal, and mechanical, generated in a container in an intentional
or unintentional manner. The resistance value undergoes constant change impacted by
various environmental factors, e.g., electromagnetic interference, temperature, humidity,
and precipitation. Therefore, it is essential to develop an operating process model that
takes into account the resistance to electromagnetic interference.

A functional analysis of an electronic security system located in a metal container,
taking into account the impact of unintentionally generated electromagnetic interference,
enables illustrating the relations therein from the reliability and operational perspective, as
demonstrated in Figure 19.
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Γ ⋅
Γ ⋅

Figure 19. Functional relations within an electronic security system, taking into account the impact
of unintentionally generated electromagnetic interference. Designations in Figure: RO(t)—probability
function for an ESS to stay in state SPZ; QZB(t)—probability function for an ESS to stay in state
SZB; QB(t)—probability function for an ESS to stay in state SB; λZB1—intensity of transitions from
state SPZ to state SZB; μPZ1—intensity of transitions from state SZB to state SPZ; λZB2—intensity of
transitions from state QZB to state QB; μPZ—intensity of transitions from state QB to state SPZ; ΓZB1

and ΓZB2—electromagnetic interference impact coefficients.

The state of full fitness SPZ is a state in which an electronic security system operates
correctly. The state of security hazard SZB is a state in which an ESS operates partially
correctly. The state of security unreliability (failure) SB is a state in which an ESS does not
operate correctly.

In the event of the ESS staying in a state of full fitness SPZ and the presence of
unintentionally generated electromagnetic interference resulting in the inability to perform
certain function, the system will shift to a state of security hazard SZB, with an intensity
equal to the product of ΓZB1 λZB1.

An ESS in a state of security hazard SZB can move to a state of full fitness SPZ, if the
ability to implement all ESS functions is restored, or security unreliability QB, with an
intensity equal to the product of ΓZB2 λZB2 in the event of electromagnetic interference,
resulting in ESS’s inability to perform its functions.

Transition from a state of security unreliability SB to a state of full fitness SPZ takes
place when the ability to perform all ESS functions is restored.

The ΓZB1 and ΓZB2 coefficients quantify the impact of unintentionally generated elec-
tromagnetic interference, taking into account the applied countermeasures.

The electronic security system presented in Figure 19 is described by the following
Kolmogorov–Chapman system of equations:

R′
0(t) = −ΓZB1 · λZB1 · R0(t) + μPZ1 · QZB(t) + μPZ · QB(t),

Q′
ZB(t) = ΓZB1 · λZB1 · R0(t)− μPZ1 · QZB(t)− ΓZB2 · λZB2 · QZB(t),

Q′
B(t) = ΓZB2 · λZB2 · QZB(t)− μPZ · QB(t).

(5)

If we assume the following baseline conditions for further analysis:

R0(0) = 1,
QZB(0) = QB(0) = 0,

(6)

and then apply the Laplace transform [43–45], we obtain the following set of linear equations:

s · R∗
0(s)− 1 = −ΓZB1 · λZB1 · R∗

0(s) + μPZ1 · Q∗
ZB(s) + μPZ · Q∗

B(s),
s · Q∗

ZB(s) = ΓZB1 · λZB1 · R∗
0(s)− μPZ1 · Q∗

ZB(s)− ΓZB2 · λZB2 · Q∗
ZB(s),

s · Q∗
B(s) = ΓZB2 · λZB2 · Q∗

ZB(s)− μPZ · Q∗
B(s).

(7)
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After further conversions, we acquire the symbolic (Laplace) probabilities for the ESS
to stay in functional states.

R∗
0(s) = s2+s·μPZ+s·μPZ1+s·ΓZB2·λZB2+μPZ ·μPZ1+μPZ ·ΓZB2·λZB2

s2·μPZ+s2·ΓZB1·λZB1+s2·μPZ1+s2·ΓZB2·λZB2+s3+

+s · μPZ · ΓZB1 · λZB1 + s · μPZ · μPZ1+
+s · μPZ · ΓZB2 · λZB2 + s · ΓZB1 · λZB1 · ΓZB2 · λZB2,

Q∗
ZB(s) = s·ΓZB1·λZB1+μPZ ·ΓZB1·λZB1

s2·μPZ+s2·ΓZB1·λZB1+s2·μPZ1+s2·ΓZB2·λZB2+s3+

+s · μPZ · ΓZB1 · λZB1 + sμPZ · μPZ1+
+s · μPZ · ΓZB2 · λZB2 + s · ΓZB1 · λZB1 · ΓZB2 · λZB2,

Q∗
B(s) = ΓZB1·λZB1·ΓZB2·λZB2

s2·μPZ+s2·ΓZB1·λZB1+s2·μPZ1+s2·ΓZB2·λZB2+s3+

+s · μPZ · ΓZB1 · λZB1 + s · μPZ · μPZ1+
+s · μPZ · ΓZB2 · λZB2 + s · ΓZB1 · λZB1 · ΓZB2 · λZB2,

(8)

The determined relationships in Equation (8) enable calculating the probabilities of an
electronic security system staying in the three distinguished states, taking into account the
impact of unintentionally generated electromagnetic interference. The introduction of the
ΓZB1 and ΓZB2 coefficients of electromagnetic interference in terms of impact on the ESS en-
ables to rationally select solutions aimed at protecting against electromagnetic interference.

5. Conclusions

The issue of operating transport telematics and electronic security systems located
within railway areas is extremely important. They ensure the safety of both vehicles and
passengers. For this reason, the issue related to the impact of unintentionally generated
electromagnetic interference on the ESS becomes one of particular importance. They can
lead to a state of partial fitness of transport telematic systems and electronic security
systems, whereby the ESS is unable to execute all of its functions.

In order to determine the impact of unintentionally generated electromagnetic inter-
ference on ESS, the authors measured the low-frequency electromagnetic field generated
by MV—15 and 30 kV—power lines. The obtained results enable determining numerous
characteristic curves that allowed defining points of particularly high magnetic and electric
field strength values. An analysis of the solution in the form of a metal housing for a con-
tainer containing transport telematics and electronic security system equipment was also
conducted. It was found that such a structure reduced the impact of electromagnetic inter-
ference originating from medium-voltage power lines on the analyzed systems. Therefore,
it is possible to increase shielding effectiveness for a low-frequency electromagnetic field.

The conducted security system operating process analysis in terms of the impact of
unintentionally generated electromagnetic interference enabled determining mathematical
relationships defining the probabilities for a system to stay in distinguished states. It also
allowed numerically defining the impact of applied solutions aimed at protecting against
electromagnetic interference. Therefore, it is possible to rationally select solutions (structural
and organizational [46]) aimed at protecting systems against electromagnetic interference.

The next stage of the study was to develop an ESS operating process model that
takes into account the impact of unintentionally generated electromagnetic interference.
Introducing the electromagnetic interference impact coefficient enables a rational selection
of solutions aimed at protecting against electromagnetic interference. This is a significant
practical aspect of the conducted test and scientific studies discussed in this article, since
it has application value. As further research, the authors are planning to determine
the values of electromagnetic interference impact coefficients depending on the applied
design solutions.
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26. Chmielińska, J.; Kuchta, M.; Kubacki, R.; Dras, M.; Wierny, K. Selected methods of electronic equipment protection against
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43. Klimczak, T.; Paś, J. Selected issues of the reliability and operational assessment of a fire alarm system. Eksploatacja i Niezawodn.
–Maint. Reliab. 2019, 21, 553–561. [CrossRef]
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Abstract: The article reviews the history and the direction of development for railway CCTV (Closed-
Circuit TeleVision) systems. The authors described the CCTV system at PKP Polskie Linie Kolejowe
S.A. and the associated network and server infrastructure. The authors proposed an operational
model for a centralized CCTV system that assumes states of partial fitness, in accordance with the
regulations of the national railway infrastructure administrator. The aim of the paper is to review,
analyse, and evaluate the operational reliability of railroad video monitoring systems in relation
to the assumptions of the national railroad infrastructure manager using an operational model. A
unified system structure is presented in the article. The model was used as a base to calculate
the probabilities for the system while staying in the assumed states. Calculations showed that a
centralized CCTV system is characterized by high reliability and satisfies the expectations of PKP
Polskie Linie Kolejowe S.A. in this respect. The obtained result of 99.88% probability of leaving
the analysed video surveillance system in a fully operational condition within a year indicates a
high level of security of the applied solutions in such a large system. The analysed system is one of
the largest such solutions designed in the European Union and the largest in Poland, which is an
important contribution to the development and implementation of such extensive video surveillance
systems in the future. The research question is whether the extensive centralized railway CCTV
systems will meet the requirements of PKP Polskie Linie Kolejowe S.A.

Keywords: video surveillance; railway safety systems; rail safety systems

1. Introduction and Analysis of the Issue

Until 2017, only 170 stations and stops out of 2563 active facilities managed by PKP
Polskie Linie Kolejowe S.A. (Polish railway infrastructure administrator) had site CCTV,
with as many as 100 being obsolete analogue systems. The company lacked regulations on
CCTV systems dedicated to passenger infrastructure, which is why newly built systems
were non-uniform and/or functionally poor. Only island-type systems were constructed,
without the possibility for remote operation. Viewing stations were located typically in
Local Control Centres (LCC) or command signal boxes, with viewing conducted locally and
occasionally by employees dealing with railway traffic management, which resulted in a
low effectiveness relative to the assumed objectives, i.e., protection of people and property.

The previous lack of widespread application of CCTV systems contributed to the low
feeling of passenger safety. In a 2017 survey that covered 800 passengers, the main threats
indicated in relation to train stations were banditry and the unpredictable behaviour of
intoxicated or mentally unstable people [1] (Figure 1). The national infrastructure admin-
istrator was approached with questions about surveillance systems—both by passengers
and local government authorities. In addition, the existing scientific studies indicated the
significant role of CCTV systems in preventing crime at local railway facilities [2].
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Figure 1. The causes for fear among Polish passengers at railway stations. Source: own study based
on [1].

Trying to meet the safety-related expectations of the passengers halfway, as well as in
recognition of the threat associated with terrorist attacks in Europe, the national railway
infrastructure administrator in Poland decided to respond through developing and imple-
menting a centralized CCTV system that would ultimately cover all the largest passenger
stations and stops in Poland. The Ipi-4 instruction entitled “Guidelines for designing and
constructing Closed-Circuit Television (CCTV) systems at passenger handling facilities” has
been in force at the Polish railway since 2017. It sets out the principles in terms of designing,
constructing and operating a modern CCTV system within passenger infrastructure areas
at railway stations. The first CCTV systems based on these instructions were commissioned
in 2020, upon the commissioning of the modernized railway line No. 447, and the following
stations were covered by a surveillance system satisfying the requirements [3]: Warszawa
Włochy, Warszawa Ursus, Warszawa Ursus Niedźwiadek, Piastów, Pruszków, Parzniew,
Brwinów and Milanówek. The number of train stations with installed modern surveillance
systems has been systematically growing ever since.

The next step of PKP Polskie Linie Kolejowe S.A. was announcing a tender to the
execution of central system parts—a server room with a planned integration platform that
constitutes a key element of the system, as well as a supervision centre that will monitor
all railway stations equipped with a surveillance system in line with [3] 24 h a day. A
contract for the execution of this task was concluded in 2020—the selected contractor is
the Spanish company Aldesa. It is anticipated that the centralized surveillance system will
cover 200 railway stations by 2023, with a target of approximately 1050 stations.

There are numerous solutions in terms of video surveillance in the world; however,
most of them are not directly associated with railways, and the CCTV structures are
significantly different than the one described in this paper.

The authors of [4] believe that video recordings collected and processed in CCTV
systems contain important personal data, the reliable protection of which is one of the
key operating parameters. Given the fact that the development of artificial technologies
in the coming years will probably contribute to an equally dynamic development of
intelligent video analysis, decisive measures have to be taken, aimed at protecting such
data. Traditional video data protection methods involve masking or simple encryption
and do not offer efficient and safe CCTV video search algorithms that are based on video
metadata. Moreover, such data are usually stored in the form of plain text. Based on these
premises, the authors of this article propose a COP transformation technique, which has
the advantage of significantly increasing the efficiency and safety of video metadata. This
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is possible owing to the fact that a query is sent to a database in the same manner as for
text files, not leaving plaintext within the processed files. The authors indicated that in the
course of creating queries for searching metadata, the data that utilize COP transformation
offer higher query processing efficiency versus traditional data utilizing text files. In other
words, databases implemented within COP transformation may not only execute matching
and range queries, but also queries that utilize join-based for multiple base tables. Moreover,
they can create simple queries during a statistical analysis of meta-information.

The publication in [5] is also noteworthy. The implementation and provision of
communication between vehicles through a wide range of additional application and
services have significant impacts on their operation, from safety on roads for wheeled and
rail vehicles, to supervision and management of traffic, and even infotainment. However,
each application imposes its own limitations regarding the quality of service (QoS) on
information exchange. The required efficiency of offered services significantly differs in
terms of bandwidth, latency and communication reliability. For example, high-bandwidth
applications, such as video streaming, require highly reliable communication. However,
damping of an IEEE 802.11p/DSRC communication link caused by static and mobile
blocking objects deteriorates link quality and may threaten QoS requirements of supported
apps. In contrast, hybrid architecture with two interfaces may offer an emergency switching
or backup route creation mechanism and be used for occasionally offloading transmission
through more reliable links, such as cellular networks.

The authors of this article propose an approach towards hybrid communication that is
based on 4G/LTE and IEEE 802.11p technologies in order to support V2X video streaming
applications. The authors conducted extensive studies based on measurements using a
field station configuration with a software protocol stack. Field results were collected under
various network conditions and in the presence of various blocking objects (LOS, NLOS_V
and NLOS_B). The results show that the proposed solution is practically feasible and offers
a significant increase in communication reliability. It also enables one to expand the reliable
communication range. Furthermore, smooth network switching owing to RAT selection
taking into account QoS and the VHO algorithm enables trouble-free and reliable video
streaming without failures and interruptions. The proposed approach is a manifestation of
an effective compromise between using the IEEE 802.11p/DSCR interface and ensuring a
better-quality video streaming service.

Paper [6] presented a traditional CCTV system with marked operational limitations,
mainly due to a fixed and preset surveillance pattern. This may reduce system reliability
and cause increased generation of false alarms, which translates to increased system
processing activity, leading to increased consumption of system resources and energy. In
their work, the authors suggested improving these CCTV system operating parameters
through a smart combination of a sensor assembly with two cameras, actuators and a
lighting module, as well as an implementation of economic built-in processors. The key
to success was keeping most CCTV system elements on standby. An exception was made
only for system sensors with low power consumption. An effective combination of a
sensor assembly with a developed classifier enables one to reduce the generation of a
false alarm and improve the reliability of the entire system. In addition, the result was
a reduced use of system memory and energy consumption, as well as transmission link
capacity, compared to traditional counterparts, which significantly contributed to improved
operating parameters of the analysed video surveillance system parameters.

The authors of [7] presented an issue associated with data encryption processes that
are a significant burden for the efficiency of modern CCTV systems. These processes are
simultaneously the basic protection mechanism for collected and processed data, which is
an extremely important issue from the perspective of the reliability and operation of such
systems. The hardware support for this process may considerably impact the improvement
of these parameters. The authors discussed a systematic real-time video data encryption
and decryption methodology based on the idea of chaos in terms of system engineering
and analysing data processing algorithms. The proposed system design and the conducted
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algorithm analyses were verified using an FPGA hardware platform, employing the Verilog
hardware description language (Verilog HDL). The results of the analysis conducted using
TETU01 statistical test sets and a differential analysis confirmed increased efficiency and
reliability of such solutions relative to CCTV systems.

In [8], the authors proposed a method for improving image quality through the
application of data matching with the histogram shaping technique. Image quality is one of
the basic parameters of video surveillance systems. It is of particular importance in relation
to the systems operated by the railway, where reliability and safety aspects are especially
emphasized. Experiments were conducted using 1280 × 780 px images collected from a
CCTV System. The .jpg image format in the form of RGB42 and an .avi video file were
selected for analysis. The results of the experiment conducted within a railway station
CCTV system indicated satisfactory efficiency of the utilized histogram shaping method for
image detection under good and satisfactory lighting conditions, significantly contributing
to improving the operating parameters of the system.

The authors of [9] present an underground railway communication system with
installed DDS data exchange intermediary software that offers QoS at a preset reliability
level. This can be a solution that enables one to maintain information traffic within the
network. In such applications as a DDS system for monitoring passenger traffic, it can
store the data captured from video file via CCTV cameras distributed within the network,
regardless of the encountered communication interruptions. In the phase of contact between
stations, data exchanged between train carriage and railway stations upon a stopping train
may still be stored, even if the train is disconnected from global networks. This is possible
owing to the fact that the system is based on an architecture that comprises more than two
domains referenced to broader general architecture, with each of the domains representing
an element of an underground railway station. The first domain is the one inside the
carriage. The second is located at the train station platform. Further ones are locations at
upper station floors. The study involved a simulation aimed at testing the exchange of
system video data with two domains, through changing the number of subscribers and the
size of sent messages. The results showed that adding a larger number of subscribers did
not impact system efficiency. Owing to this, in order to improve the reliability parameters,
one can conveniently implement such a system for continuous transmission and collection
of centralized information.

In [10], the authors presented an approach to the CCTV analysis of the crowd and
of human behaviour in dangerous situations at railway stations. Railway stations are
public places that experience significant concentrations of people. For this reason, they are
facilities highly exposed to the hazard of crowd panic that can result from a catastrophe
or a terrorist attack. Crowd analysis is essential from the perspective of security and
surveillance, as it detects abnormal behaviour, thus contributing to reducing the risk of an
accident. However, most classic approaches to controlling overload and congestion are
based on a hardware approach. This article proposed an approach based on software and
an early warning system (CCEWS) for controlling overload through the object detection
and tracking technique. Object detection was conducted in accordance with the faster
R-CNN architecture. The results revealed that the faster R-CNN model, together with the
Google inception resnet v2 CNN model, provided significantly better outcomes, detecting
people in appropriate frames of a CCTV image with an accuracy of 93.503% at a 28 FPS.
Therefore, it was demonstrated that the general human detection accuracy and FPS result
for the Faster R-CNN were significantly better than in the case of other methods. It was also
shown that it was possible, under normal CCTV operating conditions, for alarm signals to
be generated for each frame with a higher possibility of unfortunate event potential, such
as panic due to crowd traffic congestion within a railway facility.

The authors of [11] discuss the issue of the accumulation of a large number of people
at railway stations—hence potential targets of terrorist attacks. Access to railway stations
is open and is subject to less control than, e.g., airports. For this reason, the reliability of
CCTV systems is the key element in terms of improving security at such facilities. One
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of the fundamental aspects is efficient, rapid and reliable detection of left objects, such as
abandoned luggage. The proposed algorithm can detect lighting changes and adapt to
them, which enables one to avoid the generation of false stationary objects associated with
poor efficiency. This significantly impacts CCTV system reliability.

Paper [12] presented an issue related to threats within railway facilities that arise
from intrusion and property theft, often of considerable value. In order to prevent them,
protection systems based on video surveillance are widely used in modern railway systems.
It uses an adaptive feature distribution extractor to segment railway tracks through the
complete utilization of strong, linear railway scene characteristics and typical categories
of local monitored areas. Owing to the application of the presented algorithm, a railway
intrusion detection system can automatically and accurately define the boundaries of a
monitored scene in real-time and significantly improve its operating efficiency.

The authors of [13] also discuss the issue of threats associated with physical assault and
banditry, which are some of the main concerns of rail transport passengers. In order to elim-
inate such behaviour, it is crucial to introduce reliable and highly efficient CCTV systems.
However, their popularization and expansion lead to a situation in which their operators
are not able to process the huge amount of information that such systems continuously
provide. For this reason, efficient operation of such systems requires the implementation
of efficient algorithms supporting automatic and reliable detection of specific situations,
such as violence against passengers. In their paper, the authors proposed a three-tier,
comprehensive violence detection framework based on deep learning. The experimental
results obtained in the course of the studies on various comparative data sets confirm that
the proposed method is best suited for detecting violence within CCTV systems and leads
to improving their operating parameters, since it achieves higher accuracy than a number
of techniques currently applied in this respect. The method is thus efficient that the authors
intend to ensure its implementation on devices with limited resources, which will enable
its effective deployment even on IoT devices.

Paper [14], which presents the issue of crowd analysis, is also noteworthy. Paper [14]
describes the development and evaluation of a multi-stream, convolutional neural network
that receives image as input data and generates a density map that comprehensively shows
the spatial distribution of people. In order to solve the assumed problems associated with
crowd counting, such as extremely unlimited scale and perspective changes, the network
architecture utilizes vulnerable fields of various size for each stream. Furthermore, the
impact of the two most common trends on generating truths is tested, and a hybrid method
based on detecting small faces and scale interpolation is proposed. The experiments con-
ducted on two data sets, UCF-CC-50 and ShanghaiTech, demonstrate that the application
of basic truth generation methods enables one to obtain excellent results.

Another study was described in [15]. The paper proposes a smart video surveillance
system for level crossings. In this case, a smart video surveillance system starts with
extraction, detection and tracking objects moving within a level crossing area (threat area),
using the proposed variance-based method. This new method is based on subtracting
five background frames, differentiating five frames and calculating variance in order to
detect and track objects. The variance-based method involves calculating the variability
of columns and rows in video frames, where image pixel intensity changes determine
the position of a moving object and is used to locate and track objects in a video. This
algorithm enables accurate detection of an object within a hazardous area, with minimum
calculation times.

Paper [16] presents issues related to the impact of electromagnetic interference on
track-side cabinets of closed-circuit television system operating in the railroad transport
environment. The paper develops an operational model including electromagnetic interfer-
ence. The presented results allow for a numerical evaluation of different types of solutions
that can be used to mitigate the impact of electromagnetic interference on the functioning
of the system.
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Paper [17] presents a study on traffic analysis using computer vision techniques.
The traffic volume analysis is based on a CCTV system. This method is challenging in
the perspective when there are many vehicle traffic streams at the intersection. In this
paper, research is conducted on the processes of improving CCTV-based vehicle counting
for traffic analysis. In particular, a comprehensive framework with multiple classes and
movements for vehicle counting has been proposed. This paper presents deep learning
methods for vehicle detection and tracking. A suitable trajectory approach for monitoring
vehicle movements using highlighted region tracking to improve counting performance
is presented.

Paper [18] proposes a video-based smoke detection technique for early warning in fire
surveillance systems. The paper presents an algorithm to detect smoke in a limited video
surveillance environment, both indoors and outdoors. The proposed method uses Kalman
estimator, colour analysis, image segmentation, speckle labelling, geometric feature analy-
sis, and M of N decoders to extract the alarm signal at a well-defined time. The proposed
smoke detection technique is flexible in terms of input camera type, size, and frame rate
and has been implemented on a low-cost platform accessible through a web browser.

2. PKP Polskie Linie Kolejowe S.A. CCTV System Architecture

The central part of the planned CCTV system of PKP Polskie Linie Kolejowe S.A. is the
Main Server Room (GS), which houses central and executive system elements. The most
important element is the integrated platform called PSIM (Physical Security Information
Management), which is an application installed as a virtual instance on physical servers
with internal redundancy (Figure 2). The integration platform acts as an intermediary
between all system devices. Using a protocol appropriate for a given device, and through
access to an Application Programming Interface (API), the PSIM is able to ensure commu-
nication between devices, regardless of the ICT standards of such devices. In other words,
even in the case of using devices that operate solely based on protocols native for a given
manufacturer, it enables the system to operate as a uniform whole, ensuring full control over
all processes. PSIM ensures a uniform graphical user interface, regardless of the integrated
solution, which is why operators do not have to learn the operation of each added system.
This is particularly important in the case of operating and management systems on video
recording devices (VMS—Video Management System). These systems significantly differ
in terms of interface and are designed based on various management methods. A VMS
administrator guidebook can be several hundred pages long, and the same functions may
be called and implemented differently, depending on the manufacturer. System operators
and administrators at CBIP (Passenger Infrastructure Security Centre) have PSIM-access to
all systems through a PSIM client application installed on workstations.
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Figure 2. CCTV architecture. Source: own study based on [19–21].
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The following systems are subject to integration:

• Facility CCTV—through VMS integration, less often directly through integrating indi-
vidual cameras through the ONVIF protocol—an open-source protocol that ensures a
uniform camera management and communication standard.

• CAS—through integration of a central server located in the GS—a VoIP (Voice over
IP) switchboard. The integration is achieved only through ensuring a uniform system
operation interface, but also enables functionally linking CAS and CCTV, e.g., through
the CBIP-displaying image from a camera installed nearest to the SPA communication
module upon an emergency call.

• ACS—Access Control System located in ICT racks. CBIP operators receive information
on employee access to the racks.

• IDS—Intrusion Detection system located in ICT racks. Racks are equipped with door
opening sensors, as well as vibration sensors, which is why not only unauthorized
rack opening is signalled, but also, e.g., attempts to overturn it.

PSIM also ensures the integration of peripherals (air conditioning units in ICT racks,
managed power supply strips—CBIP operators are able to monitor their condition). The
GS also houses authentication servers (conducted with the use of a device-specific protocol,
e.g., RADIUS—Remote Authentication Dial In User Service) and update servers (their role
is to update software and the microcode of all PSIM-integrated devices, executing test
and collective updates, and the potential restoration of previous versions using an update
schedule, e.g., several devices are ongoing test updates; after verifying their efficiency, the
updates are executed in packages of several dozen devices, in order not to make the entire
system inefficient for the duration of a software/microcode update).

All devices in the GS utilize a common data repository, i.e., drive matrices equipped
with an appropriate number of HDD SAS (Serial Attached SCSI) hard drives. Site CCTV is
installed at individual railway stations. The system consists of an assembly of executive
devices (cameras, infrared radiators, train start/end sensors) as well as CAS communication
modules. Camera video streams are sent to an assigned recording device.

A native resolution image is saved on a recording device drive and is available on
demand for CBIP operators—such a solution has been adopted to reduce network load
since a single 4K camera is able to generate 20 Mbit, even when using the most up-to-
date H.265+ compression. One or several stations are monitored live at Viewing Stations
(VS) located in their direct vicinity and equipped with a single workstation (identical to
CBIP) vs. being usually located in railway utility buildings and operated typically by
Railway Security (SOK) employees. They do not allow for administrative access—they
can be managed only from the CBIP. From the network perspective, each station has a
LAN network, the access switches of which supply actuators through PoE (Power over
Ethernet). These switches, as well as the recording devices, are coupled to an aggregation
switch cooperating with a site router (demarcation point)—this is the point of contact with
the WAN network, where site routers connect with WAN edge devices. An access network
diagram is shown in Figure 3.

The IP MPLS backbone network owned by PKP Polskie Linie Kolejowe S.A. is the
WAN. This network is to ultimately cover the entire country and consists of thousands
of kilometres of fibre optic cables. It is based on a multiple-ring topology—it has three
router layers (access, aggregation and backbone). The topology has been selected in order
to ensure high accessibility, important in terms of network purpose—it is not only used for
CCTV or CAS, but also for railway communication and control systems, e.g., GSM-R and
ETCS. A teletransmission network diagram is shown in Figure 4. Network elements are
managed at the network management centre in Sosnowiec and, complementary, at CBIP.
The network is managed by PKP Polskie Linie Kolejowe S.A.
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Figure 3. Diagram of a line railway facility access network. Source: own study based on [22].

Figure 4. PKP Polskie Linie Kolejowe S.A. teletransmissions network diagram. Source: own study
based on [22].

3. PKP Polskie Linie Kolejowe S.A. CCTV System Operating Model

The reliability model was developed in accordance with generally accepted reliability
analysis of telecommunication networks using Markov models [18]. The following assump-
tions were adopted for the development of a PKP Polskie Linie Kolejowe S.A. closed-circuit
television system:

• The system is in the state of full fitness (S1) if and only if its objective function is
fulfilled, i.e., assumptions from [19]: 100% of the passenger infrastructure area at each

87



Energies 2022, 15, 1701

railway facility is covered by monitoring, with mapping detail appropriate for the
category (class) of the stop/station where the system is installed—expressed in pixels
per metre.

• Damage to a single camera will mean the creation of a dead zone (facility coverage
will drop below 100%) or a zone with reduced mapping detail relative to the require-
ments [19]. Therefore, the system will cease to satisfy the requirements; however, this
will apply only to a certain area of a single railway facility. The system can essentially
be considered operable, however not exhibiting the expected parameters (S2). The
system will not transition into state S2 due to short-term signal losses—cameras are
equipped with SD cards that the video stream is sent to when it is impossible to
establish a connection with the recording device—the system will then remain in the
state of fitness S1;

• Damage to one of the access switches (that ensure not only data transmission, but
also power for cameras via the Power over Ethernet—PoE) will result in a lack of
monitoring coverage of the entire area, e.g., a given station platform. The switches
serve independent areas of a railway facility. Access switches are not ensured by any
kind of hardware redundancy. The system ceases to fulfil its task for one of the areas;
however, it will still be possible to establish alarm communication with other areas of
the facility (e.g., underground passages, other platforms). Therefore, the system will
transition to the state of partial fitness S3.

• An event that takes an entire service out of operation is damage to the aggregation
switch, a pair of aggregation routers (fibre optic loop start and end for a certain line
segment) or a pair of backbone network edge routers. This will make video monitoring
and alarm communication impossible for one or numerous railway facilities, while
resulting in a transition into the state of partial system unfitness S4.

• Due to no GS georedundance, any event that leads to the unfitness of key system
elements (e.g., PSIM hardware platform) results in the full unfitness of the entire
system—S5—since a damage to server room elements causes the system to stop
working. The PSIM platform has been constructed with local hardware redundancy,
which is why in the event of hardware platform failures, the S5 state may be considered
only in the case of a simultaneous damage to both physical PSIM servers or a damage
to the redundant pair of switches/routers in the GS.

• Repair times result from the assumptions adopted in [19–21] and are implemented by
the hardware vendor and by a service contractor under a maintenance contract, after
the warranty period expires.

• Transitions from less severe failure states to more severe are possible; however, repair
in such an event is simultaneous for all damaged devices—for logistic reasons. There-
fore, there is no probability of a transition from a state of a more severe failure to a
state of less severe system failure. The operational model is shown in Figure 5.

The designations in Figure 5 show the following system functions and transition
intensities:

• R0(t)—probability function for a CCTV system in the state of full fitness S1;
• Q2(t)—probability function for a CCTV system in the state of partial fitness S2;
• Q3(t)—probability function for a CCTV system in the state of partial fitness S3;
• Q4(t)—probability function for a CCTV system in the state of partial unfitness S4;
• Q5(t)—probability function for a CCTV system in the state of full unfitness S5;
• λ12—intensity of transitions from the state of full fitness S1 to the state of partial

fitness S2;
• μ21—intensity of transitions from the state of partial fitness S2 to the state of full

fitness S1;
• λ13—intensity of transitions from the state of full fitness S1 to the state of partial

fitness S3;
• μ31—intensity of transitions from the state of partial fitness S3 to the state of full

fitness S1;
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• λ14—intensity of transitions from the state of full fitness S1 to the state of partial
unfitness S4;

• μ41—intensity of transitions from the state of partial unfitness S4 to the state of full
fitness S1;

• λ15—intensity of transitions from the state of full fitness S1 to the state of full unfit-
ness S5;

• μ51—intensity of transitions from the state of full unfitness S5 to the state of full
fitness S1;

• λ23—intensity of transitions from the state of partial fitness S2 to the state of partial
fitness S3;

• λ34—intensity of transitions from the state of partial fitness S3 to the state of partial
unfitness S4;

• λ45—intensity of transitions from the state of partial unfitness S4 to the state of full
unfitness S5.

Figure 5. Operational model of a CCTV system. Source: own study.

The operating model in Figure 5 is shown in the form of Kolmogorov–Chapman
equations.

R′
0(t) = −λ12·R0(t) + μ21·Q2(t)− λ13·R0(t)

+μ31·Q3(t)− λ14·R0(t) + μ41·Q4(t)− λ15·R0(t) + μ51·Q5(t)
(1)

Q′
2(t) = λ12·R0(t)− μ21·Q2(t)− λ23·Q2(t) (2)

Q′
3(t) = λ13·R0(t)− μ31·Q3(t)− λ34·Q3(t) + λ23·Q2(t) (3)

Q′
4(t) = λ14·R0(t)− μ41·Q4(t)− λ45·Q4(t) + λ34·Q3(t) (4)

Q′
5(t) = λ15·R0(t)− μ51·Q5(t) + λ45·Q4(t) (5)

Assuming baseline conditions:

R0(0) = 1 (6)
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Q2(0)= Q3(0) = Q4(0) = Q5(0) = 0 (7)

Applying the Laplace transform, the following system of linear equations is obtained:

s·R∗
0(s)− 1 = −λ12·R∗

0(s) + μ21·Q∗
2(s)− λ13·R∗

0(s) + μ31·Q∗
3(s)− λ14·R∗

0(s)
+μ41·Q∗

4(s)− λ15·R∗
0(s) + μ51·Q∗

5(s)
(8)

s·Q∗
2(s) = λ12·R∗

0(s)− μ21·Q∗
2(s)− λ23·Q∗

2(s) (9)

s·Q∗
3(s) = λ13·R∗

0(s)− μ31·Q∗
3(s)− λ34·Q∗

3(s) + λ23·Q∗
2(s) (10)

s·Q∗
4(s) = λ14·R∗

0(s)− μ41·Q∗
4(s)− λ45·Q∗

4(s) + λ34·Q∗
3(s) (11)

s·Q∗
5(s) = λ15·R∗

0(s)− μ51·Q∗
5(s) + λ45·Q∗

4(s) (12)

The probabilities for a video surveillance system to stay in given operating states of
the system are as follows:

R∗
0(s) =

(λ23 + s + μ21)·(λ34 + s + μ31)·(λ45 + s + μ41)·(s + μ51)

(λ13·(λ23·μ31·(λ45 + s + μ41)·(s + μ51) + μ21·(λ34 + s + μ31)·(λ45 + s + μ41)·(s + μ51)
+λ23·λ34·(s·μ41 + (λ45 + μ41)·μ51)) + (λ23 + s + μ21)·(λ13

·(λ34·λ45·μ51 + λ34·μ41·(s + μ51)
+μ31·(λ45 + s + μ41)·(s + μ51)) + (λ34 + s + μ31)·(λ14·(s·μ41 + (λ45 + μ41)·μ51)

+(λ45 + s + μ41)·(λ15·μ51 − (λ12 + λ13 + λ14 + λ15 + s)·(s + μ51)))))

(13)

Q∗
2(s) =

(λ12·(λ34 + s + μ31)·(λ45 + s + μ41)·(s + μ51))

(s·(λ12·(λ23·(λ45 + s + μ41)·(s + μ51) + (λ34 + s + μ31)·(λ45 + s + μ41)·(s + μ51)
+λ23·λ34·(λ45 + s + μ51)) + (λ23 + s + μ21)·((λ34 + s + μ31)·((λ45 + s + μ41)·(λ15 + s + μ51)

+λ14·(λ45 + s + μ51)) + λ13·((λ45 + s + μ41)·(s + μ51) + λ34·(λ45 + s + μ51)))))

(14)

Q∗
3(s) =

((λ12·λ23 + λ13·(λ23 + s + μ21))·(λ45 + s + μ41)·(s + μ51))

(s·(λ12·(λ23·(λ45 + s + μ41)·(s + μ51) + (λ34 + s + μ31)·(λ45 + s + μ41)·(s + μ51)
+λ23·λ34·(λ45 + s + μ51)) + (λ23 + s + μ21)·((λ34 + s + μ31)·((λ45 + s + μ41)·(λ15 + s + μ51)

+λ14·(λ45 + s + μ51)) + λ13·((λ45 + s + μ41)·(s + μ51) + λ34·(λ45 + s + μ51)))))

(15)

Q∗
4(s) =

((λ12·λ23·λ34 + (λ23 + s + μ21)·(λ13·λ34 + λ14·(λ34 + s + μ31)))·(s + μ51))

(s·(λ12·(λ23·(λ45 + s + μ41)·(s + μ51) + (λ34 + s + μ31)·(λ45 + s + μ41)·(s + μ51)
+λ23·λ34·(λ45 + s + μ51)) + (λ23 + s + μ21)·((λ34 + s + μ31)·((λ45 + s + μ41)·(λ15 + s + μ51)

+λ14·(λ45 + s + μ51)) + λ13·((λ45 + s + μ41)·(s + μ51) + λ34·(λ45 + s + μ51)))))

(16)

Q∗
5(s) =

(λ12·λ23·λ34·λ45 + (λ23 + s + μ21)·(λ13·λ34·λ45 + (λ34 + s + μ31)·(λ14·λ45 + λ15·(λ45 + s + μ41))))

(s·(λ12·(λ23·(λ45 + s + μ41)·(s + μ51) + (λ34 + s + μ31)·(λ45 + s + μ41)·(s + μ51)
+λ23·λ34·(λ45 + s + μ51)) + (λ23 + s + μ21)·((λ34 + s + μ31)·((λ45 + s + μ41)·(λ15 + s + μ51)

+λ14·(λ45 + s + μ51)) + λ13·((λ45 + s + μ41)·(s + μ51) + λ34·(λ45 + s + μ51)))))

(17)

A computer simulation enables one to quickly determine the impact of changes in
various reliability and operational indicators on the values of indicators describing the
states of the analysed railway video surveillance system. System repair and damage
intensities shown in Table 1 were adopted for the analysis. The adopted values were
calculated based on [19–22], as well as operational data provided by the Department of
Operation and Passenger Service at PKP Polskie Linie Kolejowe S.A.
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Table 1. System reliability parameters.

Parameter Value (1/h)

λ12 0.00001
λ13 0.00002
λ14 0.000025
λ15 0.000004167
λ23 0.00002
λ34 0.000025
λ45 0.000004167
μ21 0.0208
μ31 0.0416
μ41 0.125
μ51 0.5

By adopting Equations (13)–(17), and by applying the reverse Laplace transform and
the values from Table 1, we obtain the following probabilities for the tested system to stay
in individual operating states, for an exponential distribution:

• duration of the railway video surveillance system test—1 year:

t = 8760 (h) (18)

• probability of the tested video surveillance system remaining in the state of full fitness
S1 for a period of 1 year:

R0(t) = 0.9988319222061706 (19)

• probability of the tested video surveillance system remaining in the state of partial
fitness S2 for a period of 1 year:

Q2(t) = 0.00047974636032957274 (20)

• probability of the tested video surveillance system remaining in the state of partial
fitness S3 for a period of 1 year:

Q3(t) = 0.00048014975066258263 (21)

• probability of the tested video surveillance system remaining in the state of partial
unfitness S4 for a period of 1 year:

Q4(t) = 0.00019985575200001795 (22)

• probability of the tested video surveillance system remaining in the state of full
unfitness S5 for a period of 1 year:

Q5(t) = 8.32593·10−6 = 0.000008325930837503415 (23)

A graph of changes in the probability of the analysed railway video surveillance
system remaining in the state of full fitness S1 for a period of 1 year is shown in Figure 6.
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Figure 6. Graph of changes in the probability of the analysed railway video surveillance system
remaining in the state of full fitness S1 for a period of 1 year. Source: own study.

Assuming that the time of restoring the analysed system to the state of full fitness
μ51 = t51 − 1 (h) is confined within a limited range, t51 ∈ 〈12; 168〉[ h]. This means, that
within 0.5 to 7 days, it is probable that the analysed CCTV system will find itself in the
state of full fitness, which is shown in Figure 7.

Figure 7. Dependence between the probability of the analysed railway CCTV system staying in the
state of full fitness during the restoration of full system fitness. Source: own study.

4. Conclusions

The centralized video surveillance (CCTV) system described in the article is one of the
largest solutions of this type under design within the European Union. Current solutions
based on an integration platform usually involve single lines or a group of lines with
limited territorial coverage (e.g., urban underground).

A centralized CCTV (video surveillance) system satisfies all the requirements that the
national railway infrastructure administrator adopted in its regulations and documents
that constitute the system basis, i.e., [19–23]. Based on the graph in Figure 7, it is possible to
rationalize the actions associated with the possible restoration of full fitness of the analysed
railway CCTV system. The time to restore the analysed system to a fully operational state
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is within a limited range. The analysed system is in a fully operational state for up to
7 days. The conducted analysis covering the railway CCTV system enables one to assess
the security level of the solutions applied therein. A similar operational analysis, but based
on the example of GPS receivers, has been conducted and described in [24]. The obtained
result, i.e., a ~99.88% probability for a system to stay in the state of full fitness throughout
a year, means that the centralized video surveillance system exhibits availability similar
to that of other complementary railway systems [25–27], e.g., the GSM-R network (99.95),
with 10.5 h downtime per year. Due to the scale and complexity of the system, this is a
good result.

This enables one to improve the values of reliability indicators and to rationalize
the operation of the tested system. According to [23], further improvement of reliability
indicators should be based on increasing the reliability of systems that are not currently
redundant (e.g., access switches at railway facilities), and shortening the response times
(failure notification and repair) required by [19–22], which will translate to reducing the
MTTR Mean Time To Repair) parameter, hence improving system reliability. Increasing the
requirements in terms of repair speed must be preceded by a profitability analysis; it may
entail significantly higher costs.

The resistance of the constructed system to factors not associated with operational
damage to the elements will be a separate issue. Both the GS and CBIP are located in the
same place (Poznań), and their functions cannot be taken over by any other unit. Therefore,
there is a risk that in the event of a natural disaster or a terrorist attack, the centralized
CCTV system will remain completely unfit for a prolonged period. It may be justified
to implement a redundant server room and service centre located elsewhere, and not in
Poznań. Other than that, operational damage was not taken into account in the calculations
conducted for the purposes of this article.

The aforementioned article completely omits issues associated with the MPLS back-
bone network reliability. The analysis of this network’s reliability will be the subject matter
of another paper. The omission was due to the high reliability resulting from the network
structure, i.e., redundant multiple-ring connections. According to the information received
from the Department of Operation and Passenger Service at PKP Polskie Linie Kolejowe
S.A., the IP MPLS is characterized by reliability exceeding the CCTV system.
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Abstract: The article deals with simulation tests on the reliability of the equipment of the wind farm
WF in the operation process. The improvement, modernization, and introduction of new solutions
that change the reliability, as well as the quality and conditions of use and operation of wind farm
equipment, require testing. Based on these tests, it is possible to continuously evaluate the reliability
of the equipment of WF. The issue of reliability assessment of wind farm equipment, for which
intelligent systems, diagnostic systems DIAG, and Wind Power Plant Expert System (WPPES) are
used to modernize the operation process, can only be tested in a simulative way. The topic of testing
the reliability of complex technical objects is constantly developing in the literature. In this paper, it is
assumed that the operation of wind farm equipment is described and modeled based on Markov
processes. The adoption of this assumption justified the use of the Kolmogorov–Chapman equations
to describe the developed model. Based on this equation, an analytically developed model of the wind
farm operation process was described. The simulation analysis determines the reliability of the wind
farm in terms of the availability factor Kg(t). The simulation tests are performed in two phases using
the computer program LabView. In the first stage, the reliability value in the form of the readiness
factor Kg(t) as a function of changes in the mean repair time value ranging {from 0.3 to 1.0} was
investigated. In the second stage, the reliability value of WF devices was examined as a function of
changes in the value of the average time between successive failures, ranging from 1000 to 3000 (h)}.

Keywords: reliability; servicing process; intelligent systems; wind farm device; diagnostic process;
expert system; knowledge base; neural networks; diagnostic information

1. Introduction

Wind farm power equipment (wind power plant, unit transformers, etc.) in wind farms
are technical facilities subject to the process of their continuous use or that remain ready
for operation. Maintaining the technical condition of these devices to a good level of their
operational properties requires an application of a specific operational policy (strategy).
The idea of this wind farm equipment renewal strategy consists in minimizing the costs of
the repair process or restoration of operational features and reducing the duration of the
regeneration process of these devices. Developing an appropriate policy for the operation
of wind farm equipment is a costly and difficult task. The authors’ team has created a SERV
expert program with the goal of assisting in the organization of the process of regeneration
of operational features of wind farm equipment in the defined maintenance system. The
SERV system is a large expert computer program that builds the structure of a system
that regenerates wind farm equipment based on diagnostic data from these devices. The

Energies 2022, 15, 3860. https://doi.org/10.3390/en15113860 https://www.mdpi.com/journal/energies

95



Energies 2022, 15, 3860

SERV program determines the functional pieces of the wind farm equipment that need to
be regenerated concerning their technical state in the first step. The SERV program then
allocates specified sets (collections) of technical (regenerating) tasks to selected pieces of
wind farm equipment at the following level. The SERV system optimizes the costs and the
regeneration time of the wind farm equipment in the maintenance system. Understanding
the quality of the operation process of the WF Wind Farm equipment, and thus learning
about the reliability of the WF wind farm equipment, is the main research objective set out
in this article.

The article presents the issues of simulation testing of the reliability of the WF Wind
Farm equipment in its operation process. The problem of studying the operation process
of complex technical facilities, including wind farm equipment with wind power plant
WPP, and electrical subsystems (the power substation) is an important cognitive issue.
This problem is of particular importance to the owners and users of WFs. They should
explain how to handle organizational and technical operations in the WF device technical
maintenance system. Only a well-organized WF renewal system will allow these facilities
to be used to their full potential. The creation of dependable and suitable procedures and
policies for the functioning of WF devices is the consequence of this sort of research work.
The aforementioned difficulties have not been addressed in such a thorough manner in
the literature.

The article covers the problem of simulation testing of the quality of the operation
process: regeneration of the operational properties that improve the reliability of WF Wind
Farm equipment. The issues presented in the article will be solved as follows. The second
part of the article will present the methodology used for testing the reliability of the WF
Wind Farm equipment based on the quality assessment of the regeneration process. The
third part of the article will cover the issues related to the understanding and description of
the operation (i.e., use and maintenance) of Wind Farm equipment. To organize simulation
studies, the article presents and describes a model of the operation process of Wind Farm
equipment where the intelligent SERV program was used. Another issue discussed in this
part of the article will be related to an assessment of the reliability of WF devices after
the use of intelligent regeneration systems. Presentation of those issues that improve the
reliability of WF Wind Farm equipment constitutes an essential part of this section of the
article. This problem is the main research goal of the article. The fourth section of the article
is the main research part. The research conducted, which is covered in the article, concerns
two issues:

Testing and evaluation of the reliability of Wind Farm devices in the operation process
in relation to a reduction of the value of the repair time.

Testing and evaluation of the reliability of Wind Farm devices in the operation process
in relation to changes in the value of the time required between the successive failures of
Wind Farm devices.

The fourth section will cover the results and their analysis in the aspect of testing the
quality of the operation process: regeneration of the operational features that increase the
reliability of Wind Farm WF equipment.

Complex technical objects used in the exploitation process lose their functional prop-
erties. Their ability to perform the required function (their tasks as intended) is diminished.
In literature [1–9], the problem related to determining the utility is called a functional
resource. The decrease in the operational capacity is also directly related to the decrease in
the reliability of technical facilities, including the wind farm equipment WF. The decrease
in the reliability of technical objects results mainly from aging changes and the unfavor-
able influence of external factors. Therefore, there arises the problem of measuring and
determining the current reliability of Wind Farm WF devices and restoration of functional
properties of complex technical devices. The problem is quite complicated for technical
devices that perform their tasks continuously, such as wind farm devices, medical devices,
and others.
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The designed system of an automatic regeneration of the functional properties of
objects forms the bases for optimization of costs connected with prevention activities. This
system fully minimizes the costs connected with the organization of the maintenance system
of an object. The regeneration of the object takes place at the time when it is required. This
is ensured by an intelligent diagnostic system of the object which is constructed based on an
artificial neural network, especially such a network which reliably and credibly recognizes
the states of the object for which prevention activities need to be performed [10–20]. There
are no losses: no costs connected with ineffective use of the object, which may occur during
operation when the object is not fit or it is in the state of incomplete fitness. This system
eliminates the costs connected with the regeneration of those elements of the object which
do not require it and are in the state of fitness. The designed intelligent maintenance system
(including the intelligent diagnostic system) of the object ensures the regeneration of those
internal (constructional) elements which require this, are in the state of incomplete fitness
{1} or unfitness {0}.

The study by Kacalak et al., and others [21–24], provides an overview of an effective
measuring track, which is a key component of a diagnostic system’s structure. Furthermore,
theoretical foundations for developing a measuring system using a computer measuring
card were presented, with the goal of creating a measuring database for the diagnostic
system. The study’s findings were backed up by an example of information measuring
database for the item in question. The studies address challenges connected to the automa-
tion of technical processes and the application of human knowledge in the development of
intelligent systems for the purposes of diagnostic testing of technical items [25–27].

Technical diagnostics of technical devices is another essential problem that forms the
basis of the organization of technical operations. The diagnostic examinations of devices
are oriented towards the examination and identification of the technical state of the object
examined. In the diagnostics of technical devices, the recognition of states in bivalent and
trivalent logic is used. In the organization of the operation process, which renews the
technical object, diagnoses determined by the diagnostician using trivalent logic are of the
greatest practical significance. The studies by Zurada and Duer [28,29] constitute the canon
of achievements in this area.

In the paper [30], the authors presented, inter alia, the essence, and methodology of
developing models of the operation process of complex technical objects. In this work, the
authors present the problem of a qualitative assessment of a maintenance process organized
in this manner is the objective of this article. For this purpose, a program of simulation
investigations was presented in the article. The research program consists of a description
of the models of the operation processes of technical objects, determination of the input
data to the investigations, which are the quantities of the operation time of a technical object
being the summary duration time of the regeneration (repairs) and the use of objects and the
determination of the indexes of a qualitative assessment of the regeneration of an object in
the operation process. The results of the study were justified with an example of simulation
investigations concerning the effects of the operation process with the regeneration of a
technical object in an intelligent system with an artificial neural network.

The study by Dyduch and Siergiejczyk et al. includes a description of reliability–
exploitation analysis is vital [31–33]. Electromagnetic compatibility of applied electrical
and electronic devices [34] is equally relevant, but this aspect is not scrutinized in this article.
Yet one must not ignore the influence of electromagnetic interference on the functioning of
electronic devices [35–45].

As in reliability research it is important to model the technical object itself and its op-
eration process. There is an important research issue in determining the reliability of wind
farm equipment. The issues of graphical and analytical modeling to assess the reliability
of technical objects are presented in the works of Siergiejczyk and others [34–36,38–40].
Models of the operation process of technical objects based on the theory of Markov pro-
cesses are particularly important in the theory and practice of reliability of technical objects.
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The Kolmogorov–Chapman equation is used in the non-reliability assessment of technical
objects in these models. This type of research approach is also presented in this article.

Another direction of reliability testing in the operation process of technical objects and
systems is the use of Chapman–Kolmogorov equations in them. This is particularly evident
in the works by Siergieczyk and others [35,36,38–40]. This article describes the issues related
to the analysis of reliability–exploitation of power supply systems in transport telematics
systems PSSs in TTDs. This paper characterizes solutions, which are applied in supply
systems and describes a PSS in a TTD from the main source and a standby one. This enables
determining the dependencies denoting the probabilities of the system staying in full ability
state, safety threat state, and safety unreliability state. Quality analysis of the PSS in TTD
was conducted, and the indicator value of the supply continuity quality was evaluated.
This indicator allows the demonstration of continuity quality of power supply CQoPS
dependency on many quality dimensions, not just reliability. An example demonstrates the
calculation of the CQoPS factor for both the main and the standby power supply employing
three observations each influencing the quality. The presented considerations in the field
of quality and reliability–exploitation modeling of PSS can be applied as well in other
public utility facilities (including those classified as critical infrastructure). The character of
functions performed by critical infrastructure.

The issues of the modeling of the operation process of technical objects are presented
in the following publications by Nakagawa and others [41–44]. The author’s research is
also significant. In these articles, a mathematical approach to simulating this process is
offered. In the operation process, the author interprets the states of the object and the
essence of changes (transitions) between them. A presentation (use) of an approach to the
organization of the object’s renewal process in the maintenance system is an important
element in the modeling of the object’s operation process. The use of the current state of the
object in the structure of the operation process, also known as the operation of the object
according to its state, is a new approach created in the author’s investigations.

Issues regarding the use and operation of electrical equipment in wind farms and
wind farms are presented by Badrzadeh et al., Pogaku et al., and others [5,7,42–45]. The
works on the construction, functioning, and modeling of electrical devices located in wind
farms are well developed in these works.

An essential element in the modeling of the operation process for the complex technical
object is the development of a model of the renewal process for an intelligent maintenance
system. These issues are presented in publications including those by Buchannan et al.,
Duer [11,13]. In his studies, the author presents issues related to the determination of the
systems maintenance models. For this purpose, the form (dimension) of the matrix of the
object’s structure is accepted. It is transformed into the form of the object’s maintenance
matrix. Elements in the maintenance matrix are assigned to the primary elements of the
object. The elements of the object’s maintenance matrix describe explicitly the subsets of
those technical and technological activities which must be performed upon a given element
of the object for its renewal. The process of assigning the elements of the object’s structure
to adequate renewing activities with the use of appropriate materials and resources is a
complicated task. These issues are continuously being developed and improved in the
author’s studies.

The current research work supporting the development of expert and advisory systems
is focused on the issues related to the improvement of methods of acquiring specialist
knowledge of a person, with the wide participation of modern solutions such as artificial
intelligence and intelligent systems. This issue is presented in the works [16,17]. The issues
of testing the reliability of wind farm equipment in its operation process are presented
graphically in Figure 1.
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Figure 1. Diagram of operation process for technical object utilizing the artificial neural network.

Where the following stand for:

- X(ei, j) is the diagnostic signal in the j-th element of the i-th set,
- X(w)(ei, j) is a model signal for X(ei,j) signal,
- FC is min. or max. value of the function of the use of the object,
- W(ε(ei, j) = {3, 2, 1, 0}) is the diagnostic information-value of state assessment logics

for element ”j” within ”i” module of the object.

Getting to know the current level of reliability of the devices used by the Wind Farm
WF and other complex technical facilities is possible through their diagnosis. Diagnosis
using inference (state recognition) in multi-valued logic is particularly useful [25]. At
present, there is widespread progress in the development of specialized diagnostic devices.
The issues are presented in the works [26,27]. It is particularly visible in the diagnostics
of medical devices, energy technology, etc. However, these are diagnostic devices with
an individual application for the selected device under test. There is no diagnostic device
on the market with a wide (general) spectrum of practical diagnostic use. The works by
Duer and others show that diagnostic devices represent a common and uniform technical
solution. It is a modular solution with the following functional elements: measurement,
diagnostic, and diagnostic knowledge base. For each diagnosed device or technical or
technological process, only the measurement knowledge base and the measurement system,
acquisition, etc., are relevant.

It is essential to comprehend the structure and principles of operation of technological
devices and inaccurately diagnose them. Concerns relating to the operation of wind farm
equipment are discussed in the following works [16].

In the work by Duer [45], he presented research on the reliability of Wind Farm equip-
ment based on analytical models using reliability dependencies. However, the obtained
results indicate that this approach is quite difficult to implement in simulation studies. The
article presents the organization, implementation, and analysis of the simulations carried
out for the evaluation of the quality of the maintenance system of wind farm equipment
WF. The important aspect for the reader is to present models of wind farm equipment
WF operation processes. The reader will find the issues of building and organizing the
operation process of complex technical objects in [4]. Three models of wind farm equipment
operation processes WF were used for the simulations. The model is Model A, an operation
process of a wind power plant that uses an intelligent maintenance system with an artificial
neural network. The second model is Model B, an operation process of the object which uses
information in bivalent logic, a model with a maintenance system organized by planning its
optimal prevention activities. The third is Model C, an operation process of a wind power
plant with a maintenance system that is organized classically without any examination of
the state in the assessment process: a strategy for object’s maintenance is based on manual
planning of prevention activities and arbitrary operator’s selection of its scope.

The issues related to the description and testing of the individual elements that
describe the operation process of technical facilities are well presented in publications.
However, there are no studies that present the challenges of research into and organization
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of the operation process of complex technical facilities in a comprehensive manner. As
a result, the article aims to model the reliability of WF Wind Farm equipment during its
operation. This task will require solving the research problems presented below. The first
issue is related to understanding and describing the problems of the diagnostics of WF
devices. Another problem is understanding and describing the operation process (i.e., the
use and maintenance) of Wind Farm devices. An important issue presented in the article is
understanding and description of the organization of the technical maintenance system in
the process of the operation of the facility tested.

The research on the reliability of wind farm technical devices with the use of intelligent
systems was presented methodologically. For the WF operation process described in
this way, its model was developed, and analytical relationships were determined on the
basis of which the tested reliability values are determined in the form of the availability
function (Kg(t)).

The article deals with the problem of testing the reliability of WF depending on the
influence of one of the parameters on this value, i.e., the average time between successive
failures. The application of this research parameter to the reliability of WF in such a way
has not yet been undertaken in publications. The novelty of this article is also its use
as a research tool in the form of the LabView computer program. The obtained results
from the simulation tests are interesting and were not presented in the publications in the
form presented in this article. The task of understanding the reliability of the Wind Farm
equipment has become the main research goal presented in this article.

2. Methodology for Testing the Reliability of the Wind Farm Equipment in the
Operation Process

Each study of any technical object, and even more so a simulation study, requires
input data characterizing the actual operation process of the selected object class and its
simulation models (Figure 2). The study of the actual operation of the facility is the basis
for obtaining data for the simulation study of process models.

The required input data for the tests are the following quantities:

- the time of use of the object T is the time the object is in a fit condition,
- the time of removing the Ta object inoperability,
- time of performing preventive repair of Tp,
- period of projected (optimal) prevention θ*,
- period of planned prophylaxis θ.

The source of the above data may be the observation of actual operation processes
and a properly prepared and implemented simulation experiment. The results concerning
the study of the actual operation process of various classes of technical objects are pre-
sented, among others, in the study. The simulation experiment consists of the following
components (Figure 2):

- Model of the tested facility operation process,
- Test program,
- Research tools—the use of a computer in research,
- Analyze the obtained data.
- The study of the models of the object operation processes was carried out using the

same test criteria test conditions, such as:
- Functions describing the object operation process and the inputs consumed,
- Input data characterizing the operation process of complex objects.

To determine the appropriate measure characterizing the quality of the facility opera-
tion process, other quantities describing the efficiency of wind farm equipment used in the
operation process should be analyzed.
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Figure 2. Algorithm of simulation investigations concerning the quality of the assessment of the
operation process of the technical object.

The methodology of testing the reliability of the wind farm equipment operation
process is an activity of research, analysis, and evaluation in this area. In order to bet-
ter understand the research activities in the field of reliability assessment of the wind
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farm equipment operation process, a graphical diagram of this operation was developed
(Figure 2). The essential points in this algorithm are as follows:

1. Understanding and describing the operation process (use and renovation) of wind
farm equipment.

2. Development of models of the operation process of wind farm equipment.
3. Adoption of the quantity (function) characterizing the reliability test of the wind farm

equipment operation process. For reliability tests, a reliability value known in the liter-
ature [2,38] was proposed, which is the function and the availability coefficient (Kg(t)):

Kg (t) = P[S(t)] (1)

where the following stand for: P[S(t)] is the probability that the technical object is in a
fit condition.

1. Reliability simulation tests of the wind farm equipment operation process are carried
out using the same computer program.

2. The same input data is used in the reliability simulation tests of the wind farm
equipment operation process.

3. The results obtained from the simulation tests concerning the reliability of the opera-
tion process of wind farm equipment are presented graphically on common charts
that present the quantities studied.

3. The Four-State Model of the Operation Process of Wind Farm Equipment

The analysis (Figure 1) shows that the wind farm equipment that is implemented
(switched on) into operation is effectively used. When the wind farm devices are effectively
used and the wind farm performs its functions as intended, then it is in the reliability state
shown in Figure 2, which is called the effective SO usage state. With the time of use of a wind
farm WF, its functional resource continues to decrease (reliability decreases). Measurement
of the WF reliability level (value) is measured on an ongoing basis by diagnosing by the
DIAG system. The DIAG system is an autonomous diagnostic device. The developed
intelligent diagnostic system is a set of specialized technical devices along with a diagnostic
card. The work of the DIAG program was verified on the basis of the diagnosis of functional
devices of the Wind Farm. Problems of this type are quite modest in the literature [4].

Diagnostic information about the WF reliability level is assessed by the user on an
ongoing basis. If the reliability of a wind farm drops below the acceptable level, the user
(owner) of a wind farm decides on sending for renewal in an intelligent system. Therefore,
such an event, when the WF cannot effectively carry out its tasks, is transferred to the
reliability state in Figure 3, which is called the state of ineffective use–repair, restoration of
utility properties S10. In Figure 1, the intelligent renewal (maintenance) system SERV is
built by two subsystems: the subsystem of the expert maintenance knowledge base and
the maintenance subsystem. The SERV system is an extensive expert system (computer
program). The SERV system is responsible for determining the maintenance information on
the basis of the diagnostic information obtained from the DIAG program. The developed
SERV program is made on the basis of the presented stepwise algorithms for the process
of renewing the functional properties of the wind farm. The developed solution of the
SERV service system was subjected to practical action in the scope of determining the set of
maintenance information for the renewal of the devices of the Wind Power Plant and other
wind farms. Based on this information, the WF is renewed in the handling system. The
renewed WF devices are returned to their use in the operation process (Figure 3).

During their operation, the WF devices require periodic and cyclical repair technical
and technological works, such as inspections, and tests of wind power plant safety devices
such as evacuation, crane, fire protection, and other devices. In a situation where the WF
devices are subjected to repair and technological works, such a reliability state is called
preventive shutdown (planned repair works) S1. During their effective use, WF devices are
subject to constant supervision in the field of their safe use. One of the developed technical
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solutions that support the concept of a decision by the WF operator is the Wind Power
Plant Expert system WPPEs expert program [4]. In situations threatening the safe operation
of WF devices, the operator temporarily excludes WF from its use. Such a reliable state of
WF presented in Figure 3 is called the state of ineffective use marked as S01.

 
Figure 3. Diagram of the operation process of a Wind Equipment Farm not equipped with any
intelligent expert systems SERV.

The problem related to the description of this type of exploitation process model was
presented in the studies. The graphic form of this model is shown in Figure 3.

The analysis of the model of the operation process of the Wind Farm equipment
presented in Figure 3 demonstrates that the facility may be in one of the following states:

- S0—effective use of the facility,
- S1—scheduled maintenance-preventive NP,
- S01—unscheduled maintenance,
- S10—ineffective use of the facility.

The transitions between the states in the model mean the following:

- λ—has an interpretation of the intensity of the system’s transition from state S0 to
state S1,

- μ—has an interpretation of the system’s transition from state S1 to state S0,
- λ1

λ1+λ2
λ1—has an interpretation of the intensity of the transition of the system from

the state S0 to state S01,
- μ1—has an interpretation of the intensity of the transition of the system from the state

S01 to state S0,
- λ2

λ1+λ2
λ2—has an interpretation of the intensity of the transition of the system from

the state S0 to state S10,
- μ2—has an interpretation of the intensity of the transition of the system from state S10

to state S0.

A technical facility used without the SERV expert system is damaged, and it modifies
its place in the operating process. The object moves with intensity λ2

λ1+λ2
λ2 from state S0 to

the state of ineffective use S10. The time of the technical object remaining in the state of
ineffective use S10 is determined by the random variable τNA. The value of the useful life
of an ineffective technical facility results from the wind farm operating conditions or from
changes in weather conditions. The technical object, once the unfitness has been located
and removed that determines the cause of its ineffective use, is again transferred to the S0
use state with an intensity of μ1. To identify the probability of the system remaining in the
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particular states, the network of crossings presented in Figure 4 shall be described with the
following equations:

−λ·P0 + μ·P1 − λ1· λ1
λ1+λ2

·P0 + μ1·P01 − λ2· λ2
λ1+λ2

·P0 + μ2·P10 = 0
λ·P0 − μ·P1 = 0
λ1· λ1

λ1+λ2
·P0 + μ1·P01 = 0

λ2· λ2
λ1+λ2

·P0 + μ2·P10 = 0

(2)

In the matrix notation, Relationship (2) can be presented as follows:
⎡
⎢⎢⎢⎢⎣

−
(

λ + λ1
λ1+λ2

·λ1 +
λ2

λ1+λ2
·λ2

)
μ μ1 μ2

λ −μ 0 0
λ1

λ1+λ2
·λ1 0 −μ1 0

λ2
λ1+λ2

·λ2 0 0 −μ2

⎤
⎥⎥⎥⎥⎦·

⎡
⎢⎢⎣

P0
P1
P01
P10

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

0
0
0
0

⎤
⎥⎥⎦ (3)

By transforming Equation (3), the following relationships were obtained:

P1 = λ
μ ·P0

P01 = λ1
λ1+λ2

· λ1
μ1

·P0

P10 = λ2
λ1+λ2

· λ2
μ2

·P0

(4)

Obviously enough, it is known that the relationship is correct:

P0 + P1 + P01 + P10 = 1 (5)

Therefore:

P0·
(

1 +
λ

μ
+

λ1

λ1 + λ2
·λ1

μ1
+

λ2

λ1 + λ2
·λ2

μ2

)
= 1 (6)

Kg7 = K0 =
1(

1 + λ
μ + λ1

λ1+λ2
· λ1
μ1

+ λ2
λ1+λ2

· λ2
μ2

) (7)

Kg7 = K0 =
(λ1 + λ2)·μ·μ1·μ2

(λ1 + λ2)·μ·μ1·μ2 + λ(λ1 + λ2)·μ1·μ2 + λ2
1·μ·μ2 + λ2

2·μ·μ1
(8)

Figure 4. Graphs of the Kg availability coefficient in the process of testing the reliability of wind farm
devices by changing the value of the average repair time for constant parameters, including: type
I mean service time = 0.8 [h]; type II mean operating time = 1.3 [h]; mean time between successive
failures = 1200 [h], where: (a) mean repair time 0.3 [h]; (b) average repair time 0.4 [h].
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Using Expression (8), it is possible to determine the values that are of interest and
related to the probabilities of a wind farm system remaining in its various operating states.
If the assumption is made that the modeling of the operation process consists in determining
the probabilities of a wind farm system remaining in individual states {S0, S1, S01, S10}, then
the following values need to be determined:

- the likelihood function of the system being in a state S0,
- the likelihood function of the system being in a state S1,
- the likelihood function of the system being in a state S01,
- the likelihood function of the system being in a state S10.

4. Results

4.1. Indices That Characterize the Process of Operating a Technical Facility

From the set illustrated in the literature [2,6,8,23,36] of these indicators characterizing
the process of the operation of a technical object, the value best reflecting the operation
process is the availability indicator Kg and the accessibility function Kg(t). The process for
calculating the availability feature Kg(t) is generally simplified when calculated for a limit
value at (t → ∞). The size is closely related to the stationary characteristics of the damage
and maintenance process. Due to this, the availability rate of Kg is the most appropriate
measure to set out the efficiency of the operation process, which links both the utility and
economic characteristics of the facility. The accessibility factor Kg of the object is the likeli-
hood of the event that the object is operational after a sufficiently long period of operation
(t→ ∞). The accessibility factor Kg determines the average proportion of the technical
object’s service life in the total service life, as represented by the following relationship:

Kg = lim
t→∞

Kg(t) = lim
t→∞

Kgsr(t) (9)

where: Kg(t) is the medium value of the accessibility factor Kg.

4.2. Testing and Evaluation of the Reliability of Wind Farm Devices in the Operation Process Due
to the Decrease in the Value of the Repair Time

The organization of the wind farm equipment operation process is subject to contin-
uous improvement and improving it in terms of its technical implementation as well as
the methods and forms of its organization. One of the important aspects in the moderniza-
tion and modernization of the renewal process of wind farm equipment is the use of the
intelligent SERV system in it. The SERV system is a large computer expert program that
generates a set of maintenance instructions based on the input diagnostic information about
the tested object and the existing expert knowledge base in the SERV system’s memory.
The SERV system’s established service knowledge base serves as the foundation for the
development and implementation of a smart system for the renewal and implementation
of the process of restoring functional qualities. The functional qualities of wind farm
devices decline with use as a result of the implementation of tasks envisaged for them.
The current level of ownership of the functional characteristics of wind farm devices is
examined and determined during the diagnosis process. Hence, the diagnostic information
determined during the diagnosis is presented in the form of a “WF devices status table”.
This information set, named the “Diagnostic Knowledge Base for WF Devices” DKB, is the
input set for the SERV program. The SERV system develops a maintenance information set
called the “Expert Knowledge Base for WF Equipment” EKB. The structure of EKB of WF
devices is determined by the following sets of information:

• The service structure of the object is a set of information describing the internal
structure of the object, which was determined on the basis of its functional model
and the set of service information, adapted to the needs of the service. The service
structure is determined by those basic elements of the facility that are in an incomplete
or unfit condition and require renewal. The basic elements that require updating are
called control elements. These elements are arranged in the facility’s maintenance
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structure, which is defined by the i-th service levels, and each of the i-th levels by the
j-th service layers;

• Methods of classifying (grouping) elements in the object’s service structure, is a set
of information describing the object’s service structure due to the nature and tasks
of the element, which was determined based on its functional model and the set of
service information and others. The specialist assigns one s-th class from the set of
classes to each operating element, where: s = {I to VIII}. Assigning a specific class to
an element in a service structure is assigning an element to a specific group of devices,
eg a class: mechanical, electrical, etc. The object’s service structure adapted in this
way is to adapt the nature of maintenance activities that are specific only to devices
of a given group. This structure has a dimension like that of the operating structure,
the elements describing this set of information are described through the i-th service
levels, and each of the i-th levels is described by j-th service layers;

• Structures for renewing (servicing) maintenance elements is a set of maintenance
information concerning the maintenance activities that must be performed in the
process of renewing the maintenance elements of the facility. It is determined on the
basis of assigning to each element of the maintenance structure a specific subset of
maintenance activities, such as tuning, adjustment, maintenance, replacement, etc.,
selection of maintenance activities or their sets for individual operating elements are
adapted to the current state, in which the structural elements of the facility are located;
performing the required maintenance activities or their sets on individual maintenance
elements will result in their transition to the state of suitability;

• Structure of service rules, this specialized set of object service information having the
dimension of the internal structure of the object (levels × layers). This specialized
maintenance knowledge base concerns the description of dependencies, rules, and
relations in the scope of determining the information set of the object maintenance task,
including structures: comparing the states of the object’s elements, object maintenance,
object maintenance activities, classifying object elements. The handling rules provide
the user of the object with answers, on how and how to effectively organize the process
of handling the object. The set of facility maintenance rules is the basis, apart from the
algorithm, for designing an appropriate computer program that supports the effective
restoration of the facility’s operating features [4,45].

The renewal process of WF devices is organized on the basis of the set of maintenance
information developed by the SERV system. The use of the SERV system in the process of
refurbishing WF devices makes this type of refurbishment of this facility a modern solution,
and at the same time innovative and effective. The issue of a refurbishment of wind farm
devices is subject to continuous development to ensure that the restored usable resources of
service elements have the character of a complete renovation, i.e., the same as the elements
in the structure of a new facility (just implemented for use).

The problem of testing and assessing the reliability of wind farm devices in the
operation process is a difficult task due to the decreasing value of the repair time. There
is no description of this type of research in the literature. The article presents the thesis
“Renewal of WF devices on the basis of information developed in the SERV system in a
general manner and directly affects the reduction of the time of restoring the resource of
functional properties (the object’s presence in the maintenance system), and thus reducing
the repair time” (Figure 1). The whole average duration of the renewal procedure (the
object’s stay in the handling system) is referred to as the average repair time. The article’s
research premise concerning the prospect of reducing the time it takes to repair wind farm
devices stems from the essence of the facility renovation system, which is made possible by
the usage of an intelligent SERV system. The intelligent SERV system used in the process
of refurbishment of WF devices develops an effective “Knowledge base for servicing WF
devices”. In this set of maintenance information, the SERV system optimizes the service
structure of WF equipment. The SERV system defines a set of operating elements of WF
devices that have {3} states—the states of availability and do not require the need to restore
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the resource of operational properties. The size of the average repair time of WF devices is
also influenced by the organization of the renewal process based on information from the
SERV system.

On the basis of information from the SERV system, the service elements are renewed
for the appropriate level based on their current state from the {3, 2, 1, 0} set. Then, the
implementation of the renewal process (implementation of technical and technological
activities) is also optimal. Only those technological activities (renewing service elements)
are performed that are required (developed by the SERV system) to fully renew the elements
of the WF devices. Therefore, the presented problems of organization and implementation
of the wind farm equipment renewal process will result in reducing the repair time. The
results obtained from the testing and evaluation of the reliability of wind farm devices in
the operation process due to the decrease in the value of the repair time are presented in
Table 1 and Figures 4–7.

The analysis of the test results presented in Table 1 and in Figures 4–7 shows that for
the value of the mean repair time equal to (0.3), the reliability value determined in the
study in the form of the readiness factor Kg (1) is 0.999793711044.

Figure 5. Graphs of the Kg availability coefficient in the process of testing the reliability of wind farm
devices by changing the value of the average repair time for constant parameters, including: type I
mean service time = 0.8 [h]; type II mean operating time = 1.3 [h]; mean time between successive
failures = 1200 [h]. where: (a) average repair time 0.5 [h]; (b) average repair time 0.6 [h].

Figure 6. Graphs of the Kg availability coefficient in the process of testing the reliability of wind farm
devices by changing the value of the average repair time for constant parameters, including: type I
mean service time = 0.8 [h]; type II mean operating time = 1.3 [h]; mean time between successive
failures = 1200 [h], where: (a) mean repair time 0.7 [h]; (b) average repair time 0.8 [h].

The assumed value of the average repair time of (0.3) means that in the maintenance
system based on information from the SERV system, the renewal time of WF devices was
reduced to 70% concerning the average value of the renewal time of wind farm devices
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implemented in the maintenance system organized traditionally (classic) [40,41]. The
research verified (tested) the impact of the average repair time equal to the test value (1.0)
appropriate for the renewal of wind farm devices in the maintenance system organized
classically (without support from the use of intelligent systems). For the mean repair
time value equal to (1.0), the determined reliability of wind farm devices renewed in the
maintenance process in the form of the availability factor Kg (2) is 0.99943517 (Figure 8).

Figure 7. Graphs of the Kg availability coefficient in the process of testing the reliability of wind farm
devices by changing the value of the average repair time for constant parameters, including: type I
mean service time = 0.8 [h]; type II mean operating time = 1.3 [h]; mean time between successive
failures = 1200 [h], where: (a) mean repair time 0.9 [h]; (b) average repair time 1.0 [h].

Table 1. Max. value readiness factor Kg.

Average Repair Time Value Max. Readiness Factor Kg

0.3 0.999793711044

0.4 0.998742403291

0.5 0.987682914322

0.6 0.985590024178

0.7 0.974590023678

0.8 0.969544193147

0.9 0.969488234806

1.0 0.959435172789

Figure 8. Graph of the reliability of wind farm devices in the operation process as a function of
repair time.
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The analysis of the Kg (1) and Kg (2) readiness factor values allows for determining the
possible increase in the value in the form of the readiness factor ΔKg on the basis of the rela-
tionship: ΔKg = Kg (1)−Kg (2), hence the value ΔKg = 0.000358. The analysis of the research
results presented in (Figure 1) allows for the formulation of the following conclusions.

1. Renewal of wind farm devices in the maintenance system organized on the basis
of information developed in intelligent systems, including: diagnostic (DIAG) and
maintenance (SERV) significantly increases the reliability of the renovated facility.

2. The use of innovative intelligent systems in the renewal process of wind farm devices
brings an increase in the reliability of the renewable wind farm devices in the form of
the readiness factor value is ΔKg = 0.000358.

3. The intelligent SERV system is a good computer tool that effectively supports the con-
struction and organization of maintenance systems renewing the wind farm equipment.

4.3. Testing and Evaluation of the Reliability of Wind Farm Devices in the Operation Process Due
to Changes in the Value of Time between Successive Failures of Wind Farm Devices

It is important to test and evaluate the reliability of wind farm devices in the operation
process due to changes in the value of time between successive failures of wind farm
devices and a research aspect that is difficult to implement. The average value of the time
between successive failures of wind farm devices in the operation process is one of the
basic indicators in assessing its reliability in (Table 2) and (Figures 9–13). The average value
of the time between successive failures of WF devices is directly related to the quality and
accuracy of the device renewal, the method and strategy used in the renovation process,
the full use of service information about the device, and other factors, and can be used
to assess the reliability of WF devices refurbished in an intelligent maintenance system.
As a result, the influence of the average value of time between successive failures on the
reliability quality of wind farm equipment was evaluated in the next simulation study.

Table 2. Max. value readiness factor Kg.

Mean Time between Successive Failures (h) Value of Max. Readiness Factor Kg

1000 0.999427552702

1200 0.989498551118

1300 0.979567543594

1500 0.969612736465

1800 0.959688899662

2000 0.959728217231

2500 0.949782318116

3000 0.949815173253

The study assumed the range of changes in the mean value of the time between
successive lesions in the range of {1000 ÷ 3000} [h]. The results obtained from testing the
average value of the time between successive failures of wind farm devices for the reliability
of wind farm devices in the operation process are presented in Table 2 and Figures 9–12.

The analysis of the test results presented in Table 2 and Figures 9–13 shows that for the
value of the mean time between successive failures amounting to 1000 [h], the reliability
value determined in the test in the form of the readiness factor Kg (1) is 0.999815173. The
adopted value of the average time between successive failures amounting to 3000 [h] means
that the WF devices are fully refurbished and have the property of use at the level of a
new facility.
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Figure 9. Graphs of the test of the mean time between successive failures, for constant parame-
ters, including: mean repair time 0.7 [h]; mean operating time I type 0.8 [h]; type II mean service
time = 1.3 [h], where: (a) the mean time between successive failures is 1000 [h]; (b) the mean time
between successive failures is 1200 [h].

Figure 10. Graphs of the test of the mean time between successive failures, for constant parame-
ters, including: mean repair time 0.7 [h]; mean operating time I type 0.8 [h]; type II mean service
time = 1.3 [h], where: (a) the mean time between successive failures is 1300 [h]; (b) the mean time
between successive failures is 1500 [h].

Figure 11. Graphs of the test of the mean time between successive failures, for constant parame-
ters, including: mean repair time 0.7 [h]; mean operating time I type 0.8 [h]; type II mean service
time = 1.3 [h], where: (a) the mean time between successive failures is 1800 [h]; (b) the mean time
between failures is 2000 [h].
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Figure 12. Graphs of the test of the mean time between successive failures, for constant parameters,
including: mean repair time 0.7 [h]; mean operating time I type 0.8 [h]); type II mean service
time = 1.3 [h], where: (a) the mean time between successive failures is 2500 [h]; (b) the mean time
between successive failures is 3000 [h].

 

Figure 13. Graph of the reliability of wind farm devices in the operation process as a function of the
time between successive failures.

The impact of the average time between successive failures on the quality of the service
process, as well as the impact on the level of reliability of WF devices, was examined for
this value in the interval {1000 ÷ 3000 [h]} (Figure 13).

The study assumes that the value of the average time between successive failures
amounting to 1000 [h] is appropriate for the reliability level of wind farm equipment
obtained as a result of the renewal carried out in the maintenance system organized in a
traditional (classic) manner [40,41].

The research verified (tested) the flow of the average time between successive failures,
amounting to (1000 [h]), appropriate for the renewal of wind farm devices in the mainte-
nance system organized classically (without support from the use of intelligent systems).
In the meantime between successive failures of (3000 [h]), the reliability determined in the
simulation test in the form of the readiness factor Kg (2) of wind farm devices renewed in
the service process is 0.99942755.
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The analysis of the Kg (1) and Kg (2) readiness factor values allows for determining the
possible increase in the value in the form of the readiness factor ΔKg based on the relation-
ship: ΔKg = Kg (1)−Kg (2), hence the value ΔKg = 0.0003876. The analysis of the research
results presented in (Figure 1) allows for the formulation of the following conclusions.

1. Research on the reliability of wind farm devices for the meantime between successive
failures confirms that the renewal of wind farm devices in a maintenance system
organized on the basis of information developed in intelligent systems, including
diagnostic DIAG and maintenance SERV significantly increases the reliability of the
renovated facility.

2. The use of efficient and modern intelligent systems for renewing wind farm devices
brings a significant increase in the reliability of the renewable wind farm devices in
the form of the readiness factor value is ΔKg = 0.0003876.

3. The developed intelligent SERV system is a good computer tool that effectively
supports the design and organization of systems for renewing wind farm devices.

5. Discussion

The problems presented in this paper in reliability studies of the exploitation process
of the WF wind farm equipment are particularly well presented in the publication [4]. This
paper presents a study of wind farm equipment in the aspect of reliability testing in the
aspect of the application of an intelligent expert system to support decision-making by the
system operator in the safe supervision of its use. In this work, the following three models
of the operation process were developed:

- Model A, reporting the operation process of wind power installations equipped with
intelligent systems supporting decision-making regarding the safety in use,

- Model B, describing the process of operating wind farm equipment not equipped with
any smart support schemes and without the WPPES system,

- Model C, reporting a simple (conceptual) process of operating wind farm facilities.

For the analytical description of the developed models of the WF equipment operation
process, the Kolmogorov–Chapman equations were adopted, which are widely presented
in the literature [24]—Nakagawa, T. Maintenance Theory of Reliability; Springer: London,
UK, 2005. In the simulation analysis of the reliability of the Wind Farm equipment, the basic
reliability quantity of the WF understudy will be determined in the form of the readiness
factor Kg(t).

The novelty of this paper about other publications on the reliability of technical devices
is the subject of research.

Only in this work, among other publications, was the study of the reliability of wind
farm equipment undertaken in the aspect:

1. Testing and evaluation of the reliability of wind farm devices in the operation process
due to the decrease in the value of the repair time.

2. Testing and evaluation of the reliability of wind farm devices in the operation process
due to changes in the value of time between successive failures of wind farm devices.

The subject matter in the first point of the research is extremely important and of great
practical significance. Such research problems as those presented in points 1 and 2 were not
presented in publications. The research topic undertaken in pt. 1. concerns modernization
of the process of renewing wind farm equipment used in the process of its exploitation. The
paper presents that the modernization of the renewal process of the WF is performed by
using an intelligent SERV renewal system. Based on information from the SERV system, the
service elements are renewed for the appropriate level based on their current state from the
{3, 2, 1, 0} set. Then, the implementation of the renewal process (implementation of technical
and technological activities) is also optimal. Only those technological activities (renewing
service elements) are performed that are required (developed by the SERV system) to fully
renew the elements of the WF devices. Therefore, the presented problems of organization
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and implementation of the wind farm equipment renewal process will result in reducing
the repair time.

Having applied the SERV system in the operation process of WF equipment, the task
of a simulation study of its effectiveness was undertaken. For the simulation study, it was
assumed that decreasing the duration of the process of renewal Todn of WF devices will be
studied for the interval {0.2 to 1.00} hour. For such an interval of possible changes in the
duration of the process of renewal Todn of WF devices, an increase in the tested value of
the readiness factor ΔKg = 0.045 was obtained. On this basis, it can be concluded that the
improvement (modernization) of the process of renewal Todn of WF devices is an important
task and affects the increase in the reliability of WF devices.

Another research problem presented in the second point of the research concerned
the influence of the value of time between Tmu in the operation process of PE equip-
ment on its reliability. It is research that is new in publications on PE topics. In many
publications [7,16,27–39] the time between failures Tmu in the process of technical equip-
ment operation is identified with the reliability index of these devices. On this basis, it
can be said that the greater the value of the time between failures Tmu in the process of
technical equipment operation, this equipment has higher reliability. In this paper, the task
was undertaken to check in practice in research how the value of time between failures
Tmu in the process of WF equipment operation affects the increase of its reliability. In the
conducted research it was assumed that the value of time between failures Tmu in the
process of operation of WF equipment will vary in the range {from 1000 to 3000} hours.
The results obtained from the tests show that the possible growth of the studied magnitude
of the readiness factor ΔKg = 0.07. The value of this reliability measure in the form of a
readiness factor Kg is significant. Therefore, it can be concluded that the pursuit, in the
process of WF equipment operation, to increase the value of time between failures Tmu in
the operation process of PE equipment is an important direction for increasing reliability.

6. Conclusions

The problem of testing the reliability properties of wind farm equipment during its
operation, as presented in the article, is a difficult organizational and technical task. The
difficulty of this result is also due to the acquisition of input data for the research. Numerical
data describing the operation process of the Wind Farm equipment was obtained through
research carried out over a long period of time. It was assumed that the observation time
(measurement of downtime and useful life, etc.) would be sufficient for one year. On the
other hand, the reliability tests of the Wind Farm devices will be carried out as a simulation
test. This type of research requires the knowledge and description of the actual operation
process of the Wind Farm equipment and the determination of reliable input data for the
research. At the core of each research is a good research plan (how and how to test) for
the wind farm equipment. The basis for the simulation study of the operation process of
the Wind Farm equipment is the developed model of the organization of the operation
process. Hence, a model of the wind farm equipment operation process was developed,
which in the literature is called the four-stage model. The following reliability values were
investigated in the simulation tests to determine the reliability of the Wind Farm device in
the process of operation with changes:

- the value of the average repair time equal to (0.3) [h], the reliability value in the form
of the Kg (1) readiness coefficient determined in the test is the highest and amounts
to 0.99979371,

- the value of the mean time between successive failures (3000 [h]), the reliability
determined in the simulation test in the form of the readiness factor Kg (2) of wind
farm devices renewed in the service process is the highest and amounts to 0.99942755.
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Abbreviation

Symbols

X(ei,j) diagnostic signal in jth element of ith set
X(w)(ei,j) model signal for X(ei,j) signal
FC max max. value of the function of the use of the object
W(ε(ei,j)) = {2, 1, 0}) valued of state assessment logics for jth element within ith module

(from the set of the accepted three-value logic of states’ assessment)
Kg(t) or Kg the average value of availability function or factor Kg
Fc the quality function of the object’s operation process
Fch function of the object exploitation process
λ damage intensity
To simulation test time of the object
μ repair intensity
λ1 intensity of type I inspections
μ1 type I operational maintenance intensity
λ2 intensity of type II inspections
μ2 type II operational maintenance intensity
P0 probability of the system being in state S0
P1 probability of the system being in state S1
P01 probability of the system being in state S01
P10 probability of the system being in state S10
S0 effective use of the object
S1 scheduled maintenance–preventive NP
S01 unscheduled maintenance
S10 repair, restoration of utility properties ineffective use of the object
Acronyms

WPPES Wind Power Plant Expert System
SERV intelligent operating system
DIAG intelligent diagnostic system
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