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and Krisztina Csabafi

Kisspeptin-8 Induces Anxiety-Like Behavior and Hypolocomotion by Activating the HPA Axis 
and Increasing GABA Release in the Nucleus Accumbens in Rats
Reprinted from: Biomedicines 2021, 9, 112, doi:10.3390/biomedicines9020112 . . . . . . . . . . . . 233

vii





About the Editor

Masaru Tanaka, M.D., Ph.D., has been a Research Fellow in the MTA-SZTE Neuroscience

Research Group of the Hungarian Academy of Sciences at the University of Szeged (MTA-SZTE)

since 2005. His scientific interests include depression, anxiety, dementia and pain, and their comorbid

nature in neurological diseases and psychiatric disorders. His current research focuses on the

antidepressant, anxiolytic and nootropic effects of neuropeptides, neurohormones and tryptophan

metabolites, and their analogues in animal models of behavior and psychiatric disease. He is an

editorial board member of the Journal of Integrative Neuroscience and Advances in Clinical and

Experimental Medicine, an advisory board member of Biology and Life Sciences, and a section board

member of Biomedicines. He obtained a PhD in Medicine (1998) and an MD in General Medicine

from the University of Szeged, and bachelor’s degrees in Biophysics (1987) from the University of

Illinois, Urbana-Champaign.

ix





biomedicines

Editorial

Editorial of Special Issue “Crosstalk between Depression,
Anxiety, and Dementia: Comorbidity in Behavioral Neurology
and Neuropsychiatry”

Masaru Tanaka 1,2,* and László Vécsei 1,2

Citation: Tanaka, M.; Vécsei, L.

Editorial of Special Issue “Crosstalk

between Depression, Anxiety, and

Dementia: Comorbidity in Behavioral

Neurology and Neuropsychiatry”.

Biomedicines 2021, 9, 517. https://

doi.org/10.3390/biomedicines9050517

Received: 12 April 2021

Accepted: 18 April 2021

Published: 6 May 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 MTA-SZTE, Neuroscience Research Group, Semmelweis u. 6, H-6725 Szeged, Hungary;
vecsei.laszlo@med.u-szeged.hu

2 Department of Neurology, Interdisciplinary Excellence Centre, Faculty of Medicine, University of Szeged,
Semmelweis u. 6, H-6725 Szeged, Hungary

* Correspondence: tanaka.masaru.1@med.u-szeged.hu; Tel.: +36-62-545-597

Keywords: depression; anxiety; dementia; Alzheimer’s disease; multiple sclerosis; schizophrenia;
stroke; lipid; nutraceutical; diabetes

“Where there is light, there must be shadow, ...”

—Carl Jung
—Haruki Murakami

“Somethings can only be seen in the shadows.”

—Carlos Ruiz Zafon

“The world outside you is only a reflection of the world inside you.”

—unknown

Depression, anxiety, and dementia are spectra of the most common symptoms ex-
perienced by patients with a wide range of diseases. The symptoms often concur and
frequently wax and wane in the course of the diseases. However, they may serve as pro-
dromal indicators for and may inflict in sequelae to a certain condition. Indeed, depression
and anxiety are risk factors for dementia, but they are not just comorbidities or sequelae
of dementia. This Special Issue highlights laboratory, clinical, and statistical studies on
the crosstalk between depression, anxiety, dementia, Alzheimer’s disease (AD), multiple
sclerosis (MS), schizophrenia (SCZ), diabetes mellitus (DM), Down’s syndrome, and/or
compulsive disorders, presented by 71 authors and edited by 25 referees, three academic
editors, and one editor.

Animal research is one of the essential arenas for laboratory sciences in neuropsychia-
try. Kisspeptins (KP) are endogenous neuropeptides with L-arginine and L-phenylalanine
motif at the C-terminal (RF-amide peptides), which regulate the reproductive system. The
N-terminally truncated octapeptide KP-8 induced anxiety-like behavior, reduced ambu-
latory activity, and suppressed exploratory locomotion by activating the hypothalamic–
pituitary–adrenal (HPA) axis and increasing gamma-aminobutyric acid (GABA) release
in the nucleus accumbens in rats [1]. The studies on the triple transgenic mouse model of
AD model (3xTg-AD) showed higher mortality rates and HPA axis activation in female
mice of 3xTg-AD and the wild type, but worse behavioral and cognitive functions, higher
cerebral blood flow, and improved cardiovascular phenotypes only in 3xTg-AD female
mice. The authors suggested the presence of a sex-dependent compensatory hemodynamic
mechanism, proposing a possible target for interventions of dementia in aging [2].

The linkage between late-life depression (LLD) and AD was explored by resting-
state functional magnetic resonance imaging (fMRI) studies analyzing the default mode
network (DMN), executive control network, and salience network (SN). The dissociated

Biomedicines 2021, 9, 517. https://doi.org/10.3390/biomedicines9050517 https://www.mdpi.com/journal/biomedicines1
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functional connectivity pattern with increased anterior DMN and decreased posterior
DMN was commonly observed in LLD and AD. The DMN connectivity increased in LLD
and decreased in AD, but the SN connectivity decreased in LLD and increased in AD.
The authors proposed that the similarity of dissociation may be a possible mechanism of
association between LLD and AD [3]. Depression is a common sequela to stroke attack.
Poststroke depression increased the level of disability and mortality rates regardless of
stroke severity and other neuropsychiatric symptoms during the first year of stroke or
transient ischemic attack. The authors suggested depression as a prognostic biomarker for
cerebrovascular accidents [4].

Plasma protein signatures were explored in patients suffering from major depressive
disorder (MDD). Longitudinal liquid chromatography tandem mass spectrometry (LC-
MS/MS) analysis showed 63 proteins significantly associated with drug response-time
interactions, 21 proteins significantly associated with response term, and 15 proteins
significantly correlated with psychiatric measurement indices. The authors proposed the
LC-MS/MS analysis of the serum proteins for a predictive and prognostic biomarker
for MDD [5].

Animal-assisted intervention (AAI) and prerobot intervention (PRI) are interventional
strategies for the elderly with cognitive impairment or dementia. Pooled analysis of AAI
and PRI on the behavioral and psychological symptoms of dementia (BPSD) revealed that
the interventions induced a beneficial impact on the depression component of BPSD, but
not on the component of anxiety or quality of life. Thus, the authors revealed that depres-
sion is an interventional target for cognitive impairment and dementia [6]. Mushroom-
produced psychedelic prodrug psylocibin was shown to be significantly effective in the
treatment of depression and anxiety in patients suffering from life-threatening diseases
by meta-analysis. The authors emphasized the importance of psilocybin translational
research for the treatment of emotional symptoms, especially for the patients resistant to
conventional pharmacotherapy [7].

Depression, anxiety, and dementia are common psychobehavioral symptoms in au-
toimmune demyelinating MS. The disturbance of reduction-oxidation homeostasis was
commonly observed in MS. Monitoring various components of reactive chemical species, ox-
idative enzymes, antioxidative enzymes, and degradation products, including kynurenines
was proposed to build personalized treatment plans for a better quality of life in MS [8].

The disturbance of lipid metabolism is gaining increasing attention in neuropsychiatric
diseases and their comorbidities. A case-control study revealed that depression, diabetes
mellitus, and older age were associated with an increased likelihood of developing AD, and
dyslipidemia treatment reduced the likelihood of developing AD. The authors declared that
depression and diabetics are risk factors of dementia, treatment of dyslipidemia reduces
the risk of dementia, and ageing is a decisive risk factor of dementia [9]. The status of
polyunsaturated G-protein coupled receptor (GPR) 120 and its ligands, polyunsaturated
fatty acid (PUFA) concentrations was studied in patients suffering from SCZ. Correlations
were observed between the serum fatty acids (FAs) and GPR120 concentration in healthy
controls (HCs), but no correlation was found in SCZ. Furthermore, alpha-linolenic acid and
docosahexaenoic acid were independently associated with GPR120 concentration in the
model adjusted for eicosapentaenoic acid in HCs. The authors concluded that a disturbance
of PUFA concentrations may play a role in SCZ pathogenesis [10].

The use of nutraceutical compounds was proposed for the prevention of neurodegener-
ative diseases. A sugar-like compound inositol plays an important role in insulin signaling,
oxidative stress, and neuronal activities. Prophylactic and supplemental use of nutraceutical
inositol was suggested to prevent development and progression of cognitive impairments
in AD, Down’s syndrome, anxiety, compulsive disorder, and depressive disorder [11].

Depression, anxiety, and dementia are insufferable burdens experienced by patients
and conspicuous findings exhibited to physicians. However, light is versatile and some-
times mischievous. The symptoms may not be the parts of the spectrum emitting or
reflecting from the underlying conditions. Maybe the manifestations are footprints left
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by or shadows embodied through a certain pathogenesis. However, shadow is miscel-
laneous and multifarious. The clinical, laboratory, and statistical studies in this Special
Issue successfully cast some gleams of light on the silhouette of depression, anxiety, and
dementia in comorbidities. In order to capture the sharper image, our mission continues
(https://www.mdpi.com/journal/biomedicines/special_issues/neuropsychiatry_2).
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Abstract: Patients with dementia suffer from psychological symptoms such as depression, agitation,
and aggression. One purpose of dementia intervention is to manage patients’ inappropriate
behaviors and psychological symptoms while taking into consideration their quality of life (QOL).
Animal-assisted intervention (AAI) and pet-robot intervention (PRI) are effective intervention
strategies for older people with cognitive impairment and dementia. In addition, AAI and PRI have
been shown to have positive effects on behavioral and psychological symptoms of dementia (BPSD).
However, studies into the association between AAI/PRI and BPSD have elicited inconsistent results.
Thus, we performed a meta-analysis to investigate this association. We analyzed nine randomized
controlled trials on AAI and PRI for dementia patients published between January 2000 and August
2019 and evaluated the impact of AAI/PRI on agitation, depression, and QOL. We found that AAI and
PRI significantly reduce depression in patients with dementia. Subsequent studies should investigate
the impact of AAI and PRI on the physical ability and cognitive function of dementia patients and
conduct a follow-up to investigate their effects on the rate of progression and reduction of symptoms
of dementia. Our research will help with neuropsychological and environmental intervention to
delay or improve the development and progression of BPSD.

Keywords: dementia; behavioral and psychological symptoms of dementia; systematic review;
meta-analysis; animal-assisted intervention; pet-robot intervention

1. Introduction

In 2016, it was estimated that 47 million individuals are living with dementia worldwide, and this
figure is projected to increase to 113 million in 30 years. As a result, the public health burden of dementia
is anticipated to significantly increase in the coming years [1]. Currently, the World Health Organization
is striving to promote dementia prevention and increase dementia awareness by significantly investing
in health and welfare and active research into dementia [2]. Furthermore, many countries have
implemented national strategies aimed at optimizing dementia management in preparation for the

Biomedicines 2020, 8, 150; doi:10.3390/biomedicines8060150 www.mdpi.com/journal/biomedicines
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anticipated burden of dementia and its effects on their healthcare system [3]. Dementia patients
commonly suffer from behavioral and psychological symptoms of dementia (BPSD) [4]. BPSD include
socially inappropriate neurobehavioral symptoms such as mental and emotional symptoms,
hyperactivity, and sleep disorders [5]. Depression and agitation are the most common emotional
problems that affect dementia patients [4]. The goal of dementia treatment is to manage patients’
inappropriate behaviors and psychological symptoms while considering their quality of life (QOL),
and active research into cognitive stimulation therapy, a nonpharmacological intervention for dementia,
is ongoing [6]. However, previous studies into therapies for dementia have generally focused on their
effect on cognitive abilities such as memory, problem-solving ability, and communication skills, and the
impact of these therapies on the psychological and social aspects of dementia has been neglected [7].
Recently, many interventions for the treatment of BPSD have received attention [8–10], including
animal-assisted interventions [11,12].

Animal-assisted interventions (AAI) are interventions that involve animals. There are various
subgroups of AAI, namely animal-assisted activities (AAA), animal-assisted therapies (AAT),
and service animal programs (SAP) [13]. These are known to be effective interventions for older people
with cognitive impairment, and recent studies have reported that AAI have positive effects on dementia
patients [14]. AAA refer to unofficial activities involving animals that meet certain requirements and
are characterized by a certain level of flexibility and spontaneity. AAT refer to interventions involving
animals that are aimed at improving certain patient outcomes and are incorporated into rehabilitation
programs [15]. SAP refers to programs that utilize trained animals to help clients with physical
disabilities to overcome functional difficulties in their activities of daily living [16]. These interventions
provide joy to patients, increase their motivation, and allow them to rest [17], and patients are able to
resolve their unmet physical and emotional needs by being involved in activities related to patients
therapeutic goals [18]. In particular, walking a living animal is not only beneficial to dementia patients
but also facilitates the rehabilitation of adults who have undergone surgery or have an illness by
reacquainting them with ambulation and recovering ambulation speed [19–21]. The first AAI to be
developed were found to reduce depression [22], and the ability of AAI to reduce depression and
improve QOL in older people with dementia is currently being investigated [11,23–25]. Despite the
known benefits of AAI, their use is restricted in some medical environments due to concerns about
patients having a fear of animals, possible infection risk, and fright [26].

Recently, pet-robot intervention (PRI) has been proposed as an alternative to AAI. PARO, the most
widely studied PRI, is a seal-shaped robot which responds to light, temperature, touch, and posture
and monitors the client’s emotional changes and health status using sensors [27]. PARO is reported to
have various beneficial psychological and social effects such as promoting interaction, reducing stress,
and alleviating depression. Furthermore, PRI has similar effects to AAI involving living animals;
overcomes the limitations associated with living animals; and has cost, hygiene, and safety benefits [28].
Notably, one study reported that PARO has a positive impact on depression and psychological agitation
in older people with dementia and concluded that PARO is a nonpharmacological intervention effective
at alleviating neuropsychiatric symptoms [29]. Furthermore, PARO alleviated stress and agitation and
reduced the use of antipsychotics and analgesics in older people with dementia [30].

It is well-known that AAI and PRI have beneficial effects on symptoms of dementia [23,30].
In addition, systematic reviews of the effect of AAI or PRI on symptoms of dementia have been
performed [31–33]. However, no studies have been conducted into the effects of both AAI and PRI on
BPSD. Therefore, the aim of this systemic review and meta-analysis was to investigate the effects of
AAI and PRI on BPSD and to present clinical evidence for the application of these interventions.
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2. Results

2.1. Characteristics of the Included Studies

Nine studies met the inclusion criteria for this study, and their general characteristics are presented
in Table 1. Only studies with a PEDro score of 4–7 and thus deemed to be of “fair” or “good” quality
were included [34]. A total of 507 participants were included in the meta-analysis. In the included
studies, dementia patients were subjected to various interventions involving living or robotic animals.
Each study was systematically analyzed and compared with the rest of the studies. The control group
was typically subjected to the conventional treatment program provided at the hospital or facility at
which the study was conducted.
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2.2. Meta-Analysis of the Effects of AAI and PRI

2.2.1. Meta-Analysis of the Effects of AAI and PRI on Agitation in Dementia Patients

In the meta-analysis of the effects of AAI and PRI on agitation in dementia patients, the effect
size was 0.70 (95% confidence interval: p = 0.12, I2 = 89%), which was considered a large effect size.
Overall, AAI and PRI did not significantly affect agitation in dementia patients (Figure 1).

 
Figure 1. Forest plot of the effect of animal-assisted intervention and pet-robot intervention on agitation
in dementia patients.

2.2.2. Meta-Analysis of the Effects of AAI and PRI on Depression in Dementia Patients

In the meta-analysis of the effects of AAI and PRI on depression in dementia patients, the effect
size was −0.47 (95% confidence interval: p < 0.001, I2 = 0%). Overall, AAI and PRI significantly reduced
depression in dementia patients (Figure 2).

 
Figure 2. Forest plot of the effect of animal-assisted intervention and pet-robot intervention on
depression in dementia patient.

2.2.3. Meta-Analysis of the Effects of AAI and PRI on the QOL of Dementia Patients

In the meta-analysis of the effects of AAI and PRI on the QOL of dementia patients, the effect
size was 0.13 (95% confidence interval: p = 0.34, I2 = 0%), which was considered a small effect size.
Overall, AAI and PRI did not significantly affect the QOL of dementia patients (Figure 3).
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Figure 3. Forest plot of the effect of animal-assisted intervention and pet-robot intervention on the
quality of life of dementia patients.

2.2.4. Publication Bias

When publication bias with respect to agitation, four studies were within the 95% confidence
interval and were plotted to the left of the overall effect estimate (Figure 4A). When publication bias
with respect to depression and QOL with respect to the effect of AAI and PRI was assessed (Figure 4B,C),
all plotted dots were within the 95% confidence interval.

 
Figure 4. Funnel plots used to assess the existence of publication bias in the included studies.
Publication bias of (A) agitation, (B) depression, and (C) quality of life.

3. Discussion

Currently, more than 90% of dementia patients suffer from BPSD [39], which poses major
difficulties to both dementia patients and their caregivers. The type of BPSD varies according to
dementia type, stage of the illness and various other factors. Particularly, patients of frontotemporal
lobar degeneration (FTLD) show more prominent behavioral variants such as disinhibition, impulsivity,
aggression, and personality change than those with other types of dementia [40–42]. Another study
demonstrated that patients with dementia with Lewy bodies (DLB) present hallucinations and aberrant
motor behavior (AMB) more so than Alzheimer’s disease (AD) patients [43,44]. An increased rate of
anxiety, depression, and psychosis may occur in vascular dementia (VD) [40,43,45]. Depression and
agitation are the most common symptoms affecting various dementia patients. Furthermore, it is
known that agitation, apathy, disinhibition, irritability, and motor dysfunction become serious as
dementia progresses. In particular, depression and anxiety become more severe in the moderate stage
of dementia [46–48]. In the early stages of dementia, apathy mainly appears, which is one of the
first symptoms of the various forms of dementia. Apathy is a dangerous barrier that affects social
interaction and activities of daily living due to lack of interest, enthusiasm, and apathetic response to
interpersonal communication [49]. These psychological and behavioral changes from the early stages
of dementia can affect aspects of BPSD such as depression and anxiety more seriously as dementia
progress. Although BPSD, which varies depending on the type and progression of dementia, contains
a range of important symptoms that affect the quality of life, stress, and prognosis of dementia patients
and their caregivers, there is little of interest in and study on nonpharmacological interventions to
treat BPSD. Thus, we performed a meta-analysis to investigate the effect of AAI and PRI—one of the
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nonpharmacological interventions using animals— on agitation, depression, and QOL in dementia
patients [15,26,27].

The meta-analysis of the effects of AAI and PRI on agitation showed a medium effect size of 0.70
(Figure 1). Three studies that utilized AAI and two studies that utilized PRI were included in the
meta-analysis. The studies that used AAI reported larger effect sizes than those that used PRI, but AAI
and PRI were not found to significantly affect agitation overall [23,24,35]. Our result contrasts with the
results of a previous study which showed an alleviation in the agitation. However, since the level of
evidence for the randomized controlled trials (RCTs) in previous studies was very low, we thought
that the opposite results were obtained. Accordingly, our results support the suggestion of previous
studies that the level of evidence is low [32].

The meta-analysis of the effects of AAI and PRI on depression showed a medium effect size of
−0.47 (Figure 2). Three studies that used AAI were included, and two reported that this intervention
strategy reduced depression [23,24,35]. Two studies that used PRI were included, and these showed a
medium effect size [36,37]. AAI and PRI were found to significantly reduce depression, which serves
as evidence that AAI and PRI are effective at reducing depression in dementia patients (p < 0.001).

The meta-analysis of the effects of AAI and PRI on QOL showed a small effect size of 0.13, but the
results were not statistically significant (p > 0.05) (Figure 3). Two studies used AAI, and both reported
that these interventions improved QOL [11,24]. One study used PRI, and reported that this intervention
did not significantly affect QOL [36]. The meta-analysis results showed that AAI and PRI did not
significantly affect QOL, which supports previous findings [32].

The present study analyzed the effects of AAI and PRI on BPSD and found that these interventions
did not affect agitation or QOL but significantly reduced depression. It is well known that the
brain with depression in dementia has reduced connectivity on amygdala and emotion control
regions [50,51]. AAI and PRI provide an emotional effect and a and sense of closeness to dementia
patients [52], which may the reduced amygdala connectivity in dementia patients. In addition,
AAI and PRI could have a positive effect on hippocampus in the brain with depression through
activities that require memory, such as checking the health of animals, walking, and feeding. On the
other hand, the agitation-related connectivity is the orbital frontal cortex and anterior cingulate
cortex, which is a region that has little association with emotional support obtained through activities
with animals. Thus, AAI and PRI did not show a significant effect in agitation. Although AAI
and PRI have been effective in improving depression, it is difficult to dramatically relieve all BPSD
symptoms. Moreover, it is known that BPSD is specifically related with the patient’s low of QOL [53].
Therefore, in this study, it is considered that AAI and PRI were difficult to significantly influence QOL.
A previous meta-analysis reported that AAI do not affect activities of daily living, depression, agitation,
QOL, or cognitive function. In addition, a number of limitations are associated with interventions
involving the use of living animals: patients may be fearful of or allergic to animals, animals may provoke
falls in vulnerable patients, and animals may pose an infection risk to patients [32]. Moreover, there are
a number of difficulties associated with managing animals—they need to be fed, produce feces, and may
smell. However, it is clear that AAI can enhance the emotional wellbeing and QOL of dementia
patients. Although robotic animals cannot evoke the same variety of emotions and sensations as living
animals, they are easier to manage and could aid patients wherever needed. Subsequent studies
should additionally examine the impact of living animals and robotic animals on the emotional
wellbeing, cognitive function, and physical ability of dementia patients. Furthermore, patients should
be followed-up to investigate the efficacy of these interventions in slowing the progression of dementia.

Several studies have suggested that psychiatric symptoms such as depression and anxiety are
associated with dementia and cognitive impairment [54–56]. Indeed, patients with dementia have an
increased risk of major depression, and many suffer from anxiety [57,58]. Interestingly, amyloid-beta
(Aβ) burden and tau-related pathology are known to worsen in Alzheimer-type dementia with
depression [55,59]. In addition, depression and agitation are causative factors of sleep disorders,
and they can promote the development of dementia by inhibiting Aβ clearance and inducing systemic
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inflammation [60–63]. Therefore, it is important to alleviate the psychological symptoms of dementia
patients. In this study, we confirmed that AAI and PRI can relieve the psychological symptoms of
dementia patients. Several mechanisms by which AAI and PRI may affect BPSD have been proposed.
First, AAI and PRI affect hormone levels. Previous studies consistently reported that dog-raising people
exhibit higher levels of oxytocin, a hypothalamic neuropeptide [64,65]. Oxytocin is closely related
to cognitive function, depression, agitation, and social communication and has been proposed as a
pharmacological intervention for neurobehavioral disorders in patients with prefrontal dementia [66,67].
In addition, it has been reported that animal owners exhibit reduced cortisol levels [68]. In AD, cortisol
levels substantially increase and this steroid hormone elicits neurotoxic effects in the hippocampus and
thus exacerbates Aβ pathology and contributes to cognitive impairment [69]. Therefore, AAI may
improve BPSD by increasing oxytocin levels and reducing cortisol levels. Furthermore, the relationship
between loneliness and depression is well established, and loneliness has been reported to promote
Aβ deposition in the brain of AD patients [70,71]. In addition, loneliness is known to contribute
to cognitive decline by lowering cognitive reserve [72]. Surprisingly, AAI is known to reduce the
loneliness of residents in long-term care facilities [73]. Therefore, AAI and PRI may effectively reduce
loneliness and depression in dementia patients.

Second, it is possible that AAI and PRI modulate brain structure and functional connectivity.
Patients with dementia exhibit atrophy of the hippocampus and entorhinal cortex, areas of the brain
associated with emotional and spatial memory [74]. In addition, late-stage dementia is associated
with dysfunction of the amygdala and cerebral cortex [75,76]. Accordingly, patients with dementia
have problems with language, reasoning, emotions, and social behavior. Furthermore, atrophy of
the hippocampus and cerebral cortex affects the functional connectivity of frontotemporal and limbic
circuits involved in depression and mood regulation [77]. Strikingly, emotion-related brain areas may be
affected by dementia patients’ relationship and emotional stability. Indeed, improvements in executive
function, social skills, mood regulation, learning, memory, and attention were noted in patients
receiving cognitive rehabilitation therapy through various AAI [52]. In addition, in children with
ADHD, AAI had a calming effect, increased motivation, improved cognitive function, and promoted
socialization [78]. It is thought that interaction with a therapy animal enhances functional connectivity
between the frontotemporal and limbic systems. Moreover, having to look after an animal and
remember to perform tasks such as feeding it is thought to improve memory and learning ability
and attenuate hippocampal and cortical atrophy. Social interaction is possible through relationships
and walking with animals, and through group meetings, depression will be alleviated. Although the
neurological mechanisms underlying the effects of AAI and PRI have not been fully elucidated,
accumulating evidence suggests that AAI and PRI can effectively improve BPSD.

Although a number of previous studies have also investigated living- and robotic- animal-assisted
interventions for patients with dementia, our study has a number of strengths [31–33].
First, we comprehensively investigated the effects of interventions involving living and robotic animals
and, for the first time, compared the effects of AAI and PRI on BPSD. Second, we demonstrated trends
in research in this field and confirmed that more research is now being conducted into interventions
involving robotic animals for dementia patients. Third, two reviewers independently identified articles
that met the inclusion criteria, and a high level of inter-rater agreement was noted. Fourth, we focused
on BPSD and dementia. Although AAI and PRI are known to affect various symptoms of dementia
patients, we conducted a literature search and meta-analysis focusing on BPSD. Finally, it is difficult to
distinguish between mild cognitive impairment (MCI) and dementia patients unless a neurological
examination is performed to definitively diagnose dementia. In this study, we aimed to confirm the
effect of AAI and PRI in individuals who had been diagnosed with dementia, not MCI.

Nevertheless, our study has a number of limitations. One limitation of the meta-analysis is the
small number of included studies, which shows that there is a lack of literature relating to AAI and
PRI for dementia patients. In addition, we only selected studies published in peer-reviewed journals
and did not include any grey literature, which may have introduced publication bias. Third, we were
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unable to identify specific subgroups of dementia patients who may benefit most from AAI and
PRI. Finally, we searched only a few English language databases, so some relevant studies may have
been missed.

4. Methods

4.1. Subsection

A meta-analysis was performed to analyze and validate studies that investigated the effects of
AAI and PRI on dementia patients.

4.2. Search Strategy

Studies into the effect of AAI and PRI on dementia patients published between January 2000 and
August 2019 were analyzed. Data were collected from three electronic databases—the Cochrane Library,
Embase, and PubMed (Figure 5). The search terms used were “Dementia” AND “animal-assisted
therapy OR animal-assisted activity OR service animal programs OR animal OR robot”. A total of
5364 studies were initially identified, and, after the exclusion of 4858 nonclinical trials, 506 studies
underwent further analysis. An additional 506 studies were then excluded: 1 because the original text
was unavailable, 9 because they were written in a language other than English, 173 because they were
not RCTs, 216 because they were duplicates, 92 because they were inappropriate for the purpose of
our study/because they were unsuitable based on a review of their titles and abstracts, and 7 because
data were missing or disorganized. Ultimately, nine studies were included in the systematic review
and meta-analysis.
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Figure 5. Flow chart of the systematic literature review.

4.3. Selection Criteria

Studies were included if they met all of the following criteria: (i) the study population comprised
dementia patients, (ii) the experimental intervention was an AAI or PRI, (iii) the participants were
randomized into groups, (iv) standardized evaluations were conducted to compare the effects of the
intervention and control treatment, and (v) sufficient data were available to compute the effect size.

4.4. Study Selection and Data Extraction

Two reviewers (S.P. and A.B.) independently identified studies that met the inclusion criteria
and performed data extraction. Disagreements between the reviewers were resolved by discussion.
From each selected study, the following data were extracted: author, year of publication, mean age of

14



Biomedicines 2020, 8, 150

the participants, study design (sample size, intervention type, follow-up duration, and frequency of
intervention), and outcome measurement tools.

4.5. Qualitative Assessment of Study Methodology

One reviewer (S.P.) assessed the quality of the nine selected studies by assigning each a PEDro
score (OTseeker, 2003), and the results were verified by the other reviewer (A.B.). The PEDro score
ranges from 0–10 and the quality of a study is classified as “poor” (≤3), “fair” (4–5), “good” (6–8),
or “excellent” (9–10) [34]. Studies deemed to be of “fair” to “good” quality (4–7) were included in this
analysis. Any disagreements between the investigators with respect to the qualitative assessment of
the studies were resolved by discussion.

4.6. Qualitative Assessment of Study Methodology

For each of the included studies, the following data were presented: name of first author/names
of all authors, year of publication, age of participants, sample size, type of intervention/intervention
method, duration and frequency of intervention, instruments used to assess primary outcomes,
and PEDro score. To analyze the effects of AAI on dementia patients based on these characteristics,
the mean, standard deviation, and sample size of the intervention and control groups were computed
(Table 1). We examined whether the direction of the effect size was identical across studies and if not,
made them equal by multiplying the mean by −1 [79].

4.7. Statistical Analysis

It is inappropriate to determine whether a fixed effect model or random effect model should
be employed using the heterogeneity statistic I2. In order to select an appropriate effect model,
the characteristics of the study, the subjects of the study, the method of intervention, and the mean value
of the intervention effect were examined. In order to select an appropriate model to determine statistical
heterogeneity, the characteristics of individual studies, study design, study subjects, intervention
methods, and average values of intervention effects were examined [80].

Effect sizes were calculated to determine and compare the effect of AAI and PRI/different
interventions on activities of daily living, stress, depression, and mental health using the sample size,
mean, standard deviation, and statistically significant test of the experimental and control groups.
According to the analysis criteria suggested by Cohen [81], 0.2 or less was considered a small effect size,
0.5 a medium effect size, and 0.8 or more a large effect size. The quantitative results of the meta-analysis
were presented using forest plots. Publication bias was assessed by creating funnel plots. These were
assessed by two reviewers and any disagreements were resolved by discussion. The chi-squared test
was performed to determine the significance of the Q statistic [82,83]. If the p-value of Q was less than
0.10, there was deemed to be significant statistical heterogeneity between studies. A higher significance
level was used since the Q statistic has low statistical power when only a small number of studies
are included in a meta-analysis [84]. All statistical analyses were performed using Review Manager
5.3 software (RevMan; the Cochrane Collaboration, Oxford, UK).

5. Conclusions

This study systematically reviewed, compared, and meta-analyzed the impact of AAI and PRI on
agitation, depression, and QOL in dementia patients. Interventions involving both living and robotic
animals were investigated. The meta-analysis revealed that AAI and PRI interventions significantly
reduced depression but did not affect agitation or QOL. Comparison of AAI and PRI showed that
each method has its benefits and shortcomings and indicated that the two methods could potentially
complement each other. Interventions involving living animals had a more beneficial effect on
the emotional wellbeing of dementia patients than PRI. Although robotic animals overcome some
limitations of living animals, they were not shown to alleviate BPSD in this study. In the future,
more research should be conducted on the impact of living and robotic animals on the emotional
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wellbeing, cognitive function, and physical ability of dementia patients. Furthermore, we hope that
AAI and PRI, which have been found to effectively reduce depression in dementia patients based on
follow-ups, are more commonly utilized in clinical practice.
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Joanna Rog 1,*, Anna Błażewicz 2, Dariusz Juchnowicz 3, Agnieszka Ludwiczuk 4,

Ewa Stelmach 5, Małgorzata Kozioł 6, Michal Karakula 7, Przemysław Niziński 2 and
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Abstract: A growing body of evidence confirms abnormal fatty acid (FAs) metabolism in the
pathophysiology of schizophrenia. Omega-3 polyunsaturated fatty acids (PUFAs) are endogenous
ligands of the G protein-coupled receptors, which have anti-inflammatory properties and are a
therapeutic target in many diseases. No clinical studies are concerned with the role of the GPR120
signaling pathway in schizophrenia. The aim of the study was to determine the differences in PUFA
nutritional status and metabolism between patients with schizophrenia (SZ group) and healthy
individuals (HC group). The study included 80 participants (40 in the SZ group, 40 in the HC group).
There were no differences in serum GPR120 and PUFA concentrations and PUFA intake between
the examined groups. In the HC group, there was a relationship between FAs in serum and GPR120
concentration (p < 0.05): α-linolenic acid (ALA) (R = −0.46), docosahexaenoic acid (DHA) (R = −0.54),
omega-3 PUFAs (R=−0.41), arachidonic acid (AA) (R=−0.44). In the SZ group, FA serum concentration
was not related to GPR120 (p > 0.05). In the HC group, ALA and DHA serum concentrations were
independently associated with GPR120 (p < 0.05) in the model adjusted for eicosapentaenoic acid
(EPA) and accounted for 38.59% of GPR120 variability (p < 0.05). Our results indicate different
metabolisms of FAs in schizophrenia. It is possible that the diminished anti-inflammatory response
could be a component connecting GPR120 insensitivity with schizophrenia.

Keywords: G protein-coupled receptors; GPR120; FFAR4; schizophrenia; polyunsaturated fatty acids;
long-chain fatty acids; omega-3; nutritional psychiatry

1. Introduction

Polyunsaturated fatty acid (PUFA) imbalance is linked with various clinical conditions, especially
neuropsychiatric diseases, including schizophrenia [1]. Numerous reports confirmed that patients
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with schizophrenia (SZ) have lower levels of blood omega-3 fatty acids (FAs) compared with healthy
individuals [2,3]. The comparison of the erythrocyte FA composition in 429 subjects with schizophrenia
and 444 healthy individuals revealed that the patients had lower levels of omega-3 PUFAs fatty acids:
docosahexaenoic acid (DHA, 22:6), docosapentaenoic acid (DPA, 22:5), eicosapentaenoic acid (EPA,
20:5), and an omega-6 fatty acid, arachidonic acid (AA, 20:4) [4]. The mechanism of undernutrition of
PUFAs in the SZ population is still under examination. Studies indicated that several factors engage
in improper FA blood concentrations, including poor nutrition, antipsychotic drug interactions with
cell membranes, and disturbances of lipid metabolism, as well as fatty acid-dependent signaling
pathways [2,3,5].

The clinical findings support the abnormal metabolism of FAs in SZ, reflected by attenuation of
responses to the niacin skin flush test. The dermal application of aqueous methyl nicotinate (AMN)
leads to redness, as well as edema of skin as a result of the cascade of inflammatory reactions
mediated by phospholipase A2 (PLA2) [6,7]. PLA2 activates the release of omega-6 AA from membrane
phospholipids which is related to various physiological processes connected with emotions, motivation,
response to stress, and energy homeostasis, including eicosanoid biosynthetic enzymes, as well as
promotion of the immune type 2 response and initiation of endocannabinoid signaling in the brain [8,9].

PLA2 activity can be modulated by a G-coupled receptor responsive to fatty acids—GPR120
(also known as an free fatty acid receptor 4: FFAR4). Omega-3 PUFAs are endogenous ligands of
the receptor. FA stimulation leads to GPR120–β-arrestin-2 complex formation and contributes to
anti-inflammatory signaling pathway activation [10]. GPR120 is a therapeutic target in many diseases,
especially diabetes and other inflammatory conditions [11]. Taking into account lipid disturbances in
schizophrenia and the mechanistic and genetic connection between schizophrenia and inflammatory
disorders, GPR120 could also be a promising target in this condition [12]. An animal study showed that
receptor activation in the microglia of the hypothalamus reduces neuroinflammation via a decrease
in pro-inflammatory cytokine synthesis [13]. However, little is known about GPR120 in psychiatric
disorders. To our best knowledge, no clinical studies are concerned about the role GPR120 signaling
together with FA metabolism in schizophrenia.

The aim of the study was to determine the differences in PUFAs nutritional status and metabolism
between patients with schizophrenia and healthy individuals. More specifically, we examined and
compared serum concentrations of GPR120, polyunsaturated fatty acids (omega-6: AA, omega-3: DHA,
EPA, α-linolenic acid (ALA)) and dietary intake of omega-3 and omega-6 FAs (omega-6: LA—linolenic
acid (precursor of AA)), omega-3: DHA, EPA, ALA) between patients and healthy individuals.
The secondary aim was to find a relationship between PUFA metabolism and clinical/sociodemographic
variables in the examined population.

2. Materials and Methods

2.1. Study Participants

The age of eligible participants ranged between 18 and 65. Forty outpatients suffering from
schizophrenia (SZ group) according to the Diagnostic and Statistical Manual of Mental Disorders
(DSM-5) criteria [14] were recruited in the study. Out of them, 95% were treated with antipsychotic
medication. Forty healthy volunteers matched for age and body mass index (BMI) were enrolled
in the study, as the control (HC group). Participants from the HC group had no psychiatric,
inflammatory-related, metabolic disorders, or other health problems which in the examiner’s opinion
could have affected FA metabolism, while they were also not taking any medication. Neither group
followed any specific diet within the six months prior to the examination. Before entering the study,
all subjects gave their informed consent to participate. The study was conducted in accordance with
the Declaration of Helsinki [15], and the protocol was approved by the Ethics Committee of Medical
University of Lublin, Poland (Project identification code: KE-0254/127/2016, 28 April 2016).
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2.2. Blood Collection

Venous blood (10 mL) samples were collected after overnight fasting using S-Monovette® 4.9 mL
and a Clotting Activator/Serum blood collection system (Sarstedt, Nümbrecht, Germany). Serum was
obtained by centrifugation (at 2000× g, 10 min) and stored at −80 ◦C for later analyses (but no longer
than a six-month period). No hemolysis was observed in any of the samples.

2.3. Fatty Acids Assay

Serum samples were thawed and a mixture of chloroform/methanol (2:1 v/v) was added to a 50-μL
aliquot. Samples were flushed with nitrogen gas and stored at 4 ◦C. The next step was to perform
double extraction. After drying, lipids (in lower phase) were saponified (using a mixture of KOH
and methanol) and subsequently methylated by boron trifluoride (14%). The analysis was carried out
using gas chromatography–mass spectrometry (GC/MS) (Shimadzu GC-2010 PLUS gas chromatograph
coupled to a Shimadzu QP2010 Ultra mass spectrometer (Shim-pol, Warsaw, Poland)). Compounds
were separated on a fused-silica capillary column SPTM-2560 (100 m, 0.25 mm inner diameter (i.d.))
with a film thickness of 0.20 mm (Supelco, Darmstadt, Germany). The injection volume was 1.0 μL,
and the temperature of the injection port was 230 ◦C with a split ratio of 1:20, while helium was used as
a carrier gas; the temperature program was 70 ◦C/2 min, 175 ◦C/25 min, and 200 ◦C/17 min. As done by
other authors, non-endogenous C17:0 free fatty acid (5 μg of 1 mg/mL stock) was used as an internal
standard [16].

2.4. GPR120 Assay

GPR120 serum concentration was assessed using a commercially available kit (O3FAR1 ELISA Kit,
EIAab, Gentaur Poland, Sopot, Poland) according to the manufacturer’s instruction. The sensitivity
of the test was 0.097 ng/mL. The number of studies focusing on membrane proteins in serum is still
limited. Nevertheless, this type of analysis has the potential to diagnose and/or treat diseases in further
clinical practice [17].

2.5. Dietary Assessment

The intake of FAs was assessed during a face-to-face interview by a registered dietitian (J.R.) using
the 24 h recall method referring to the day prior blood collection. The nutritional value of the diet was
determined using nutrition analysis software (ESHA Food Processor SQL, version 10.1.1; ESHA, Salem,
OR, USA) with additional Polish Food composition tables (the standard reference food composition
database of nutrients in foods and dishes commonly consumed in Poland) [18].

2.6. Sociodemographic and Clinical Data

All participants answered questions via a structural interview. The self-created questionnaire was
always filled out by the same person. The clinical data of patients were obtained from a supervising
physician. The questionnaire was composed of the following parts: sociodemographic/anthropometric
information, lifestyle (including dietary habits), medical data (in case of patients, including duration of
illness, number of hospitalizations, using medication).

2.7. The Severity of Schizophrenia Symptoms Assessment

The severity of schizophrenia symptoms was assessed using the Polish adaptation of the Positive
and Negative Symptom Scale (PANSS) by a well-trained physician [E.S] [19]. The examination was
always performed on the same day assessing other variables.

2.8. Statistical Analysis

Statistical analyses were conducted using Statistica software (TIBCO Software Inc., Palo Alto,
CA, USA). The Shapiro–Wilk test was performed to explore variable distribution. To determine
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differences between groups, a chi-square test for categorical variables and a Mann–Whitney U-test for
continuous variables were used. To determine the magnitude and direction of the correlation between
examined variables, Spearman’s rho correlation was used. The multiple-step regression analysis was
carried out to explain the variability in GPR120 concentration depending on the nutritional status or
sociodemographic data. For all analyses, a value of p < 0.05 was considered statistically significant.
When multiple statistical tests were performed, Bonferroni correction was applied [20].

3. Results

3.1. Study Participant Characteristics

The sociodemographic and clinical characteristics of the examined group are presented in Table 1.
The study included 40 individuals with schizophrenia (SZ group; mean age: 31 years old; 52.5%
males) and 40 healthy volunteers as the control (HC group) (mean age: 29 years old; 37.5% males).
There were no significant differences between the clinical and control groups in age, gender, and
body mass index (BMI) (p > 0.05). The median of illness duration was 78 months, and the number
of hospitalizations was two. In total, 95% of patients were taking antipsychotic medication. Most of
the SZ group was treated with second-generation antipsychotic drugs (n = 36; 90%). Other patients
(n = 2; 5%) received first-generation antipsychotic drugs, one of them together with an anticonvulsant
drug. In total, five persons (12.5%) received first-generation treatment, 13 (32.5%) individuals took
anticonvulsant medications, and six individuals (15%) received selective serotonin reuptake inhibitors
(SSRIs). Two patients (5%) received benzodiazepines. Furthermore, 5% (n = 2) of the SZ group
was antipsychotic-free due to medication nonadherence. The median modal doses of antipsychotic
medication treatment were 15 mg of olanzapine equivalent [21]. The average severity of schizophrenia
symptoms measured with the Positive and Negative Symptom Scale (PANSS) scale was 54 points
(median) (a maximum score of 210 points).

Table 1. The characteristics of studied population.

Clinical Data
Schizophrenia (n = 40) Healthy Controls (n = 40)

SZ vs. HC
Mean (Median) SD Mean (Median) SD

Age 31 (30) 7.32 29 (27) 7.93 NS
BMI (kg/m2) 26.6 (26.6) 5.12 24.6 (24.2) 4.39 NS

Duration of illness (months) 90 (78) 83.43 NA NA NA
Number of hospitalization 2.7 (2) 2.25 NA NA NA

Olanzapine equivalents 18.12 (15) 13.93 NA NA NA
PANSS total 55.35 (54) 26.71 NA NA NA

PANSS—Positive and Negative Symptom Scale; SZ—schizophrenia; HC—healthy control; BMI—body mass index;
SD—standard deviation; NA—not applicable; NS—not significant. The Mann–Whitney U-test was used.

3.2. Nutritional Status and Metabolism of PUFAs

Table 2 shows the FA and GPR120 concentrations in SZ and HC groups. There were no significant
differences in the concentrations of AA, ALA, EPA, DHA, total omega-3, PUFAs, and GPR120 between
patients and the control group.

As it was shown in Table 2, the examined groups had a similar intake of total fat, as well as
omega-3 and omega-6 PUFAs. The mean intake of EPA + DHA was 88.17 mg and 34.86 mg in the SZ
and HC groups, respectively, and the same number of participants from both groups (97.5%) had an
intake of omega-3 FAs below the recommended daily intake (RDA; 250 mg) [22].
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Table 2. The nutritional fatty acid status and metabolism.

Schizophrenia (n = 40) Healthy Controls (n = 40)
SZ vs. HC

Mean (Median) SD Mean (Median) SD

Serum Measurement

ALA (mcg/mL) 1.61 (1.16) 1.74 0.91 (0.67) 0.93 NS
EPA (mcg/mL) 2.03 (1.37) 2.45 1.45 (1.38) 0.89 NS
DHA (mcg/mL) 6.88 (6.81) 2.26 6.80 (6.41) 1.91 NS
AA (mcg/mL) 19.63 (19.48) 4.10 19.92 (19.36) 3.75 NS

PUFAs (mcg/mL) 29.80 (28.61) 7.62 28.57 (27.19) 5.76 NS
Omega-3 (mcg/mL) 10.18 (10.05) 4.50 8.65 (8.34) 3.27 NS
Omega-3/6 ratio 1 0.52 (0.50) 0.20 0.44 (0.45) 0.18 NS
GPR120 (ng/mL) 2.41 (1.24) 2.72 2.00 (1.02) 2.32 NS

Dietary Assessment

Fat (g) 81.11 (78.63) 34.65 85.62 (80.26) 39.04 NS
PUFAs (g) 14.01 (10.69) 8.20 12.33 (10.84) 6.22 NS

Omega-3 (g) 2.33 (1.42) 2.78 1.87 (1.66) 1.04 NS
Omega-6 (g) 11.67 (9.35) 7.25 10.45 (9.40) 5.56 NS
18:2 LA (g) 11.55 (9.23) 7.24 10.34 (9.35) 5.51 NS

20:5 EPA (mg) 35.45 (0) 187.63 6.21 (0) 17.54 NS
22:6 DHA (mg) 52.72 (10) 177.18 28.65 (10) 71.07 NS

1 Expressed as a (DHA+EPA+ALA)/AA concentration; PUFAs—polyunsaturated fatty acids; ALA—α-linolenic acid;
EPA—eicosapentaenoic acid; DHA—docosahexaenoic acid; AA—arachidonic acid; GPR120—G protein-coupled
receptor 120; LA—linolenic acid; SZ—schizophrenia; HC—healthy control; SD—standard deviation; NS—not
significant. The Mann–Whitney U-test was used.

3.3. Effect of Nutritional Status on PUFA Metabolism

In the HC group, there was a relationship between FAs in serum and GPR120 concentration.
ALA (R = −0.46; p < 0.05), AA (R = −0.44; p < 0.05), DHA (R = −0.54, p < 0.05), and omega-3 FA
(R = −0.41; p < 0.05) concentrations were inversely associated with GPR120. In the SZ group, FA serum
concentration was not related to GPR120 (p> 0.05) (see Table 3, and Figure 1). The revealed relationships
were not significant after Bonferroni correction for multiple comparisons (p > 0.0083).

In the patient group, there were only positive relationships between EPA intake and serum
FA concentration: ALA (R = 0.46; p < 0.05), AA, (R = 0.44; p < 0.05), DHA (R = 0.46; p < 0.05),
and omega-3/omega-6 PUFA ratio (R = 0.35; p < 0.05) (see Table 4).

There were various correlations between FA intake and their concentration in serum in the HC
group (see Figure 2). The serum concentration of DHA was positively associated with the intake of
PUFAs (total amount) (R = 0.40; p < 0.05), LA (R = 0.40; p < 0.05), and omega-6 PUFAs (R = 0.39;
p < 0.05) (see Table 4). A higher intake of DHA was associated with a lower serum concentration of
ALA (R = −0.34; p < 0.05).

However, the relationships were not significant after Bonferroni correction for multiple
comparisons (p > 0.0017).

Table 3. The relationship between GPR120 and PUFA serum concentration.

GPR120 ALA EPA DHA AA Omega-3 Omega-3/6 Ratio 1

Healthy controls −0.46 * NS −0.54 * −0.44 * −0.41 * NS
Schizophrenia NS NS NS NS NS NS

1 Expressed as a (DHA + EPA +ALA)/AA concentration; * p < 0.05; NS—not significant. Spearman’s rank correlation
coefficient was calculated.
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Figure 1. The scatter plot of the relationship between GPR120 and PUFA serum concentration in the SZ
group. Spearman’s rank correlation coefficient was calculated.

Figure 2. The scatter plot of the relationship between GPR120 and PUFA serum concentration in the
HC group. Spearman’s rank correlation coefficient was calculated.
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Table 4. Relationship between PUFA intake and their metabolism.

Diet

Blood ALA EPA DHA AA Omega-3/6 Ratio 1 GPR120

SZ group

20:5 EPA 0.46 * NS 0.46 * 0.44 * 0.35 * NS

HC group

PUFAs NS NS 0.40 * NS NS NS
Omega-6 NS NS 0.39 * NS NS NS
18:2 LA NS NS 0.40 * NS NS NS

22:6 DHA −0.34 * NS NS NS NS NS
1 Expressed as a (DHA + EPA +ALA)/AA concentration; * p < 0.05; NS—not significant. Spearman’s rank correlation
coefficient was calculated.

3.4. Effect of Demographic and Clinical Variables on PUFAs Nutritional Status

In the SZ group, there was a positive correlation between DHA intake and BMI (R = 0.39; p < 0.05),
as well as between duration of illness and BMI (R = 0.38; p < 0.05). We did not find a relationship between
schizophrenia symptoms (measured with PANSS) or clinical data and FA nutritional status or metabolism.

In the HC group, there was a positive relationship between AA serum concentration and age
(R = 0.36; p < 0.05) and BMI (R = 0.44; p < 0.05), between EPA concentration and BMI (R = 0.33; p < 0.05),
and between DHA concentration and age (R = 0.41; p < 0.05). There was also an inverse relationship
between GPR120 serum concentration and age (R = −0.50; p < 0.05) and between intake of EPA and
age (R = −0.45; p < 0.05), as well as a positive relationship between intake of LA and BMI (R = 0.44;
p < 0.05) and between intake of total PUFAs and BMI (R = 0.40; p < 0.05).

3.5. GPR120 Serum Concentration Variability

To further determine the independent predictors of GPR120 serum concentration using a multiple
regression model, the following explanatory variables were used: age, BMI, and serum concentration
of ALA, AA, EPA, and DHA. In the patient group, there were no relationships between GPR120
concentration and other variables (p > 0.05). In the HC group, ALA and DHA serum concentration
were independently associated with GPR120 (p < 0.05) in a model adjusted for EPA concentration.
The model explained 38.59% of GPR120 serum concentration variability. The estimated relationship
was not statistically significant after Bonferroni correction (p > 0.0167).

4. Discussion

An increasing amount of evidence confirms the role of abnormal lipid metabolism in the
pathobiology and clinical course of schizophrenia [2–4]. Despite the fact that research concerning fatty
acid metabolism is going on for a long time, there is an insufficient amount of evidence to determine the
mechanism and all pathways engaged in lipid disturbances related to schizophrenia [23]. Differences
in PUFA levels between patients suffering from schizophrenia and healthy individuals were also
reported [4]. Until now there are no guidelines for the routine assessment of serum FA levels or
concentrations in patients with psychiatric illness.

In our study, there were no differences in GPR120 levels between patients and healthy individuals.
Nevertheless, the negative relationship between GPR120 serum concentration and DHA and ALA
concentration was detected only among healthy individuals. We did not find any correlation between
GPR120 receptor concentration and FA serum concentration in the SZ group. This phenomenon
suggests that patients suffering from schizophrenia may manifest a GPR120 insensitivity with activation
becoming impossible (see Figure 3). The revealed relationships were found to be insignificant after
Bonferroni correction for multiple comparisons. To some extent, the small sample size could have also
affected the lack of relationship after performing multiple comparisons. Further studies with a larger
sample size are required.
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Figure 3. The proposed mechanism of the connection between GPR120 insensitivity and impaired lipid
metabolism in schizophrenia. In healthy individuals, GPR120 activation leads to anti-inflammatory
effects. Natural ligands (DHA and ALA) stimulate GPR120–β-arrestin complex formation and
drive phospholipase A2 (PLA2) activation. Pro-/anti-inflammatory homeostasis is maintained.
In schizophrenia patients, GPR120 insensitivity leads to pro/anti-inflammatory imbalance. Natural
ligands (DHA and ALA) are unable to stimulate GPR120–β-arrestin complex formation. Overactivity
of PLA2 causes a switch to inflammatory pathway stimulation. Pro-/anti-inflammatory homeostasis
is disturbed.

It is still unclear whether GPR120 concentration in the serum reflects the expression of the receptor
and cell signaling. We decided to examine the serum concentration of GPR120 for some reasons.
Firstly, this type of sample is more stable during storage in low temperatures compared to RNA [24].
Gene testing is essential to confirm the results of our study. Introducing serum sample collection in
clinical practice from a population health perspective is more convenient and accessible compared to
RNA samples. Thus, serum samples may be a more favorable material used as a biomarker of fatty
acid metabolism disturbances in further clinical practice [17,25].

In a population of children, lower GPR120 plasma levels were associated with negative outcomes,
i.e., insulin resistance and higher BMI [26]. In our study, we did not find any relationship between
BMI and GPR120, and lower GPR120 serum concentration was related to the higher concentration
of PUFAs in the HC group. It is possible that a higher concentration of PUFAs in serum increases
anti-inflammatory status, and GPR120 activation (to restore balance) is not required. On the other
hand, an activated GPR120 forms a complex with β-arrestin, which may lead to a reduction in free
GPR120 blood concentration [10].

The mechanism linked with GPR120 disruption in schizophrenia may be related to PLA2 activity.
According to Horrobin’s theory of schizophrenia, PLA2 excess activity is linked with an abnormal
skin reaction in the niacin test in schizophrenia patients [27]. PUFAs are able to activate PLA2 via
the GPR120 receptor, leading to the production of prostaglandin. This pathway is involved in the
anti-inflammatory DHA effects in macrophages [28].

GPR120 activation mediates downstream signaling mechanisms and prevents the expression of
proinflammatory cytokines. Thus, GPR120 has the potential to diminish systemic inflammation and
manage metabolic functions [10,12]. There is a suggestion that several beneficial effects of omega-3
do not require GPR120. However, GPR120 function is essential to regulate vascular inflammation
and neointimal hyperplasia [29]. Disruption of the anti-inflammatory GPR120-related pathway could
affect the persistent proinflammatory state in schizophrenia and may be involved in a higher risk
of cardiometabolic conditions in the psychiatric population [30]. However, GPR120 participation in
dyslipidemia observed in schizophrenia patients remains unclear.

Clinical trials showed the ability of omega-3 PUFAs to reduce clinical symptoms of
schizophrenia [31,32]. We did not find any differences in PUFA concentration and intake between
schizophrenia patients and healthy individuals. The pharmacological treatment of schizophrenia
increases the sterol regulatory element-binding protein type 1 (SREBP1) which regulates the expression
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of genes related to fatty acid synthesis [33]. This phenomenon to a certain degree may explain the lack of
difference in serum FAs between SZ and HC groups. Antipsychotic medication increases the expression
and activity of enzymes involved in PUFA metabolism, and changes in the blood plasma lipidome are
suggested as a treatment response in psychiatric disorders [5]. On the other hand, in our study, the
nutritional assessment concerned short-term omega-3 intake. This short period of dietary habit analysis
was performed due to the evaluation of serum as a biomarker of PUFAs. We hypothesize that the
severity of symptoms will be more linked to long-term omega-3 intake. However, in patients suffering
from schizophrenia, especially those who experienced psychotic symptoms recently, examining
long-term intake will be a challenge. People with schizophrenia commonly experience cognitive
impairment, lack of motivation, and poor compliance; thus, misreporting could be expected, especially
regarding long-term food intake assessment [34,35].

Adequate intake of omega-3 fatty acids plays an important role in maintaining mental health.
DHA and EPA are structurally integrated via phospholipid molecules and they ensure the proper
structure of neuronal cell membranes [3]. FAs regulate the expression of genes, as well as changes in
protein concentration, which could be blocked to some extent in SZ patients [36].

Each omega-3 PUFA has various molecular effects, and EPA levels are several hundred-fold
lower than DHA levels [37]. Studies confirmed the anti-inflammatory potential of DHA. However,
DHA formulas did not improve schizophrenia symptoms, which suggest an abnormal or lack of
response to its supplementation [38]. GPR120 insensitivity and changes in FAs metabolism could, to
some extent, explain the better efficacy of EPA in SZ. In our study, we found numerous correlations
between the intake of EPA and the concentration of blood PUFAs in patients, which we did not notice in
the HC group. These findings may be the result of a different utilization of FAs in metabolic pathways.

Increasing ALA while simultaneously decreasing LA intake is effective in improving omega-3
PUFA status [39]. The scientific community suggests that the dietary ratio of omega-6/omega-3 PUFAs
should be from 2:1 to 4:1; however, in the Western diet, the ratio ranges from 15:1 to 17:1 [39]. In our
study, 85% of patients and 80% of healthy individuals had a ratio higher than 4:1, and the median ratio
was 6.23:1 in the SZ group and 5.23:1 in the HC group. Taking into consideration the variation PUFA
metabolism between patients and healthy subjects, it is possible that individuals with psychiatric
disorders require a higher intake or different proportions of omega-3/omega-6 FAs for health benefits.
The different recommended intake of PUFAs in the psychiatric population should be considered [40].
No differences in the intake of PUFAs between persons with schizophrenia and healthy volunteers was
revealed. Nevertheless, we found improper intake of DHA and EPA in 97.5% of the SZ group and
97.5% of the HC group.

5. Conclusions

Our consistent findings report lipid disturbances in schizophrenia patients. Interestingly, no
changes in serum FAs or related markers were found. However, our results indicate different
transformations and responses to FAs in schizophrenia. Based on our results, it is suggested that a
diminished anti-inflammatory response could be a component connecting GPR120 insensitivity with
schizophrenia. The interplay involving the inflammatory processes confirmed in psychiatric diseases,
the limited ability to extinguish them, and the imbalance in PUFA diet could lead to the worsening
course of schizophrenia, with increasing metabolic complication risk.

Further work should concentrate on finding lipid-based biomarkers and lipid-related interventions
in patients suffering from schizophrenia. The modulation of lipid homeostasis is a promising target in
managing psychiatric disorders.

6. Advantages and Limitations

The study has some potential advantages and limitations. To the best of our knowledge, this is
the first work examining GPR120 protein concentration in schizophrenia and the relationship between
GPR120 with PUFAs. Fatty acids were determined using a very sensitive and modern analytical
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technique (GC/MS) that enables accurate and precise measurements even in a very complex sample
matrix such as human serum.

The study has some limitations. The sample size was relatively small and we mainly examined
patients treated with antipsychotic drugs and in remission. Further studies should concentrate on
lipid metabolism at a different stage of illness and include antipsychotic-naïve patients.

Another disadvantage is the dietary assessment using a single 24 h recall. Although it is considered
the least biased self-report tool, three or more daily recalls are needed to determine the usual intake [41].
Through contact loss with most of the respondents, we were unable to apply multiple daily recalls.

The obtained data could be considered only as a possible explanation for the lipid disruption in SZ.
An examination of gene expression involved in fatty acid metabolism, along with their variants and the
main metabolites of PUFAs, is needed to confirm this hypothesis. The quality and the quantity of FAs in
the erythrocyte membrane are considered more appropriate markers of the long-term nutritional status
of the entire organism. Nevertheless, red blood cell FAs are more inclined to undergo deterioration
during storage [42].

We included potential confounding factors related to lifestyle (BMI, age). However, taking into
consideration the complexity and interactions of metabolic pathways, the examination of processes
affecting the presence of substrates in blood (related to gene expression, enzyme activity) is necessary
to determine the exact mechanism and importance of lipid metabolism in schizophrenia [43].
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FAs Fatty acids
DHA Docosahexaenoic acid
DPA Docosapentaenoic acid
EPA Eicosapentaenoic acid
AA Arachidonic acid
SZ Schizophrenia
AMN Aqueous methyl nicotinate
PLA2 Phospholipase A2
GPR120 G-coupled receptor responsive to fatty acids
LA Linolenic acid
ALA α-Linolenic acid
HC Healthy control
BMI Body mass index
PANSS Positive and Negative Symptom Scale
RDA Recommended daily intake
SREBP1 Sterol regulatory element-binding protein type 1
DSM-5 The Diagnostic and Statistical Manual of Mental Disorders
GS/MS Gas chromatography–mass spectrometry
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Abstract: Inositols are sugar-like compounds that are widely distributed in nature and are a part of
membrane molecules, participating as second messengers in several cell-signaling processes. Isolation
and characterization of inositol phosphoglycans containing myo- or d-chiro-inositol have been
milestones for understanding the physiological regulation of insulin signaling. Other functions of
inositols have been derived from the existence of multiple stereoisomers, which may confer antioxidant
properties. In the brain, fluctuation of inositols in extracellular and intracellular compartments
regulates neuronal and glial activity. Myo-inositol imbalance is observed in psychiatric diseases
and its use shows efficacy for treatment of depression, anxiety, and compulsive disorders. Epi- and
scyllo-inositol isomers are capable of stabilizing non-toxic forms of β-amyloid proteins, which are
characteristic of Alzheimer’s disease and cognitive dementia in Down’s syndrome, both associated
with brain insulin resistance. However, uncertainties of the intrinsic mechanisms of inositols regarding
their biology are still unsolved. This work presents a critical review of inositol actions on insulin
signaling, oxidative stress, and endothelial dysfunction, and its potential for either preventing or
delaying cognitive impairment in aging and neurodegenerative diseases. The biomedical uses of
inositols may represent a paradigm in the industrial approach perspective, which has generated
growing interest for two decades, accompanied by clinical trials for Alzheimer’s disease.

Keywords: Alzheimer’s disease; psychiatric disease; depression; anxiety; Down’s syndrome; inositol;
nutraceutical; insulin signaling; antioxidant; aging

1. Introduction: Human Brain Aging and Inositols

The aging process in humans is associated with physical decline and impairment of metabolic
homeostasis [1]. The dysregulation of the metabolic network leads to an age-related elevated risk of
suffering from chronic metabolic disorders, especially insulin resistance-related pathologies. In addition
to the well-known peripheral role of insulin on glucose and energy storage, insulin also regulates
a series of cognitive processes, such as memory formation, through its effects on glial–neuronal
metabolic coupling. Central insulin resistance is a common feature linked to premature aging and is
observed in neurological disorders, including early stages of Alzheimer’s disease (AD) and Down’s
syndrome (DS) [2].
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Currently, 16% of the EU population is over 65, and this figure is expected to rise to 25% by 2030.
Taking this trend into consideration and the prevalence of dementia, including AD, the World Health
Organization estimates that population aging will lead to a dramatic increase in dementia prevalence.
By 2050, more than 131.5 million people are expected to be affected. AD leads to a loss of memory
and neurodegenerative cognitive functions and affects 10% of the population aged over 65 years.
Delaying a cognitive decline in AD is a major research challenge and a clinical need, considering the
incidence of this disease in the elderly. Common features of AD are the aggregation of β-amyloid
(Aβ) plaques and tau protein hyperphosphorylation, leading to neural damage. An approach for
slowing down the progress of the disease is targeting the factors that might accelerate neural damage.
Present results suggest that unhealthy dietary habits, microbiota changes, and oxidative stress favor the
development of brain insulin resistance, which could contribute to a neuroinflammatory profile, directly
activating both the resident immune cells of the brain (microglia) and astrocytes, promoting an adverse
environment for neuronal survival in the context of AD [3,4]. Accordingly, a more detailed in-depth
analysis of central insulin resistance contribution to cognitive impairment is discussed later in this
review. A relevant issue on the clinical approach to AD and related pathologies that lead to cognitive
impairment is the fact that most of the research efforts on therapeutics have focused on either fighting
the symptoms by boosting certain deteriorated transmission pathways (e.g., anti-acetylcholinesterase
drugs to enhance cholinergic transmission) or reducing Aβ load via immunotherapy. However, there
is a clear lack of therapeutic development designed to restore metabolic impairments associated with
these neurodegenerative disorders.

The lack of a “metabolic approach to AD therapeutics” might offer an opportunity to inositols,
since in the past years they have gained close attention regarding treatment of pathologies associated
with altered insulin signaling. Inositols are sugar-like cyclic alcohols constituent of cells, which are
normally incorporated as part of the human diet. Given their structure, there are at least eight isomers
of inositols that occur in nature (myo-, muco-, neo-, scyllo-, l-chiro-, d-chiro-, epi-, and allo-inositol) and
one non-occurring in nature (cis-inositol) (Figure 1A) [5]. Inositols act as second messengers of the
insulin-signaling pathway and their administration exerts insulin-sensitizing and mimetic effects,
lowering blood glucose and promoting hepatic glycogen synthesis. d-chiro-inositol has been widely
used as a treatment for pathologies associated with insulin resistance, e.g., polycystic ovary syndrome
(PCOS) and diabetes [6,7]. Given their polar structure, other inositols show different properties, such
as scyllo-inositol, which stabilizes soluble Aβ oligomers and is being tested under clinical trials as
a promising therapy for AD [8]. The use of inositols for medical purposes is closely related to their
“nutraceutical” nature, although the definition of the term is still debated. Since inositols are acquired
through the diet, inositol extracts can be considered a nutraceutical under the definition of an isolated
or purified product from natural sources, with specific health benefits against diseases or medical
conditions or a protective effect against chronic diseases. Hence, these natural compounds arise as
alternatives to treatments for central and peripheral insulin resistance-related disorders.

In the present review, we provide a short description of the structure and pharmacology of
inositols. However, it is not the scope of this review to describe the particular chemical characteristics
of inositols or to compile their application for metabolic disorders in peripheral tissues, since several
works have already elegantly described these concepts previously [5,9–11]. The further sections herein
try to establish a descriptive line, detailing the importance of inositols and their derivatives, such as
inositol-(phospho)glycans (IPGs or simply IGs) in physiological processes, highlighting their role in
insulin signaling, as well as their function in the central nervous system and the perspective of their
use in the treatment of neurodegenerative diseases, with a special emphasis on AD and behavioral
disorders here.
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Figure 1. Structure in the chair conformation of inositol stereoisomers (A), inositol methyl derivatives (B),
natural and synthetic inositol phosphoglycan cores, and insulin-mimicking inositol phosphoglycans (C).
Glycophosphatidyl inositol phospholipase D (GPI-PLC) hydrolyzes phosphate inositol-lipid linkage,
releasing unphosphorylated inositol. Phosphatidylinositol phospholipase C (PI-PLC) hydrolyzes
phosphate inositol-lipid linkage in α(1→6) myo-inositol (but not α(1→2) d-chiro-inositol) structures
when the C2 position is not occupied by an acyl-lipid chain, promoting cyclic (1,2) phosphate linkage
to myo-inositol.

2. Inositols in Organisms

2.1. Structure of Inositol Isomers and Inositol Phospholipids

Inositols are naturally occurring substances that resemble simple sugars. They have a cyclic
structure of six carbons and six alcohols, being classified as sugar alcohols (polyols with one hydroxyl
group attached to each carbon atom). In addition, both inositols and methyl-derived inositols are
also classified as cyclitols (cycloalkanes containing at least three hydroxyl groups attached to the
carbon atoms).
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Thus far, the role of inositols on the body is both structural, as constituents of complex
phospholipids in plasma membrane, and functional, since they act on metabolic pathways as second
messengers of insulin signaling. Regarding their structural function, in mammalian tissues, inositols
are found in the external part of the membrane of phosphoglycerides. The attachment of sugar residues
to inositols constitutes the glycosylphosphatidylinositols (GPIs), which are elements of the outer
leaflet of the plasma membrane that may serve as anchors for extracellular proteins attached to the
membrane. As second messengers, inositols are a well-known part of signal transduction, as they form
phosphatidylinositols (PIs) and their phosphorylated forms, phosphoinositides (PIPs) and inositol
phosphates (IPs), which are responsible for membrane trafficking and cell signaling as substrates
for other protein kinases. The most important members of this family are phosphatidylinositol
(4,5)-bisphosphate (PI(4,5)P2, simplified as PIP2), a substrate for the phosphoinositide 3-kinase (PI3K),
whose phosphorylation and conversion into phosphatidylinositol (3,4,5)-trisphosphate (PI(3,4,5)P3,
simplified as PIP3) is a key step in the insulin/IGF-1 pathway. PIP2 is also a substrate for phospholipase
C and the formation of inositol 1,4,5-trisphosphate (IP3), a second messenger mainly involved in
intracellular Ca2+ trafficking in the endoplasmic reticulum.

2.2. Inositol Incorporation in Organisms

Despite eight out of the nine inositol isomers occurring naturally, only myo-inositol
(MI; cis-1,2,3,5-trans-4,6-cyclohexanehexol), scyllo-inositol (SI; cis-1,3,5-trans-2,4,6-cyclohexanehexol),
and d-chiro-inositol (DCI; cis-1,2,4-trans-3,5,6-cyclohexanehexol) have been detected as major
inositols present in mammalian tissue. Some studies have reported the possible presence of
neo-inositol (NI; cis-1,2,3-trans-4-5-6-cyclohexanehexol) in bovine brains [12] and also epi-inositol (EI;
cis-1-trans-2,3,4,5,6-cyclohexanehexol) and muco-inositol (cis-1,4-trans-2,3,5,6-cyclohexanehexol) in
the liver, muscle, blood, brain, and several other rat tissues with a rate of isomerization from MI of
0.6% [13]. MI interconverts to other inositols via an specific epimerase [13,14] that differs from the
epimerase catalyzing the conversion from MI to DCI [15,16]. MI and SI are the most abundant forms of
inositols in organisms, representing over 90% of the total inositol content of mammalian cells. SI has
been reported to be incorporated into lipids in plants [17]. However, SI is not incorporated into PI lipids
at detectable levels, even under SI administration in mammalian tissue [18]. The other inositol found
in great levels in mammals is DCI, which acts as a second messenger for insulin signaling, presumably
as IG, as will be depicted later. A summary of the current knowledge on inositol stereoisomers sources,
distribution, and pharmacological properties can be found in Table 1.

Table 1. Biological sources of inositol stereoisomers, distribution in mammalian tissue, and current
pharmacological applications for the treatment of human diseases. PIs: Phosphatidylinositols; IP3:
Inositol 1,4,5-trisphosphate; GPIs: Glycosylphosphatidylinositols.

Inositol Stereoisomer Mainly Found in
Distribution and Function

in Mammals
Pharmacological Properties

Myo-inositol

• Plants
• Mammals
• Bacteria

• Found in all tissues.
• Part of membrane PIs.
• MI in PIP2 and PIP3 acts in

several intracellular
signaling pathways.

• MI in IP3 regulates metabolic
flux, intracellular Ca2+, and
membrane excitability.

• Acts as an osmolyte.

• Treatment of polycystic ovary
syndrome (PCOS) related to
insulin resistance and
hyperandrogenism in
combination with DCI [6,7].

• Prevention of gestational
diabetes mellitus in combination
with DCI [19].

• Treatment of
obsessive-compulsive disorder,
panic disorder, and
depression [20–22].
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Table 1. Cont.

Inositol Stereoisomer Mainly Found in
Distribution and Function

in Mammals
Pharmacological Properties

Epi-inositol • Plants

• Found in brain, liver, muscle,
blood, and other tissues,
epimerized from
myo-inositol [13].

• Biological function unknown.

• Decreases the aggregation of
toxic forms of β-amyloid protein
in Alzheimer’s disease [23,24].

Scyllo-inositol

• Plants
• Mammals
• Bacteria

• Found preeminently in the
brain [12,13,25].

• Acts as an osmolyte.
• Competes with MI for active

transport into the cell.

• Decreases the aggregation of
toxic forms of β-amyloid protein
in Alzheimer’s disease [23,24].

• Inhibits the aggregation of
α-synuclein in Parkinson’s
disease [26].

Neo-inositol • Plants • Detected in brain [12].
• Biological function unknown.

• No pharmacological
properties described.

Muco-inositol • Plants

• Found in brain, liver, muscle,
blood, and other tissues,
epimerized from
myo-inositol [13].

• Biological function unknown.

• No pharmacological
properties described.

d-chiro-inositol

• Plants
• Mammals
• Bacteria

• Mainly found in
insulin-responsive tissues.

• Acts as a second messenger in
insulin signaling pathway, likely
as a part of GPIs.

• Treatment of polycystic ovary
syndrome (PCOS) related to
insulin resistance and
hyperandrogenism in
combination with MI [6,7].

• Prevention of gestational
diabetes mellitus in combination
with MI [27].

l-chiro-inositol • Plants • Not detected in
mammalian tissue.

• No pharmacological
properties described.

Allo-inositol
• Plants
• Mammals
• Bacteria

• Not detected in
mammalian tissue.

• Non-potent inhibitor of the
aggregation of toxic forms of
β-amyloid protein in
Alzheimer’s disease [28]

Cis-inositol • Non-naturally occurring • Not detected in
mammalian tissue.

• No pharmacological
properties described.

Inositols can be obtained from the diet as they are abundant components of the cell membrane
in plants and animals. The most abundant form of MI incorporation is either free, or in the form
of (myo)-inositol hexaphosphate or IP6 (1,2,3,4,5,6-hexayl hexakis (dihydrogen (phosphate))), also
known as phytic acid. Major sources of IP6 are plants, as IP6 is a major reservoir of phosphorus,
energy, and a source of cations and MI in the cell wall. However, IP6 cannot be obtained from dietetic
sources because its bioavailability is very limited. This is due to its negative charge density, being
necessary to be dephosphorylated via bacterial phytases and phosphatases, providing free MI or
other IPs before entering bloodstream [29,30]. The only animals that can carry out this transformation
belong to the ruminant mammal group. Western diets can provide around 0.5–1 g/day of MI [31,32].
DCI is mainly obtained as the methylated form d-pinitol (DPIN; 3-o-methyl-d-chiro-inositol), which is
demethylated to DCI under acidic conditions in the gastrointestinal tract. DPIN acts as an osmolyte in
plants, allowing tolerance to heat, high salinity, and drought stress [33]. The Leguminosae family is a
major source of DPIN, especially carob pods, which provide 10–80 g/kg of DPIN [34]. Many herbal
extracts contain methyl-inositol derivatives like sequoyitol (5-o-methyl-myo-inositol) or l-quebrachitol
(2-o-methyl-l-chiro-inositol) (Figure 1B) [35,36]. Dietary supply of other inositols seems to be scarce,
as evidenced by their low presence in organisms.

Although inositols can be obtained from diet, the main inositol isomer, MI, is also synthesized in
the body in great enough quantities for the whole supply required, as kidneys produce 2 g/day each of
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MI (4 g total) and other tissues contribute to a small extent to MI synthesis, like the brain and testis [37].
De novo MI synthesis occurs primarily from glucose into cytosol. The process follows glucose
phosphorylation into glucose-6-phosphate (G6P) via hexokinase. D-3-myo-inositol-phosphate synthase
(MIPS) catalyzes the conversion from G6P into myo-inositol 3-phosphate (MIP), and dephosphorylation
occurs with inositol monophosphatase (IMPase), rendering free MI. MIPS is a phosphoprotein whose
activity is regulated by the glycogen synthase kinase 3 (GSK3) homolog MCK1 in yeast [38,39].
Although this may suggest GSK3 regulation of MIPS activity in humans, there are no data of this
proposed mechanism in mammalian cells. Expression of inositol-3-phosphate synthase 1 (Isyna1),
a gene encoder for IMPase transcription, is tightly regulated by the disposal of phosphatidic acid
(PA) and inositol hexakisphosphate synthase 1 (IP6K1). PA is considered a “metabolic sensor”, as its
synthesis is upregulated by high levels of glucose or the presence of growth factors and promotes cell
growth via a mammalian target of rapamycin (mTOR) [40,41]. Interaction of PA with IP6K1 leads to
its translocation into the nucleus and synthesis of IP7, which negatively regulates Isyna1 via DNA
methylation [42].

The transport of inositol isomers into cells is regulated by the sodium-myo-inositol co-transporters
(SMIT1 and SMIT2) with a 2 Na+ to 1 myo-inositol stoichiometric ratio, similar to that of the
sodium-glucose co-transporter SGLT1 [43–45]. SMIT1 and SMIT2 both have a different affinity for
inositol isomers, which are competitors for inositol transport, and are differentially regulated by
monosaccharides. DCI and MI are both effectively transported into cells via SMIT2 with a similar
affinity, whereas DPIN, a methyl derivative of DCI, binds to SMIT2 with lower affinity and is a
competitor for MI/DCI transport [46]. SI has also a high affinity for the SMIT1 and SMIT2 transporters,
whereas other inositol derivatives like sequoyitol, D-ononitol (4-o-methyl-d-chiro-inositol), or viburnitol
(1-deoxy-l-chiro-inositol) are also transported with lower affinity [47]. Inositol transport is inhibited
in the presence of l-fructose and d-glucose, as they are also competitors of SMIT1 and SMIT2 [46,47].
SMIT2 is highly expressed in mammalian kidneys and is responsible for the reabsorption of inositols
into the bloodstream [48,49]. DCI uptake via SMIT2 is highly upregulated in the presence of insulin in
human L6 myoblasts, which could explain the lower concentration of DCI in insulin-sensitive tissues
and lower DCI re-uptake in the renal tubes in cases of hyperglycemia and insulin resistance [46,50,51],
along with decreased epimerase activity [15,16]. The fact that inositol transport is highly dependent on
glucose concentrations and insulin signaling limits its potential use in association with food (i.e., as an
ingredient), where it would be necessary to adjust the timing, dose, and number of doses to the given
metabolic profile of the user.

Inositols may also be transported by a described H+/myo-inositol transporter (HMIT) in a
1 H+ to 1 myo-inositol stoichiometric ratio [43,52]. Inositol HMIT transport is pH-dependent and
phlorizin-sensitive [52]. HMIT is highly expressed in the brain, but its transcript is also detected in
white, brown, and epididymal adipose tissues, and also in the kidney in rats [52]. HMIT is reported
to transport MI, SI, DCI, and muco-inositol, but not allo-inositol, and is blocked by phloretin and
phlorizin, which are well-described inhibitors of the Na+/glucose transporters SGLT1 and SGLT2. [52].
There are not many reports about the physiological role of HMIT in inositol transport in the peripheral
tissues. HMIT differently controls inositol transport and signaling in the neurons and astrocytes
along with SMIT1 and SMIT2, which may stand for a specific role of inositols in osmoregulation,
insulin signaling, Ca2+ mobilization, and membrane composition in the brain [52–55]. A more detailed
mechanism of inositol transport in the brain will be discussed in the other sections of this review.

MI, when available in the cell, is incorporated into PI. All MI-containing phospholipids are derived
from PI, which is the most abundant form throughout the cell, constituting 10–15% of mammalian
membrane phospholipids [56]. PI synthesis is performed next to the endoplasmic reticulum via PI
synthase (PIS). This process requires cytidine diphosphate diacylglycerol (CDP-DAG) and MI. PIS has
a low affinity for MI, hence MI availability is the rate-limiting factor for PI synthesis (ref). Some PI is
channeled to the luminal face of the endoplasmic reticulum to later derive glycan PI or GPIs, which
are acylated and transported to plasma membrane, serving as “anchors” for proteins in the external
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surface of the plasma membrane [57]. PIs may also be substrate for PI kinases, deriving PI-3, -4, and
-5 monophosphate (PI(3)P, PI(4)P, and PI(5)P), which may suffer posterior phosphorylation and be
converted into PI-3,5, -3,4, and -4,5 biphosphate (PI(3,5)P2, PI(3,4)P2, and PI(4,5)P2), the latter also
rendering the triphosphate form PI(3,4,5)P3, as reviewed in [57,58]. Phospholipase C may cleave
PI(4,5)P2 and form inositol (3,4,5) phosphate or IP3, which is subsequently derived into other IPs or
recycled back to MI [58].

3. Insulin-Mimetic and Insulin-Sensitizing Properties of Inositols

3.1. Revisiting the Proposed Role of Inositols in Insulin Signaling

Two complementary mechanisms by which inositols modulate the insulin signaling pathway
have been proposed [10,59,60] and revised [61,62]. Some questions regarding these models (depicted
later) have been addressed, yet there are no clear answers. Recent findings may shed light on some of
these unknowns and add other interactors in the signaling mechanism.

3.1.1. Canonical Insulin Signaling

The classical mechanism of action in insulin signaling has been extensively described and
reviewed [63–65]. Briefly, the binding of insulin to its receptor (IR) in target tissues promotes
tyrosine autophosphorylation, recruiting IR substrates as the IRS and Shc proteins. Shc activates the
Ras/MEK/ERK pathway, which accounts for mostly the growth-promoting effects of insulin. On the
other hand, IRS1 and IRS2 continue the PI3K/Akt/mTOR pathway. IRS proteins recruit the p85 regulatory
domain of phosphatidylinositol 3 kinase (PI3K), leading to phosphatidylinositol-3,4,5-triphosphate
(PIP3), and activating the phosphorylation of Akt (also known as PKB). Full activation of Akt needs
complementary phosphorylation by mammalian target of rapamycin (mTOR) complex 2 (mTORC2).
Akt then mediates most of the insulin effects, as it phosphorylates and inhibits glycogen synthase kinase
3-β (GSK3-β), preventing the inhibition of glycogen synthase (GS) and leading to increased glycogen
synthesis. Akt also promotes glucose uptake by the mobilization of glucose transporter 4 (GLUT4) and
activates the mTOR complex 1 (mTORC1) via inhibition of tuberous sclerosis 1 (TSC1) and 2 (TSC1),
leading to protein and lipid synthesis. Insulin signaling is a more complex process that involves major
proteins that participate in the glucogenic pathway, such as fructose 2,6-bisphosphatase (FBPase-2), or
the lipogenic pathway, like hormone-sensitive lipase (HSL), which are negatively regulated by protein
kinase A (PKA) and also inactivated by Akt.

3.1.2. Non-Canonical Insulin Signaling and the Role of IPGs

The role for inositols in insulin signaling has long been presumed, as early experiments showed
the capacity of inositols to promote glycogen synthesis in the liver or as lipid synthesis in adipocytes.
The paradigm of insulin signaling changed upon the discovery of insulin modulators that were
produced upon phospholipase activity in GPIs, enhancing pyruvate dehydrogenase (PDH) activity
and decreasing cAMP production [66,67]. Further research lead to the description of two types of IPGs
based on their structure and activity. Type A IPGs (IPG-A) contain myo-inositol and d-glucosamine
and inhibit cAMP production and AMPK activity, promoting lipogenesis. The others, named as type
G IPGs (IPG-G), consist of a 3-o-methyl-d-chiro-inositol (d-pinitol) and galactosamine, promoting
glycogenesis via mitochondrial PDH activation [68–70]. Larner et al. carried out isolation from beef
livers and later confirmed the structure of an insulin second messenger (INS-2) with a molar ratio of
1:1 of 3-o-methyl-d-chiro-inositol (d-pinitol) and galactosamine linked by a β-1,4 bond [71] (Figure 1C).
INS-2 that contains an inositol glycan structure of the so-called IPG-Ps is an allosteric modulator
of PP2Cα [72], which is known to dephosphorylate and activate GS [73], PI3K [74], and inactivate
AMPK [75]. INS-2 might also be present under the chelated form with Mn2+. Chelated INS-2 is an
allosteric modulator of mitochondrial PDH phosphatase (PDHP) activity and promotes PDH-mediated
glycogen synthesis [71]. It should be remarked that the structures of DCI-GPIs are still unknown and
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may not share structural similarity with MI-GPIs and differ in terms of the axial orientation of the
phosphatidyl moiety, as reported by cleavage studies with synthetic DCI-GPIs (Figure 1C) [76].

Larner and colleagues described the role of a Gq/11 protein as a putative pathway of insulin
signaling [77], hence linking the activity of a phospholipase that could explain the release of IPGs
from GPI and explain the crucial role for IPGs in insulin signaling. However, the exact structures
of circulating inositols released by insulin stimulus are still unknown. This model proposed by
Larner [10] raised some questions that were later added to new uncertainties in the review by Croze
and Soulage [61]. Deep revision and the current data may help address some of these uncertainties.

The less widespread Müller’s theory [59,60] describes the role of IPGs in activating insulin
signaling externally. This may be sustained by the observation that IPG internalization is not necessary
to stimulate lipogenesis in rat epididymal adipocytes with a maximal activity of 47% of the maximum
insulin response [78]. This theory is based on the existence of membrane detergent/carbonate-insoluble
glycolipid-enriched raft microdomains (DIGs), which are formed by the high presence of cholesterol
(hcDIG) or the low presence of cholesterol (lcDIG) in the plasma membrane. Some portion of insulin
receptors seem to be associated with caveolins, mainly located in “caveolae”, which are structures in
hcDIGs. GPI-anchored proteins would have a natural tendency to move to lcDIGs but are retained
in hcDIGs by binding to a membrane protein, presumably p115. Insulin stimulus would lead to the
activation of a GPI-PLC, which would release the IPGs. These IPGs may interfere in the binding of the
GPI-anchored proteins to the receptor, allowing their displacement to the lcDIGs. This would also lead
to a displacement of a protein kinase, pp59Lyn, previously attached to caveolin, which would mediate
tyrosine phosphorylation on IRS1 or IRS2.

This theory would involve recognizing the existence of a GPI-PLC whose gene has not been
identified in mammals, in addition to assuming that cholesterol microdomains are present in all cell
types where insulin activity is shown, and this does not explain why IPGs may allosterically modulate
intracellular elements of the insulin pathway. While this model cannot be ruled out, this may not
represent a generalized mechanism and would serve as an additional route of complementary insulin
signaling, but is not strictly necessary for insulin activity, rather than describing the main mechanism
of action of the IPGs.

Whether there might be different IPGs contributing to insulin signaling depending on tissue or
cell type might depend on the species and tissue proportion of inositol accumulation. Insulin markedly
promotes the biosynthesis of DCI-GPIs after 15 min of addition to rat fibroblasts expressing the human
IR, whereas a decrease in MI-GPI content is observed after 5 min of insulin treatment, which suggests
that insulin promotes epimerase activity and conversion of MI to DCI [15]. DCI-containing IPGs might
be the main mediators of insulin signaling, especially those involving glycogen synthesis. MI and SI
are more prominent in the brain than DCI, whereas conversion of MI to DCI is far more prominent in
fat, liver, muscle, or gonadal tissues [79]. It is foreseeable that DCI-IPGs would exert more important
control over insulin signaling, effectively depending on the place of action.

Other debate has been raised between the intracellular or extracellular release of IPGs. The answer
implies the interplay of three different proteins. Early experiments showed that IPGs are more likely to
be extracellularly formed after GPI cleaving and are later actively transported in the cell. The presence
of anti-IPG antibody blocks the activation of intracellular PDH, hence presuming that binding to
extracellularly-generated IPGs to the antibody prevents access to the cell interior [80]. As such, some
authors have described the existence of an ATP-dependent inositol glycan transporter that is stimulated
upon insulin signaling. This plasmatic membrane transporter was first discovered in hepatocytes and
has been well described [81]. Thus, it is a putative IPG transporter that would support the extracellular
release of IPGs.
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Since IPGs are part of the polar head of GPIs, their release relies on phospholipase activity.
The proposed mechanism implies an alternate pathway to tyrosine phosphorylation or IRs, with IRs
also coupling to a heteromeric protein Gq and the activation of a GPI-phospholipase [10]. Both GPI-PLC
and GPI-PLD have been proposed as candidates. Early experiments have determined the generation
of IPGs under the activity of bacterial GPI-PLC and GPI-PLD [60,68,71,82]. However, gene encoding
for a mammalian GPI-PLC has not been identified yet. Presumably, insulin mediates the generation of
IPGs through a GPI-PLD, as has been described [83,84]. GPI-PLD expression is ubiquitous throughout
all tissues and is especially prevalent in the liver and circulating in plasma [85]. Current studies
appoint the relevance of GPI-PLD in insulin resistance. Significantly increased levels of GPI-PLD
have been identified as a novel biomarker of early prediabetes in humans [86] and early stages of
latent autoimmune diabetes in adults and those with type 2 diabetes [87]. It has been observed that
both insulin and glucose stimulate the secretion of GPI-PLD in rat pancreatic islets [88]. GPI-PLD
levels also seem to be higher in the pancreas under islet hyperactivity and lower in the liver from
insulin-resistant (ob/ob) mice [88].

In relation to the above, despite the fact that there is no evidence of the mammalian gene for
GPI-PLC in humans, this possibility cannot be ruled out yet due to identification of a GPI-PLC-like
protein in bovine brains and rat intestines [89,90], but also to the lack of knowledge of the chemical
structure of the various IPGs that can be generated in the body. These doubts are raised by the
experiments carried out with synthetic IPGs. In one study, it was observed that the phosphate
group that binds carbon 1 of inositol to the membrane lipid needs to be maintained after cleavage of
phospholipase and forms a cyclic linkage with carbons 1 and 2 of inositol for certain synthetic IPGs that
have an insulin-mimetic activity [70]. This is only achieved through the action of a PI-PLC, since the
hydrolysis of the phosphate is carried out on the O− radical bound to the membrane lipid, whereas a
GPI-PLC performs a cleavage on the O− radical of inositol, maintaining the phosphate group in the lipid
after the release of the IPG (Figure 1C) [76]. In addition to this, synthetic DCI-GPI anchors with α(1→2)
linkage of glucosamine and DCI cannot be a substrate for PI-PLC hydrolysis, but this can be mediated
by GPI-PLD (Figure 1C) [76]. This suggests that possible DCI-GPIs are structurally similar to MI-GPI
anchors with α(1→6) linkage of glucosamine and that MI relies on GPI-PLD activity. Fagopyritols
are galactose and DCI analogs found in plants and are classified according to the binding (type A
with galactose-α(1→3)-DCI linkage and type B with galactose-α(1→2)-DCI linkage). Fagopyritol B1, a
galactose-α(1→2)-DCI, is a structural analog of the core of the proposed DCI-GPI anchors and has
a more powerful insulin-mimetic effect than free DCI, highlighting the possible role of DCI-IPGs in
insulin signaling (Figure 1C) [91].

PI-PLC cannot hydrolyze and release IPGs with cyclic phosphate when inositol carbon 2 is
palmitoyl-acylated, which is often the case for non-anchored protein-free GPIs [92]. In contrast, GPI-PLD
may be cleaved when inositol groups are acylated, supposedly releasing acylated IPGs (A-IPGs)
(Figure 1C) [92]. Synthetic A-IPGs also show a strong insulin-mimetic activity [93]. Non-protein linked
GPIs are intermediate GPIs, as they quickly bind proteins when reaching the plasma membrane surface.
However, non-protein-linked GPIs have been observed to reside both in the inner and outer leaflets
of the plasma membrane [94]. GPI-PLD release of acylated IPGs (A-IPGs) is speculated to occur in
the intracellular compartment, yet this has not been corroborated [94]. The fact that anti-IPGs block
some of the insulin-mediated actions suggests that intracellularly-released A-IPGs have a minor, yet
complementary, role in inulin signaling [80]. Besides insulin, GPI-PLD expression is associated with
lipid levels [95–97] and its activity is also associated with triglyceride [98] and lipid metabolism in the
liver [99], which may be somehow related to the improved lipid profiles of patients suffering from
metabolic diseases after supplementation with inositols like DCI [100].
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Assuming this approach, inositol supplementation may restore pathologically low levels of IPGs,
given that the rate-limiting aspect of GPI synthesis is cytosolic-free inositol supply, as phosphoinositol
synthase has a relatively low affinity [57]. Thus, a higher concentration of inositols, especially DCI,
which is much more scarce than MI and has a more prominent role in insulin signaling, supports the
idea that inositol supplementation would help the synthesis of DCI-GPIs and later form DCI-IPGs
when insulin epimerase’s activity is diminished in insulin resistance.

Albeit that this model seems to be a fairly close approach to the true role for inositols as
insulin-sensitizers (Figure 2), data on supplementation with inositol derivatives might question
whether IPGs are the only way for inositols to modulate insulin signaling.

 

Figure 2. Proposed mechanism of action of inositols in insulin signaling. Non-canonical insulin signaling
through the Gq protein presumably stimulates glycophosphatidylinositol phospholipase D (GPI-PLD)
and/or (glycol)phosphatidylinositol phospholipase C (PI-PLC), mediating the hydrolysis of phosphate
linkage between inositol and membrane lipids, leading to the release of inositol phosphoglycans (IPGs).
Acylated-IPGs are formed in the plasma membrane and endoplasmic reticulum. IPGs are internalized
via an IPG transporter. Insulin-sensitizing properties of inositols correspond to (A) allosteric modulation
of protein phosphatase 1A (PP2Cα) and (B) pyruvate dehydrogenase phosphatase (PDHP), as observed
by d-chiro-inositol glycan (INS-2), and (C) the inhibition of adenylate cyclase (AC) and protein kinase
A (PKA) activity (observed with myo-inositol glycans). IPGs may also upregulate IRS1 signaling by
(D) activating the upstream modulator pp59Lyn localized in lipid rafts. Free inositols such as d-pinitol
also exert (E) insulin-mimetic properties in the absence of an insulin stimulus.
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3.2. Are Inositols Direct Insulin Mimetics Rather than Insulin Sensitizers?

Apart from the proposed model of IPGs in insulin signaling, some early in vitro studies of
inositol supplementation have shown the direct effect of inositol isomers in insulin signaling
apart from IPG activity. It was shown that a 1 mM dose of DCI, DPIN, l-chiro-inositol (LCI;
cis-1,2,4-trans-3,5,6-ciclohexanehexol), EI, and muco-I stimulated glucose uptake in rat L6 myotubes
in vitro and also promoted that translocation of GLUT4 to the plasma membrane in L6 myotubes
in vitro and the skeletal muscles of rats ex vivo to a similar extent as 100 nM of insulin [101]. It should be
noted that cells were grown in a medium supplemented with fetal bovine serum (FBS) and starved 18 h
prior to the glucose uptake assay with a medium containing 0.2% FBS, so the possibility of insulin traces
remaining in the cell culture media should not be ruled out, as these could account for the inositol effect
on GLUT4 translocation and glucose uptake at the given concentrations. MI was also supplemented at
same concentrations and did not elicit any insulin-mediated response on glucose uptake [101].

When administered to endothelial cells in vitro, both 1 mM of MI and DCI promoted an increased
phosphorylation of Akt, ERK1, and ERK2 in human vascular endothelial cells (HUVEC) to a greater
extent than 100 nM of insulin [102]. Since cells were serum-starved before MI and DCI treatment, MI and
DCI induced kinase phosphorylation in the absence of insulin. It is noteworthy that the Ras/MEK/ERK
signaling pathway was also involved, as inositols are regarded to exert insulin-sensitizing effects on
the PI3K/Akt/mTOR signaling pathway.

Our recent study has shown that the administration of DPIN to fasting rats promotes a significant
reduction of circulating insulin without affecting plasma glucose levels [103]. These results may imply
a direct action of DPIN on insulin signaling. An increase in ghrelin levels was also observed upon DPIN
administration, which could account for the decreased secretion of insulin in pancreatic β cells [103].

These results show that inositols may act on upstream regulators of insulin signaling. Some
experiments agree with this hypothesis. Sequoyitol pretreatment enhances insulin signaling with
increased phosphorylation of IRS1 and Akt in HepG2 hepatocytes and 3T3-L1 adipocytes [104].
Interestingly, sequoyitol pretreatment also reverses decreased IR autophosphorylation in the presence
of tumor necrosis factor (TNF-α), a well described inhibitor of IR activity [104,105]. TNF-α is known
to also inhibit SMIT expression in cultured endothelial cells [106]. Inositol depletion might partially
explain the insulin-sensitizing effect of sequoyitol on insulin-resistant cells but does not account for
enhanced IR autophosphorylation.

Increased IR autophosphorylation has also been observed in primary hippocampal neurons from
rats when administered 100 μM of DCI, DPIN, or INS-2 in a similar way to 1 μM insulin treatment [107].
Moreover, after media replacement with a serum-free HEPES buffer, DCI administration has been
shown to promote IR internalization, a mechanism required for ERK activation, in a similar way to
insulin [107]. Given that insulin was depleted from the media, again, this mechanism of IR trafficking
from dendrites to soma elicits a direct effect of DCI as a free inositol in insulin signaling.

The way free inositols participate in the insulin signaling pathway remains unknown. Given
that PLD levels are relatively high in all tissues, insulin stimulation of GPI-PLD might not be crucial
for its activity. Somehow, a stimulus would be needed to increase IPG production, which would rely
on the basal activity of GPI-PLD [108]. Based on the results obtained both in vitro and in vivo, the
group of Ashida suggested an insulin-independent mechanism, implying the activation of PI3K and/or
AMPK [101,109]. It has been described that INS-2 allosterically modulates PP2Cα [72], which is known
to dephosphorylate and activate PI3K [74] and inactivate AMPK [75]. IPG production could account for
GLUT4 translocation and enhanced glucose uptake in muscles. However, inositol supply and increased
IPG production does not account for the direct actions of inositols regarding IR autophosphorylation,
since their target starts insulin signaling downstream of PI3K and possibly IRS1.
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Although unlikely, some hypotheses have arisen regarding the means of IR activity. One of them
is the possible allosteric modulation of IR by inositols. A study has identified the molecular docking of
MI with active sites of PPARγ, GLUT4, and IR [108]. However, contrasting docking analysis requires
specific studies of protein–molecule inhibition or inhibition of the protein target to determine the
correlation of effective interactions in a biological system and in silico predictions. Moreover, the fact
that MI is predicted to interact with different molecules of the same signaling pathway undermines the
reliability of this mechanism. Another possibility could involve the repression of negative regulators
of IR. Protein tyrosine phosphatase 1B (PTP1B) is a well-described inhibitor of IR tyrosine kinase
activity. PTP1B is activated under different stimuli, including the presence of TNF-α [110]. Other
known inhibitors of IR are c-Jun N-terminal protein kinase (JNK) or suppressor of cytokine signaling 3
(SOCS3). It is still unknown if inositols may interact and downregulate one of the inhibitory pathways
of IR autophosphorylation,

Mechanisms of the insulin signaling pathway may involve different downstream elements, but
they all share a common activation of IRS1/2, PI3K, and Akt. In order to elucidate the target for free
inositols, we propose an in vitro study of cultured hepatocytes or myocytes, as highly-responsive
cells to insulin stimulus, and the blockade, one by one, of elements composing the cascade of the
insulin signaling pathway (IR, IRS1, PI3K, PDK, Akt, mTOR, and AMPK) in a top-down manner. This
could be easily achieved via the use of small interfering RNA (siRNA) and transient siRNA-mediated
knockdown of IR and their downstream elements [111,112]. Measuring the GLUT4-translocation
response of insulin-depleted cells to inositol addition could determine the exact point at which inositols
enhance IR signaling in the absence of insulin. In vitro studies let us control medium conditions and
eliminate external elements that could interfere with the insulin sensitivity. Alternatively, the use
of specific inhibitors for each element could be considered. Identification of inositol targets would
make way for further analysis of the exact mechanism of interaction, as well cyclitols, regarding
their specificity.

3.3. Putative Role of Inositols in IGF-1 Signaling

Insulin and insulin-like growth factor 1 (IGF-1) are both hormones with a high structural similarity
and share some cross-reactivity due to the low-affinity binding of insulin to the IGF-1 receptor (IGF-1R)
and from IGF-1 to IR. The existence of active IGF-1/IR heterodimers has also been demonstrated,
although their physiological role has not been fully described. In contrast to insulin, IGF-1 is released
in the liver and is stimulated by the growth hormone and its function is strongly anabolic. IGF-1
circulates as a ternary complex consisting of IGF-1, IGF binding protein 3 (IGFBP-3) or 5 (IGFBP-5),
and the acid labile subunit (ALS), avoiding IGF-1 non-specific insulin-like hypoglycemic activity.
The metalloproteinase pregnancy-associated plasma protein A2 (PAPP-A2) is involved in the proteolysis
of the IGF-1 ternary complex, releasing free and active IGF-1 on target tissues [113].

Like insulin, IGF-1 is also able to stimulate GPI cleavage and IPG formation, as seen in vitro in
3T3 fibroblasts, BC3H-1 myocytes, and Chinese hamster ovary (CHO) cell lines [114–116]. Moreover,
antibody binding to IPGs formed after the addition of IGF-1 blocks the growth-promoting effect on
the ears of chicken embryos [117]. However, the addition IPGs without the presence of IGF-1 has a
negligible effect on growth, which suggests that IPG formation is necessary, but not necessarily able to
promote an IGF-1-mediated growth effect [117]. This effect is likely mediated by IPG-A, since IPG
activity has been measured by its capacity of inhibiting PKA [117]. Another study showed that the
addition of antibodies against IPG-P blocked the stimulatory effects of both IGF-1 on progesterone
synthesis by swine ovary granulosa cells [118]. However, in adult rat hepatocytes, insulin mediates
GPI cleavage and IPG formation, and it has been observed that fetal hepatocyte formation of IPGs
is dependent on IGF-1 but not insulin activity. Furthermore, the addition of isolated IPG-P, but not
insulin, has reduced the activity of glycogen phosphorylase (the rate limiting enzyme for glycogen
hydrolysis) [119].
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The results mentioned earlier suggest a role for IPGs as putative mediators of IGF-1 signaling.
The involvement of IPGs on IGF-1 activity seems to be complementary to the canonical IGF-1
activation of the PI3K/Akt/mTOR and Ras/MEK/ERK pathways during development, acquiring a more
prominent role for insulin signaling in adulthood. Despite these results, the study of inositols for
IGF-1-like properties has long been neglected and no more recent data are available, including a lack of
complementary in vivo results. It is yet to be unveiled whether inositol deficiencies may cause growth
and development problems due to poor IGF-1 signaling. The addition of free inositols as compared to
inositol glycans during postnatal growth may provide deeper insight inositol mechanisms of action for
insulin/IGF-1 signaling.

4. The Antioxidant Capacity of Inositols

In addition to the modulation of insulin signaling, inositols are polyols that might act as modulators
of oxidative metabolism, helping to decrease the burden of oxidative stress. Oxidative stress is the most
common factor responsible for metabolic disturbances caused by insulin resistance. Under normal
reduction-oxidation conditions, physiological metabolism, especially via aerobic processes, produces a
series of sub-products called reactive oxygen species (ROS) that include superoxides (O2

−), hydrogen
peroxides (H2O2), and hydroxyl radicals (OH−) as part of the oxidation of metabolites. Normally,
antioxidants present in organisms can compensate the generation of ROS, as they accept electrons of
negatively charged oxygen molecules, deriving them into H2O.

A common feature of insulin resistance is the elevated production of cytokines such as TNF-α and
interleukin-6. A pro-inflammatory state contributes, along with hyperglycemia and decreased insulin
signaling, to a deregulated metabolism and excessive generation of ROS. Oxidative stress in adipose
tissue, along with an exacerbated release of cytokines, also promotes a pro-inflammatory state that
contributes to the development of insulin resistance, diabetes, and concomitantly increases the risk of
obesity-associated metabolic syndrome. In presence of nitric oxide (NO), a quick cross-reaction with O2

−
produces cytotoxic peroxynitrite (ONOO−) as part of the reactive nitrogen species (RNS). Both ROS and
RNS attack biological components of cells, including DNA, RNA, protein, or lipid peroxidation, causing
severe damage to plasma and organelle membranes [120]. Oxidative/nitrosative stress during insulin
resistance causes endothelial dysfunction and vascular complications or atherosclerosis. Endothelial
cell production of NO is promoted by insulin via PI3K/Akt signaling, which leads to the activation of
endothelial nitric oxide synthase (eNOS) [121,122]. However, decreased insulin signaling, along with
elevated NADPH oxidase activity and increased generation of O2

−, leads to a low bioavailability and
bioactivity of NO [123].

In phenolic compounds, hydroxyl groups can transfer their hydrogen to negatively charged free
radicals (R−) in order to be stabilized as neutrally charged radicals (RH). As inositols are polyalcohol
molecules, it has long been presumed that they possess antioxidant potential due to the presence of
hydroxyl groups. The first approaches to inositol derivative molecules focused on the antioxidant
potential of the inositol phosphorylated derivative phytic acid (IP6) as an iron (Fe3+) chelator. In normal
conditions, free radicals are generated in the Fenton reaction by the oxidation of Fe2+ as follows:
Fe2+ + H2O2 → Fe3+ + HO• + OH−. However, the sequestering of Fe3+ by IP6 leads to a rapid
depletion of Fe2+, which is oxidized by molecular oxygen (O2), but not by H2O2, hence blocking
free radical formation [124,125]. Antioxidant activity of IP6 is seen to be especially relevant for the
xanthine/xanthine oxidase system, which generates H2O2 by consecutive hypoxanthine to xanthine
and xanthine to uric acid oxidation reactions [126].
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The beneficial effects of free inositols in oxidative stress have also been related to radical scavenging
properties. An in vitro study showed that the addition of DPIN exhibited dose-dependent inhibition
of superoxide and nitric oxide formation [127]. In endothelial cell cultures under high glucose
conditions, the addition of DPIN, DCI, and synthetic 3,4-dibutyryl-DCI (db-DCI) has been shown to
dose-dependently scavenge superoxide in an xanthine/xanthine oxidase system [128]. It was shown
that db-DCI was most effective at reducing ROS levels and exhibited an Fe3+-related mechanism of
action, suggesting that db-DCI acts similarly to IP6, although the detailed mechanism of this has not
been determined yet [128]. Interestingly, quebrachitol has also been described as an active component
displaying a ONOO− scavenging activity [36].

The efficacy of inositols as antioxidants may also be attributed to an enhanced activity of
antioxidant enzymes. Recent studies on Jian carp have shown that MI supplementation increased the
activities of catalase (CAT), glutathione peroxidase (GPx), and glutathione reductase (GR) in copper
(Cu)-induced toxicity, but also superoxide dismutase (SOD) and glutathione-S-transferase (GST), both
in normal and Cu-induced damage conditions [129,130]. DPIN has also showed an enhancement of
endogenous antioxidant activity. DPIN at a dose of 200 mg/kg inhibits oxidative stress caused by
7,12-dimethylbenz(a)anthracene (DMBA) in rats, along with an increased activity of the antioxidant
enzymes SOD, CAT, GPx, and GST [127]. In a mouse model of cisplatin-induced oxidative stress,
the administration of DPIN increased GSH, SOD, and CAT activities [131]. The administration of an
DCI-enriched extract to streptozotocin-induced diabetic mice significantly increased glutathione (GSH)
and decreased malondialdehyde (MDA) in the liver, accompanied by decreased pro-inflammatory
TNF-α and increased anti-inflammatory IL-6 and interferon gamma (IFN-γ) in the sera [132].

As described previously, endothelial dysfunction is a common pathology derived from insulin
resistance. Regarding this, use of inositols yields a synergistic effect for both antioxidant and
insulin-sensitizing activities. The administration of MI and DCI in HUVEC cells promotes Akt
phosphorylation [106]. The in vitro addition of DPIN, DCI, and db-DCI impaired contraction by the
eNOS inhibitor L-NAME and increased NO effectiveness [128]. It has also been shown that db-DCI
decreases reduced PKC activation, hexosamine pathway activity, and advanced glycation end products
to basal levels in high glucose conditions [128].

Given the increasing problems arising from an unhealthy diet and living conditions, dietary
use of inositols should be considered because of their antioxidant and insulin-sensitizing properties
(Figure 3). It is still necessary to determine the exact mechanism of free radical scavenging in inositols.
Structure differences are likely to contribute to the net antioxidant capacity, as differences have been
observed between the sugar alcohols MI and DCI and methyl derivatives DPIN or db-DCI. There are
no available research data on the antioxidant activity of IPGs, since PI-derivative structures like IP6

could be active compounds of inositol activity.
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Figure 3. Proposed antioxidant mechanisms of inositol derivatives. Phytic acid (IP6) chelates and
sequesters Fe3+, redirecting Fe2+ via the Fenton reaction to oxidation with O2. Four molecules of Fe2+

are necessary to oxidize one molecule of O2, which generates O2
−, which is later converted in H2O2,

and finally inactive H2O. Reactive oxygen species (ROS) are scavenged by the antioxidant enzymes
superoxide dismutase (SOD), catalase (CAT), and glutathione peroxidase (GPx). Inositols upregulate
antioxidant enzyme levels and activity. The activation of insulin signaling in the endothelium results in
increased NO production. l-quebrachitol and 3,4-dibutyryl-d-chiro-inositol scavenge peroxynitrite
(ONOO−) and ROS species, respectively, although the mechanisms of this have not been unveiled yet.

5. Inositols in the Brain

5.1. Sources and Distribution of Inositols in the Brain

For many years, inositol disposition in the brain has gained much attention due to the observation
that inositol levels are 7-fold higher in the cerebrospinal fluid relative to plasma, and some 50- to
200-fold higher in the brain, in addition to several reports of altered MI and SI levels with different
neuropathologies [133]. As in the rest of the body, MI is the main inositol present in mammalian brain
tissue, followed by SI and small traces of DCI, NI, EI, or muco-I [12,13,25].

Inositol supply in the brain comes from three major sources, namely, the recycling of PI derivatives,
de novo synthesis, and inositol active transport from the peripheral tissues. The synthesis of inositols
produced in the brain occurs to a lesser extent relative to the peripheral tissues [37]. The activity of
MIPS has been detected in the microvasculature of mammalian brains [134]. In vitro studies with
neuroblastoma cells have shown that the expression of the inositol synthesis enzyme IMPase is
necessary for GSK3-α but not GSK3-β activity [135]. However, other previous results did not detect
IMPase activity in vitro in NT2-N neurons [136]. There are still some discrepancies regarding whether
de novo synthesis and inositol recycling are major sources of free inositol for normal neuronal and
glial activities without the need for active transport from peripheral sources of inositols. Homozygous
SMIT1 KO animals show remarkedly decreased MI levels in the whole brain, especially in the frontal
cortex (55% reduction) and hippocampus (60% reduction), but normal levels of PI, IP5, and IP6, which
may suggest de novo MI synthesis maintains PI-derivative levels in the brain [137–139]. However,
IMPase KO mice show a 65% decrease in IMPase activity but normal MI levels in the hippocampus [140].
We suspect these differences may rely on compensatory mechanisms of inositol replenishment, a pool
of inositol reserves as PI, or differences in inositol content and metabolism in neurons versus glia.
Although PI intracellular levels do not change in SMIT KO mice, overexpression of SMIT in transfected
cells has shown the same PI levels as the control cells and intracellular PIP and PIP2 levels increased,
which may suggest a different or minor pool for PI-derived signaling molecules responsive to SMIT or
MI levels and these are not sensitive enough to contribute to the total PI pool in the cell [141,142].
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The distribution of MI in the brain is unequal and may be representative of particularities in
regional activity. MI levels are higher in hypothalamus relative to the hippocampus, as detected by
1H-magnetic resonance spectroscopy (MRS) in mouse brains [143]. MI uptake is also produced at a
higher rate when compared to the hippocampus, cortex, caudate, or cerebellum [144] in rat brains.
The hypothalamus is adjacent to the third ventricle, where the blood–brain barrier permeabilizes and
provides access to metabolic signals from the peripheral tissues like insulin, glucagon, leptin, gherlin,
or glucose itself [145]. Variation in regional MI might be due to different expressions of the inositol
transporters SMIT1 and SMIT2. Cerebellar mRNA expression of SMIT1 and SMIT2 is higher than
hippocampal and cortical expression in mice [47]. Apart from SMIT1 and SMIT2, HMIT has gained
relevance as it is expressed predominantly in the brain, especially in the neuronal population of the
human hippocampus and cortex, as determined by immunocytochemistry [52,54]. Analysis of RNA
expression of HMIT in rat brains has shown that the HMIT transcript is expressed predominantly in the
brain, with higher expression found in the cerebral cortex, hippocampus, hypothalamus, cerebellum,
and brainstem [52]. Inositol HMIT transport is pH-dependent and phlorizin-sensitive [52].

Importantly, different presences of SMIT1, SMIT2, and HMIT have been detected in astrocytes
and neurons. A study in cultured astrocytes and neurons showed that HMIT and SMIT1 are more
present in astroglia than SMIT2 and may contribute to a higher uptake of MI due to their affinity [55].
On the other hand, SMIT1, SMIT2, and HMIT are all expressed in neuronal cells, where SMIT2 is
expressed at higher levels [55]. Even though HMIT has been suggested to be relocated actively
between plasma membrane and vesicles via exocytosis in regions of nerve growth, further studies
have shown that HMIT is not actively expressed in the cell membrane of human neurons and does
not participate in inositol internalization [53,54]. HMIT is co-stained with Golgi markers in neurons,
indicating that it could participate in vesicular inositol trafficking. Since IP3 is a substrate for HMIT
transport, it has been speculated that the role of HMIT would be more committed to the regulation
of intracellular IP3 levels and Ca2+ signaling instead of participating in inositol internalization in
neurons [54]. The expression of HMIT has also been detected in astrocytes and it seems to be localized
both in intracellular and plasma membrane, as depicted by immunochemistry [52]. HMIT shows high
capacity/low affinity transport kinetics and is relevant for MI transport under physiologically relevant
MI concentrations, whereas under intracellular acidic conditions or lower extracellular MI conditions,
SMIT1 and SMIT2 (to a lesser extent) are the main mediators of inositol uptake in primary cultures of
mouse astrocytes [55]. This suggests that inositol transport in neurons and astrocytes is regionalized
and mediated by different transport systems, which could be associated with a specific role of inositols
in the intracellular signaling mechanism.

When incorporated into phospholipids, PI derivatives show specific functions in the nervous
system, as reviewed [146]. Briefly, PI(3)P is important for the hippocampal regulation of GABAergic
inhibitory transmission, PI(5)P regulates Notch cell signaling, PI(4,5)P2 is involved in different processes
of neuronal excitability, PI(3,5)P2 affect glutamatergic signaling, and both PI(3,4)P2 and PI(3,4,5)P3

have a role in dendrite development.
The recent interest of the inositol derivative lysophosphatidylinositol (LPI) as a central regulator

of memory and inflammatory processes should also be highlighted. LPI is formed by the action of
phospholipases A1 (PLA1) and A2 (PLA2) on PI and serves as an intermediate for the synthesis of
endocannabinoid 2-arachidonoylglycerol (2-AG). However, LPI has an important role in controlling
neuronal excitability and responsivity to external stimuli, as it acts as a putative ligand for cannabinoid
G protein-coupled receptor 55 (GPR55). In the periphery, GPR55 is known to modulate and increase
insulin secretion in beta-pancreatic islets via a mechanism involving the mobilization of intracellular
Ca2+ [147]. GPR55 is also known to be involved in energy metabolism and pain sensation [148,149].
Specifically in the brain, GPR55 has been shown to be expressed in the hippocampi of mice and
rats and is localized in the CA1 and CA3 layers of pyramidal cells [150]. The application of LPI to
hippocampal mouse slices enhances the long-term potentiation of CA1 neurons [150]. Moreover, central
administration of LPI and GPR55 agonists promotes procedural memory and provokes changes in
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spatial memory [151,152]. Central actions of GPR55 seem to rely on its ability to modulate intracellular
Ca2+ presynaptically and boost neurotransmitter release, as observed in the hippocampal CA1 to CA3
subregions of mice brain slices [153]. These results suggest that the inositol derivative LPI is able to
regulate cognitive processes through the activation of GPR55. A summary of inositol distribution in
the brain and the main activities can be found in Table 2.

Table 2. Distribution of inositols in the brain and the main functions of inositol derivatives. LPI:
Lysophosphatidylinositol; GPR55: Cannabinoid G protein-coupled receptor 55; HMIT: H+/myo-inositol
transporter; PIP2: Phosphatidylinositol (4,5)-bisphosphate; GIRK: G protein-gated inwardly
rectifying potassium.

Inositol Sources in the Brain Inositol Isoform Main Brain Target Described Mechanism

• De novo synthesis from active
transport from
peripheral tissues.

• SMIT1: A 2 Na+:1 myo-inositol
co-transporter, present in
microglia and neurons [55].
Expressed in the cerebellum,
hippocampus, and cortex [47].

• SMIT2: A 2 Na+:1 myo-inositol
co-transporter predominantly
present in neurons [55].
Expressed in the cerebellum,
hippocampus, and cortex [47].

• HMIT: H+/myo-inositol
co-transporter, present in
neurons and microglia [52,54].
Expression found in the
cerebral cortex, hippocampus,
hypothalamus, cerebellum,
and brainstem. Participates in
the regulation of intracellular
IP3 levels [52,54].

Myo-inositol Astrocytes.

• Acts as an osmolyte in astrocytes.
• Alterations in brain MI levels are

commonly observed in traumatic
and neurodegenerative
diseases [154–157].

LPI GPR55 in the
hippocampus.

• Binding of LPI to GPR55 enhances
long-term potentiation and
stimulates memory
formation [151,152] via the
mobilization of intracellular
Ca2+ [153].

IP3
Endoplasmic

reticulum in neurons.

• Mobilization of intracellular Ca2+

deposits in neurons, modulating
membrane excitability in a
mechanism associated with HMIT
transport [54].

PIP2

Potassium channels
GIRK and KCNQ2/3,
mainly found in the

hippocampus.

• PIP2 bioavailability modulates
neuronal excitability in a
SMIT1-KCNQ2/3-dependent
mechanism [158].

• PIP2 stimulates the opening of GIRK
and KCNQ2/3 channels, promoting
M-current [159,160].

PI(3)P GABA neurons in the
hippocampus.

• Promotes postsynaptic GABA
receptor clustering [161].

PI(4,5)P2
Ion channels found

in neurons.

• Regulation of neuronal excitability,
as a substrate for normal function of
ion channels in neurons [146,162].

PI(3,5)P2
NMDA and GluA1

channels in neurons.

• Altered PI(3,5)P2 impairs recycling
of NMDA and GluA1 channels,
affecting glutamatergic
transmission [163,164].

PI(3,4)P2 Neurites. • PI(3,4)P2 clustering is necessary for
neurite initiation [165].

A more detailed description of the role of inositols in the brain could clarify the possibilities of
their use as nutraceutical treatments. Nevertheless, when considering the external supply of inositols
in the brain, it should be considered that the administration of inositol derivatives like SI decreases the
concentration of MI, which may represent a shift in the inositol equilibrium, promoting MI degradation
to stabilize brain homeostasis [18]. Hence, the administration of inositol derivatives should be tightly
regulated in order to avoid an imbalance in inositol homeostasis.
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5.2. Inositols as Osmolytes in Astrocytes

Inositols are described as osmolytes in plants, protecting them from heat, high salinity, and
drought stress [33]. In mammals, higher concentrations of inositols in the brain, with respect to the
peripheral tissues, stand mainly for their osmoregulatory role in astrocytes, as multinuclear NMR
studies have suggested [166]. SMIT gene expression is increased under osmotic stress conditions and
rapidly decreased when iso-osmolarity is reestablished [167]. This mechanism allows astrocytes to
adapt their size in order to reduce the impact of an ionic imbalance in extracellular media. In hypotonic
conditions, the volume-sensitive organic osmolyte anion channel (VSOAC) mediates the rapid efflux
of inositol along with other osmolytes, leading to cell shrinkage [168].

This property of MI fluctuation in glial cells has led to its correlation as a widely accepted marker
for astrogliosis. An 1H-MRS study in brains showed reduced MI levels after a traumatic brain injury,
which was later normalized over time [169]. This decrease in brain MI may be a result of astrocyte cell
death or either a mechanism of osmoregulation to prevent the development of brain swelling [170].
However, the activation of microglia and astrocytes leads to the accumulation of osmolytes and
increased cell size, reflecting a higher MI content [171]. MI accumulation in astrogliosis is also a
common feature observed during aging in the hippocampus and cortex [172], which seems to reflect
changes in astroglia cell metabolism, a chronic inflammatory state, and oxidative stress [173,174].

As observed during aging, elevated MI levels in the brain are also observed during previous stages
of mild cognitive impairment (MCI), AD, and pre-AD patients with Down’s syndrome (DS), with a
negative correlation between MI levels and cognitive performance [154–157]. Altered MI levels are also
observed with bipolar disorder [175]. Changes observed in MI levels localized in the hippocampus and
frontal cortex, involved several functions, including memory and task decision, make MI a valuable
biomarker of early stages of cognitive decline as it can be detected in vivo in early stages of cognitive
decline and correlates time-dependently with its development.

5.3. Changes in Inositol Derivatives and Excitability in Neurons

It is well established that inositols are osmoregulators in astrocytes. Since this may also be true for
neuronal populations, an important role of SMIT transporters and inositol transfer within the cell has
been found as intrinsic modulators of neuronal excitability.

Membrane potential is highly influenced by the efflux of K+ through ion-, voltage-, or
metabolic-dependent channels, which are responsible for the inhibition of cell excitability. As a
substrate, the inositol derivative PIP2 acts as a “metabolic sensor” and interacts with the Kir6.2 and
SUR1 subunits of ATP-sensitive K+ channels (KATP), stabilizing the open state of the channel (as
opposed to ATP, which stabilizes the closed state of the channel), which is an important mechanism
of the pancreatic release of insulin [176–179]. In neurons, excitability is tightly controlled by G
protein-gated inwardly rectifying potassium (GIRK) channels and muscarine-sensitive voltage-gated
potassium (Kv) channels, where KCNQ2 and KCNQ3, forming the heteromer KCNQ2/3, are major
contributors in the hippocampus for M-current, a non-inactivating K+ that defines phasic versus tonic
firing [159,160]. As an intracellular signaling molecule, PIP2 promotes the opening of GIRK [180] and
KCNQ2/3 [181,182]. According to this, the KCNQ2/3 current is inhibited when PIP2 is depleted via the
activation of Gq-coupled receptors and the subsequent PLC cleavage of PIP2 [181].

Regarding the later information, PIP2 is necessary for the modulation of KCNQ2/3 heteromer
activity, but recent data point to a SMIT-mediated control of channel function. SMIT1 and SMIT2
interact physically and colocalize with KCNQ2/3 in sciatic nerve nodes of Ranvier and in axon initial
segments [158,183]. In the absence of MI, SMIT1 co-expression with KCNQ2/3 modulates channel
ion selectivity, gating, and pharmacology, making KCNQ2/3 less sensitive to extracellular K+ and
promoting M-current [183]. However, when MI is added, KCNQ2/3 currents augment with a seemingly
increased PIP2 synthesis [158]. This fact is supported by increased PIP and PIP2 levels in hypertonic
medium and faster cell recovery after drug-mediated suppression of KCNQ2/3 current [141]. Thus, both
SMIT and MI synergistically promote hyperpolarizing currents mediated by KCNQ2/3. Interestingly,

52



Biomedicines 2020, 8, 295

GABA modulates KCNQ2/3 in a similar way as SMIT1. The activation of KCNQ2/3 seems to be
mediated by SMIT1 through KCNQ2, whereas GABA communicates with KCNQ3. GABA binds to a
S5 residue in both KCNQ2 and KCNQ3, mediating a conformational change that leads to loss of SMIT1
influence over KCNQ2/3. Since SMIT1 also binds the same S5 residues, its co-expression reduces GABA
potentiation with respect to KCNQ2/3. Thereby, the presence of GABA decreases SMIT1 influence over
KCNQ2/3 and vice versa as a negative feedback mechanism [160].

The finding that inositol regulates neuronal excitability is especially relevant regarding correlations
of altered KCNQ conductance in several models of neurodegenerative diseases. Alzheimer’s disease
(AD) has been correlated to a reduced expression of the GirK2, GirK3, GirK4, KCNQ2, and KCNQ3
subunits and genes encoding for the antioxidants SOD, 8-oxoguanine DNA glycosylase (OGG1), and
monoamine oxidase A (MAO-A) in rats [184]. Familial-inherited epilepsy has also been associated
with mutations in KCNQ2 and KCNQ3 [185–187]. The expression and function of KCNQ2 [188] and
KCNQ3 [189] are both also altered in cases of bipolar disorder. Crosstalk between SMIT/MI and KCNQ
channels is an important issue, as changing intracellular levels of MI and thus PIP2 levels may modulate
neuronal excitability in the hippocampus. The fact that many neuropathologies are related to either
SMIT- or KCNQ2/3-altered function highlights the importance of inositol in normal neuronal function.

6. Neurodegenerative Diseases: Perspectives for the Use of Inositols

6.1. Alzheimer’s Disease

6.1.1. Inositols and the Amyloid Pathology

AD dementia is the main clinical entity contributing to the increased prevalence of dementia.
In the absence of effective therapies to avoid the deposition of β-amyloid (Aβ) plaques, the main
pathogenic factor studied in AD, efforts are also focusing on procedures to delay the cognitive decline
associated with this anomalous protein accumulation.

One of the most characteristic features of AD development is the aberrant production and
deposition of Aβ peptides, either in Aβ40 or Aβ42 fragments. Amyloid precursor protein is subject
to protease activity by β-secretase (BACE1) and γ-secretase. Presenilin-1, the catalytic subunit of
γ-secretase, is regarded as a major contributor of increased Aβ production. Notably, γ-secretase also
contributes to the cleavage of other substrates like Notch, which is important for cell differentiation
in embryogenesis and adulthood [190]. The accumulation of Aβ oligomers extracellularly leads to
the appearance of Aβ-derived diffusible ligands (ADDLs), which are highly neurotoxic and mediate
the disruption of neuronal synapses, the depression of signaling, tau hyperphosphorylation (another
well studied factor in AD), the disruption of normal autophagic processes, the generation of ROS and
RNS, and cell death [107]. The combination of the above factors is seen to be the cause for cognitive
impairment and memory loss.

The tendency of Aβ accumulation seems to be facilitated by binding to peroxidized PI lipids as a
consequence of oxidative stress, inducing the conformational secondary structure of the β-sheet [191].
Based on this, it was hypothesized that free myo-inositol and inositol stereoisomers might interfere
with Aβ aggregation and fibril formation competing for Aβ-PI lipid binding and stabilizing soluble
forms of Aβ [23,24]. Early studies in vitro proved that MI, SI, and EI induced formations of stable
β-structures of Aβ42, but these structures did not result in Aβ42 progression to fibrillar structures
at a 1:1 ratio (by weight). The same studies showed that non-fibrillar Aβ42 oligomers, which may
cause neuronal toxicity as well, were non-toxic in the presence of EI and SI at a ratio of 1:20 [24]. DCI,
however, was unable to avoid Aβ42 fibrillar conformation and toxicity, which is suggested to be due to
the necessity of the hydroxyl groups to be oriented at positions 1, 3, and 5 or alternatively 2, 4, and 6 in
order to stabilize the inositol-Aβ42 complex structure [24].
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Further studies in vivo have shown that the prophylactic administration of SI and EI is effective for
preventing cognitive decline and Aβ aggregation at early stages in a mouse model of AD (TgCRND8)
and 1-month treatment of SI, but EI could not also reverse disease development [192]. Positive effects
with SI were corroborated with decreased astrogliosis and an improvement of synaptic transmission,
observed by increased levels of synaptophysin [192]. A later study corroborated higher levels of SI
in the brain after ad libitum administration to TgCRND8 mice, with reduced Aβ40 and Aβ42 brain
levels and decreased plaque formation [18]. Moreover, Aβ cerebroventricular-injected rats with ad
libitum access to SI in drinking water had improved performance for learning tasks than non-SI treated
rats [193]. Since SI showed better results than EI and other inositol stereoisomers, later studies focused
on the SI effect in the same and other murine models of AD, showing improvements in damaged
cortical microvasculature caused by Aβ accumulation and improved spatial learning [194–196].

These studies have been substantially reviewed and have raised the not-so-feasible properties
of SI (and, to a lesser extent, EI) and its ability to decrease Aβ aggregation and neuronal damage.
Some complaints have arisen from the concentration of SI or EI required for interaction with Aβ

and the disruption of fibril formation [197]. Other studies have shown the inefficacy of SI at a ratio
of 1:10 for inhibiting Aβ aggregation and toxicity, as well as cell death for PC-12 cells and mixed
primary rat hippocampal neurons mixed with glial cells [198]. Others have reported that SI binds
weakly to other minor-contributing amyloid fragments like Aβ25−35 (formed in aging brains after Aβ40

cleavage) [199,200]. Despite these concerns, SI levels are dramatically increased in the brain after ad
libitum access, thus being able to interfere in Aβ toxicity, as observed in animal models [18].

These results led to a phase II clinical study of SI (named as ELND005) for mild-to-moderate
AD. The administration of SI at a 250 mg dose resulted, after 78 weeks of treatment, in a slight
improvement in neurological performance, increased brain ventricle volume, and lower levels of CFS
Aβ42, accompanied by higher levels of SI in CSF, as observed in animal models [201]. Further clinical
trials have focused on SI effects on agitation and aggression in AD. Despite these results, higher doses
of SI resulted in early deaths (4 deceased for 1000 mg SI dose and 5 deceased for 2000 mg SI dose) [201].
SI toxicity may have been caused by renal failure, as uric acid was decreased dose-dependently in
SI-treated patients [201]. However, in young healthy subjects, 10-day administration of 2000 mg SI
every 12 h also resulted in higher SI levels in blood and CSF with no adverse effects [202]. Further
concerns about SI safety have led to the development of SI derivatives, aiming to increase brain
penetration, allowing for better efficacy with lower doses of SI for treating AD. A recent report has
highlighted AAD-66, a guanidine-appended SI derivative that has improved cognitive performance in
a 5xFAD mouse model of AD, concomitant with a reduction in Aβ deposition and glial reactivity as
compared to free SI when both were administered ad libitum at the same dose [203].

Although high doses of SI have not been approved for clinical use due to the adverse effects, the
search for inositol derivatives, especially those from SI, represent a promising reality in the use of
substances derived from natural compounds for the treatment of AD. Along with SI, DPIN is also being
tested in clinical trials for AD pathology treatments. DPIN has shown to be a γ-secretase inhibitor
that is Notch-sparing (that is, it does not affect Notch cleavage) in vitro [204]. These results show that
inositols can directly intervene in the Aβ pathology of different targets (Figure 4).
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Figure 4. Schematic view of inositol interplay in mechanisms leading to progression of Alzheimer’s
disease. Epi- and scyllo-inositol stabilize β-sheet conformation of β amyloid (Aβ) products of aberrant
APP hydrolysis by β-secretase (BACE1) and γ-secretase. Scyllo-inositol also prevents fibril formation
from Aβ oligomers. Pinitol is seen to inhibit γ-secretase cleavage of APP but not Notch products.
Brain insulin resistance contributes to amyloid pathology and ultimately to tau hyperphosphorylation,
forming toxic microtubule neurofibrillary tangles (NFTs). Mitochondrial dysfunction and presence of
Aβ-derived diffusible ligands (ADDLs) worsen the insulin response. d-chiro-inositol and d-pinitol
improve insulin sensitivity in the brain, counteracting the development of brain insulin resistance.
Inositols prevent early impairment in insulin signaling and the development of vascular dysfunction,
which promotes oxidative stress and the release of pro-inflammatory cytokines, ultimately contributing
to amyloid pathology in the context of brain insulin resistance in Alzheimer’s disease.

6.1.2. Inositol Use for Brain Insulin Resistance in Alzheimer’s Disease

Insulin resistance has emerged as one cause–effect of AD [205]. Recent studies have shown that
cognitive impairment and AD progression are related to a dysfunction in insulin signaling in the
hippocampus and frontal cortex. Postmortem analysis of human hippocampal tissue shows a correlation
between high serine-inhibitory phosphorylation of IRS1 and oligomeric Aβ plaques, which were
negatively associated with working memory and episodic memory [206]. The same study observed
that GSK3-β activity was correlated with insulin resistance and tau hyperphosphorylation [206].
Further studies have shown that early hyperactivation of insulin signaling may cause negative
feedback mediated by mTOR and decreased biliverdin-A reductase (BVR-A) activity, an oxidative
stress-sensitive antioxidant enzyme and second messenger in insulin signaling, controlling IRS1 and
Akt serine phosphorylation [207,208]. Brain insulin resistance and increased oxidative stress lead
to overall carbonyl and peroxynitrite protein modifications, leading to signaling dysfunction and a
decrease in cognitive performance [209]. An in vitro study showed that the accumulation of ADDLs
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caused a loss of surface IRs, and ADDL-induced oxidative stress and synaptic spine deterioration
could be completely prevented by insulin treatment [209].

Since insulin resistance is an accepted contributor to a worsening AD condition, some strategies
have been designed in order to restore insulin signaling in the brain. A proposed strategy is the
use of intranasal insulin [210], as it has been proven to be effective at restoring cognitive function,
decreasing Aβ aggregation, tau hyperphosphorylation, and nitrosative stress in a 3xTg mouse model
of AD [211]. Intranasal insulin has been part of clinical trials, with minimal safety concerns reported so
far [212]. Moreover, insulin is a short-life acting molecule, and some derivatives are currently under
development [212,213]. Although it is beyond the scope of this review to focus on the insulin molecule
itself as a potential treatment for brain insulin resistance-related pathologies, this short summary paves
the way for the use of naturally occurring insulin-mimetic compounds, the safety of which has been
tested in humans.

The potent stimulatory effect of DCI on insulin signaling is highly likely to contribute to an insulin
neuroprotective effect on AD. DCI is effectively transported through the blood–brain barrier and
stimulates insulin signaling, as seen in the hypothalamus [214]. An in vitro study showed that DCI, its
methyl derivative DPIN, and DCI-GPI INS-2 increased IR autophosphorylation at a dose of 100 μM in
primary rat hippocampal neurons [107]. Moreover, the same dose of DCI potentiated insulin-mediated
inhibition of ADDL binding to neuron spines and neurites and ADDL-induced synapse damage to
neurons [107]. This effect was not observed for MI and was suppressed after addition to PI3K, ERKm,
and IGF1R inhibitors, blocking insulin DCI-potentiated signaling [107]. Although these results suggest
inositols such as DCI or DPIN are an effective treatment for preserving insulin-deficient signaling in
the brain, there are few data on the use of insulin-mimetic inositols in vivo. This is likely due to biased
use of SI amongst all inositol derivatives, given its direct interaction with Aβ aggregates.

The use of strong insulin-sensitizers like DCI and their derivatives could serve as an alternative
treatment, based on compounds easily obtained from natural sources, whose use in high doses in
humans has proven to be safe and effective in other pathologies caused by insulin resistance [27,215].
Moreover, increasing evidence suggesting that peripheral type 2 diabetes exacerbates AD development
raises the interest for combinational therapies. The possible protective role of inositols in T2D and AD
comorbidity will be summarized in the next section.

6.1.3. Unhealthy Dietary Habits and Microvascular Damage in Alzheimer’s Disease: Preventive
Inositol Supplementation

Since brain insulin resistance contributes to AD development, increasing evidence suggests
that peripheral type 2 diabetes mellitus (T2DM) may overlap and exacerbate AD-related cognitive
impairment, neuroinflammation, oxidative stress, Aβ aggregation, tau hyperphosphorylation, and
synaptic dysfunction [216–218]. A meta-analysis has shown a 56% increased risk of AD in diabetic
patients, and a high prevalence of mixed pathologies [219].

A high fat diet in experimental models, leading to development of T2DM, produces Aβ deposition
through altered mechanisms of autophagy and apoptosis, as well as neuroinflammation though
alteration in the metabolism and the production of ROS and pro-inflammatory mediators [220–223].
Middle-aged patients with insulin resistance share common features with AD as the uncoupling of
macrovascular blood flow and microvascular perfusion, which is likely due to coupling through the
metabolic alterations derived from metabolic shifts induced by the oxidation of fatty acids [224,225].
In addition, high fat diets can modify microbiota compositions, altering the reaction of the intestinal
immune barrier. These events might result in changes in circulating levels of pro-inflammatory
mediators (cytokines, chemokines, endotoxin) produced at the intestinal levels [226].

The concomitant combination of insulin resistance, a chronic pro-inflammatory state, oxidative
stress, and vascular endothelial dysfunction might directly promote an adverse environment for
neuronal survival in the context of AD, thus worsening AD-related features. As we have previously
described, inositols have been effectively used for treatment of insulin resistance-related pathologies.
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Regarding insulin-based therapies in AD, the use of intranasal insulin has no cognitive benefits in
prediabetic animals compared to non-diabetic animals [227].

In this perspective, the fact that inositols exert an insulin sensitizing effect, but also directly
improve endothelial function and act as antioxidant molecules, suggests its use as a supplement in a
preventive way. Although no publication exists on the use of Alzheimer’s-associated inositols in the
context of insulin resistance, some patents have covered this issue. Pasinetti showed that treatment
with 100 mg/kg DPIN administered ad libitum in a Tg2576 mouse model of AD exposed to a high fat
diet reduced Aβ levels in the hippocampus, neocortex, and serum through the restoration in the brain
of insulin receptor signal transduction [204].

Because inositols are insulin-sensitizers that restore deficient insulin signaling without
hyperactivation of insulin signaling, avoiding insulin side-effects, their preventive use as prophylactic
agents has emerged as a powerful strategy to delay or lessen the impact of cognitive decline, protecting
from synaptic dysfunction. Therefore, we suggest a combination of inositol supplementation with
healthy dietary intervention, which is able to modulate microbial production of inositols like SI for the
pre-treatment and treatment of AD pathology [228].

6.2. Down’s Syndrome

DS is a high-risk factor for the early development of AD. Cognitive impairment in adults with DS
resembles that of AD patients [229]. As observed in AD, adults with DS present greater brain MI levels,
increasing with age [156]. This may be due to an extra copy of the SMIT1 gene in chromosome 21 [230].
Moreover, the overexpression of amyloid precursor APP due to its presence on chromosome 21 is
likely the cause for the increased production of Aβ fragments [231]. Brain insulin resistance is also
observed to be developed early in DS subjects, as seen in the inhibition of IRS1 and the uncoupling of
downstream elements of insulin signaling [232,233]. These alterations are a major factor for triggering
early AD in DS.

Given the prevalence of AD in DS, SI (ELND005) has been tested in a phase II clinical trial in
subjects with DS. Both doses of 250 mg/day and 250 mg/twice a day of SI resulted in no serious adverse
events, and increased SI concentration in plasma. Interestingly, although a small sample group was
tested, the subjects with double dose of 250 mg SI showed improvements in their “neuropsychiatric
inventory”, a behavioral measure that assesses symptoms like irritability and agitation [234]. A phase
III clinical trial with SI in DS is expected to start.

6.3. Anxiety, Compulsive, and Depressive Disorders

Anxiety or closely related disorders are characterized by fear and anxiety related to behavioral
disturbances, including panic disorder or obsessive-compulsive disorder (OCD). The search for new
treatments for anxiety disorders has long led to an analysis of the effect of MI administration. It has
been shown by 1H-MRS that frontal cortex MI levels are reduced in patients with depressive and
sleep disorders, and MI levels are negatively correlated with depression severity [235,236]. Despite a
mechanism of action that is partially unknown, many clinical trials in humans have probed MI at a
dose ranging from 12–18 g/day, finding that the dosage is effective for the treatment of panic disorders,
OCD, and depression, which are included in the broad spectrum of disorders mainly treated with
selective serotonin reuptake inhibitors (SSRIs) [20–22].

Since serotonin receptors (5-HTs) are G-protein-coupled receptors, the net effect of MI was thought
to be mediated by the replenishment of PI and PIP2 availability, avoiding receptor desensitization [237].
In a forced swim test in rats, MI administration reduced depressive behavior, which was abolished
by the addition of the specific 5-HT2A/5-HT2C antagonist ritanserin, but not the 5-HT1A/5-HT1B/β

adrenergic antagonist pindolol, which suggests that the MI anti-depressant mechanism specifically
involves 5-HT2 subtype receptors [238]. Moreover, the administration of 1.2 g/kg MI for 12 weeks
significantly increased type 2 dopamine (D2) and slightly increased 5-HT2 receptor density in the
striatum of guinea pigs, a region involved in locomotor and stereotype behavior [239]. Although the
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MI mechanism has not been fully elucidated, its use for anxiety and depressive disorders is still under
evaluation. It should also be noted that MI has no additive effect with SSRI treatment, which suggests
that somehow both families of compounds intersect regarding their mechanism of action [240,241].

7. From Patents to Clinical Trials of Inositols

The industrialized market for nutritional products, such as dietary supplements, has experienced
spectacular growth during the late 1990s and the last decade, and has been focused on the development
of functional and nutraceutical food products. One of the reasons for the expansion has been the
change in the trend of consumers towards the use of supplements with a natural origin. Because there
is no worldwide legislation that establishes a precise definition of nutraceuticals, their protection and
marketing have both raised certain doubts. Generally, an updated term for nutraceuticals is a product
of natural origin that possesses study-based beneficial effects on health.

As we have described throughout this review, inositols fall within these characteristics. The fact
that they are molecules with multiple beneficial functions for health (i.e., via their antioxidant capacity,
improvement of insulin resistance, and treatment of cardiovascular problems) has led to a high
competitiveness to patent their use in an ambit where effective treatments are not available. This is
the figure associated with the Alzheimer’s market. Since the mid-2000s, there has been a significant
increase in the number of patents related to the use of inositols in AD. To document this, we have
performed an advanced search on the World Intellectual Property Organization (WIPO) database,
combining results for all nine inositol stereoisomers and derivatives, excluding phosphate-linked forms
of inositols and Alzheimer’s disease. After compiling all the results that contained the terms described
in the title, abstract, or claims, we carried out a refinement process (elimination of duplicates, exclusion
of “inositol derivatives” if not specified) and obtained a total of 26 patents distributed according to the
mentioned compounds (Figure 5).

In this race to patent publication, however, it should be kept in mind that while some justify the
substantiated use of a specific compound, others rely on general formulations of inositols. On the
other hand, some of the studies that support the claims include AD either as the main objective in a set
of common diseases, or secondarily due to the overlap of previous patents or the lack of consistency
for results in an AD model. Despite the tendency slowing, the number of patents has continued to
increase during 2020s, with the search for functional radical-substituted inositol derivatives prioritized
over inositol stereoisomers. Although not depicted, many patents have emerged regarding the use of
inositols as “carriers” of other substances, allowing them to access targets in the brain.

The late goal of nutraceutical compounds is to be approved in clinical trials. The importance of
this resides in the definition of an adequate dose and the approval for use as adjuvant therapies, as
in the case of AD. Since nutraceuticals are generally marketed for safe human use, this results in an
advantage over synthetic drugs. From 2007 on, at least five phase II clinical trials for SI and two phase
II clinical trials for DPIN have been completed for AD and AD-like dementia (Table 3). As mentioned
earlier, some concerns have arisen regarding high dosages of SI. Nevertheless, a 250 mg dose of SI
results in some significant improvements in the biochemical and cognitive parameters of subjects.
Moreover, given the outcome of SI in prevention of AD in DS patients, it is expected that a phase III
trial will begin, as the phase II trial mentioned here only enrolled 23 participants. It should also be
expected that clinical trials for DPIN and DCI will be extended in the following years, as these are the
most promising candidates for the palliation of AD development.
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Figure 5. (A) Graphical illustration of patents claiming the use of inositols for Alzheimer’s disease,
including patents mentioning more than one inositol stereoisomer and/or derivative. (B) Number of
patents mentioning and claiming use of inositols for AD treatment in the last two decades.

Table 3. Clinical trials of scyllo-inositol and d-pinitol in Alzheimer’s disease-related patients.
Alzheimer’s Disease Cooperative Study-Activities of Daily Living (ADCS-ADL), Alzheimer’s Disease
Cooperative Study Clinician’s Global Impression of Change (ADCS-CCGIC), Alzheimer’s Disease
Assessment Scale-Cognitive Subscale (ADAS-Cog), Clinical Dementia Rating-Sum of Boxes (CDR-SB),
Mini-Mental State Examination (MMSE), Neuropsychiatric Inventory (NPI), NPI-C Combined Agitation
and Aggression Subscores (NPI-C A+A), Neuropsychological Test Battery (NTB), Treatment Emergent
Adverse Events (TEAEs).

Inositol Title, NCT Number, and Date Dose Population Outcome Measures Published Results

Scyllo-inositol
(ELND005)

• ELND005 in Patients with
Mild to Moderate
Alzheimer’s Disease

• Study Start: December 2007
• Study Completion: May 2010
• NCT00568776

Placebo,
250 mg/kg;

1000 mg/kg;
2000 mg/kg at 78 weeks

• Enrollment: 353
• Age: 50 Years to 85

Years (Adult,
Older Adult)

• ADCS-ADL
• ADAS-Cog
• CDR-SB
• NPI
• NTB

[201]
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Table 3. Cont.

Inositol Title, NCT Number, and Date Dose Population Outcome Measures Published Results

• ELND005 Long-Term
Follow-up Study in Subjects
With Alzheimer’s Disease

• Study Start: June 2009
• Study Completion: June 2011
• NCT00934050

Placebo,
250 mg/kg;

post-Dec 2009, 2000
mg/kg; pre-Dec 2009,

48 weeks

• Enrollment: 103
• Age: Child, Adult,

Older Adult
• TEAEs Confidence

agreement

• Efficacy and Safety Study of
ELND005 as a Treatment for
Agitation and Aggression in
Alzheimer’s Disease

• Study Start: November 2012
• Study Completion: May 2015
• NCT01735630

Placebo, film coated
tablets, twice a day for

12 weeks

• Enrollment: 350
• Age: 50 Years to 95

Years (Adult,
Older Adult)

• ADCS-ADL
• ADCS-CGIC
• MMSE
• NPI-C A+A

Confidence
agreement

• A 36-Week Safety Extension
Study of ELND005 as a
Treatment for Agitation and
Aggression in
Alzheimer’s Disease

• Study Start: January 2013
• Study Completion:

August 2015
• NCT01766336

Continue at same dose
as previous clinical trial

for 36 weeks

• Enrollment: 296
• Age: 50 Years to 95

Years (Adult,
Older Adult)

• TEAEs Confidence
agreement

• A 4-Week Safety Study of
Oral ELND005 in Young
Adults With Down
Syndrome
Without Dementia

• Study Start: September 2013
• Study Completion: June 2014
• NCT01791725

Placebo,
250 mg/kg once a day;
250 mg/kg twice a day,

4 weeks

• Enrollment: 23
• Age: 18 Years to 45

Years (Adult)
• TEAEs [234]

d-pinitol
(NIC5-15)

• Development of NIC5-15 in
The Treatment of
Alzheimer’s Disease

• Study Start: January 2007
• Study Completion:

March 2010
• NCT00470418

Placebo;
dose not specified,

7 weeks

• Enrollment: 15
• Age: Child, Adult,

Older Adult

• TEAEs
• Clinical Measures

of Cognition at
Terminal Visit

[242]

• A Single Site, Randomized,
Double-blind, Placebo
Controlled Trial of NIC5-15
in Subjects With
Alzheimer’s Disease

• Study Start: April 2007
• Study Completion: June 2014
• NCT01928420

Placebo;
dose not specified,

24 weeks

• Enrollment: 30
• Age: 40 Years to 95

Years (Adult,
Older Adult)

• ADCS-ADL
• ADCS-CGIC
• ADAS-Cog
• MMSE
• NPI
• Changes in AD

biomarkers,
APO-E genotyping

N/A

8. Concluding Remarks

In this work, we have assessed the use of nutraceuticals such as inositols, which are mostly
components of human organisms and are generally acquired through diet. The nutraceutical industry
is booming due to the change in the perception of pharmacological drugs and the search for alternatives
based on natural compounds. These molecules can be derived from extraction processes in plants or
fermentation in bioreactors, which is an advantage over chemical synthesis processes.

Inositols, essentially MI and DCI, are usually a part of membrane structures like phospholipids.
As such, the study of inositols has been instrumental in understanding the mechanism of insulin
resistance. At a given concentration, inositol stereoisomers can stimulate insulin signaling, preferably
as IGs, but also show antioxidant capacity. However, after revising the proposed models for inositols
in insulin signaling, it is still uncertain whether inositols per se are capable of displaying these
characteristics. In addition to supporting insulin signaling, the importance of inositols in the brain
appears to lie in their ability to control neuron and glia responses to external environments. In this
regard, psychiatric disorders such as depression and anxiety were associated with imbalances in MI
content in brain. Treatment with MI has been shown to improve behavioral outcomes in depression,
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anxiety, panic, and obsessive-compulsive disorders in a mechanism of action related to serotonin
receptor activation. Albeit not fully elucidated, MI role may imply PI availability, standing out the
importance of MI in physiological regulation of serotonin signaling in behavior.

Inositols are solid candidates for developing new approaches for the treatment or improvement
of chronic diseases associated with aging, especially those linked to insulin resistance and oxidative
stress. Aging of the population is a challenge for developed countries due to the increasing incidence
of dementia. Amongst all types of dementia, sporadic AD represents a heavy burden for patients,
their families, and society. AD treatment is considered a high risk, high reward market. Different
strategies have been approached in an attempt to merge effective therapy when the disease is clinically
diagnosable. This process generally renders unsuccessful results due to the complexity and partial lack
of knowledge of the progression of AD development. We have approached AD from the point of view
of the initial stages of the disease, as the aging process is closely related to the development of metabolic
dysregulations leading to insulin resistance, where inositols might have a potential beneficial use.

This exhaustive review of the physiological role of inositols helps us to understand what benefits
can result from external administration, either to compensate for their deficiency or as an adjuvant in
oxidative stress processes. The specific position of the hydroxyl radicals gives certain stereoisomers
such as SI or EI specific characteristic to limit the aggregation of Aβ, one of the main pathophysiological
characteristics of AD and cognitive dementia observed in DS.

The different inositols offer complementary strategies for the preventive treatment of AD. Research
of inositols, especially those with a remarkable insulin-sensitizing capacity, such as DCI or its derivative
DPIN, may offer a different perspective on how insulin resistance develops in the brain and its
contribution to improving cognitive outcomes for AD. The fact that clinical studies on neurological
disorders with inositols have been carried out in the last decade meets a necessity and opens a way to
the expansion in the use of inositols, whose perspective is not that of being a therapeutic replacement,
but a bioactive compound that helps to prevent or suppress decline in neurodegenerative diseases.
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Abstract: Psilocybin is a naturally occurring tryptamine known for its psychedelic properties.
Recent research indicates that psilocybin may constitute a valid approach to treat depression and
anxiety associated to life-threatening diseases. The aim of this work was to perform a systematic
review with meta-analysis of clinical trials to assess the therapeutic effects and safety of psilocybin on
those medical conditions. The Beck Depression Inventory (BDI) was used to measure the effects in
depression and the State-Trait Anxiety Inventory (STAI) was used to measure the effects in anxiety.
For BDI, 11 effect sizes were considered (92 patients) and the intervention group was significantly
favored (WMD = −4.589; 95% CI = −4.207 to −0.971; p-value = 0.002). For STAI-Trait, 11 effect sizes
were considered (92 patients), being the intervention group significantly favored when compared
to the control group (WMD = −5.906; 95% CI = −7.852 to −3.960; p-value < 0.001). For STAI-State,
9 effect sizes were considered (41 patients) and the intervention group was significantly favored
(WMD = −6.032; 95% CI = −8.900 to −3.164; p-value < 0.001). The obtained results are promising and
emphasize the importance of psilocybin translational research in the management of symptoms of
depression and anxiety, since the compound may be effective in reducing symptoms of depression
and anxiety in conditions that are either resistant to conventional pharmacotherapy or for which
pharmacologic treatment is not yet approved. Moreover, it may be also relevant for first-line treatment,
given its safety.

Keywords: psilocybin; depression; anxiety; clinical trials; systematic review; meta-analysis

1. Introduction

Major depressive disorder (MDD) is characterized by the persistence of negative thoughts and
emotions that disrupt mood, cognition, motivation, and behavior [1]. According to the Diagnostic
Statistical Manual V (DSM), symptoms, etiologies and pathophysiologies of MDD are heterogeneous

Biomedicines 2020, 8, 331; doi:10.3390/biomedicines8090331 www.mdpi.com/journal/biomedicines
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and their subtypes have been already described. Although symptomatic remission increases the
probability for recovery in MDD, most patients do not achieve nor sustain a state of full remission [2].
The options for treatment when the patient is resistant to the available standard treatments generally
involve combining, augmenting, or switching medications, introducing electroconvulsive therapy
(ECT) or other neurostimulation strategies. However, the risk of complications associated with those
approaches exists, including increased toxicity with higher medication dosages and combination
regimens [1].

Anxiety is a very common psychiatric symptom in terminally ill patients. Factors such as treatment
process, disease progression, uncontrolled pain, dying and uncertainty about death have a negative
impact on these patients [3]. Anxiety also contributes to poor recovery from medical procedures and
lower survival time in terminally-ill patients [4].

Depression and anxiety are independent risk factors of early death in patients with life-threatening
diseases, like cancer [5] and most of these individuals develop a chronic syndrome of psychological
distress, usually associated with decreased treatment adherence, prolonged hospitalization, decreased
quality of life and increased suicidality [6]. Antidepressants and benzodiazepines are used to treat
depressed mood and anxiety in patients with life-threatening diseases [7], although there are no Food
and Drug Administration (FDA) approved pharmacotherapies for the psychological distress related
to those diseases. In addition, the onset of clinical improvement with antidepressants is delayed,
relapse rates are high and significant side effects compromise adherence to therapy [8].

Regarding the treatment of severe depression and anxiety, special attention should be paid to
the approval of intranasal Spravato® by the FDA in March 2019. Its active compound is esketamine,
a ketamine enantiomer, which is a non-competitive N-methyl-d-aspartate (NMDA) glutamate receptor
antagonist. The effects of ketamine have made it a popular recreational drug, due to its euphoric
and dissociative properties [9]. Nonetheless, esketamine appears to provide significant short-term
symptom improvement in severe depression and anxiety and it is considered an innovative and
promising therapeutic approach. Moreover, molecules such as 3,4-methylenedioxy-methamphetamine
(MDMA) and lysergic acid diethylamide (LSD) are also being studied for the treatment of anxiety
conditions, namely, post-traumatic stress disorder (PTSD) and generalized anxiety disorder (GAD).
Nevertheless, none of these drugs has been approved by the FDA.

In spite of all studies and therapeutic innovations in this area, further research is needed, notably on
classic hallucinogens like psilocybin, to provide patients with depression and anxiety associated with
life-threatening diseases better chances of recovery and consequently better quality of life.

Recently, Goldberg et al., 2020 [10] published a meta-analysis concerning the use of psilocybin
and symptoms of anxiety and depression. The approach used in their meta-analysis is different from
the one we present in several aspects, for instance—it does not include data on previous pathologies
of the patients receiving psilocybin and did not analyze physiological effects induced by the drug.
Also, the authors did not examine psilocybin dose and administration duration as moderators of
treatment effects [10].

In this context, this paper aims to perform a systematic review, complying with the Preferred
Reported Items for Systematic Reviews and Meta-Analysis (PRISMA) statement, followed by a
meta-analysis of clinical trials on the therapeutic potential of psilocybin in anxiety and depression
associated with life-threatening diseases.

2. Methods

2.1. Search Strategy, Study Selection, Inclusion and Exclusion Criteria

The search for this systematic review with meta-analysis was performed on several electronic
databases (PubMed, Web of Science, Scopus and SciELO) during January 2020. These databases were
queried using the Boolean operator tools with the following search strategy—((((((depression) OR
anxiety) OR post-traumatic stress disorder)) AND ((((((hallucinogens) OR entheogens) OR psychedelics)
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OR classic hallucinogens) OR serotonergic hallucinogens) OR serotoninergic hallucinogens)) AND
(psilocybin) AND ((((((clinical trials) OR human) OR humans) OR man) OR woman) OR patients).
The references’ lists of the relevant studies were also checked to find further works. Following the
PRISMA statement [11], titles and abstracts of the selected articles were initially screened and the full
texts of those considered important were subsequently analyzed in detail [12]. The selection process
of the studies was performed independently by two authors, with a third being consulted in case
of disagreements. The defined inclusion criteria were—studies in humans presenting a true control
group; studies in patients with depression and anxiety associated with a life-threatening disease;
drug psilocybin; use of Beck Depression Inventory (BDI) to assess depression and/or State-Trait Anxiety
Inventory (STAI) to assess anxiety.

BDI was first proposed by Beck et al., 1961 [13] and it is one of the most used scales to assess
the severity of depressive symptoms. It is a self-reported questionnaire, consisting on 21 items that
measure characteristic attitudes and symptoms of depression. STAI is a self-report questionnaire
divided in 2 subscales, called STAI-Trait and STAI-State. STAI allows the detection of the presence
and severity of current symptoms of anxiety and a generalized propensity to be anxious. It contains
40 items, 20 of them concerning STAI-State and the remaining 20 concerning STAI-Trait [14].

2.2. Risk of Bias Assessment

The risk of publication bias of each included study was assessed using the “Cochrane Guide
for Review Authors on Assessing Study Quality”, which is based on “Cochrane Collaboration’s
tool for assessing risk of bias” [15]. This tool classifies the risk of bias in randomized controlled
trials (RCTs) included in reviews as either “High risk”, “Unclear” or “Low risk” in accordance
with 7 domains—random sequence generation, allocation concealment, blinding of participants and
personnel, blinding of outcome assessment, incomplete outcome data, selective reporting and other
sources of bias [16]. This classification was independently assigned by 2 authors and discrepancies in
assessment were resolved through discussions between the authors or by consultation with a third
researcher. The results of the risk of bias assessment were presented in a risk of bias summary and
a risk of bias graph, which were sketched using the software Review Manager 5.3 (Version 5.3.5)
(http://community.cochrane.org/).

2.3. Data Extraction and Summary

The included studies were carefully analyzed, and the following data were extracted and
summarized—publication year, sample size, study design, medical condition, age and gender of
participants, conditions of intervention and control groups and study duration. The data extraction
was independently performed by two authors using a prespecified procedure with a third reviewer
consulted to analyze inconsistencies.

2.4. Statistical Analyses

For the outcomes of interest, an assessment was performed on the pooled effect of the treatment
with psilocybin in terms of weighted mean differences (WMD) between the change from pre- and
post-treatment mean values of the intervention and control groups. WMD combine measures, where the
mean, standard deviation (SD) and sample size are known. The weight given to each study (how much
influence each study has on the overall results of the meta-analysis) is determined by the precision
of its estimate of effect and corresponds to the inverse of the variance. Statistical data analysis was
performed using the Comprehensive Meta-Analysis software (Version 2.0) [17]. Forest plots were
generated to illustrate the study-specific effect sizes with a 95% confidence interval (CI). The statistic
I2 of Higgins was used as a measure of the inconsistency across the findings of the included studies.
The scale of I2 has a range of 0 to 100% and values on the order of 25%, 50% and 75% are considered
low, moderate, and high heterogeneity, respectively [18]. Subgroup analysis was performed on the
primary outcomes, depending on the dose and on the follow-up time after psilocybin administration.
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Three different analyses were used to evaluate the potential impact of publication bias on the present
meta-analysis—Funnel plots; Egger’s regression test; Duval and Tweedie’s Trim and Fill approach.
The sensitivity analysis was also achieved by eliminating each study one at a time to evaluate the
stability of the results.

3. Results

3.1. Search and Selection of Studies

The detailed steps of the article selection process are depicted as a flow-diagram (Figure 1). Initially,
the search yielded 722 articles concerning the hypothetical therapeutic use of psilocybin. This initial
search included 8 articles obtained through research in other sources. After, duplicates were removed,
670 articles remained and after the screening of titles and abstracts according to PRISMA statement,
32 of them remained and were further evaluated for inclusion and exclusion criteria. Among them,
26 did not meet the inclusion criteria.

 

Figure 1. Preferred Reported Items for Systematic Reviews and Meta-Analysis (PRISMA) flow-diagram
of database search, study selection and articles included in this systematic review with meta-analysis.
* The works from Griffiths et al., 2016 [6], Ross et al., 2016 [19] and Grob et al., 2011 [20] were divided into
several effect sizes based on different times of follow-up after psilocybin administration. (The division
of each work in several effect sizes is indicated by the letters in unpaired parenthesis in Table 1).

Then, seven articles were assessed for eligibility through full-text evaluation and four of them
were excluded (Stroud et al., 2018 [21], Lyons and Carhart-Harris, 2018 [22], Carhart-Harris et al.,
2017 [23] and Carhart-Harris et al., 2016 [24]), because they were secondary analyses of the same data,
and as such none was eligible since a true control group was not present in either of them. Finally,
three articles were included in qualitative synthesis and three of them were divided into several effect
sizes based on different times of follow-up after psilocybin administration. In a general view, the three
articles studied the effects of psilocybin in the treatment of depression and anxiety associated with a
life-threatening disease. The data from Ross et al., 2016 [19] was divided in seven data groups and the
data from Griffiths et al., 2016 [6] and from Grob et al., 2011 [20] were divided into two data groups
each, considering different times of follow-up after psilocybin administration. In total, 11 effect sizes
were included in this meta-analysis.
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3.2. Included Studies and Trials Characteristics

The main characteristics of the included trials are outlined in Table 1. The three included studies
were published between 2011 and 2016 and 92 patients received psilocybin with doses ranging from 0.2 to
0.4 mg/kg, depending on the trials. The different units used to measure doses (some of them depending
on the weight of the patients) made results standardization difficult. Patients had depression and
anxiety associated with life-threatening diseases, namely aggressive oncologic conditions. Although
psilocybin is a natural substance found in some mushrooms, it was synthesized (in the laboratory) for
the trials and was administered in the form of oral capsules. Concerning the duration of the intervention,
results were usually assessed through the scales, days after the administration of psilocybin and in a
longer follow-up, in some cases up to three months.

3.3. Risk of Publication Bias

The results found in the assessment of the risk of publication bias from the included studies
are summarized in Figure 2. In general, all the studies satisfied the seven domains of bias defined
by Cochrane Collaboration. All the included articles had a focused issue and all the patients
who entered the trial were properly accounted for at its conclusion. Aside from the experimental
intervention, both the control and intervention groups were treated equally, and all clinically important
outcomes were considered. The randomization process was applied in the three articles that were
also double-blinded.

Figure 2. Results of risk of bias assessment regarding the methodological quality of included studies
((A) Risk of bias summary: review authors’ judgments about each risk of bias item for each included
study; (B) Risk of bias graph: review authors’ judgments about each risk of bias item presented as
percentages across all included studies).
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3.4. Primary Outcomes: Effects of Psilocybin on Depression and Anxiety

BDI and STAI were considered the psychometric scales for this work since they are the most
widely used in clinical settings to quantify symptoms of either depression or anxiety.

The meta-analysis results for the effects of psilocybin in depression through BDI are graphically
reported in Figure 3A and Table 2. For BDI, 11 effect sizes were considered, including 92 patients, with a
diagnosis of depression and anxiety associated with a life-threatening disease. It was concluded that
the intervention group was significantly favored when compared to the control group (WMD = −4.589;
95% CI = −4.207 to −0.971; p-value = 0.002). For these results, a fixed effects model was used, given the
homogeneity of the studies (I2 = 0%).

Heterogeneity: Tau2 = 0; Chi2 = 3.606; df = 8; p-Value= 0.891; I2 = 0 

Test for overall effect: z = -4.122, p-Value < 0.001 

A: BDI 

Heterogeneity: Tau2 = 0; Chi2 = 4.443; df = 10; p-Value= 0.925; I2 = 0 

Test for overall effect: z = -3.137, p-Value = 0.002 

B: STAI-Trait 

Heterogeneity: Tau2 = 0; Chi2 = 2.520; df = 10; p-Value= 0.991; I2 = 0 

Test for overall effect: z = -5.498, p-Value < 0.001 

C: STAI-State 

Figure 3. Forest plots of comparisons of the effects of psilocybin on the primary outcomes of this
meta-analysis ((A) Beck Depression Inventory (BDI); (B) State-Trait Anxiety Inventory (STAI)-Trait;
(C) STAI-State).
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Table 2. Effects of psilocybin on depression and anxiety.

Outcome
Analyzed

Number of
Effect Sizes

WMD Observed
(95% CI)

p-Value I2 (%)
Model
USED

WMD Adjusted
(95% CI)

BDI 11
−4.589

0.002 * 0 Fixed
−4.589

(−4.207 to −0.971) (−4.207 to −0.971)

STAI-Trait 11
−5.906

<0.001 * 0 Fixed
−6.389

(−7.852 to −3.960) (−8.151 to −4.626)

STAI-State 9
−6.032

<0.001 * 0 Fixed
−6.032

(−8.900 to −3.164) (−8.900 to −3.164)

WMD—weighted mean differences; CI—confidence interval; * Indicates a significant result.

The meta-analysis results for the effects of psilocybin in anxiety through STAI-Trait and STAI-State
are graphically reported in Figure 3B,C, respectively and Table 2.

For STAI-Trait, 11 effect sizes were considered, including 92 patients, with a diagnosis of depression
and anxiety associated with a life-threatening disease. Among these, 28 patients had genitourinary
cancer, 26 had breast cancer, 16 had digestive cancer, 12 had hematologic malignancies and 10 had
other oncologic pathologies. All patients were in advanced stages of their illnesses and some had
recurrent metastatic diseases. Apart from that, all patients had also been diagnosed using the DSM V
meeting criteria for either chronic adjustment disorder with anxiety, chronic adjustment disorder with
mixed anxiety and depressed mood, dysthymic disorder, GAD, MDD or dual diagnosis between GAD
and MDD or GAD and dysthymic disorder.

It was concluded that the intervention group was significantly favored when compared to the
control group (WMD = −5.906; 95% CI = −7.852 to −3.960; p-value < 0.001). For these results, a fixed
effects model was used, given the homogeneity between studies (I2 = 0%).

For STAI-State, 9 effect sizes were considered, including 41 patients, with a diagnosis of depression
and anxiety associated with a life-threatening disease (oncologic conditions). For this outcome, it was
concluded that the intervention group was significantly favored when compared to the control group
(WMD = −6.032; 95% CI = −8.900 to −3.164; p-value < 0.001). For these results, a fixed effects model
was used, given the homogeneity between studies (I2 = 0%).

3.5. Subgroup and Sensitivity Analyses

A subgroup analysis was performed for each primary outcome of the study, except for STAI-State
because of the limited number of studies reporting this outcome (Table 3). Accordingly, the influence
of psilocybin in either BDI or STAI-Trait was studied separately depending on the dose and on the
follow-up time after psilocybin administration.

It was shown that psilocybin induces reduction in both BDI and STAI-Trait at all the tested doses,
but the reduction is not dose-dependent. In fact, compared to the control group, this outcome was only
statistically significant at the doses of 0.4 mg/kg for BDI and of 0.3 and 0.4 mg/kg for STAI-Trait.

Concerning the time of the follow-up, psilocybin induces statistically significant results in a period
of 38 to 189 days in BDI and in 14 to 189 days in STAI-Trait.

The sensitivity analysis was performed by excluding some studies and evaluating how those
studies would affect the results (results not shown). This analysis indicates that the pooled effects
of psilocybin in depression and anxiety through BDI, STAI-Trait and STAI-State did not change
substantially if a few studies were omitted. The sensitivity analysis proved that the overall results
obtained in this meta-analysis are robust.
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3.6. Publication Bias

Publication bias was examined through funnel plots and statistically using the Trim and Fill
method (results not shown). Publication bias evaluation was performed separately considering the
3 scales used to measure the effects of psilocybin in depression, through BDI and anxiety, through STAI.
Funnel plots indicate asymmetries in the distribution of studies based on sample sizes. The presence
of publication bias was further explored using Egger’s regression test. This test indicates evidence of
publication bias for the effects of psilocybin on depression and anxiety (p-value > 0.05).

3.7. Secondary Outcomes: Effects of Psilocybin on Systolic Blood Pressure, Diastolic Blood Pressure and
Heart Rate

Systolic blood pressure (SBP), diastolic blood pressure (DBP) and heart rate were evaluated
in this meta-analysis as secondary outcomes. The obtained results are summarized in Table 4.
As noted, psilocybin produced significant increases in SBP and DBP, up to 6 (p-value < 0.017) and 5 h
(p-value < 0.001) following administration, respectively. The DBP verified increases between 1.194
and 11.381 mmHg, being the average of the increase 7.741 mmHg. Both SBD and DBP tended to
stabilize to normal values after 6 or more hours after administration. Psilocybin also significantly
increases the heart rate, this increase being highest on the 3rd and 4th hours following administration.
Similarly to what was verified for SBP and DBP, heart rate tended to stabilize after 6 or more hours
after the administration.

Table 4. Meta-analysis for secondary outcomes.

Time (Hours) after Psilocybin Administration WMD (95% CI) p-Value I2 (%)

Systolic blood pressure (SBP)

1 13.824 (9.433 to 18.216) <0.001 * 0
2 22.601 (18.075 to 27.128) <0.001 * 0
3 18.939 (14.893 to 22.986) <0.001 * 49.577
4 15.252 (10.998 to 19.505) <0.001 * 0
5 7.978 (4.184 to 11.773) <0.001 * 0
6 4.222 (0.792 to 7.652) 0.016 * 0

Overall 12.741 (11.100 to 14.382) <0.001 * 82.280

Diastolic blood pressure (DBP)

1 11.242 (8.843 to 13.640) <0.001 * 0
2 11.020 (8.598 to 13.441) <0.001 * 61.227
3 11.381 (9.020 13.743) <0.001 * 52.635
4 8.625 (6.080 to 11.170) <0.001 * 0
5 4.912 (2.374 to 7.450) <0.001 * 0
6 1.194 (-0.883 to 3.271) 0.260 0

Overall 7.741 (6.722 to 8.710) <0.001 * 86.350

Heart Rate

1 5.056 (0.787 to 9.325) 0.020 * 0
2 8.268 (4.115 to 12.421) <0.001 * 0
3 8.281 (4.288 to 12.275) <0.001 * 44.279
4 8.520 (4.495 to 12.546) <0.001 * 64.899
5 5.599 (1.495 to 9.703) 0.008 * 0
6 3.363 (-0.716 to 7.441) 0.106 13.130

Overall 6.549 (4.875 to 8.223) <0.001 * 24.596

WMD—weighted mean differences; CI—confidence interval; * Indicates a significant result.
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4. Discussion

Psilocybin is a molecule with structural similarities to serotonin, an endogenous neurotransmitter.
It can be found in some mushrooms and has been widely used to induce hallucinations and altered
states of consciousness. Its laboratory synthesis was performed by Albert Hofmann while working
at Sandoz Laboratories and it was marketed later under the commercial name Indocybin® for basic
psychopharmacology and clinical research [25].

Nonetheless, it was withdrawn in the early 1970s and was classified as a Schedule I drug due to its
use outside of medical research and in association with emerging counterculture. Despite withdrawal
and criminalization, its potential therapeutic value led many scientists to study the effects and
mechanisms of action of the drug. There is preliminary evidence that psilocybin may be useful in the
treatment of anxiety and depression in life-threatening diseases, depression, obsessive-compulsive
disorder, alcoholism and nicotine addiction, cluster headaches and autism [25]. Although further
research is needed to assess the efficacy and safety in the treatment of these conditions, it should
be noted that psilocybin is illegal in most countries. Therefore, the illegal status of psilocybin adds
complexity and some costs to clinical trials involving its administration to human subjects.

The mechanism of action of psilocybin in depression is still unknown. However, some research
suggests that its therapeutic effects in depression may reflect the deactivation of the medial prefrontal
cortex (mPFC) that is usually hyperactive in depressed patients [26].

The deactivation of mPFC by psilocybin is detected using functional magnetic resonance imaging
(fMRI) and it is correlated with the subjective effects induced by the drug. Other studies with
fMRI support that psilocybin attenuates amygdala activation on response to threat-related visual
stimuli [27]. This may be one of the mechanisms underlying the therapeutic effectiveness of psilocybin
in depression and anxiety, given that the amygdala is extremely important in perception and generation
of emotions and amygdala hyperactivity in response to negative stimuli is correlated to negative mood
states in depressed patients [28]. Furthermore, the mechanism of action of psilocybin, an agonist
of 5-HT(2A) receptors, indicates other evidence of its action in depression, since cortical 5-HT(2A)
receptor expression is usually increased in postmortem samples of depressed and suicidal patients [29].

Patients with a potentially life-threatening disease often experience considerable anxiety and
psychological distress, depression, anger, loss of perceived self-worth, social isolation, hopelessness,
and helplessness [30]. There is no FDA approved pharmacotherapy for psychological distress related
with life-threatening diseases and conventional therapy often shows limited efficacy to address
symptoms of anxiety and depression. The obtained results in the present work emphasize the
importance of psilocybin translational research, when used in the correct environment and with trained
professionals and may give clues to future clinical trials.

Psilocybin produces sustained reduction in symptoms of both depression and anxiety. However,
a recommendation for its use could only be given under rigorous definition of the conditions and
precautions. The efficacy of psychedelic therapy may, unlike conventional pharmacotherapy, be linked
to an experiential and meaningful process, responsible for the long-term effects and positive effects
in cognition, affect, behavior and spirituality [31]. After psilocybin administration, patients report
alleviation from anxiety, reconciliation with death, emotional uncoupling from cancer, spiritual or
religious phenomena, reconnection to life and greater confidence [32]. The activation of serotonin
receptors 5-HT(2A) mediates perception, attention, and emotional regulation, influencing the waking
consciousness, sensory experiences, affectivity, experience of self and dream-like visual imagery [31].
Psilocybin is, therefore, responsible for inducing a profound shift in consciousness, with intensification
of affective responses, enhanced ability for introspection, regression to primitive and childlike thinking
and activation of vivid memory traces with pronounced emotional processes [33].

The persistence in time of the positive effects of psilocybin suggests that the acute destabilization
of brain networks induced by the drug modifies activity in a long-lasting way [34]. Psilocybin may alter
acutely brain network activity, decreasing connectivity within the default mode network (DMN) [26].
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DMN has a role in consciousness and high-level constructs, such as the self, being essential for the
maintenance of cognitive integration and constraint under normal conditions [35].

The increases of both SBP and DBP and heart rate are consistent with the sympathetic effects
of psilocybin reported in the literature [36]. The sympathetic effects may also be noticeable through
the induction of pupil dilatation [37]. Psilocybin, however, is not likely to cause changes on
electrocardiograph or body temperature nor to affect the ionic balance, blood glucose or cholesterol [31].

There were not reported serious adverse effects following psilocybin administration.
Besides transient moderate increases in SBD, DBP and heart rate, there are some references to
nausea, both physical and psychological discomfort, transient episodes of psychological distress and
anxiety. There are, however, no cases of hallucinogen persisting perception disorder (HPPD) neither
prolonged psychosis, although literature points these effects to be quite dangerous and life-impairing
following hallucinogen consumption [38]. This may occur because in all studies included in the present
meta-analysis, patients were carefully monitored in a calm and relaxed environment and had been
previously informed about the effects that the drug might have in their bodies and mind. This is known
as “set and setting” and it is designed to facilitate a mystical experience and to increase the probability
of a positive outcome after the administration of any hallucinogen [25]. In fact, many drug-related
and not drug-related variables may influence the adverse effects experienced by patients, namely, age,
gender, education, experimental setting, and drug dose [39].

According to the literature, besides the mentioned adverse effects, psilocybin may also
cause somatic symptoms such as dizziness, weakness, tremor, drowsiness, yawning, paresthesia,
blurred vision, and increased tendon reflexes [40]. Although not applicable to the studies included in this
meta-analysis, psilocybin is very likely to induce nausea when consumed through psilocybin-containing
mushrooms [41].

Classical hallucinogens are not likely to cause addiction, as it is mainly linked to the dopaminergic
system, while classical hallucinogens act mostly on the serotoninergic system. Furthermore, these drugs
lead to tachyphylaxis, the rapid decrease in the effect of a drug in consecutive doses, related to their
mechanism of action. Thus, the development of addiction by patients after treatment with psilocybin
is not of concern. However, authors suggest that if a psilocybin-containing medicines is approved,
it should be included in the Schedule IV of Controlled Substance Schedules [42].

5. Conclusions

This work demonstrated that psilocybin may be effective in reducing symptoms of depression and
anxiety. The results also showed the presence of publication bias, which, however, do not invalidate the
conclusions of this meta-analysis. The obtained results are promising and emphasize the importance
of psilocybin translational research that may lead to clinically relevant studies. Mechanistic studies are
also needed to clarify the mechanism of action of the drug.

Author Contributions: Conceptualization, A.S.V. and E.G.; methodology, Â.L.; validation, M.B.; formal analysis,
A.S.V., Â.L., M.B., E.G. and L.P.; investigation, A.S.V. and L.P.; data curation, L.P.; writing—original draft
preparation, A.S.V.; writing—review and editing, Â.L.; supervision, E.G. and L.P.; All authors have read and
agreed to the published version of the manuscript.

Funding: Â.L. acknowledges the contract of Scientific Employment in the scientific area of Microbiology financed
by Fundação para a Ciência e a Tecnologia (FCT). This work was partially supported by CICS-UBI, which is
financed by National Funds from FCT and Community Funds (UIDB/00709/2020). Authors would also like to thank
to “Operação Centro-01-0145-FEDER-000019-C4-Centro de Competências em Cloud Computing,” co-financed by
the CENTRO 2020 (C4 WP3.1-Data mining for systematic reviews and Meta-Analyses in Health Sciences).

Conflicts of Interest: The authors declare no conflict of interest.

86



Biomedicines 2020, 8, 331

References

1. Akil, H.; Gordon, J.; Hen, R.; Javitch, J.; Mayberg, H.; McEwen, B.; Meaney, M.J.; Nestler, E.J. Treatment
resistant depression: A multi-scale, systems biology approach. Neurosci. Biobehav. Rev. 2018, 84, 272–288.
[CrossRef] [PubMed]

2. McIntyre, R.S.; Filteau, M.; Martin, L.; Patry, S.; Carvalho, A.; Cha, D.S.; Barakat, M.; Miguelez, M.
Treatment-resistant depression: Definitions, review of the evidence, and algorithmic approach.
J. Affect. Disord. 2014, 156, 1–7. [CrossRef] [PubMed]

3. Passik, S.D.; Kirsh, K.L.; Rosenfield, B.; McDonald, M.V.; Theobald, D.E. The changeable nature of patients’
fears regarding chemotherapy: Implications for palliative care. J. Pain Symptom Manag. 2001, 21, 113–120.
[CrossRef]

4. Groenvold, M.; Petersen, M.A.; Idler, E.; Bjorner, J.B.; Fayers, P.M.; Mouridsen, H.T. Psychological distress
and fatigue predicted recurrence and survival in primary breast cancer patients. Breast Cancer Res. Treat.
2007, 105, 209–219. [CrossRef] [PubMed]

5. Pinquart, M.; Duberstein, P.R. Depression and cancer mortality: A meta-analysis. Psychol. Med. 2010,
40, 1797–1810. [CrossRef] [PubMed]

6. Griffiths, R.R.; Johnson, M.W.; Carducci, M.A.; Umbricht, A.; Richards, W.A.; Richards, B.D.; Cosimano, M.P.;
Klinedinst, M.A. Psilocybin produces substantial and sustained decreases in depression and anxiety in
patients with life-threatening cancer: A randomized double-blind trial. J. Psychopharmacol. 2016, 30, 1181–1197.
[CrossRef] [PubMed]

7. Grassi, L.; Spiegel, D.; Riba, M. Advancing psychosocial care in cancer patients. F1000Research 2017, 6, 2083.
[CrossRef] [PubMed]

8. Freedman, R.A.; Kouri, E.M.; West, D.W.; Lii, J.; Keating, N.L. Association of Breast Cancer Knowledge With
Receipt of Guideline-Recommended Breast Cancer Treatment. J. Oncol. Pract. 2016, 12, e613–e625. [CrossRef]

9. Orhurhu, V.J.; Claus, L.E.; Cohen, S.P. Ketamine Toxicity; StatPearls Publishing: Treasure Island, FL, USA, 2019.
10. Goldberg, S.B.; Pace, B.T.; Nicholas, C.R.; Raison, C.L.; Hutson, P.R. The experimental effects of psilocybin on

symptoms of anxiety and depression: A meta-analysis. Psychiatry Res. 2020, 284, 112749. [CrossRef]
11. Moher, D.; Shamseer, L.; Clarke, M.; Ghersi, D.; Liberati, A.; Petticrew, M.; Shekelle, P.; Stewart, L.A. Preferred

Reporting Items for Systematic Review and Meta-Analysis Protocols (PRISMA-P) 2015 statement. Syst. Rev.
2015, 4, 1–9. [CrossRef]

12. Moher, D.; Liberati, A.; Tetzlaff, J.; Altman, D.G. Preferred Reporting Items for Systematic Reviews and
Meta-Analyses: The PRISMA Statement. Ann. Intern. Med. 2009, 151, 264–270. [CrossRef] [PubMed]

13. Beck, A.T.; Ward, C.H.; Mendelson, M.; Mock, J.; Erbaugh, J. An inventory for measuring depression.
Arch. Gen. Psychiatry 1961, 4, 561–571. [CrossRef] [PubMed]

14. Julian, L.J. Measures of anxiety: State-Trait Anxiety Inventory (STAI), Beck Anxiety Inventory (BAI),
and Hospital Anxiety and Depression Scale-Anxiety (HADS-A). Arthritis Care Res. 2011, 63, S467–S472.
[CrossRef] [PubMed]

15. Ryan, R.; Hill, S.; Prictor, M.; McKenzie, J. Cochrane Consumers & Communication Review Group Study
Quality Guide Guide for Review Authors on Assessing Study Quality. 2013. Available online: https://cccrg.co
chrane.org/sites/cccrg.cochrane.org/files/public/uploads/StudyQualityGuide_May%202013.pdf (accessed on
8 February 2020).

16. Higgins, J.P.T.; Altman, D.G.; Gotzsche, P.C.; Juni, P.; Moher, D.; Oxman, A.D.; Savocic, J.; Schilz, K.F.;
Weeks, L.; Sterne, J.A.C. The Cochrane Collaboration’s tool for assessing risk of bias in randomised trials.
BMJ 2011, 343, d5928. [CrossRef] [PubMed]

17. Borenstein, M.; Hedges, L.; Higgins, J. Introduction to Meta-Analysis; John Wiley & Sons: Chichester, UK, 2009.
18. Higgins, J.; Thompson, S.G.; Deeks, J.J.; Altman, D.G. Measuring inconsistency in meta-analyses. BMJ 2003,

327, 557–560. [CrossRef]
19. Ross, S.; Bossis, A.; Guss, J.; Agin-Liebes, G.; Malone, T.; Cohen, B.; Mennenga, S.E.; Belser, A.; Kalliontzi, K.;

Babb, J.; et al. Rapid and sustained symptom reduction following psilocybin treatment for anxiety and
depression in patients with life-threatening cancer: A randomized controlled trial. J. Psychopharmacol. 2016,
30, 1165–1180. [CrossRef]

87



Biomedicines 2020, 8, 331

20. Grob, C.S.; Danforth, A.L.; Chopra, G.S.; Hagerty, M.; McKay, C.R.; Halberstadt, A.L.; Greer, G.R. Pilot Study
of Psilocybin Treatment for Anxiety in Patients With Advanced-Stage Cancer. Arch. Gen. Psychiatry 2011,
68, 71. [CrossRef]

21. Stroud, J.B.; Freeman, T.P.; Leech, R.; Hindocha, C.; Lawn, W.; Nutt, D.J.; Curran, H.V.; Carhart-Harris, R.L.
Psilocybin with psychological support improves emotional face recognition in treatment-resistant depression.
Psychopharmacology 2018, 235, 459–466. [CrossRef]

22. Lyons, T.; Carhart-Harris, R.L. More Realistic Forecasting of Future Life Events After Psilocybin for
Treatment-Resistant Depression. Front. Psychol. 2018, 9, 1721. [CrossRef]

23. Carhart-Harris, R.L.; Bolstridge, M.; Day, C.M.J.; Rucker, J.; Watts, R.; Erritzoe, D.E.; Kaelen, M.; Giribaldi, B.;
Bloomfield, M.; Pillimg, S.; et al. Psilocybin with psychological support for treatment-resistant depression:
Six-month follow-up. Psychopharmacology 2018, 235, 399–408. [CrossRef]

24. Carhart-Harris, R.L.; Bolstridge, M.; Rucker, J.; Day, C.M.J.; Erritzoe, D.; Kaelen, M.; Bloomfield, M.;
Rickard, J.A.; Forbes, B.; Feilding, A.; et al. Psilocybin with psychological support for treatment-resistant
depression: An open-label feasibility study. Lancet 2016, 3, 619–627. [CrossRef]

25. Nichols, D.E. Psychedelics. Pharmacol. Rev. 2016, 68, 264–355. [CrossRef] [PubMed]
26. Carhart-Harris, R.L.; Erritzoe, D.; Williams, T.; Stone, J.M.; Reed, L.J.; Colasanti, A.; Tyacke, R.J.; Leech, R.;

Malizia, A.L.; Murphy, K.; et al. Neural correlates of the psychedelic state as determined by fMRI studies
with psilocybin. Proc. Natl. Acad. Sci. USA 2012, 109, 2138–2143. [CrossRef] [PubMed]

27. Kraehenmann, R.; Preller, K.H.; Scheidegger, M.; Pokorny, T.; Bosch, O.G.; Seifritz, E.; Vollenweider, F.X.
Psilocybin-Induced Decrease in Amygdala Reactivity Correlates with Enhanced Positive Mood in Healthy
Volunteers. Biol. Psychiatry 2015, 78, 572–581. [CrossRef] [PubMed]

28. DeRubeis, R.J.; Siegle, G.J.; Hollon, S.D. Cognitive therapy versus medication for depression: Treatment
outcomes and neural mechanisms. Nat. Rev. Neurosci. 2008, 9, 788–796. [CrossRef]

29. Pandey, G.N.; Dwivedi, Y.; Rizavi, H.S.; Ren, X.; Pandey, S.C.; Pesold, C.; Roberts, R.C.; Conley, R.R.;
Tamminga, C.A. Higher expression of serotonin 5-HT(2A) receptors in the postmortem brains of teenage
suicide victims. Am. J. Psychiatry 2002, 159, 419–429. [CrossRef]

30. Breitbart, W.; Rosenfeld, B.; Pessin, H.; Kaim, M.; Funesti-Esch, J.; Galietta, M.; Nelson, C.J.; Brescia, R.
Depression, Hopelessness, and Desire for Hastened Death in Terminally Ill Patients With Cancer. JAMA
2000, 284, 2907. [CrossRef]

31. Hasler, F.; Grimberg, U.; Benz, M.A.; Huber, T.; Vollenweider, F.X. Acute psychological and
physiological affects of psilocybin in healthy humans: A double-blind, placebo-controlled dose-effect
study. Psychopharmacology 2004, 172, 145–156. [CrossRef]

32. Swift, T.C.; Belser, A.B.; Agin-Liebes, G.; Devenot, N.; Terrana, S.; Friedman, H.L.; Guss, J.; Bossis, A.P.;
Ross, S. Cancer at the Dinner Table: Experiences of Psilocybin-Assisted Psychotherapy for the Treatment of
Cancer-Related Distress. J. Humanist. Psychol. 2017, 57, 488–519. [CrossRef]

33. Studerus, E.; Kometer, M.; Hasler, F.; Vollenweider, F.X. Acute, subacute and long-term subjective effects
of psilocybin in healthy humans: A pooled analysis of experimental studies. J. Psychopharmacol. 2011,
25, 1434–1452. [CrossRef]

34. Nichols, D.E.; Johnson, M.W.; Nichols, C.D. Psychedelics as Medicines: An Emerging New Paradigm.
Clin. Pharmacol. Ther. 2017, 101, 209–219. [CrossRef] [PubMed]

35. Raichle, M.E. The neural correlates of consciousness: An analysis of cognitive skill learning. Philos. Trans. R.
Soc. Lond. B. Biol. Sci. 1998, 353, 1889–1901.

36. Passie, T.; Seifert, J.; Schneider, U.; Emrick, H.M. The pharmacology of psilocybin. Addict. Biol. 2002,
7, 357–364. [CrossRef]

37. Isbell, H. Comparison of the reactions induced by psilocybin and LSD-25 in man. Psychopharmacologia 1959,
1, 29–38. [CrossRef] [PubMed]

38. Hermle, L.; Simon, M.; Ruchsow, M.; Geppert, M. Hallucinogen-persisting perception disorder.
Ther. Adv. Psychopharmacol. 2012, 2, 199–205. [CrossRef] [PubMed]

39. Studerus, E.; Gamma, A.; Kometer, M.; Vollenweider, F.X. Prediction of psilocybin response in healthy
volunteers. PLoS ONE 2012, 7, e30800. [CrossRef] [PubMed]

40. Johnson, M.; Richards, W.; Griffiths, R. Human hallucinogen research: Guidelines for safety. J. Psychopharmacol.
2008, 22, 603–620. [CrossRef]

88



Biomedicines 2020, 8, 331
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Abstract: Worldwide, over 2.2 million people suffer from multiple sclerosis (MS), a multifactorial
demyelinating disease of the central nervous system. MS is characterized by a wide range of
motor, autonomic, and psychobehavioral symptoms, including depression, anxiety, and dementia.
The blood, cerebrospinal fluid, and postmortem brain samples of MS patients provide evidence
on the disturbance of reduction-oxidation (redox) homeostasis, such as the alterations of oxidative
and antioxidative enzyme activities and the presence of degradation products. This review article
discusses the components of redox homeostasis, including reactive chemical species, oxidative
enzymes, antioxidative enzymes, and degradation products. The reactive chemical species cover
frequently discussed reactive oxygen/nitrogen species, infrequently featured reactive chemicals such
as sulfur, carbonyl, halogen, selenium, and nucleophilic species that potentially act as reductive,
as well as pro-oxidative stressors. The antioxidative enzyme systems cover the nuclear factor
erythroid-2-related factor 2 (NRF2)-Kelch-like ECH-associated protein 1 (KEAP1) signaling pathway.
The NRF2 and other transcriptional factors potentially become a biomarker sensitive to the initial
phase of oxidative stress. Altered components of the redox homeostasis in MS were discussed in
search of a diagnostic, prognostic, predictive, and/or therapeutic biomarker. Finally, monitoring the
battery of reactive chemical species, oxidative enzymes, antioxidative enzymes, and degradation
products helps to evaluate the redox status of MS patients to expedite the building of personalized
treatment plans for the sake of a better quality of life.

Keywords: oxidative stress; redox; antioxidant; multiple sclerosis; biomarker; neurodegenerative
disease; personalized medicine

1. Introduction

Multiple sclerosis (MS) is an immune-mediated demyelinating disease of the brain and spinal
cord, which over 2.2 million people worldwide suffer from; it affects primarily young adults from
20 to 40 years of age. After one to two decades, many MS patients enter a progressive phase of the
disease. As survival rates have improved, MS patients suffer throughout the adult life. Years lived
with disability begin to increase steeply early in the second decade of life and disability-adjusted life
years peak in the sixth decade of life [1]. MS encompasses a wide range of symptoms from motor
and autonomic dysfunctions to psychobehavioral disturbances, including gait difficulties, paresthesia,
spasticity, vision problems, dizziness and vertigo, incontinence, constipation, sexual disturbances,
pain, cognitive and emotional changes, anxiety, and depression [2–5]. Increased risk of depression
and painful conditions in chronic illnesses are likely to be mediated by the kynurenine pathway of
tryptophan metabolism [6,7].

Several genetic susceptibilities, environmental factors, and the aging process have been
proposed to alter the risk of developing MS, but the underlying cause of the disease remains
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unknown [8,9]. The most typical pathomechanisms involved in MS are simultaneous inflammatory
and neurodegenerative processes [10,11]. Main pathological findings of MS include the blood-brain
barrier disruption, multifocal inflammation, demyelination, oligodendrocyte loss, reactive gliosis,
and axonal degeneration [12]. Multifocal immune-mediated destruction of myelin and oligodendrocytes
leading to progressive axonal loss is a main cause of neurological deficits in MS [13–15].

The diagnosis of MS is confirmed by the presence of two or more multifocal inflammatory or
demyelinating attacks in the central nervous system (CNS) with objective clinical evidence, a single
attack with magnetic resonance imaging (MRI)-detected lesions, and positive cerebrospinal fluid
(CSF) analysis, or insidious neurological progression with positive brain MRI or CSF analysis [16].
The symptomatic course classifies MS into four subtypes. Approximately 85% of MS patients
have alternating episodes of neurological disability and recovery that last for many years, termed
relapsing-remitting MS (RRMS). Almost 90% of RRMS patients progress to steady neurological decline
within 25 years, termed secondary progressive MS (SPMS). Nearly 10% of MS patients suffer from
steady deterioration of neurological functions without recovery, termed primary progressive MS
(PPMS). As few as 5% of MS patients present progressive neurological deficits with acute attacks with
or without recovery, termed progressive-relapsing MS (PRMS) [17]. However, PRMS is no longer
considered a subtype of MS and is now grouped into PPMS with active disease of new symptoms
or changes in the MRI scan [18]. In addition, clinically isolated syndrome (CIS) is a single episode
of monofocal or multifocal neurological deficits that lasts at least 24 h. CIS is one of the courses of
MS disease [12].

As in other neurodegenerative diseases, MS is a clinically classified disease of CNS in which
multifactorial factors, including genetic, environmental, socioeconomic, cultural, personal lifestyle,
and aging play an initial role to form a causative complex, eventually converging into similar
pathognomonic clinical pictures [4]. Inflammatory and demyelinating attacks are unique manifestations
in MS, but different pathomechanisms govern the distinguished clinical courses in each subtype of MS.

Currently there is no cure for MS. Disease-modifying therapy is the mainstay of MS treatment.
Immunomodulators, immunosuppressors, and cytotoxic agents are main groups of medicine.
Immunomodulators, such as interferon (IFN)-beta (β), glatiramer acetate (GA), and siponimod are used
for CIS. Short courses of high-dose corticosteroid methylprednisolone alleviate acute flare-ups of RRMS,
indicating that an inflammatory process predominates in RRMS and relapse prevention of RRMS [19,20].
Siponimod is indicated for RRMS [20]. For active RRMS monoclonal antibodies alemtuzumab and
ocrelizumab, and immunomodulator dimethyl fumarate, fingolimod, and teriflunomide are prescribed
besides IFN-β and GA. For highly active RRMS, cytotoxic agents cladribine and mitoxantrone are
indicated, besides immunomodulatory fingolimod, and monoclonal antibodies, natalizumab and
ocrelizumab. PPMS and SPMS are characterized by a neurodegenerative process leading to neural
death [18]. An immunosuppressive monoclonal antibody ocrelizumab is indicated for treatment of
PPMS [21] and diroximel fumarate, siponimod, and ofatumumab were recently licensed for treatment
of SPMS [20,22,23] (Table 1).
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Table 1. Licensed disease-modifying drugs in multiple sclerosis [19–26].

Class Drugs Indications

Immunomodulators

Interferon beta (IFN-β) CIS
Active RRMS

Methylprednisolone Acute flare-ups RRMS
Relapse prevention

Glatiramer acetate (GA) CIS
Active RRMS

Dimethyl fumarate Active RRMS

Diroximel fumarate
CIS

RRMS
Active SPMS

Fingolimod Active RRMS
High-active RRMS

Teriflunomide Active RRMS

Siponimod
CIS

RRMS
SPMS

Immunosuppressors

Alemtuzumab Active RRMS

Natalizumab High-active RRMS

Ocrelizumab
Active RRMS

High-active RRMS
PPMS

Ofatumumab
CIS

RRMS
Active SPMS

Cytotoxic Agents
Cladribine High-active RRMS

Mitoxantrone High-active RRMS

Either causative, accompanying, or resultant events of inflammation and neurodegeneration,
disturbance of reduction-oxidation (redox) metabolism have been observed and play a crucial
role in pathogenesis of MS [27–29]. The serum proteomics revealed that ceruloplasmin, clusterin,
apolipoprotein E, and complement C3 were up-regulated in RRMS patients, compared to healthy
controls. Vitamin D-binding protein showed a progressive trend of oxidation and the increased
oxidation of apolipoprotein A-IV in progression from remission to relapse of MS [30]. CSF samples of
patients in the remission stage of RRMS showed higher purine oxidation product uric acid, reduced
antioxidant, and increased intrathecal synthesis of IgG [31]. The observations suggest the presence of
redox metabolism disturbance and involvement of inflammatory process in RRMS. Furthermore, higher
serum alpha (α)-tocopherol levels were associated with reduced T1 gadolinium (Gd+)-enhancing
lesions and subsequent T2 lesions in MRI of RRMS patients on IFN-β. Antioxidant glutathione (GSH)
mapping showed lower GSH concentrations in the frontoparietal region of patients suffering from
PPMS and SPMS than RRMS and no significant difference between those of RRMS and controls. Thus,
the oxidative stress in CNS was linked to neurodegeneration in progressive types of MS [32].

This review article reviewed participants of redox homeostasis, including reactive chemical
species, oxidative and antioxidative enzymes, and resulting degradation products, all of which serve
as evidence of biochemical assaults and tissue injuries under redox disequilibrium. Literature research
was carried out using PubMed/MEDLINE and Google Scholar, using appropriate search terms, such as:
“reactive oxygen species”, “oxidative stress”, “redox”, “biomarker”, “neurodegenerative disease”,
“inflammation”, “neurodegeneration”, and/or “multiple sclerosis”. Meta-analyses, systematic reviews,
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expert reviews, case-control studies, and cohort studies were included in this review. Selection
criteria and a risk of bias assessment are described in Tables A1 and A2 of Appendix A. Alterations
of redox components in MS in general, phase-, and treatment-specific components were reviewed
in search of a potential diagnostic, prognostic, predictive, and/or therapeutic redox biomarker.
Finally, monitoring different redox components, including oxidative enzymes, antioxidative enzymes,
and degradation products during the disease progression helps to evaluate the redox status of MS
patients, thus expediting the building of the most appropriate personalized treatment plans for
MS patients [33].

2. Oxidative Stress

A redox reaction is a type of chemical reaction that involves the transfer of electrons between
two molecules. A pair of electrons transfers from a nucleophile to an electrophile, forming a new
covalent bond. The redox reaction is common and vital to the basic function of life such as cellular
respiration, in which sugar is oxidized to release energy, which is stored in ATP. Redox metabolisms
constitute multiple metabolic pathways involved in the series of redox chemical reactions indispensable
for sustaining life and, at same time, engaged in removal of electrophilic oxidative species and
other harmful nucleophiles. The dynamic activities range from a single electron transfer, enzyme
reaction, chemical reaction cascade, to signaling in cells, tissues, organ systems, and whole organismal
levels [34]. Oxidative stress is a state caused by an imbalance between the relative levels of production
of reactive oxidizing metabolites and their elimination by the enzymatic or non-enzymatic antioxidant
system. The oxidative state is induced by oxidative stressors either derived from xenobiotics or
produced from the activities of oxidative enzymes and essential cellular constituents [35] (Figure 1a).
Oxidative stressors are linked to the aging process, neurologic disease, and psychiatric disorders
including Alzheimer’s disease (AD), Parkinson’s disease (PD), MS, amyotrophic lateral sclerosis (ALS),
and depression [36–40].

Figure 1. Redox homeostasis and antioxidant supplementation. (a) Oxidative stressors comprise of
external and internal stressors, exerting oxidative chemical reactions in organism. Oxidation is an
indispensable bioenergetic process to sustain life. (b) Reductive stressors are products of antioxidative
enzymes that generate antioxidants in response to regular oxidation activity and increased oxidative
stress. (c) Antioxidant supplementation attempts to shift the biphasic response from adverse to
beneficial phase to maintain nucleophilic tone. This mechanism is called parahormesis.
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2.1. Endogenous Oxidative Stressors: Oxidative Enzymes and Reactive Species

Endogenous oxidative stressors are produced from cellular activities of cytosolic xanthine
dehydrogenase (XDH), membrane-bound nicotinamide adenine dinucleotide phosphate (NADPH)
oxidase, inflammatory lipoxygenase (LOX), and cyclooxygenase (COX), phagocytic myeloperoxidase
(MPO) in respiratory burst, a second messenger nitrogen oxide (NO)-producing nitric oxide synthetase
(NOS), mitochondrial and lysosomal electron transfer chain (ETC) enzymes, among others. Transition
metals such as iron (Fe2+) and copper (Cu+) also play a crucial role in the formation of oxidative
stressors via the Fenton reaction [41].

2.1.1. Oxidative Enzymes Generating Reactive Oxygen Species

Reactive oxygen species (ROS) include several free radicals, such as superoxide (O2
−•) and

hydroxyl radical (OH•) and nonradical molecules such as hydrogen peroxide (H2O2) and organic
hydroperoxide (ROOH) (Table 2). ROS are produced in endogenously in the cytosol, the plasma
membrane, the membranes of mitochondria and endoplasmic reticulum, peroxisomes, and phagocytic
cells [42,43] (Figure 2). ROS is difficult for direct measurement in biological tissues due to its highly
reactivity and short life.
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Figure 2. Reactive chemical species. Reactive chemical species comprise of not only reactive oxygen
species and reactive nitrogen species, but also reactive sulfur, carbonyl, halogen, and selenium species.
Sulfur reacts with oxygen or nitrogen to form reactive thiol or nitrosothiol species, respectively.
All reactive chemical species react in concert during regular cellular activity but may cause oxidative
stress to damage cellular components such as proteins, lipids, and nucleic acids.
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Table 2. Reactive chemical species. During regular cellular activity living cells generate numerous
reactive chemical species containing oxygen, nitrogen, sulfur, carbonyl, halogen, or selenium. Reactive
sulfur species can contain thiols or nitrothiols. Free radicals possess at least one unpaired electron that
makes highly reactive and short-lived. Nonradicals are oxidizing chemicals or easily converted to free
radicals. Superoxide, reactive sulfur species, or reactive selenium species can be reducing agents as
reactive nucleophilic species.

Reactive Chemical Species

Reactive Oxygen Species (ROS)

Free Radicals
Superoxide anion (O2

−•), Hydroxyl radical (OH•), Alkoxyl radical (RO•), Peroxyl
radical (ROO•)

Nonradicals
Hydrogen peroxide (H2O2), Organic hydroperoxide (ROOH), Organic peroxide (ROOR),

Singlet oxygen (O2
1Δg), Ozone (O3)

Reactive Nitrogen Species (RNS)

Free Radicals
Nitric oxide radical (NO•), Nitrogen dioxide radical (NO2

•)
Nonradicals

Nitrite (NO2
−), Nitrate (NO3

−), Nitroxyl anion (NO−), Nitrosyl cation (NO+),
Peroxynitrite (ONOO−), Peroxynitrate (O2NOO−), Nitrosoperoxycarbonate (ONOOCO2

−),
Dinitrogen trioxide (N2O3), Dinitrogen tetraoxide (N2O4), Nitryl chloride (NClO2)

Reactive Sulfur Species (RSN)

Free Radicals
Thiyl radical (RS•), Peroxysulphenyl radical (RSOO•)

Nonradicals
Hydrogen sulfide (H2S), Thiolate anion (RS−), Thiol (RSH), Hydropersulfide (RSSH),

Disulfide (RSSR), Hydropolysulfide (RSSnH), Dialkyl polysulfide (RSSnR), Polysulfide
(H2Sx), Sulfenate (RSO−), Sulfinate (RSO2

−), Sulfonate (RSO3
−), Thiosulmonate (S2O3

2−),
Sulfite (RS2O3

2−), Sulfate (SO4
2 −), Thiosulfinate (C6H10OS2), S-nitrosothiols (RSNOs),

Nitrosopersulfide (SSNO−), Dinitrosylated sulfite adduct (SULFI/NO)

Reactive Carbonyl Species (RCS)

Nonradicals
Acetaldehyde (CH3CHO), Acrolein (Proponel+: C3H4O), Methylglyoxal

4-Hydroxy-nonenal (C9H16O2), 3-Deoxyglucosone (C6H10O5), Glyoxal (C2H2O2),
Methylgyoxal (C3H4O2), Electronically excited triplet carbonyls (3L=O*)

Reactive Halogen Species (RHS)

Free Radicals
Atomic chlorine (Cl•), Atomic bromine (Br•)

Nonradicals
Hypochlorite (OCl−), Chloramines (RNHCl), Hypobromite (OBr−), Hypoiodite (IO−),

Hypohalogenite (XO−; X = F, Cl, Br, or I)

Reactive Selenium Species (RSeS)
Nonradicals

Selenite (O3Se−2), Selenate (SeO4
2−), Selenocysteine (C3H7NO2Se),

Selenomethionine (C5H11NO2Se)

Reactive Nucleophilic Species

Free Radicals
Superoxide anion (O2

−•)
Nonradicals

Hydrogen sulfide (H2S), Thiolate (RS−), Hydropersulfide (RSS−), Disulfide (RSSR),
Selenite (O3Se−2), Selenate (SeO4

2−), Selenocysteine (C3H7NO2Se),
Selenomethionine (C5H11NO2Se)

In the cytosol, ROS can be generated by soluble intercellular components, such as catecholamines,
hydroquinones, flavins, and thiols (RSHs) that undergo reduction reactions [44]. The cytosolic enzyme
XDH normally catalyzes xanthine, NAD+, and water (H2O) to urate, reduced form of NAD+, NADH,
and hydrogen ion (H+). Reversible oxidation of cysteine residues or irreversible Ca2+-stimulated
proteolysis converts XDH to xanthine oxidase (XO) that transfers electrons to molecular oxygen (O2),
producing superoxide (O2

−•) during xanthine or hypoxanthine oxidation [45]. The serum levels of
uric acid, a major endogenous antioxidant was measured in patients with PPMM, RRMM, and SPMM.
The uric acid levels were significantly lower in active MS than inactive MS, and the uric acid levels
were independently correlated with gender, disease activity and duration of the disease [46] (Table 3).
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Table 3. Oxidative stress biomarkers of multiple sclerosis. The redox status can be monitored by the
activities of oxidative and antioxidative enzymes and the presence of degradation products derived
from cellular components. ↑: increase, ↓: decrease, -: unknown.

Classes Types
Human Samples

Reference
Blood CSF

Reactive Species Reactive Nitrogen Species ↑ ↑ [47]

Oxidative Enzymes

Xanthine Dehydrogenase (XDH) ↓ - [46]
Nicotinamide Adenine Dinucleotide Phosphate

(NADPH) Oxidase mixed - [48]

Superoxide Dismutase (SOD) ↑ ↓ [49–52]
Inducible Nitric Oxide Synthase (iNOS) ↑ ↑ [18,53–55]

Myeloperoxidase (MPO) mixed - [48]

Antioxidative Enzymes and
Transcriptional Factors

Glutathione Peroxidase (GPx) ↑(relapse)
↓(remission) ↓ [56–61]

Glutathione Reductase (GSR) - ↑ [61,62]
Catalase ↓ - [61,62]

Xanthine oxidase (XO)-Uric Acid ↓ - [46]
Nuclear Factor Erythroid 2-Related Factor (Nrf2) ↑ - [52]

Peroxisome proliferator-activated receptors (PPARs) - ↑ [63]
Peroxisome proliferator-activated receptor gamma

coactivator 1-alpha (PGC-1α) ↓ - [64]

Degradation
Products and
End Products

Protein

Protein carbonyls ↑ - [65–71]
3-nitrotyrosin (3-NO-Tyr) ↑ - [68–70,72]
Protein glutathionylation - ↑ [73]

Dityrosine ↑ - [74]
Advanced oxidation protein products (AOPPs) ↑ - [49,74,75]

Advanced glycation end products (AGEs) ↑ ↑ [74,75]

Amino acids Asymmetric dimethylarginine (ADMA) ↓ - [76]

Lipid

F2-isoprostane (F2-isoP) ↑ ↑ [77–81]
Malondialdehyde (MDA) mixed ↑ [61,82–85]

4-hydroxynonenal (4-HNE) - ↑ [86]
Hydroxyoctadecadienoic acid (HODE) ↑ ↑ [87]

Oxysterol mixed ↑ [88]

DNA 8-dihydro-2′deoxyguanosine (8-oxodG) ↑ - [56]

The plasma membrane is a network of phospholipid bilayer and integral proteins which protects
the cellular organelles from the outer environment and is responsible for several cellular functions,
such as cell adhesion, ion transport, cell signaling, and phagocytosis. The main ROS of the plasma
membrane is a superoxide (O2

−•) produced by the membrane-bound enzyme nicotinamide adenine
dinucleotide phosphate oxidase (NOX), which is composed of two membrane proteins, three cytosolic
proteins, and a small GTP-binding protein [89,90]. The expression of NOX isoform NOX5 was
significantly increased, but the expression NOX4 was significantly decreased in serum of RRMS
patients, suggesting that differential NOX isoform expression contributes to OS-associated vascular
changes in MS [48]. ROS is also produced by COX and LOX, which convert arachidonic acid to
prostaglandins, thromboxanes, and leukotrienes. Phospholipase A2 generates ROS during arachidonic
acid oxidation [91]. In the presence of transition metal ions, such as Fe2+ and Cu+, hydrogen peroxide
(H2O2), organic hydroperoxide (ROOH), and organic peroxide (ROOR) produce hydroxyl (OH•),
alkoxyl (RO•), and peroxyl radical (ROO•), respectively [92] (Table 3).

Superoxide dismutase (SOD) catalyzes the disproportionation of two superoxide (O2
−•) into

molecular oxygen (O2) and hydrogen peroxide (H2O2). These enzymes are present in almost all
aerobic cells and in extracellular fluids. SODs contain metal ion cofactors that, depending on the
isozyme, can be copper, zinc, manganese, or iron [93,94]. There are three isozymes in humans. Dimeric
copper- and zinc-coordinated SOD1 is in the cytoplasm; tetrameric manganese-coordinated SOD2
is confined to the mitochondria; tetrameric copper- and zinc-coordinated SOD3 is extracellular [95].
The mitochondrial ROS production takes place at four protein complexes, ubiquinone, and cytochrome
c of the ETC, embedded in the inner membrane of the mitochondria [96]. The Complexes I/III/IV utilize
NADH as the substrate, while Complexes II/III/IV use succinic acid. The complex II is also glycerol
3-phosphate dependent. The primary mitochondrial ROS is superoxide (O2

−•) that is converted by
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mitochondrial SOD into hydrogen peroxide (H2O2), which can be turned into hydroxyl (OH•) via
the Fenton reaction [97]. The Complex I and III release superoxide (O2

−•) into the mitochondrial
matrix where it can damage the mitochondrial DNA, while the Complex III also releases superoxide
(O2

−•) into the intermembrane space where it is accessible to the cytosol [98]. Reduced levels
of antioxidant α-tocopherol was observed in the blood of patients with Leber’s hereditary optic
neuropathy, which is caused by mitochondrial mutation of the Complex I, suggesting that oxidative
load was elevated and antioxidant capacity was compromised [99]. Other mitochondrial enzymes
that contribute to hydrogen peroxide (H2O2) production are monoamine oxidases, dihydroorotate
dehydrogenase, α-glycerophosphate dehydrogenase, and α-ketoglutarate dehydrogenase (α-KGDH)
complex. Succinate dehydrogenase also generates ROS [100].

Significantly higher mean activity of SOD in erythrocyte lysates was reported in RRMS than
controls. Interestingly, the SOD activity of CIS was higher than that of RRMS [101]. The erythrocyte SOD
activity can be a diagnostic biomarker of CIS and RRMS. The SOD activity was significantly lower in the
erythrocyte lysates of RRSM patients upon relapse than controls but increased following the intravenous
administration of corticosteroid methylprednisolone and remained higher during remission period than
controls. The SOD is a potent predictive and therapeutic biomarker. The serum/plasma samples also
showed significantly higher mean SOD activity in RRMS compared to control groups [82]. However,
platelet SOD1 and SOD2 activity was unchanged in MS patients [49]. Intriguingly, SOD activity was
significantly low in CSF of CIS and RRMS patients, despite the significantly high activity of plasma
SOD. Furthermore, there were negative correlations between the erythrocyte SOD activity and disease
duration and expanded disability status scale (EDSS) in CIS and RRMS, between the erythrocyte SOD
activity and Gd+ enhancement lesion volume in CIS patients [50]. These findings suggest the SOD
activity as a possible diagnostic and prognostic marker (Tables 3 and 4).

The peripheral blood mononuclear cells (PBMCs) SOD1 proteins and mRNA expression were
significantly lower in RRMS patients than controls and became significantly more elevated following
IFN-β1b treatment than the baseline [51]. These studies suggest SOD as a potential therapeutic
biomarker (Table 4). However, the erythrocyte SOD activity remained unchanged following the
treatment of natalizumab, a humanized monoclonal antibody against the cell adhesion molecule
α4-integrin. But levels of carbonylated protein and oxidized guanosine were reduced [52].

In the inner membrane of mitochondria and the endoplasmic reticulum, a heme-containing
monooxygenase cytochrome P450 (CYP) enzymes are responsible for oxidizing steroids, cholesterols,
and fatty acids. The CYPs forms ROS superoxide (O2

−•) and hydrogen peroxide (ROOH) by substrate
cycling [102]. Protonation of hydrogen peroxide (ROOH) forms hydrogen peroxide (H2O2) which,
furthermore, cleaves into hydroxy radicals (OH•). The redox cycling produces free radical semiquinone
from quinoid substrates [103]. In the mitochondrial transport chain, flavoprotein reductase forms ROS
by direct reduction of O2 and via the mediation of quinones. [104]. Superoxide (O2

−•) is produced by
XO in the reperfusion phase of ischemia, LOX, COX, and NADPH-dependent oxidase [105]. In the
endoplasmic reticulum NADH cytochrome b5 reductase can leak electrons to molecular oxygen (O2)
to generate superoxide (O2

−•) during the NADPH-dependent oxidation of xenobiotics [106].
Most enzymes in the peroxisomes produce ROS during the catalysis of fatty acid α- and β-oxidation,

amino acid and glyoxylate metabolism, and synthesis of lipidic compounds. A large fraction of
hydrogen peroxide (H2O2) generated inside peroxisomes was observed to penetrate the peroxisomal
membrane and diffuse to the surrounding media [107]. The peroxide can diffuse through the channel
formed by the peroxisomal membrane protein Pxmp2 and hydrogen peroxide (H2O2) generated
by the peroxisomal urate oxidase can release through crystalloid core tubules into the cytosol [108].
Meanwhile, peroxisomes also possess protective mechanisms to counteract oxidative stress and
maintain redox balance. Reduction in peroxisomal gene and protein expression was observed in MS
gray matter [109].
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Table 4. Possible redox biomarkers in multiple sclerosis. Reactive chemical species, oxidative enzymes,
antioxidants, antioxidative enzymes, degradation products, and end products are potential biomarkers
for multiple sclerosis (MS). Diagnostic biomarkers allow early detection and secondary prevention;
prognostic biomarkers suggest the likely clinical course; predictive biomarkers predict the response
of MS patients to a specific therapy; and therapeutic biomarkers indicate a target for therapy. CIS:
clinically isolated syndrome, PPMS: primary progressive MS; RRMS: relapsing-remitting MS, SPMS:
secondary progressive MS, mixedMM: mixed population of MS.

Class Components
Biomarkers

Diagnostic Prognostic Predictive Therapeutic

Reactive
Chemical Species

Total nitrite (NO2
−)/nitrite (NO3

−)
value (tNOx)

PPMS, RRMS,
Relapse, SPMS RRMS - -

S-nitrosothiol RRMS, SPMS Spinal injury - -

Oxidative
Enzymes

Superoxide dismutase (SOD) CIS, RRMS CIS, RRMS RRMS RRMS
Myeloperoxidase (MPO) RRMS RRMS - -

Inducible nitric oxide synthase (iNOS) RRMS - - -

Antioxidants and
Antioxidative

Enzymes

Xanthine oxidase (XO)-Uric acid PPMM, RRMM,
SPMM - - -

Selenium RRMS - - -
Glutathione reductase (GSR) mixedMM MixedMM - -

Catalase CIS, RRMS RRMS - -
Thioredoxin-Peroxiredoxin (TRX-PRDX) MS - - -

Nuclear factor erythroid 2-related
factor (Nrf2) RRMS - RRMS -

Peroxisome proliferator-activated
receptors (PPARs) RRMS - - -

Peroxisome proliferator-activated
receptor gamma coactivator

1-alpha (PGC-1α)
PPMS, SPMS - - -

Degradation
Products and
End Products

Protein carbonyls RRMS, SPMS RRMS, SPMS RRMS -
3-nitrotyrosine

(3-NO-Tyr) RRMS, SPMS - RRMS -

Glutathionylation Acute attack - - -
Dityrosine RRSM - - -

Advanced oxidation protein
products (AOPPs) CIS, RRMS RRMS RRMS -

Advanced glycation end products (AGEs) RRMS - - -
Asymmetric dimethylarginine

(ADMA) RRMS, SPMS - - -

F2-isoprostane
(F2-isoP) RRMS, SPMS SPMS - -

Malondialdehyde (MDA) RRMS RRMS RRMS -
4-hydroxynonenal

(4-HNE) PPMS, RRMS, SPMS - - -

Hydroxyoctadecadienoic acid (HODE) CIS, RRMS - - -
Oxocholesterols MixedMS SPMS - -

Oxidized low-density
lipoprotein (oxLDL) RRMS, SPMS - - -

8-OH2dG RRMS - - -

The lysosomal ETC plays a central role to support the positive proton gradient to maintain an
optimal pH of the acid hydrolases [110]. The ETC is made up of a flavin-adenine dinucleotide, a b-type
cytochrome and ubiquinone with the donor NADH and ending to acceptor molecular oxygen (O2),
transferring three electrons. Superoxide (O2

−•) is possibly produced in the acidic environment which
favors dismutation of hydrogen peroxide (H2O2) into hydroxy radical (OH•) by ferrous iron [111].
Furthermore, ozone (O3) and ozone-like oxidants are generated from singlet oxygen (O2

1Δg) catalyzed
by antibody or amino acid. Ozone (O3) reacts with superoxide anion (O2

−•) to form hydrogen peroxide
(H2O2) in the presence of Fe+2 [112].

2.1.2. Oxidative Enzymes Generating Reactive Nitrogen Species

Reactive nitrogen species (RNS) are a group of nitrogen-congaing molecules including free radicals,
nitric oxide (NO), and nitrogen dioxide (NO2). Free radicals are nitric oxide (NO•) and nitrogen
dioxide (NO2

•) radicals, while nonradicals are nitrite (NO2
−) and nitrate (NO3

−), among others
(Table 2). RNS are derived from nitric oxide (NO) and superoxide anion (O2

−•) produced by nitric oxide
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synthetase 2 (NOS2), NADPH oxidase, XO, LOX, and COX, among others [113,114]. At physiological
concentrations, a gaseous molecule nitric oxide (NO) is a second messenger involved in blood pressure
regulation, smooth muscle relaxation, defense mechanisms, immune regulation, and neurotransmission
contributing the function of memory and learning [47].

Cross-sectional studies show that the levels of nitric oxide metabolites nitrite (NO2
−) and nitrite

(NO3
−), measured as a total value (tNOx), are significantly higher in plasma or serum of patients with

RRMS [83,115]. A longitudinal study revealed that higher serum tNOx is significantly correlated with
relapsing rate, suggesting prognostic biomarker of NOS [116]. Many studies of CSF samples reported
significantly higher levels of tNOx in RRMS and PPMS, compared to healthy controls [117,118]. A study
observed significantly higher levels of CSF tNOx in RRMS than SPMS, suggesting an inflammatory role
of RNS [119]. Significantly higher levels of CSF tNOx were reported in patients with acute relapsing
phase of RRMS than those with stable remitting phase of RRMS [120,121] (Tables 3 and 4).

In cGMP-dependent pathways, nitric oxide radical (NO•) generated by endothelial NOS in
endothelium, brain, and heart relaxes blood vessels and maintains normal blood pressure, while nitric
oxide radicals (NO•) produced by neuronal NOS serve as a neurotransmitter to regulate blood pressure
in the brain. Inducible NOS (iNOS) in macrophages and smooth muscle cells gives rise to nitric oxide
radicals (NO•) as in reaction to bacterial lipopolysaccharides and/or cytokines [122].

Nitric oxide radical (NO•) is produced from the metabolism of L-arginine by NOS that converts
L-arginine into L-citrulline and nitric oxide radical (NO•) by a 5-electron oxidation of a guanidine
nitrogen of L-arginine [123]. In mitochondria nitric oxide radicals (NO•) react with respiratory
Complex III to inhibit electron transfer and facilitate superoxide anion (O2

•−) production. The nitric
oxide radicals (NO•) also compete with molecular oxygen (O2) for the binding site at the binuclear
center of cytochrome c oxidoreductase, inducing a reversible inhibition of cytochrome c oxidase.
Nitric oxide (NO) neutralizes ROS [45]. However, RNS react with oxygen molecules (O2) and
ROS, giving rise to a variety of nitrogen oxides (NOs), such as nitrogen dioxide radical (NO2

•),
nitrogen dioxide (NO2), dinitrogen trioxide (N2O3), peroxynitrite (ONOO−), nitrite (NO2

−), and nitrate
(NO3

−). Higher concentrations of nitric oxide (NO) become toxic by forming nitrosothiols which
oxidize tyrosine, cysteine, methionine, and GSH. In mitochondria, nitric oxide radicals (NO•) inhibit
Complex I by S-nitrosation [124]. Together with other RNS, this contributes the damage of cell
membranes, proteins, and lipid membrane leading to the degradation of mitochondria, lysosomes,
and DNA. The chain of events culminates in the inhibition of immune response and production of
carcinogenic nitrosamines [125]. Nitric oxide (NO) is also involved in metal homeostasis including Fe,
Cu, and Zn [126].

Highly toxic peroxynitrite (ONOO−) is formed by the reaction of nitric oxide (NO) and superoxide
anions (O2

−•), leading to the production of more reactive compounds that oxidize methionine and
tyrosine residues of proteins, lipids, and DNA. Reacting with superoxide anion (O2

−•), nitric oxide
radicals (NO•) form peroxynitrite which causes reversible inhibition of cellular respiration in the
mitochondria [127]. In peroxisomes nitric oxide radicals (NO•) react with superoxide anions (O2

−•)
produced by XO to form peroxynitrite and hydrogen peroxides [111]. In addition, insulin resistance
favors peroxintrite formation [128].

In response to bacterial lipopolysaccharides and inflammatory stimuli, iNOS generates nitric
oxide (NO) that protects tissue hypoxia and serves as a neurotransmitter. However, overexpression
iNOS, increase of nitric oxide (NO), and subsequent inflammation have been implicated in
pathophysiology of neurodegenerative diseases including MS [47]. Calmodulin mediates the
oxidative stress and inflammasome activation involving calmodulin-binding proteins, calcineurin,
and calcium/calmodulin-dependent kinase II. Calmodulin inhibitors improved cognitive functions in an
animal model of vascular dementia [129]. The iNOS activity is upregulated in acute MS plaques [19,53].
Increased activity and expression of iNOS in lymphocytes were found in active relapsing phase
of RRMS [54]. CSF iNOS expression was shown in MS patients and mean CSF NOS activity was
significantly higher, compared to controls [55] (Table 3).

100



Biomedicines 2020, 8, 406

2.1.3. Reactive Sulfur Species

Reactive sulfur species (RSS) are sulfur-based redox-active compounds able to oxidize or reduce
biomolecules under physiological conditions, often formed by thiols (RSHs) and disulfides (RSSHs).
RSS include cysteine and methionine, GSH, trypanothione, and mycothiol [130] (Table 2).

Thiyl radicals (RS•), very reactive oxidants produced in the active site of enzymes such as the
ribonucleotide reductase can react with nitric oxide radicals (NO•) [131]. Thiolate ions (RS−) are better
nucleophiles than alkoxides because sulfur is more polarizable than oxygen [132]. Thiol (RSH) is a
metal ligand [133]. Hydrogen sulfide (H2S) is produced from from L-cysteine by cistationine-γ-lyase.
Hydrogen sulfide (H2S) increases the activity of N-methyl-D-aspartate receptor and β-adrenergic
receptors through a cAMP-dependent protein kinase and activates NOS and the hemoxygenase favoring
the formation of Nitric oxide (NO) and carbon monoxide (CO) from heme metabolism [134]. Hydrogen
sulfide (H2S) is a metal ligand that reacts with other biological electrophilic sulfur species such as
hydropersulfide (RSSR) and sulfenic acid (RSOH) [135]. Cysteine residues in GSH were found to be
readily oxidized by superoxide anions (O2

−•) to form singlet oxygen (O2
1Δg), glutathione disulfide

(GSSG), and glutathione sulfonate (GSO3
−) in a reaction involved with peroxysulphenyl radical (RSOO•).

This mechanism may apply to cysteine residues in proteins [136]. Hydroxyl radicals (OH•) may also
initiate the conversion of amino acids to peroxyl radicals [92]. Another reaction catalyzed by XO is the
decomposition of S-nitrosothiols (RSNO), a RNS, to nitric oxide (NO), which reacts with a superoxide
(O2

−•) anion to form peroxynitrite (ONOO−) under aerobic conditions [137]. Hydropersulfide (RSSH)
is a nucleophile, as well as electrophilic molecule that is readily reduced to extremely potent reductant
thiol (RSH). Disulfide (RSSR) is electrophilic RSS that can be reduced to thiol (RSH). Hydropolysulfide
(RSSnH) and dialkyl polysulfide (RSSnR) are like hydropersulfide (RSSH) [135]. RSS can interact with
ROS, generating sulfur oxides such as peroxysulphenyl radical (RSOO•), sulfenate (RSO−), sulfinate
(RSO2

−), sulfonate (RSO3
−), thiosulmonate (S2O3

2−), and SO4
2 − [138]. Sulfenate (RSO−) reacts with

other thiols to give disulfides, RSSR. RSS can also interact with RNS, leading to the formation of
S-N hybrid molecules, such as thiazate (NSO−), thionitrite (SNO−) isomers, S-nitrosothiols (RSNOs),
nitrosopersulfide (SSNO−), and the dinitrosylated sulfite adduct, SULFI/NO. S-nitrosothiols (RSNOs)
can be reduced to thiol (RSH) and nitroxyl (HNO) [139]. XO catalyzes S-nitrosothiols (RSNOs) to nitric
oxide (NO), which reacts with a superoxide (O2

−•) anion to form peroxynitrite (ONOO−) under aerobic
conditions [123]. The properties of thiazate (NSO−), thionitrite (SNO−) isomers, nitrosopersulfide
(SSNO−) and polysulfides dinitrososulfites (Sulfi/NO), are to be determined and they appear to be a
source of nitric oxide (NO) and nitroxyl (HNO) [140–142] (Table 2).

An antioxidant N-acetyl cysteine administration was reported to improve cognitive functions in
patients in MS and N-acetyl cysteine supplement is under clinical trial for the treatment of fatigue
in MS patients [143,144]. The levels of methionine reported mixed results. The plasma methionine
levels were significantly reduced in RRMS and dietary methionine supplement was proposed for the
treatment [145]. The level of methionine sulfoxide was elevated more than two-fold in CSF of MM
patients and the reduction of dietary methionine was reported to slow the onset and progression of
MM [146,147]. The levels of GSH in MS have not reached a consensus [147–149]. Trypanothione and
mycothiol have not been investigated in MS. The serum S-nitrosothiol levels were increased in RRMS
and SPMS, and selectively correlated with spinal cord injury and, thus, a high level of S-nitrosothiol is
proposed to be a potential prognostic biomarker for spinal cord injury in MS [150] (Tables 3 and 4).

2.1.4. Reactive Carbonyl/Halogen/Selenium Species

Reactive carbonyl species (RCS) are metabolically generated highly reactive molecules with
aldehydes and electronically excited (3L=O*) triplet carbonyls, known for their harmful reactions to
nucleic acids, proteins, and lipids [92]. In addition, RCS are considered to participate in electrophilic
signaling of adaptive cell response and post-transcriptional protein modification [151]. RCS are
classified into α,β-unsaturated aldehydes; keto-aldehyde and di-aldehydes. In the presence of catalase
and bicarbonate, XO was found to produce the strong one-electron oxidant carbonate radical anion
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from oxidation with acetaldehyde. The carbonate radical was likely produced in one of the enzyme’s
redox centers with a peroxymonocarbonate intermediate [45]. Self-reaction of lipid peroxyl radical
(LOO•) produced by the oxidation of polyunsaturated fatty acids (PUFAs) by hydroxyl radical (HO•)
generates electronically excited triplet carbonyls (3L=O*) yielding to singlet oxygen (O2

1Δg) [89]
(Table 2). RCS react with amines and thiols leading to advanced glycation end products (AGEs),
biomarkers of ageing and degenerative diseases [152].

MPO, a lysosomal heme-containing enzyme present in granulocytes and monocytes catalyzes the
conversion of hydrogen peroxide (H2O2) and chloride anion (Cl−) to hypochlorous acid (HClO) during
the respiratory burst. An adipocyte producing hormone leptin stimulates the oxidative burst [153].
MPO also oxidizes tyrosine to tyrosyl radical [154]. MPO mediates protein nitrosylation, forming
3-chlorotyrosine (3-Cl-Tyr) and dityrosine crosslinks [155,156] (Table 2).

Studies on MPO activity reported mixed results. The mean MPO activity of peripheral leukocyte
was observed reduced in a mixed population of MS patients, compared to controls [157]. Significantly
higher serum MPO activity was measured in opticospinal phenotype (OSMS) of RRMS at relapse and
remission and in conventional phenotype of RRMS at remission, compared to controls. A positive
correlation was associated between Kurtzke’s EDSS and MPO activity at remission of OSMS [158]
(Table 4). The mean MPO activity of peripheral leukocytes was found higher, but statistically not
significant in RRMS, compared to controls [56] (Table 3). No study regarding CSF MPO activity in
MS was found. Selenium is an essential micronutrient with similar chemical and physical properties
to sulfur, but more easily oxidized and kinetically more labile than sulfur. Selenium is a component
of proteinogenic selenocysteine, naturally occurring selenomethionine and selenoproteins, such as
glutathione peroxidase (GPx), thioredoxin reductase (TRXR), and selenoprotein P [57]. Reactive
selenium species (RSeS) are selenium-containing inorganic and organic compounds including selenite
(O3Se−2), selenocysteine (C3H7NO2Se), and selenomethionine (C5H11NO2Se) [58] (Table 2). Selenium
have both beneficial and harmful actions. At low concentration it works as an antioxidant, inhibiting
lipid peroxidation and detoxifying ROS as a component of GPx and TRXR, while at high concentration
it becomes a toxic pro-oxidant, generating ROS, inducing lipid oxidation and forming cross-linking
in thioproteins [159] (Table 2). The serum selenium levels were measured significantly lower in MS
patients, compared to controls, suggesting antioxidant capacity is impaired in MS [160] (Table 3).

2.1.5. Exogenous Oxidative Factors

Oxidative stressors are generated in reaction to exogenous stimuli such as pollutants, food and
alcohol, cigarette smoke, heavy metals, chemotherapy, drug and xenobiotics, or radiation. Aging
becomes more susceptible to their insults. Organic solvents, organic compounds such as quinone,
pesticides and heavy metals including lead, arsenic, mercury, chromium, and cadmium are common
sources of oxidative stressors [41]. Ultraviolet and infrared-B radiations generate oxygen radicals
endogenously [161] (Figure 1a). The levels of serum arsenic, malondialdehyde (MDA), and lactate were
elevated and ferric-reducing activity of plasma was reduced RRMS patients and the levels of serum
lithium were significantly lower and the levels of nitric oxide (NO) were higher in RRMS patients,
compared to healthy controls, suggesting environmental factors seem to play a role in pathogenesis of
MS [162,163].

3. Reductive Stress

3.1. Reactive Nucleophilic Species

Endogenous reductive stressors include nucleophilic free radical, inorganic, and organic molecules
and antioxidative enzyme. (Figure 1b). Superoxide (O2

−•) anion is one of the reactive nucleophilic
species and a powerful reducing agent under physiological conditions, which initiates reaction cascades
generating another ROS, such as hydrogen peroxide (H2O2) and sulfur dioxide (SO2) derivatives.
Hydrogen sulfide (H2S), thiolate (RS−), hydropersulfide (RSS−), and disulfide (RSSR) are reactive

102



Biomedicines 2020, 8, 406

nucleophilic species that can participate in nucleophilic substitution in vivo [133]. Selenium is
more nucleophilic than sulfur due to its greater electron density. The selenol (RSeH) portion of
selenocysteine (C3H7NO2Se) is ionized at physiological pH, making it more nucleophilic against
oxidative species [164,165] (Table 2).

3.2. Antioxidative Enzymes

Reductive stress is induced by excessive levels of reductive stressors that results from an elevation
in GSH/GSSG ratio, NAD+/NADH, NADP+/NADPH and/or or overexpression of antioxidative
enzymatic systems such as the GSH system, catalase, thioredoxin-peroxiredoxin (TRX-PRDX)
system, α-ketoglutarate dehydrogenase (GPDH), and glycerol phosphate dehydrogenase [166,167].
The reductive stressors deplete reactive oxidative species and are harmful as oxidative stressors and
implicated in pathological processes in AD, PD, and sporadic motor neuron disease, among others [168].

The GSH system consists of GSH, the enzymes for synthesis and recycling including
gamma-glutamate cysteine ligase, glutathione synthetase, glutathione reductase (GSR), and gamma
glutamyl transpeptidase, and the enzymes for metabolism and antioxidation including glutathione
S-transferase and GPx [169]. The GPx is an enzyme containing four selenium-cofactors that catalyzes
the reduction of hydrogen peroxide (H2O2) to water molecule (H2O) and organic hydroperoxide
(ROOH) to alcohol (ROH) by converting reduced monomeric GSH to GSSG. Glutathione s-transferases
show high activity with lipid peroxides [170]. Eight isozymes are in the cytosol, membrane, and plasma,
protecting the organisms from oxidative stress [171].

Most studies on peripheral blood GPx activity reported nonsignificant results in a mixed population
of MS [56,59,172–174]. However, lower mean GPx activity of erythrocyte lysates in remission and
higher mean GPx were reported in acute relapse of RRMS [60]. GPx activity in CSF was found lower
in MS patients [61]. The GSR activity of lymphocyte and granulocyte lysates were not significantly
different in MS, compared to controls. However, a significant correlation of GPx and GRx was observed
in controls, but not in MS [62]. Mean GRx activity of CSF was found significantly higher in MS
patients [61] (Tables 3 and 4).

Catalases a tetrameric heme- or manganese-containing dismutase that catalyzes the conversion of
two hydrogen peroxide (H2O2) molecules to water (H2O) in the presence of small amount of hydrogen
peroxide. The cofactor is oxidized by one molecule of hydrogen peroxide and then regenerated
by transferring the bound oxygen to a second molecule of substrate. The enzyme is located in the
peroxisomes, the cytosol of erythrocytes, and the mitochondria, removing harmful hydrogen peroxides
to prevent cellular and tissue damage [175].

Studies on the catalase activity of peripheral blood samples reported equivocal results in MS.
The catalase activity of granulocyte lysates was found lower in MS patients, compared to controls [176].
The activities of CSF and plasma catalase were found increased in CIS and RRMS patients, compared to
healthy controls, and MS patients with lower EDSS had higher plasma and CSF catalase activities [84]
(Tables 3 and 4).

In TRX-PRDX system PRDXs catalyze the reduction of H2O2 to H2O. H2O2 oxidizes the peroxidatic
cysteine of PRDXs to protein sulfenic acid (PSOH), which can react with the thiol (SH) group of the
resolving cysteine to yield the formation of an inter-(typical) or intramolecular (atypical) disulfide bond.
TRX/TRXR system mediates the reduction of the PRDX disulfide bond. TRX reduced state is maintained
by the flavoenzyme TRXR in the presence of NADPH. When H2O2 exceeds the normal levels, PRDXs
are overoxidized from PSOH to protein sulfinic acids (PSO2H). The latter can be reduced back to the
native form of the enzyme by sulfiredoxin (SRX) in the presence of ATP. However, further oxidation of
PRDXs to PSO3H is irreversible [177].

Serum Trx1 was significantly increased in the newly diagnosed MS patients, compared to controls.
TRX1 and APEX1 mRNA expressions were significantly higher in the newly diagnosed MS patients,
patients under INF-β treatment, and patients who received immunosuppressant azathioprine or
betamethasone, compared to healthy controls [178]. PRDX2 mRNA is upregulated and PRDX2
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expression is higher in MS lesions white matter of autopsy tissue of patients its expression level is
positively correlated with the degree of inflammation and oxidative stress [179] (Tables 3 and 4).

α-KGDH is a mitochondrial enzyme in Krebs cycle, which catalyzes α-ketoglutarate, coenzyme A
and NAD+ to succinyl-CoA, NADH and CO2, transferring an electron to the respiratory chain [180].
KGNH activity is sensitive to redox status. H2O2 reversibly inhibits KGNH by glutathionylation of
lipoic acid cofactor, resulting reducing electron supply to the respiratory chain. A lipid peroxidation
product 4-hydroxy-2-nonenal (4-HNE) reacts with lipoic acid cofactor, inhibiting α-KGDH activity [181].
The pyruvate tolerance test showed higher activity of α-KGDH in serum of MS patients [182]. However,
reduced expression and activity of mitochondrial α-KGDH was observed in demyelinated axons that
correlated with signs of axonal dysfunction (Table 3) [183].

α-GPDH catalyzes the reversible redox conversion of dihydroxyacetone phosphate to sn-glycerol
3-phosphate, linking carbohydrate and lipid metabolism. A loss of α-GPDH in oligodendrocytes
were observed in chronic plaques of MS patients, suggesting the presence of antioxidant capacity
impairment [63] (Table 3).

Nrf2 is a transcriptional factor of the antioxidative enzyme genes including catalase, GPx, GRx,
glutathione S-transferase, and SOD. In response to oxidative stress, the Kelch-like ECH-associated
protein 1 (KEAP1) inhibits the ubiquitin-proteasome system in the cytosol and facilitates the
translocation of Nrf2 into the nucleus to bind to the cis-acting enhancer sequence of the promotor
region, the antioxidant response elements [184,185]. Activation of the Nrf2-Keap1 pathway has been
observed in various types of cancers, accompanied with reduced antioxidant capacity and elevated
oxidative stress and inflammation [186]. The cytoplasmic and nucleic Nrf2 protein expression of
PBMC was increased and correlated with clinical improvement in MS patients on 14-month course of
natalizumab, an α4 integrin receptor blocker [110] (Tables 3 and 4).

Other transcriptional factors involved in energy metabolism have been investigated. Peroxisome
proliferator-activated receptors (PPARs) are a transcriptional factor of the gene regulating energy
metabolism including glucose metabolism, fatty acid oxidation, thermogenesis, lipid metabolism,
and anti-inflammatory response [187]. PPARs have attracted growing attention as promising targets
of many diseases such as diabetes and hyperlipidemia [188]. An isoform PPAR-gamma (PPAR-γ)
was elevated in CSF samples of MS, compared to controls [64]. Peroxisome proliferator-activated
receptor gamma coactivator 1-α (PGC-1α) 4 integrin receptor blocker is a transcriptional coactivator
that regulates the genes involved in energy metabolism. Reduced PGC-1α expression was associated
with mitochondria changes and correlated with neural loss in MS [189] (Tables 3 and 4).

3.3. Exogenous and Endogenous Antioxidants

A daily diet rich in naturally occurring polyphenolic antioxidants, such as flavonoids and phenolic
acids are regularly recommended for disease prevention and antioxidant supplements, such as
vitamin C, vitamin E, N-acetyl cysteine, L-carnitine and folic acid are frequently employed as a
complementary therapy for various diseases [190,191]. Those preventive and therapeutic measures
are based on the pathogenesis of diseases which are induced and developed under oxidative cellular
environment. Furthermore, plant polyphenols were reported to alleviate oxidative stress and enhance
neuroprotection [192]. Olive leaf-derived polyphenols are strong antioxidants and their therapeutic
use are of particular interest against oxidant-induced diseases including cancer and neurodegenerative
diseases [193–195]. The Mediterranean diet can present a biphasic dose-response curve toward hormetic
stimuli, preventing low-grade inflammation and inflammageing [196,197]. There is a growing interest
in supplementation of nonessential compounds that trigger the redox feedback loop activating the
nucleophilic response, parahormesis (Figure 1c) [198].

N-Methyl-D-aspartic acid receptor antagonist memantine and memantine-ferulic acid conjugate
improved oxidative stress in patients with AD [199]. A meta-analysis of randomized controlled trials
showed that an exogenous antioxidant N-acetylcysteine supplement improved cognitive function
in patients with schizophrenia [200]. Traditional Chinese medicine curcumin is an antioxidant and
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anti-inflammatory molecule that relieves pain and stress at least partly through the kynurenine
metabolic pathway of tryptophan metabolism [201]. The kynurenine pathway produces endogenous
oxidative and antioxidative metabolites. Single nucleotide polymorphism of the first rate-limiting
enzyme indoleamine 2,3-dioxygenase 1 was associated with inflammation and depressive symptoms
and influenced the age onset of neurodegenerative diseases [202]. The elevated levels of an oxidative
metabolite 3-hydroxykynurenine and an antioxidative kynurenic acid were linked to depressive
symptom of patients with stroke [203]. Meanwhile, administration of kynurenic acid induced
antidepressant-like effects in animal model of depression [204].

However, unmonitored chronic antioxidant supplementation imposes reductive stress,
the counterpart of oxidative stress. The reductive stress-induced inflammation is observed in
hypertrophic cardiomyopathy, muscular dystrophy, pulmonary hypertension, rheumatoid arthritis,
AD, and metabolic syndrome [168]. In adipose tissue a long-term antioxidant supplementation caused
a paradoxical increase in oxidative stress which was associated with mitochondrial dysfunction [205].
Leptin secreted from adipose tissue serves as an inflammatory mediator and subsequent development
of leptin resistance make obese individuals more susceptible to autoimmune disease including MS [206]
(Figure 1c).

Vitamin supplements are recommended for the treatment of MS, as nutritional deficits are
frequently observed in patients with MS [207]. MS induced by reductive stress has not been reported,
but it deserves to monitor redox status in MS patients.

4. Degradation Products under Oxidative Stress

4.1. Proteins

Protein carbonyls are degradation products of reactions between reactive species and proteins,
resulting in a loss of function or aggregation. Quantification with 2,4-Dinitrophenylhydrazine products
showed increased carbonylation in plasma and serum of RRMS patients [65–67]. The plasma carbonyl
levels were elevated in SPMS and correlated with the EDSS and the Beck Depression Inventory [208].
The levels of carbonyl groups were elevated in serum of patients with RRMS and lowered in the group
of RRMS patients treated with INF-β [74]. The levels of CSF carbonyl proteins measured were elevated
in RRMS and progressive MS [209,210] (Tables 3 and 4).

A highly active RNS reacts with tyrosine residues of proteins to form nitrotyrosines, leading to the
alternation of protein conformation function. The main product of tyrosine oxidation is 3-nitrotyrosine
(3-NO-Tyr), formed by the substitution of a hydrogen by a nitro group in the phenolic ring of the
tyrosine residues. The content of 3-NO-Tyr is assessed by western blotting, high-performance liquid
chromatography (HPLC), gas chromatography-mass spectrometry (GC/MS), and enzyme-linked
immunosorbent assay (ELISA) [72]. Mean 3-NO-Tyr was observed significantly higher in plasma
and serum of RRMS and SPMS patients and significantly higher 3-NO-Tyr was found in SPMS than
RRMS [66,68,69]. Decreased mean 3-NO-Tyr was reported following a relapse and corticosteroid
treatment [70]. In the serum of MS patients, 3-NO-Tyr was found significantly lower following INF-β1b
treatment [71]. Following GA treatment, 3-NO-Tyr was found significantly reduced in peripheral
leukocytes [69] (Tables 3 and 4).

Protein glutathionylation is a redox-dependent posttranslational modification that results
in the formation of a mixed disulfide between GSH and the thiol group of a protein cysteine
residue [211]. Protein glutathionylation is observed in response to oxidative or nitrosative stress
and is redox-dependent, being readily reversible under reducing conditions. Extracellular SOD,
α1-antitrypsin and phospholipid transfer protein were found glutathionylated at cysteine residues in
CSF of MS Patients, witnessing the footprints of oxidative assault of MS [210].

Oxidative environments generate oxidized tyrosine orthologues such as o-tyrosine, m-tyrosine,
nitrotyrosine, and dityrosine. Dityrosine was elevated in serum of RRMS patients [73,74]. Advanced
oxidation protein products (AOPPs) are uremic toxins produced in reaction of plasma proteins with
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chlorinated oxidants such as chloramines and hypochlorous acid (HClO) [212]. The levels of AOPPs
were significantly higher in plasma of MM patients [213]. The levels of AOPPs were significantly
higher in plasma and CSF of CIS and RRMS patients than healthy controls, and the AOPPs levels were
significantly higher CIS than RRMS. Furthermore, the levels of AOPPs were significantly higher in
patients with higher EDSS scores than lower ones [50]. The AOPPs levels were decreased in serum of
RRMS patients treated with IFN-β [74] (Tables 3 and 4).

AGEs are a group of glycotoxins produced in reaction of free amino groups of proteins, lipids,
or nucleic acids and carbonyl groups of reducing sugars. The AGEs can accumulate in tissues and
body fluids, resulting in protein malfunctions, reactive chemical production, and inflammation [214].
The levels of AGEs were significantly elevated in serum of RRMS patients, but no significant change
was observed after IFN-β treatment [74]. The concentrations of AGEs were significantly higher in
brain samples of MS patients, compared to nondemented counterparts. The levels of free AGEs were
correlated in CSF and plasma samples of MS patients, but not protein-bound AGEs [75] (Tables 3 and 4).

4.2. Amino Acids

Asymmetric dimethylarginine (ADMA) is a L-arginine analogue produced in the cytoplasm in
the process of protein modification. The formation of ADMA is dependent on oxidative stress status.
ADMA is elevated by native or oxidized LDL and interferes with L-arginine in the production of nitric
oxide (NO) [215]. Significantly higher ADMA concentrations were observed in serum and CSF of
patients with RRMS and SPMS, while levels of arginine, L-homoarginine, nitrate, nitrite, ADMA did
not differ between patients with MS and healthy controls [76] (Tables 3 and 4).

4.3. Lipid Membrane and Lipoproteins

Lipids in biological membrane are major target of OS. Peroxidation of lipid membrane is initiated
by ROS, including superoxide anion (O2

−•), hydroxyl radical (OH•), hydrogen peroxide (H2O2),
and singlet oxygen (O2

1Δg); and by RNS, including nitric oxide radical (NO•), peroxynitrite (ONOO−),
and nitrite (NO2

−) stealing electron from PUFAs, such as arachidonic (20:4) and docosahexaenoic acid
(22:6) [216]. The abstraction of bis-allylic hydrogen of PUFA leads to the formation of arachidonic
acid hydroperoxyl radical (ROO•) and hydroperoxide (ROOH) in a chain reaction manner [45].
A portion of arachidonic acid peroxides and peroxy radicals generate endoperoxides rather than
hydroperoxide (ROOH). The endoperoxides undergoes subsequent formation of a range of bioactive
intermediates, such as F2-isoprostanes (F2-isoPs), MDA and 4-HNE. Hexanoyl-lysine (HEL) adduct is
a lipid peroxidation by-product which is formed by the oxidation of omega-6 unsaturated fatty acid,
such as linoleic acid [217]. Hydroxyoctadecadienoic acid (HODE) is derived from the oxidation of
linoleates, the most abundant PUFAs in vivo [73,211]. Meanwhile, a cyclic sugar compound inositol is
a major antioxidant component of the lipid membrane, which scavenges reactive species [54].

Studies on blood F2-isoPs levels reported increases in MS, especially in RRMS and SPMS subtypes
compared to controls [77,78]. A study on CSF F2-isoPs levels presented three times higher in patients
with MS than ones with other neurologic diseases [79]. The levels of F2-isoPs were moderately
correlated with the degree of disability, suggesting a role as a prognostic marker [80]. MDA is highly
reactive aldehyde generated by the reaction between reactive species and polyunsaturated lipids to
form adducts with protein or DNA [81]. Studies on blood or serum MDA reported higher levels in MS
patients [83,166]. The blood MDA levels were significantly higher in RRMS than controls or CIS, higher
in RRMS than in remission, and higher in remission than controls. MDA levels were elevated at relapse,
while lowered at day 5 of corticosteroid treatment [82,149]. Studies quantifying CSF MDA consistently
reported higher levels in CIS and RRMS than controls [61,82,85,177]. There are positive correlations
between MDA levels of plasma and CSF, and MDA levels in plasma/CSF and EDSS [84]. The levels
of 4-HNE were elevated in the CSF of PPMS, RRMS, and SPMS patients, particularly in PPMS [86].
No study regarding HEL in MS was found in literature search. The serum 13-HODE was identified as
a part of metabolomic signatures associated with more severe disease such as non-relapse-free MS
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or MS with higher EDSS [87]. The levels of 9-HODE and 13-HODE were significantly increased in
CSF of CIS and RRMS patients, compared to healthy controls, but baseline levels of HODE did not
differ between patients with signs of disease activity during up to four years of follow-up and patients
without MS [218] (Tables 3 and 4).

Cholesterol oxidization products oxysterols were studied. Levels of plasma oxysterols increased
in progressive MS patients and oxysterol levels were positively correlated with apolipoprotein C-II and
apolipoprotein E. Furthermore, oxysterol and apolipoprotein changes were associated with conversion
to SPMS [88]. Increased levels of oxidized low-density lipoprotein (oxLDL) in the serum and higher
serum levels of autoantibodies against oxLDL were reported in MS patients [219,220]. Although studies
on HDL levels in MS patients reported mixed results, lowered HDL antioxidant function in MS patients
was observed, suggesting the involvement of lipoprotein function MS pathogenesis [219–222]. In mixed
population of MS, decreased serum 24S-hydroxycholesterol and 27-hydroxycholesterol and increased
CSF lathosterol, compared to healthy controls [223] (Tables 3 and 4).

4.4. Nucleic Acid

The biomarkers of oxidative damage of nucleic acids—8-Hydroxy-2′-deoxyguanosine (8-OH2dG)
and 8-hydroxyguanosine (8-OHG)—can be assessed by ELISA, as well as by direct methods, such as
HPLC and GC/MS [224,225]. Elevated levels of 8-OH2dG were reported in the blood of RRMS patients.
DNA oxidation products were proposed as diagnostic biomarkers for MS [152] (Tables 3 and 4).

5. Conclusion and Future Perspectives

Redox biomarkers are classified by original cellular components and enzyme mechanisms of
action in redox homeostasis. Redox status can be assessed by the measurement of reactive chemical
species, oxidative or antioxidative enzyme activity, and degradation products derived from proteins,
amino acids, lipid membrane, and nucleic acids. Measurement of reactive chemical species and
oxidative enzyme activities assesses intensity of oxidative stress, while measurement of antioxidative
activity analyses compensatory capacity. Fine measurement of the various redox components may
reveal diagnostic, prognostic, or predicative value to differentiate the disease status and progression
(Figure 3).

The levels of nitric oxide (NO) metabolites, S-nitrosothiol, and the activities of oxidative enzymes
including SOD, MPO, and iNOS have been found significantly different to patients with MS, compared to
healthy controls. The levels of antioxidants including uric acid and selenium, activities of antioxidative
enzymes including GSR, catalase, and TRX-PRDX, and concentrations of transcriptional factors Nrf2,
PPARs, and PGC-1α have been found significantly changed in MS patients. The protein degradation
products including protein carbonyls, 3-NO-Tyr, glutathionylation, AOPPs, and AGEs, an amino
acid by-product ADMA, the lipid and cholesterol degradation products including F2-isoP, MDA,
4-HNE, HODE, oxocholesterols, and oxLDL, and the nucleic acid degradation product 8-OH2dG
significantly increased in samples of MS patients. Thus, the oxidative enzymes, antioxidative enzymes,
and redox degradation products have been identified as promising biomarkers for the diagnosis of MS.
Furthermore, SOD, 3-NO-Tyr, and MDA are sensitive to subtypes of MS, CIS and RRMS, RRMS and
SPMS, RRMS and remission, respectively. tNOx, S-nitrosothiol, SOD, MPO, GSR, catalase, protein
carbonyls, AOPPs, F2-isoP, MDA, and oxycholesterols were correlated with EDSS and thus they are
potential prognostic biomarkers for MS. SOD, Nrf2, protein carbonyls, 3-NO-Tyr, AOPPs, and MDA
were observed sensitive to the treatment of MS, being possible predictive biomarkers. Finally, SOD is a
possible drug target of MS as a therapeutic marker (Table 3).

107



Biomedicines 2020, 8, 406

 
Figure 3. Classification of redox biomarkers according to cellular structures, biomarkers, and their
modes of action in redox homeostasis.

In addition to biomarkers described above, the search for novel biomarkers has become a growing
interest in neurodegenerative diseases. A micro RNA (miRNA) is a short non-coding RNA molecule
consisting of approximately 22 nucleotides, which functions in posttranscriptional gene silencing.
miRNAs have been linked to pathogenesis of various diseases including cancer, autoimmune diseases,
and neurodegenerative disease such as PD [226]. Dysregulated interactions of miRNAs have been
reported in mild cognitive impairment and AD. The associated genes were related to regulation of
ageing and mitochondria [227]. Dysregulations of various miRNAs have been observed in AD, PD,
Huntington’s disease, and ALS and thus miRNAs were proposed to be potential diagnostic and
therapeutic biomarkers of neurodegenerative diseases [228]. The link between environmental factors
and miRNA dysregulations in MS was discussed [229]. Furthermore, miRNAs in blood and CSF
samples of patients with MS as diagnostic and prognostic biomarkers have been reviewed recently [230].

Long Interspersed Nuclear Element-1 (LINE-1) is an autonomous non-long terminal repeat
retrotransposon that creates genomic insertions through an RNA intermediate. The increased number
of germline and somatic LINE-1s have been linked to the risk and progression of cancer as well as
neurodegenerative and psychiatric diseases. An increased burden of highly active retrotranposition
competent LINE-1s have been associated with the risk and progression of PD and LINE-1s were
proposed as possible therapeutic biomarkers that can be targeted by reverse transcriptase [231].
Furthermore, LINE-1s was considered involved in irregular immune response and participate in
pathogenesis of MS [232].
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A search for demographic correlation between single nucleotide polymorphisms and MS has
been under extensive study. Inflammation-mediating chemokine receptor V Δ32 deletion was not
found correlated with MS [233]. Large-scale genome projects such as genome-wide association
(GWA) studies generated polygenic risk scores for prediction of risk and progression of multifactorial
neurodegenerative diseases. Large-scale pathway specific-genetic risk profiling expedited redox-related
biological pathways to identify causal genes and potential therapeutic targets [234]. One of future
challenges is a search for correlations with uncatalogued structural variants in MS.

Considering the dynamics of redox homeostasis, the amounts of reactive species, activities of
oxidative and antioxidative enzymes, and concentrations of degradation products presumably differ
during the progression of MS. The early phase presents an elevation of oxidative enzyme activity
and a subsequent elevation of the activity of counteracting antioxidative enzymes with unchanged
levels of degradation products. As the activity of antioxidative enzymes becomes compromised due
to increasing oxidative stress, the amount of degradation products gradually increases, while the
antioxidative enzyme activities slowly wane and fatigue. Eventually, the antioxidative response
exhausts with elevated activities of oxidative enzymes and elevated levels of degradation products
(Figure 4). Further studies and exploration into novel biomarkers are expected in search of a robust
battery of biomarkers indicative to the redox status, in order to realize a fine calibration of major redox
components that helps identify the disturbance of redox homeostasis, restore the nucleophilic tone
and the most importantly build the best personalized treatment of MS for the sake of better quality
of life [235].
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Figure 4. Dynamics of redox components in disease progression. (A) – (red line): reactive chemical
species and activities of oxidative enzymes increase gradually. – (orange line): the degradation
products increase accordingly upon exhaustion of antioxidative enzymes’ activities. – (green
line): antioxidative enzymes offset the effects of oxidative enzymes in the early phase, however;
the antioxidative activities decline and, finally, fatigue in the later phase, resulting in the exacerbation
of inflammation and cellular damage. (B) Biomarkers of three redox components may present different
values. (a) The levels of oxidative enzyme slightly increase, but the degradation markers stay in a
normal range. The antioxidative markers also slightly increase. (b) The oxidative markers further
elevate, and the degradation markers start slightly increasing. The antioxidative markers also stay
elevated. (c) The oxidative enzyme markers increase, but antioxidative markers return to normal
range. The degradation product markers further elevate. (d) The oxidative markers greatly increase,
but the antioxidative markers decline. The degradation products markers greatly elevate. : oxidative

biomarkers; : degradation biomarkers; : antioxidative biomarkers; ↑: increase; ↓: decrease;
and 0: unchanged.
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Abbreviations

α alpha
AD Alzheimer’s disease
ADMA asymmetric dimethylarginine
AGEs advanced glycation end products
ALS amyotrophic lateral sclerosis
AOPPs advanced oxidation protein products
β beta
CIS clinically isolated syndrome
CNS central nervous system
COX cyclooxygenase
CSF cerebrospinal fluid
CYP cytochrome P450
EDSS expanded disability status scale
ELISA enzyme-linked immunosorbent assay
ETC electron transfer chain
F2-isoPs F2-isoprostanes
GC/MS gas chromatography-mass spectrometry
Gd+ gadolinium
GPx glutathione peroxidase
GSH glutathione
GSSH glutathione disulfide
GA glatiramer
GPDH ketoglutarat dehydrogenase
GSR glutathione reductase
GWA genome-wide association
HEL hexanoyl-lysine
4-HNE 4-hydroxynonenal
HODE hydroxyoctadecadienoic acid
HPLC high-performance liquid chromatography
iNOS inducible Nitric Oxide Synthase
IFN Interferon
KEAP1 Kelch-like ECH-associated protein 1
KGDH ketoglutarate dehydrogenase
LINE-1 Long Interspersed Nuclear Element-1
LOX lipoxygenase
MDA malondialdehyde
miRNA micro RNA
MPO myeloperoxidase
MRI magnetic resonance imaging
MS multiple sclerosis
NAD+ nicotinamide adenine dinucleotide
NADPH nicotinamide adenine dinucleotide phosphate
NOS nitric oxide synthetase
3-NO-Tyr 3-nitrotyrosine
NOX nicotinamide adenine dinucleotide phosphate oxidase
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Nrf2 nuclear factor erythroid 2-related factor
8-OH2dG 8-Hydroxy-2′-deoxyguanosine
8-OHG 8-hydroxyguanosine
OSMS opticospinal phenotype of relapsing-remitting multiple sclerosis
oxLDL oxidized low-density lipoprotein
PD Parkinson’s disease
PGC-1 peroxisome proliferator-activated receptor gamma coactivator 1
PPARs peroxisome proliferator-activated receptors
PUFAs polyunsaturated fatty acids
RCS reactive carbonyl species
redox reduction-oxidation
RHS reactive halogen species
RNS reactive nitrogen species
ROS reactive oxygen species
PPMS primary progressive multiple sclerosis
PRMS progressive-relapsing multiple sclerosis
RRMS relapsing-remitting multiple sclerosis
RSS reactive sulfur species
RSeS reactive selenium species
SOD superoxide dismutase
SPMS secondary progressive multiple sclerosis
tNOx total value nitric oxide
TRX-PRDX thioredoxin-peroxiredoxin
TRXR thioredoxin reductase
XDH xanthine dehydrogenase
XO xanthine oxidase

Appendix A

Assessment of the Methodological Quality

The methodological quality was assessed for each redox biomarker in multiple sclerosis.

Table A1. Classes and biomarkers, and risk of bias assessment included in this review.

Classes Types Risk of Bias

Reactive Species Reactive Nitrogen Species Unclear

Oxidative Enzymes

Xanthine Dehydrogenase (XDH) Unclear
Nicotinamide Adenine Dinucleotide Phosphate

(NADPH) Oxidase Unclear

Superoxide Dismutase (SOD) High risk
Inducible Nitric Oxide Synthase (iNOS) High risk

Myeloperoxidase (MPO) Unclear

Antioxidative Enzymes and
Transcriptional Factors

Glutathione Peroxidase (GPx) Low risk
Glutathione Reductase (GSR) High risk

Catalase High risk
Xanthine oxidase (XO)-Uric Acid Unclear

Nuclear Factor Erythroid 2-Related Factor (Nrf2) Unclear
Peroxisome proliferator-activated receptors (PPARs) Unclear
Peroxisome proliferator-activated receptor gamma

coactivator 1-alpha (PGC-1α) Unclear
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Table A1. Cont.

Classes Types Risk of Bias

Degradation Products and
End Products

Protein

Protein carbonyls Low risk
3-nitrotyrosin (3-NO-Tyr) High risk
Protein glutathionylation Unclear

Dityrosine Unclear
Advanced oxidation

protein
products (AOPPs)

High risk

Advanced glycation end
products (AGEs) High risk

Amino acids Asymmetric
dimethylarginine (ADMA) Unclear

Lipid

F2-isoprostane (F2-isoP) Low risk
Malondialdehyde (MDA) Low risk
4-hydroxynonenal (4-HNE) Unclear
Hydroxyoctadecadienoic

acid (HODE) Unclear

Oxysterol Unclear

DNA 8-dihydro-2′deoxyguanosine
(8-oxodG) Unclear

Table A2. Risk of bias was assessed according to the criteria of availability of meta-analysis or systematic
review, study types, and with or without conflicting results, to judge evidence levels of high risk, low
risk, or unclear.

Risk of Bias Criteria

High risk No meta-analysis or systematic review, fewer than five case–control and/or cohort
studies, or presence of only expert review

Low risk Presence of at least one meta-analysis or systematic review, without conflicting results

Unclear Presence of only case–control study or cohort study, meta-analysis with conflicting
results, or case–control studies with conflicting results
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Abstract: Major depressive disorder (MDD) is a leading cause of global disability with a chronic
and recurrent course. Recognition of biological markers that could predict and monitor response to
drug treatment could personalize clinical decision-making, minimize unnecessary drug exposure,
and achieve better outcomes. Four longitudinal plasma samples were collected from each of ten
patients with MDD treated with antidepressants for 10 weeks. Plasma proteins were analyzed
qualitatively and quantitatively with a nanoflow LC−MS/MS technique. Of 1153 proteins identified
in the 40 longitudinal plasma samples, 37 proteins were significantly associated with response/time
and clustered into six according to time and response by the linear mixed model. Among them, three
early-drug response markers (PHOX2B, SH3BGRL3, and YWHAE) detectable within one week were
verified by liquid chromatography-multiple reaction monitoring/mass spectrometry (LC-MRM/MS)
in the well-controlled 24 patients. In addition, 11 proteins correlated significantly with two or
more psychiatric measurement indices. This pilot study might be useful in finding protein marker
candidates that can monitor response to antidepressant treatment during follow-up visits within
10 weeks after the baseline visit.
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1. Introduction

Major depressive disorder (MDD) is one of the leading causes of disability worldwide [1], with a
high prevalence among individuals of all ages and races [2]. MDD is a chronic condition with a high
recurrence rate with a full recovery rate of only 20% and 80% of recovered patients experiencing
at least one relapse in their entire life [3]. Antidepressants have long been used in the acute and
long-term treatment of MDD, with selective serotonin reuptake inhibitors (SSRIs) being the first-line
antidepressants. The process of selecting an antidepressant agent is primarily prescribed based on trial
and error. Patients with poor efficacy of the initial course of medication for at least 4–6 weeks require
alternative therapeutic strategies, containing changing within and between classes of antidepressants.
Unfortunately, the treatment outcomes from antidepressants are discouraging. About 50% of patients
enrolled in the Sequenced Treatment Alternative to Relieve Depression (STAR*D) study failed to
respond to standard SSRI treatment, and only about 30% experienced complete remission in response
to the first antidepressant used [4]. After unsuccessful treatment for MDD patients with a SSRI, the
choice of a second drug is important for remission [5]. Biomarkers for response to antidepressant
treatment can reduce the time to symptom relief and costs, minimize unnecessary drug exposure, and
improve patient outcomes.

Proteomics, the quantitative analysis of all proteins expressed in samples, is a powerful tool for
identifying novel molecular biomarkers and enables the detection of molecular signatures reflecting
multiple biological pathways involved in response to treatment in patients with MDD [6]. Proteomic
analysis of peripheral body fluids, such as blood plasma and serum, may not only enable prediction
of response to treatment in clinical practice, but also assist in monitoring drug activity during early
stages of clinical trials. To date, however, there have been few proteomic analyses of peripheral blood
samples that can predict response to antidepressant treatment [7,8]. A previous liquid chromatography
tandem mass spectrometry (LC-MS/MS) analysis found that several plasma proteins might be potential
biomarkers for the prediction of antidepressant response over a 6-week treatment period [7]. A multiplex
immunoassay testing of up to 258 blood-based markers related to immune, endocrine, and metabolic
mechanisms identified 9 markers as potential pre-treatment biomarkers associated with antidepressants
treatment response [8].

Longitudinal data are commonly used in biomedical studies [9,10]. In statistical analyses,
mixed-effect models (MEMs) [11] and generalized estimating equations (GEEs) [12] are widely applied.
To further elaborate, MEM is a subject-level approach that could employ random effects to acquire a
between-subjects variable by considering the correlations with observations from the same subject
based on the full-likelihood method. Conversely, GEE is a population-level model that relies on a
partial-likelihood function. In this study, repeated drug efficacy measurements (baseline and follow-up
visits after treatment) were performed on the surrogate plasma protein over time for each patient,
with the subject of interest being some of the time-varying changes. In proteomic studies, the MEM
method is more popularly used than the GEE method [13–15]. This is because after fixing the
desired effect, it is possible to estimate by measuring a random effect of the technical or biological
repeated measurement with actual MS [16,17]. In addition, it is technically easier to reflect the variance
of any effect on repeated measurements of the same sample after more than two times of MS. Conversely,
GEE is robust to the misspecification of correlation structure using quasi likelihood, and many modified
variance estimation methods for small samples have been developed [18]. We identified biological
implications primarily with the results of the analysis with linear mixed model (LMM) and compared
the results after performing with the same data with GEE.
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In this preliminary study, LC–MS/MS profiling was performed to identify candidate blood-based
protein biomarkers that could monitor early (0–1 week), mid (1–4 week), or late (4–10 week)
response to antidepressants, before and after their administration. This study also assessed
whether changes in plasma protein concentrations after antidepressant treatment were associated
with changes in the severity of depressive symptoms. Blood samples were collected at four
time points during the 10-week treatment of ten depressed patients, five responders, and five
non-responders, who were taking escitalopram. Plasma proteins were profiled, as were differences
in protein abundance between the two groups. Unlike biomarker studies that don’t take
into account the time of disease occurrence [19–22], this study attempted to identify more
reliable candidate biomarkers by time-dependent longitudinal changes in the plasma proteome
of these patients. Furthermore, the identified biomarkers predicting early-drug response were
validated in 19 responders and five non-responders by the liquid chromatography-multiple reaction
monitoring/mass spectrometry (LC-MRM/MS) technique. In addition, significant markers were
identified assessing the correlation between protein concentrations, as determined by molecular
diagnostic techniques, and psychological parameters.

2. Materials and Methods

2.1. Study Subjects

Since MADRS score is regarded as the criterion for determining response to drug administration,
plasma samples were collected from ten patients with MDD who participated in a clinical trial testing
the efficacy and safety of escitalopram dose escalation at Seoul National University Hospital, Seoul,
Republic of Korea, from February 2013 to February 2016 [23]. All the participants are Korean patients.
The trial included two phases: open-label treatment for 4 weeks with a standard dose (10–20 mg/day)
of escitalopram, followed by randomized, double-blinded treatment for 6 weeks with 20 mg/day or
30 mg/day escitalopram. Patients aged 18–65 years with a primary diagnosis of MDD, as defined by
the Diagnostic and Statistical Manual of Mental Disorders, 4th edition (text revision), were included.
All patients had a total MADRS score≥ 18 at initial screening and baseline visits. Subjects were excluded
if they experienced hypersensitivity to escitalopram, had received any psychoactive medications such
as antipsychotics, mood stabilizers, or selective monoamine oxidase inhibitors, had symptoms of
depression and were deemed resistant to two or more antidepressant treatments, had psychiatric
disorders other than MDD or a prior history of psychiatric disorders, such as manic or hypomanic
episodes, schizophrenia, schizoaffective disorder, or substance abuse disorder, were at significant
risk of suicide, as evaluated by an investigator or with score of ≥ 5 on item 10 of MADRS, or had a
history of neurologic disorders or medically unstable conditions (e.g., renal or hepatic impairment,
or cardiovascular, pulmonary, or gastrointestinal disorders). Of the patients who entered the clinical trial,
five responders (1 male and 4 females) and five non-responders (1 male and 4 females) were selected,
from each of whom plasma samples were obtained at four time points: baseline, week 1, week 4
(randomization), and week 10 (6 weeks after randomization) for proteomic analysis. An additional 24
patients were selected, 19 responders and five non-responders, from each of whom plasma samples were
obtained at baseline and at week 1. The primary efficacy outcome was a change in total MADRS score.
Response was defined as ≥50% reduction in baseline MADRS score after 4 and 10 weeks of treatment.
None of these patients were taking medication that could alter the blood levels of relevant factors,
such as nonsteroidal anti-inflammatory agents or steroids, and none had any acute or chronic diseases,
such as cardiovascular disease, pulmonary disease, hypertension, endocrine abnormalities, rheumatic
diseases, or cerebrovascular disease. The study protocol was approved by the Institutional Review
Board of Seoul National University Hospital (Number: 1008-116-329, approved on 2 December 2010).
The study was performed in accordance with the ethical principles stated in the Declaration of Helsinki
and the International Conference on Harmonization Good Clinical Practice guidelines. All patients
provided written informed consent and were free to discontinue the study at any time.
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2.2. Blood Collection and Plasma Preparation

Plasma was prepared as suggested by the Human Proteome Organization Plasma Proteome Project.
Blood samples (3 mL) were collected into ethylenediaminetetraacetic acid-containing tubes at baseline,
week 1, week 4 (randomization), and week 10 (post-randomization week 6), and the blood samples
were obtained from subjects after an overnight fast (at least 12 h) from 9:30 to 11:30 AM. Blood samples
centrifuged at 2000× g for 15 min at room temperature (RT) immediately after sample collection.
Plasma was transferred to 0.5 mL tubes and frozen within 20 min after centrifugation. Then, the
samples were placed on ice and transported to the laboratory and immediately frozen at –80 ◦C
until assayed.

2.3. Plasma Manipulation and Digestion

Plasma samples were sequentially subjected to high abundant plasma protein depletion and
trypsin/Lys-C digestion. To remove the 14 most abundant plasma proteins (albumin, IgA, IgG,
IgM, α1-antitrypsin, α1-acid glycoprotein, apolipoprotein A1, apolipoprotein A2, complement C3,
transferrin, α2-macroglobulin, transthyretin, haptoglobin, and fibrinogen), a 40 μL aliquot of
plasma diluted 4-fold with a proprietary “Buffer A” was injected into a MARS14 depletion column
(Agilent Technology, Palo Alto, CA, USA) on a binary HPLC system (20A Prominence, Shimadzu,
Tokyo, Japan). The unbound fraction was buffer-exchanged into 8 M urea in 50 mM Tris (pH 8),
concentrated to approximately 50 μL by ultrafiltration using a Vivaspin 500 3 kDa cutoff filter (Sartorius,
Goettingen, Germany), and then transferred to a new filter unit (Nanosep, 30 kDa; Pall Corporation,
NY, USA). A 200 μL aliquot of 8 M urea in 50 mM Tris (pH 8.5) was added, and the mixture was
centrifuged at 14,000× g for 15 min, with the procedure repeated twice. The flow-through from the
collection tube was discarded, 100 μL of 0.05 M iodoacetamide solution was added, and the preparation
was mixed at 600 rpm in a thermo-mixer for 1 min and incubated without mixing for 20 min. The filter
units were centrifuged at 14,000× g for 10 min; 100 μL of 8 M urea in 50 mM Tris (pH 8.5) was added,
and the filter units were again centrifuged at 14,000× g for 15 min, with this step repeated twice.
A 100 μL aliquot of 0.05 M ammonium bicarbonate was added to the filter unit, and the unit was
centrifuged at 14,000× g for 10 min, with this step also repeated twice. A 40 μL aliquot of 0.05 M
ammonium bicarbonate containing 2.5 μg Lys-C/trypsin was added, and the preparation was mixed at
600 rpm in a thermo-mixer for 1 min. The units were incubated in a wet chamber at 37 ◦C for 12 h and
transferred to new collection tubes. The filter units were centrifuged at 14,000× g for 10 min, 40 μL of
0.5 M NaCl was added, and the filter units were again centrifuged at 14,000× g for 10 min. The digestion
reaction was stopped by the addition of formic acid to a final concentration of 0.3%. The peptide
mixture was desalted with a Sep Pak C-18 cartridge (Waters, Milford, MA, USA), lyophilized with a
cold trap (CentriVap Cold Traps, Labconco, Kansas City, MO, USA), and stored at −80 ◦C until used.

2.4. Nano-LC-ESI-MS/MS Analysis

Peptides were separated using a Dionex UltiMate 3000 RSLCnano system (Thermo Fisher Scientific,
Waltham, MA, USA). Tryptic peptides from a bead column were reconstituted in 0.1% formic acid
and separated on a 50 cm Easy-Spray column with a 75 μm inner diameter packed with 2 μm C18
resin (Thermo Fisher Scientific) over 200 min (250 nL/min). The column was developed using a 0–45%
acetonitrile gradient in 0.1% formic acid and 5% DMSO at 50 ◦C. The LC was coupled to a Q Exactive
mass spectrometer with a nano-ESI source. Mass spectra were acquired in a data-dependent mode with
an automatic switch between a full scan and 20 data-dependent MS/MS scans. The target value for the
full scan MS spectra was 3,000,000, with a maximum injection time of 120 ms and a resolution of 70,000
at m/z 400. Repeated peptides were dynamically excluded for 20 s. All MS data have been deposited in
the PRIDE archive (www.ebi.ac.uk/pride/archive/projects/PXD017211) under Project PXD017211 [24].
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2.5. Database Searching and Label-free Quantification

The acquired MS/MS spectra were searched using the SequestHT on Proteome discoverer
(version 2.2, Thermo Fisher Scientific) against the SwissProt human database (May 2017). The search
parameters were set as default including cysteine carbamidomethylation as a fixed modification,
and N-terminal acetylation and methionine oxidation as variable modifications with two miscleavages.
Peptides were identified based on a search with an initial mass deviation of the precursor ion of up to
10 ppm, with the allowed fragment mass deviation set to 20 ppm. When assigning proteins to peptides,
both unique and razor peptides were used. Label-free quantitation (LFQ) was performed using peak
intensity for unique peptides of each protein [25].

2.6. Analysis of Public Microarray Data

We downloaded the gene expression profile data (series accession number: GSE146446 [26]
and GSE45468 [27]) in the Gene Expression Omnibus database for using Biobase and GEOquery
package in R. Both data used the GPL570 platform (Affymetrix Human Genome U133 Plus 2.0 Array;
Agilent Technologies, Palo Alto, CA, USA). We found the Affymetrix probe IDs by searching for the
gene name. Then, subsequent statistical analysis was performed using the gene expression level value
of each gene.

2.7. Batch Mean-Centering Correction, Missing Data Imputation, and Normalization

Three batches were prepared, with batch 1 consisting of S15 (non-responders) and S29
(responders); batch 2 of S54 (non-responders) and S52 (responders); and batch 3 of S6 (non-responders),
S11 (non-responders), S32 (responders), S34 (non-responders), S38 (responders), and S46 (responders),
based on sample preparation date [28]. Mean-centering correction per protein was applied to raw data
from 104 LC-MS/MS analyses to avoid the batch effect [29,30].

Then, missing data imputation was performed. Of 316 quantified proteins measured at one time
in each individual sample, 180 were completely quantified, whereas missing data for the remaining
136 proteins were determined by a local least-squares imputation method [31]. Using this method,
the 180 completely quantified proteins were clustered into 15 groups by Pearson’s correlation analysis,
and missing values were estimated by a linear optimal combination of the 15 selected clusters.

These data were normalized relative to endogenous normalizing proteins without spike-in
standards [32]. From the complete data, six of 210 proteins were finally selected as suitable for LFQ
normalization based on the following criteria: (1) their plasma concentrations remained nearly constant
in all samples, as determined by their NormFinder stability value [33]; (2) their plasma concentrations
did not differ significantly in the five responders and five non-responders, as shown by LMM analysis
(p-value > 0.05); and (3) there were no reports of depression. The raw abundance of the six selected
normalizing proteins, BTD, C8B, C1S, ITIH2, IGFALS, and SERPINA3, in each sample was divided by
the geometric mean of six raw abundances in all samples. The median of these six ratios in a sample
was defined as the normalization scaling factor (NSF) for that sample. The NSF for sample s can be
calculated using the following equation:

NSFs = geomean(
N1,s

N̂1
,

N2,s

N̂2
, . . . ,

N6,s

N̂6
)

where Ni,s is the raw protein abundance of a normalization protein i in sample s, and N̂i is the median
abundance of protein i in all the samples. The normalized abundance of the intensity of each biomarker
candidate in a sample was calculated by dividing its raw peak intensity by the NSF:

˘PAj,s =
PAj.s

NSFs
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where ˘PAj,s is the normalized abundance of the j-th biomarker candidate in sample s, and PAj,s is the
raw abundance of the corresponding protein.

2.8. LC-ESI-MRM/MS Analysis

Liquid chromatography (LC) was performed on an Agilent 1290 Infinity UHPLC System with a
reverse-phase ultra-high-performance LC (UHPLC) column (Agilent ZORBAX Eclipse Plus C18 Column,
95 Å, 2.1 mm i.d. × 100 mm, packed with 1.8 μm C18 resin) at a temperature of 50 ◦C. The mobile
phases used in this study were 0.1% formic acid in water (solvent A) and 0.1% formic acid in acetonitrile
(solvent B). The column was developed using a gradient of 0–2% solvent B for 5 min, 2–3% solvent
B for 5 min, 3–50% solvent B for 10 min, 50–50% solvent B for 4 min, 50–0% solvent B for 1 min,
and 0–0% solvent B for 9 min at a flow rate of 0.3 mL/min. The injected sample consisted of a mixture of
digested plasma peptides (initial plasma volume: 40 μL) and isotope-labeled internal standard peptides.
The UHPLC system was coupled to a triple quadrupole mass spectrometer (Agilent 6495 QQQ) by a
standard-flow Jet Stream electrospray source operated in positive ion mode. Additional parameters
included capillary voltage, 3.5 kV; nozzle voltage, 1 kV; gas temperature, 290 ◦C; drying gas flow rate,
11 L/min at 350 ◦C; nebulizer gas pressure, 40 PSI at 350 ◦C; and unit resolution for Q1 and Q3.
MRM transitions were selected, and their collision energies optimized by Skyline (64-bit, version
19.1.0.193) software (Supplementary Table S4). The cell accelerator voltage was set to 5 V. Quantification
experiments were performed using dynamic MRM (delta retention time: 3 min), with a total cycle
time of approximately 1.5 s. The mass spectrometer was operated with MassHunter software (version
B.08.00, Agilent), which generated MRM/MS data (*.d). MRM results from extracted ion chromatograms
were analyzed by Skyline and quantified relative to the corresponding stable isotope-labeled peptides
(SpikeTides™; JPT Peptdie Technologies Berlin, Germany).

2.9. Statistical Analysis

Data were analyzed using RStudio (version 1.1.456) including R (version 3.6.0). Longitudinal
plasma protein abundance was assessed by LMM analysis (lme4 package), with drug response
(non-response or response), sampling time (baseline, 1 week, 4 weeks, and 10 weeks), and response/time
interaction and technical replications as fixed variables, and individual patients nesting for fixed
variables and individuals as random variables. In the GEE analysis (geesmv package), we merged
plasma abundance as the median of two or three technical replicates and then analyzed drug response,
sampling time, and drug/sampling time. The working correlation structure was set independently,
and Gaussian estimation was performed.

Clustering analysis was based on median protein concentrations in each group (responders
and non-responders) at the four time points, and t-stochastic neighbor embedding (t-SNE) [34]
(perplexity = 2, theta= 0, and dims= 2) and affinity propagation (method= correlation symmetry matrix
and Spearman) were computed using Rtsne and apcluster [35] packages, respectably. Other software
packages included ggline for scatter plots and psygenet2r for mapping proteins on the psychiatric
disorders gene association network (PsyGeNet) at database = ”ALL” [36]. To control type I error by
multiple comparisons, we applied the Bayesian sequential goodness of fit metatest (SGoF) method
of default option (alpha = 0.05, gamma = 0.05, P0 = 0.5, a0 = 1, b0 = 1) in the SGoF R package [37]
for p-values of response/time interaction by LMM analysis and Benjamini–Hochberg procedure [38]
for p-values of MRM paired analysis, and then, we calculated permutated p-values for correlation
analysis [39].

2.10. Literature Search

We performed a literature search on PubTabor central [40] using the keywords “protein name”
AND “major depressive disorder” and identified 48 plasma proteins (37 proteins showing significance
for response/interaction term in LMM and 11 proteins that significantly correlate with two or more
psychiatric indexes). As used here, PubTator Central (PTC) is an online-based web page that
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automatically annotates the association between genes and diseases in PubMed abstracts and PMC
full-text articles.

3. Results

3.1. Demographic and Clinical Characteristics of Study Subjects

The baseline characteristics of the ten study subjects, five responders, and five non-responders,
are summarized in Table 1. Mean (standard deviation (SD)) subject age was similar in responders
(44.2 (14.2) years) and non-responders (42.8 (16.4) years). There were no significant differences between
the two groups in affective symptoms and disease severity, including their scores on the Montgomery
and Asberg Depression Rating Scale (MADRS), the Clinical Global Impression-Severity (CGI-S),
Beck’s Depression Inventory (BDI), the Hamilton Rating Scale for Depression (HAM-D), the Clinically
Useful Depression Outcome Scale (CUDOS), and the World Health Organization Quality of Life
abbreviated version scores including physical, psychological, social, and environmental quality of life
(Supplementary Table S1).

Table 1. Demographic and clinical variables of study subjects.

Variable
Responders

(N = 5)
Non-Responders

(N = 5)
p-Value

Age (SD) 44.2 (14.2) 42.8 (16.4) 0.841
Male (%) 1 (20) 1 (20) 1.000

Age at onset (SD) 41.8 (11.9) 33.4 (9.8) 0.093
Body mass index (kg/m2) (SD) 23.1 (3.7) 24.7 (4.6) 0.309

Clinical characteristics at baseline

Montgomery and Asberg
Depression Rating Scale (SD) 31.0 (4.6) 28.8 (2.5) 0.599

Clinical Global
Impression-Severity (SD) 5.0 (0.7) 4.2 (1.3) 0.344

Beck’s Depression Inventory (SD) 32.6 (7.3) 26.8 (3.6) 0.206
Hamilton Rating Scale for

Depression (SD) 21.6 (3.4) 21.0 (2.9) 1.000

Clinically Useful Depression
Outcome Scale (SD) 38.4 (12.8) 40.4 (3.0) 0.917

World Health Organization Quality of Life abbreviated version

Physical quality of life (SD) 8.8 (1.7) 8.5 (0.9) 0.831
Psychological quality of life (SD) 8.0 (0.8) 8.3 (1.7) 0.827

Social quality of life (SD) 10.1 (1.5) 11.7 (2.4) 0.193
Environmental quality of life (SD) 10.1 (1.7) 10.1 (1.1) 0.914

p-values appropriately calculated using the Mann–Whitney U test or Fisher’s exact test.

3.2. Plasma Sample Preparations and Development of LC-MS/MS

Four plasma samples were obtained from each of the ten patients, for a total of 40 samples,
and their proteins profiled by LC-MS/MS, with each sample assayed in duplicate or triplicate. A total of
1159 proteins were identified, with 684 proteins quantified by more than half and 206 proteins completely
quantified in 104 of the LC-MS/MS measurements (Supplementary Table S2). Before comparing
plasma protein abundance by the label-free quantification (LFQ) method, six relatively stable and
abundant endogenous proteins (BTD, C8B, C1S, ITIH2, IGFALS, and SERPINA3) were chosen for
data normalization of the abundance of other proteins, as described in the Materials and Methods
section [41,42]. Following normalization of protein abundances in all experiments, sample-to-sample
variations were corrected (Supplementary Figure S1A–C). Normalized abundances showed statistically
significant correlations with the concentrations of plasma proteins (ng/mL) in the plasma proteome
database [43], with a Pearson’s correlation coefficient of 0.677 (adjusted p-value < 0.001; Supplementary
Figure S1D). Assuming technical variations were exceedingly small, only 346 detected proteins
measured at one time in each individual sample were considered, followed by the elimination of
24 proteins associated with plasma depletion, including 14 plasma depletion target proteins and
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ten immunoglobulin-related proteins, and six normalization factors. A total of 316 proteins were
analyzed in the next step, with missing values determined by a least-squares regression approach
(Supplementary Table S3) [31,44].

3.3. Time-Dependent Changes in Plasma Proteins in Responders and Non-Responders

Statistical comparisons of paired plasma protein abundances at baseline and after 1, 4, and 10 weeks
of treatment showed that seven, four, and six proteins, respectively, were upregulated in responders
and 16, 17, and 10 proteins, respectively, were upregulated in non-responders using the Mann–Whitney
test without correction (p-value < 0.05; Figure 1A). The Venn diagram of the three time points, T1,
T4, and T10 is shown in Figure 1B. Proteins upregulated in non-responders were associated with
responses to wounding and stimuli, responses to wounding, and tube morphogenesis in the gene
ontology (GO) biological process (Figure 1C). These findings may reflect the greater number of active
inflammatory pathways with neural circuits of the brain in non-responders [45]. Proteins that fit the GO
terms extracellular structure organization, regulation of complement activation, and triglyceride-rich
lipoprotein particle remodeling were enriched in both groups.

Figure 1. Plasma proteomic analyses and functional annotations identifying changes in differentially
abundant proteins over the first week of drug administration. (A) Time-dependent up- and
downregulation of differentially abundant proteins compared with the start of drug administration; T0.
The number of proteins altered at each time point is shown above each time point. (B) Venn diagram
of proteins differentially abundant at T1, T4, and T10 vs. T0. (C) Gene ontology terms of proteins
differentially up- and downregulated at T1, T4, and T10 vs. T0.
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LMM is appropriate for identifying differentially abundant plasma proteins based on longitudinal
proteome data. The response/time interaction term is important in measuring inter-group differences in
time-dependent responsiveness to SSRIs. Through the LMM multiple comparison analysis, we identified
37 significant proteins which were corrected by a SGoF method [37] (adjusted p-value < 0.05;
response/time interaction term). These proteins over time, as well as the between-group differences,
are shown as lowest adjusted p-values in Table 2.

Table 2. 37 differentially abundant proteins corresponding to response/time interaction.

UNIPROT Accession
Adjusted
p-Value

Gene Name Protein Name Cluster No. COR a

P04278 2.70 × 10-3 SHBG Sex hormone-binding globulin 5 0.12
P05090 2.95 × 10-3 APOD Apolipoprotein D 6 −0.34 b

Q06033 4.01 × 10-3 ITIH3 Inter-alpha-trypsin inhibitor heavy chain H3 5 −0.21
P08567 4.36 × 10-3 PLEK Pleckstrin 4 0.04
P04275 4.69 × 10-3 VWF von Willebrand factor 6 −0.19
P52566 5.11 × 10-3 ARHGDIB Rho GDP-dissociation inhibitor 2 1 −0.15
P02656 6.89 × 10-3 APOC3 Apolipoprotein C-III 6 −0.06
P06276 7.13 × 10-3 BCHE Cholinesterase 6 −0.11
P27169 8.89 × 10-3 PON1 Serum paraoxonase/arylesterase 1 5 −0.08

P22105-4 9.85 × 10-3 TNXB Tenascin-X 6 −0.25
P02774-3 1.09 × 10-2 GC Vitamin D-binding protein 5 0.04
P0C0L5 1.10 × 10-2 C4B Complement C4-B 5 −0.21
P02649 1.15 × 10-2 APOE Apolipoprotein E 6 −0.04
P07339 1.45 × 10-2 CTSD Cathepsin D 4 0.02
Q92820 1.50 × 10-2 GGH Gamma-glutamyl hydrolase 5 −0.01
P09172 1.69 × 10-2 DBH Dopamine beta-hydroxylase 2 0.03
P40189 1.75 × 10-2 IL6ST Interleukin-6 receptor subunit beta 4 0.15

Q8NBP7 1.81 × 10-2 PCSK9 Proprotein convertase subtilisin/kexin type 9 3 −0.14
Q16610 1.83 × 10-2 ECM1 Extracellular matrix protein 1 2 0.02
P62258 1.83 × 10-2 YWHAE 14-3-3 protein epsilon 6 0.18
P80188 1.83 × 10-2 LCN2 Neutrophil gelatinase-associated lipocalin 6 −0.11

Q9H299 1.99 × 10-2 SH3BGRL3 SH3 domain-binding glutamic acid-rich-like
protein 3 1 0.13

P27918 2.05 × 10-2 CFP Properdin 6 0.08
P08571 2.12 × 10-2 CD14 Monocyte differentiation antigen CD14 2 0.24
P08697 2.33 × 10-2 SERPINF2 Alpha-2-antiplasmin 5 0.22
P36980 2.34 × 10-2 CFHR2 Complement factor H-related protein 2 4 0.16
P08253 2.57 × 10-2 MMP2 72 kDa type IV collagenase 6 0.13
P13671 2.65 × 10-2 C6 Complement component C6 5 0.13

O43852-3 2.80 × 10-2 CALU Calumenin 3 0.10
P14543 2.93 × 10-2 NID1 Nidogen-1 4 −0.05
P35579 2.95 × 10-2 MYH9 Myosin-9 1 0.05
P05160 3.70 × 10-2 F13B Coagulation factor XIII B chain 6 −0.17
P02765 3.75 × 10-2 AHSG Alpha-2-HS-glycoprotein 2 0.20
Q99453 3.85 × 10-2 PHOX2B Paired mesoderm homeobox protein 2B 2 −0.12
O43157 4.01 × 10-2 PLXNB1 Plexin-B1 5 −0.01
P06396 4.26 × 10-2 GSN Gelsolin 6 0.04
O43866 4.41 × 10-2 CD5L CD5 antigen-like 3 −0.27

a Spearman’s correlation coefficient of protein abundance and Montgomery and Asberg Depression Rating Scale
(MADRS) for each protein. b Adjusted p-values < 0.05 on a permutated correlation test based on Spearman’s
coefficient analysis.

To better understand the abundance patterns and to cluster proteins with similar patterns, protein
abundance at three different times (T1, T4, and T10) was subtracted from that at baseline (T0), followed
by t-SNE and affinity propagation (Figure 2A). Six clusters of unique patterns were obtained (Figure 2B).
The three and five proteins in clusters 1 and 4, respectively, decreased over time in responders and
increased over time in non-responders. Cluster 2, which included five proteins, showed little change
over time in responders but decreased over time in non-responders. In cluster 3, three proteins showed
increase from week 1 and appeared flat week 4 onward in responders; conversely, the proteins showed
a sharp decrease at week 4 and then flattened at week 10 in non-responders. In cluster 5, 10 proteins
showed little change over time in responders but increased over time in non-responders. In cluster 6,
11 proteins showed decreases at 4 weeks and increases at 10 weeks in responders but little change
over time in non-responders. The individual abundance profiles of the 37 proteins are shown in
Supplementary Figure S2.
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Figure 2. Affinity propagation clustering, profile analysis, and public database search of the 37 proteins
found to differ significantly in the response/time interaction of linear mixed model (LMM). (A) Identification
of seven protein clusters by t-SNE-based affinity propagation clustering. (B) Change over time in protein
amount in responders and non-responders. (C) Association of 14 proteins found on PsyGeNet with
psychiatric diseases. (D) Association of ten proteins found in the DrugMatrix category of Enrichr with
responses of rat tissues and cells to selective serotonin reuptake inhibitors (SSRIs).

To assess whether the functional roles of these proteins were associated with antidepressant
response and psychiatric disorders, we searched for the 37 proteins in the PsyGeNet (Figure 2C) [36].
APOD, APOE, BCHE, DBH, GGH, GSN, ITIH3, LCN2, MMP2, PHOX2B, PON1, TNXB,
VWF, YWHAE, 14 of these proteins were found to be associated with psychiatric symptoms,
such as schizophrenia, bipolar disorder, cocaine use disorders, substance-induced psychosis,
alcohol use disorders, and depression. In addition, we assessed whether these 37 proteins were
associated with citalopram, an analog of escitalopram, by searching responses of rat tissues and
cells to SSRIs in the DrugMatrix category of Enrichr [46], a web-based gene enrichment analysis tool.
We found that expression of nine proteins, ITIH3, PON1, MMP2, MYH9, APOE, GC, CD14, LCN2,
and CTSD, differed significantly in SSRI-treated and control, corn oil-treated rat liver; the expression of
seven proteins, ITIH3, PON1, LCN2, APOE, GC, CLU, and CTSD, differed significantly in SSRI- and
corn oil-treated rat hepatocytes; and three proteins, PLXNB1, MMP2, and CTSD, differed significantly
in SSRI- and corn oil-treated rat hearts (Figure 2D). It indicated that the drug reaction of these proteins
causes quantitative changes not only in the blood but also in the organs of the liver and heart.

3.4. External Validation in Public Studies of mRNA Expression

Because we could not find a benchmark study on blood protein-based drug responsiveness to
antidepressants, we examined the expression patterns of LMM-significant 37 proteins described in
the results of large-scale studies at the blood circulating cell-free mRNA level from two publicly
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available GEO datasets—(GSE146446 [26] and GSE45468 [27]). Unlike the proteomic study above,
the two GEO studies contained results on the effects of patients receiving a placebo. In the
first GSE146446 dataset, mRNA expression in the blood of 171 depressed patients was studied,
and patients’ responses to an antidepressant vs. the placebo were monitored. The antidepressant
used was duloxetine. These data contain quantitative mRNA expressions in patients before and
after 8 weeks of taking the antidepressant and placebo. There were 96 patients who received
the drug, including 75 responders and 21 non-responders; and 107 patients received the placebo,
including 44 responders and 63 non-responders. The 37 plasma proteins that were significant in
time and response were all found in the dataset, and these were analyzed by LMM. Among them,
MYH9 represented significance for the treatment/response/time interaction term, PCSK9 showed
significance for the treatment/response interaction term (p-value < 0.05), and PLEK showed significance
for treatment/response and treatment/time/response interaction terms (p-value < 0.05; Figure 3A).
The second GSE45468 dataset reflected blood mRNA expression in 52 patients. These data included
mRNA expression in patients before and after 6 h, 24 h, and 2 weeks of infusion of infliximab
and a placebo. There were 23 patients who received the drug, including 12 responders and 11
non-responders, and there were 15 responders and 14 non-responders among 29 patients who
received the placebo. In this dataset, only 13 out of 37 proteins were found and subjected to
LMM analysis. Among them, CALU represented significance for the treatment/time/response interaction
term (p-value < 0.05), and CTSD and SH3BGRL3 represented significance for the treatment/response
interaction term (p-value < 0.05; Figure 3B).

 

Figure 3. External validation of LMM-significant 37 proteins in two public GEO datasets (GSE146446 and
GSE45468). (A) In the GSE146446 dataset, the quantitative mRNA expression changes in three genes,
MYH9, PCSK9, and PLEK, before and after 8 weeks of taking the antidepressant and placebo in
responders (blue color) and non-responders (red color). Error bars represent standard error of the mean.
(B) In the GSE45468 dataset, the mRNA expression level of patients for three genes, CALU, CTSD and
SH3BGRL3, before infliximab infusion and after 6 h, 24 h, and 2 weeks is shown in box plots. Responders
are shown in blue color and non-responders are shown in red color.
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3.5. LC-MRM/MS Validation of Candidate Plasma Proteins Predictive of Early Response

The differentially abundant ten proteins that were commonly significant between two groups
at baseline, early treatment phase (from baseline to 1 week; Mann–Whitney U test: p-value < 0.05) and
on the response/time interaction in LMM were selected (Figure 4A) and validated by serial isotope
dilute-MRM/MS [47]. Among them, surrogate peptides were chosen by criteria except for CFHR2,
which had no reliable peptide [48,49].

Figure 4. Liquid chromatography-multiple reaction monitoring/mass spectrometry (LC-MRM/MS)
validation of ten candidate predictive biomarkers of early-drug response. (A) Venn diagram for
detection of candidate biomarkers by three statistical analyses (T0 vs. T1 and T1–T0 between two groups,
and response/time terms in LMM). (B) Boxplot of abundance of PHOX2B, SH3BGRL3, and YWHAE at
T1 vs. T0, as determined by LC-MRM/MS, in responders (blue color) and non-responders (red color).
* The asterisk identifies the adjusted p-values that are significant at the 0.05 level.

Based on reverse standard calibration curves (Supplementary Figure S3), 15 surrogate peptides
representing nine proteins were selected for protein quantification, and a representative peptide with a
strong signal for each protein was selected based on the LC-MRM/MS results (Supplementary Table S4).
In the validation MRM result, comparing 19 responders and five non-responders, the MYH9 could
not be quantified because the heavy-light ratio was below the limit of quantitation. Of the remaining
eight proteins, the three proteins, PHOX2B, SH3BGRL3, and YWHAE, showed significant differences
on baseline and week 1 in responders (Wilcoxon signed-rank test: FDR-adjusted p-value < 0.05)
but not in non-responders (Wilcoxon signed-rank test: FDR-adjusted p-value > 0.05; Figure 4B).
After 1 week, PHOX2B protein levels increased significantly, whereas SH3BGRL3 and YWHAE protein
levels decreased significantly in responders; conversely, the three proteins did not show any significant
changes in non-responders. By contrast, the level of the other five proteins did not differ significantly
in the two groups (Supplementary Figure S4).

3.6. Relationship between Plasma Proteins and Psychiatric Morbidity Survey Scores

Because MADRS score is the standard criterion for determining response to drug administration,
plasma proteins with high positive or negative correlation with MADRS scores indirectly reflect the
efficacy of the drug. Using Spearman’s correlation analysis of 316 quantified proteins, we determined
the significant correlation relationship between the abundance of the 64 identified plasma proteins and
at least one other psychiatric index, such as CGI-S, BDI, HAM-D, CUDOS, and psychological quality
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of life (PsychoQOL) scores by permutation-based analysis (Supplementary Table S5). Each of these
11 proteins, EXT1, PROC, NUCB1, PROS1, LYVE1, F9, ATRN, HRG, FUCA1, CD109 and ANGPTL6,
significantly correlated with two or more of the psychiatric indices (adjusted p-value < 0.05; Figure 5).

Figure 5. Plots showing correlations between the abundance of 11 plasma proteins and psychological indices;
these 11 proteins correlated significantly with two or more of the six indices. Positive and negative
correlation coefficients are colored blue and red, respectively, with the size of the bubble indicating the
minus log10 adjusted p-value, and the dotted circles indicating significant correlation relationships
(adjusted p-value < 0.05).

4. Discussion

In this pilot study, longitudinal analysis with a small sample size (N = 10) may estimate biased
variation and cause inflation of type I error. Statistical techniques using a small sample number have
been developed in psychiatry for circumstances wherein sample collection is not easy [50]. To discuss
this part, we built a GEE model in addition to the LMM model. Compared to LMM, GEE showed
greater statistical validity with a devised variance estimate even in a small number of samples [18].
We applied one of them, the Wang and Long method [51], modified bias-correction and efficiency
improvement. Consequently, we found seven significant proteins for the time/response interaction term
(adjusted p-value < 0.05; Wald test and corrected by SGoF; Supplementary Table S6), overlapping with
five (AHSG, IL6ST, APOD, PHOX2B, and SHBG) of 37 significant proteins found in LMM. Unlike a GEE,
which is a population level-based model and relatively easy to compute, LMM can consider random
effects with technical or biological variation obtained from the whole data, and thus, we considered
the LMM technique more suitable than GEEs [15,50,52].

Regarding protein biomarker candidates, we identified 37 plasma proteins significantly associated
with MDD by the LMM analysis, and these protein biomarkers could be biologically or physiologically
divided into four functional categories through the literature search on PubTabor central [40]. First,
six plasma markers, GC, LCN2, ITIH3, VWF, PHOX2B and YWHAE, were previously reported to
be associated with SSRI efficacy, with the abundances of GC, LCN2, and ITIH3 in plasma samples
associated with response to SSRIs [21,53–55]. Among them, PHOX2B and YWHAE were validated by
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LC-MRM/MS analysis in this study. SSRI stress in human brain cells was reported to be associated
with a PHOX2B transcription factor [56]. The YWHAE genes have been reported to play a significant
role in MDD in the Han Chinese population, with alterations in their protein–protein interactions [57].
The second category is that sex hormones, neurotransmitters, and related proteins have been strongly
associated with depression [58]. In this study, plasma SHBG, which has been previously linked to
depression [59–61], showed the sharpest difference over time between responders and non-responders
(adjusted p-value = 2.70 × 10-3), decreasing gradually with time in responders and increasing
gradually with time in non-responders. We also found that plasma dopamine beta-hydroxylase (DBH)
concentrations increased in responders from 4 to 10 weeks, consistent with low plasma DBH levels
associated with low activity of the noradrenaline system in patients with depression [62–66]. Third,
we found that the plasma proteins GSN and C4B were biomarkers of depression, similar to findings in
previous studies using the same LC-MS platform [67–69]. The level of C4B was significantly higher in
responders than in non-responders and showed a significant change over time. Subsequently, APOD,
PON1, BCHE, and IL6ST were reported to be related to depression, a finding consistent with our
results [21,70–74]. Finally, APOE, CSTD and MMP2 that varied genetically and in mRNA level of
abundance were reported to be associated with depression. We found that the levels of abundance
of two of these proteins, APOE and CSTD, with single nucleotide polymorphisms (SNPs) differed
significantly in responders and non-responders [75–78]. The expression of the MMP2 gene in the brain
was associated with recurrence of depression [55].

Moreover, 11 plasma proteins that strongly correlated with two or more psychiatric indexes were
related with neurological mechanisms and SSRI response. EXT1 was involved in the biosynthesis
of heparan sulfate, which played an important role in the development of the nervous systems
in the brain, and its deletion caused autism-like behavior in mice [79,80]. NUCB1 is known as a
Golgi-resident marker of neurons [81] and interrupts amyloid fibrillation in the brain [82]. PROS1
turned out to be a novel Aβ-responsive protein based on proteome profiling of the hippocampus
in the 5XFAD mouse model [83]. LYVE1 was the upregulated gene expressed in SSRI responders
to non-responders [84], and differential LYVE1 and MHC II expression was used to identify CNS
border-associated macrophages in single cell experiments [85]. ATRN, a neuroprotectant [86], was high
in the SSRI responder in blood proteins. CD109 was higher in the disease group in the plasma proteome
comparison between the psychotic disorder and the normal group [87].

This preliminary retrospective study had several limitations, including its small sample size,
the lack of racial diversity among the study subjects, and the collection of plasma samples at a
single center. Proteomics studies using small specimens are frequent. Typically, 10–50 samples are
used during the preclinical discovery and validation phase, given the analysis of large data sets and
limited timelines [88]. Thus, our results should be considered preliminary findings. All participants
were Korean population, and our results may not be generalizable to other ethnic groups. In addition,
plasma protein abundance may be affected by the plasma preparation method [89,90], but plasma was
rapidly prepared from blood and stored frozen at −80 ◦C to avoid any pre-analytical effect [91–93].
Moreover, alterations in plasma protein abundance may be dependent on the SSRI type and dosage.
In this study, we used samples treated with the same antidepressant (escitalopram) in a relatively
certain range of doses, and this may be a limitation in using the results of this study to predict treatment
responses with other antidepressants. However, this can be considered the strength of this study.
As it is clinically difficult to collect plasma samples using the same type and dose of antidepressants
for patients with major depressive disorders in a prospective design, so far, most studies on protein
biomarkers for antidepressant treatment response have not been able to control the types or doses of
antidepressants [69]. In the view of personalized treatment, predicting whether an individual with
depression will benefit from a particular antidepressant is critical in choosing the right antidepressant;
furthermore, how different types of antidepressants affect plasma proteins should be considered.
In this study, the use of samples treated with the same antidepressant (escitalopram) in a relatively
certain range of doses is considered a strength of this study. A controlled prospective study with a large
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sample size is necessary to establish a clear differential influence of several types of antidepressants
on plasma proteins. Therefore, prospective studies in larger patient cohorts are needed to validate
our findings.

5. Conclusions

To monitor the association between the efficacy of SSRIs and biomarker abundance, plasma samples
were collected for 10 weeks during treatment of patients with MDD. Biomarkers have been identified
through longitudinal measurements of protein concentrations, with some showing significant
correlation with mental disease variables. These findings suggest that the liquid biopsy technique may
solve unmet clinical problems.
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(blue) and non-responders (red) at each sampling time (1, 4, and 10 weeks) and 3 t-SNE parameters of perplexity.
(d) Plasma protein log2 abundances (ng/mL) in the Plasma Proteome Database (bottom) and normalized protein
abundance (right). Figure S2. Changes in responders over time to the amounts of 37 significant proteins belonging
to six clusters, as determined by response/time interaction. Clusters 1 through 6 included 3, 5, 3, 5, 10 and 11 proteins,
respectively. Figure S3. Calibration curves of 15 surrogate peptides relative to nine proteins based on heavy-to-light
extracted ion chromatogram ratio. Figure S4. MRM results of five proteins at T0 vs. T1. Boxplot of five quantified
proteins paired at T0 and T1 in responders and non-responders. Table S1. Demographic and clinical characteristics
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coefficients and adjusted p-values for the relationships between 316 protein abundance and six psychiatric
symptom indices. Table S6. Estimation results in generalized estimation equation.
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Abstract: Preventing the onset of dementia and Alzheimer’s disease (AD), improving the diagnosis,
and slowing the progression of these diseases remain a challenge. The aim of this study was to elucidate
the association between depression and dementia/AD and to identify possible relationships between
these diseases and different sociodemographic and clinical features. In this regard, a case-control
study was conducted in Spain in 2018–2019. The definition of a case was: A person ≥ 65 years old
with dementia and/or AD and a score of 5–7 on the Global Deterioration Scale (GDS). The sample
consisted of 125 controls; among the cases, 96 had dementia and 74 had AD. The predictor variables
were depression, dyslipidemia, type 2 diabetes mellitus, and hypertension. The results showed
that depression, diabetes mellitus, and older age were associated with an increased likelihood of
developing AD, with an Odds Ratio (OR) of 12.9 (95% confidence interval (CI): 4.3–39.9), 2.8 (95% CI:
1.1–7.1) and 1.15 (95% CI: 1.1–1.2), respectively. Those subjects with treated dyslipidemia were less
likely to develop AD (OR 0.47, 95% CI: 0.22–1.1). Therefore, depression and diabetes mellitus increase
the risk of dementia, whereas treated dyslipidemia has been shown to reduce this risk.

Keywords: dementia; Alzheimer’s disease; depression; diabetes mellitus; type 2;
dyslipidemias; hypertension

1. Introduction

In recent decades, population aging has led to an increase in the number of people affected by
cognitive impairment, this becoming a major problem both clinically and socially, especially in Western
countries [1,2]. In this sense, while in 2016 there were 47.5 million people diagnosed with dementia,
in 2050 it is expected to affect more than 135.5 million individuals [3], with Alzheimer’s disease (AD)
and vascular dementia (VD) the most common form of dementia [2,4,5].

However, the big problem with these diseases is not their frequency nor their growth forecasting,
but their late diagnosis. The lack of differentiation between normal processes of cognitive impairment
and disease states, coupled with the characteristic features of dementia—with an appearance that
tends to be insidious and a development that tends to extend over time [6]—makes the first symptoms
of dementia and AD easily go unnoticed [7,8]. Therefore, patients suffering from these diseases are
diagnosed too late, when neurological symptoms are actually noticeable and the disease is already in
very advanced stages [9]. In fact, previous studies point to how AD probably begins decades before the
first symptoms appear [10]. As a result, the identification of risk/prodromal factors becomes essential
to prevent the disease and, especially, to prevent late detection/diagnosis of the disease.
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The association between this disease and many risk factors has been described. Some of them,
such as dyslipidemia, hypertension, or tobacco use, have clear pathophysiological mechanisms because
of their vascular component [11,12]. Nevertheless, this would not be the only association between
dyslipidemia and AD since recent animal studies have shown how hypercholesterolemia may favor
β-amyloid deposits characteristic of AD and therefore be related to neuroinflammation and loss of
neuronal function [13]. However, despite being considered a risk factor for the development of AD,
the pharmacological approach to this cardiovascular risk factor in older people would not prevent
the onset of AD nor slow the course of neurodegenerative disease. This leads us to question the link
described above between dyslipidemia and AD [14,15].

Other risk factors, such as type 2 diabetes mellitus (T2DM), seem to have a bidirectional
relationship with AD, because it involves modifications in vascular function and structure, glucose
metabolism, and insulin signaling, thus contributing to neurodegeneration [16–18]. In fact, both dementia
and T2DM share symptoms, such as inflammation and altered insulin signaling mechanisms [19].
However, the relationship between the metabolism of tau and β-amyloid proteins has not yet been
elucidated [20], so while some authors focus their research on understanding the link between this
accumulation and the existence of other factors, such as amylin (protein co-secreted with insulin),
others analyze whether the accumulation may be part of the diabetic phenotype [21,22].

Finally, others, such as anxiety and depression seem to be related to the appearance of dementia.
However, while recent studies have described anxiety as a risk factor of AD, increasing the risk of
this neurodegenerative disease by up to 50% [23], the exact link between depression and dementia
is unknown and controversial, to the point of not knowing if depression is associated with a future
development of AD and if it could be considered a risk factor for AD, or if, on the contrary, depression
is a consequence of AD [24–26]. It appears that depressive symptoms in older adults with cognitive
impairment may be related to the distinctive amyloid and tau signs of AD [27,28], thus establishing an
association between depressive symptoms and cognitive impairment in older adults [29].

In this sense, the prevailing depressive symptoms among older adults could be considered
modifiers of cognitive performance, but they could also be clinical indicators or early clinical signs and
symptoms of AD [30,31], which would justify a comprehensive management of neuropsychological
functioning in older people diagnosed with depression, regardless of the age of onset and the disease
pattern (self-limiting, incident or persistent).

In this way, prevention of the onset of dementia would involve, first, assessing and adequately
diagnosing this mental disorder and, second, addressing it with appropriate pharmacological and
non-pharmacological treatment [32,33].

In this context, the aim of this study was to elucidate the association between depression
and dementia/AD and to identify possible relationships between these diseases and different
sociodemographic and clinical features.

2. Material and Methods

2.1. Study Design

This is a case-control study developed in four nursing homes and one dementia-specific facility in
each of two urban areas of southern Spain between May 2018 and October 2019.

2.2. Participants and Selection Criteria

The study included a control group, consisting of 125 people without dementia, and a case group
consisting of 96 participants with dementia, of whom 74 subjects had AD. This allowed a double
epidemiological analysis to be carried out: firstly, between the control group (n = 125) and the dementia
case group (n = 96); and secondly, between the control group and the AD case group (n = 74).

To ensure that patients actually had dementia or AD, strict criteria, including severity levels, were
used. The inclusion criteria for participants with dementia were the following:
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• Age ≥ 65 years.
• Medical diagnosis of dementia or AD with a global deterioration scale (GDS) score between

5 and 7 [34]. Patients received diagnosis of dementia if they met DSM-V clinical criteria and
received a diagnosis of probable or possible AD according to NINCDS/ADRDA (National Institute
of Neurological and Communicative Disorders and Stroke/Alzheimer’s Disease and Related
Disorders Association) criteria.

• Being included, at least, for three months in the listings of the dementia process. In the case of the
institution dedicated to the care of patients with Alzheimer’s disease, patients who had used this
service for at least three months were included.

• Being unable to communicate verbally.
• Having a relative or legal representative that could sign the informed consent for the participation

of the patient in the study.

People with AD who had comorbidity with other major clinical neurological illness were excluded.
The inclusion criteria for participants without dementia (controls) were the following:

• Age ≥ 65 years.
• Being able to sign the informed consent for their participation in the study.
• Not presenting with a diagnosis of dementia or AD.

The recruitment of the individuals with dementia was conducted consecutively by the
interventional nurses among the subjects they care for in their health care institution (lists of patients).
The recruitment included all individuals (prevalent and incident cases) found during the study time
in the mentioned settings. The controls were recruited, simultaneously, in the close environment of
participants with dementia and/or in the area of influence of the centers involved in the recruitment
of participants with dementia, among those within the same age range and who were willing to
participate in this study.

The sample size was calculated for a 10% difference in the proportion of subjects presenting with
diabetes mellitus (and 15% and 30% in subjects presenting with dyslipidemia and depression [35],
respectively) in the group of subjects with and without dementia (calculated after a pilot study).
An alpha risk of 5% and a beta risk of 20%, with a ratio of 1:1 and an estimated loss to follow-up of 10%
were considered. The total number of subjects required was 219.

2.3. Study Measures

The main dependent variables were the diagnosis of dementia/AD and the scores of the GDS scale,
whereas the main predictor variables were four chronic conditions related to dementia in previous
studies: medical diagnosis of depression according to DSM-V, dyslipidemia, T2DM, and hypertension.

In addition, other study variables, such as sociodemographic characteristics (sex, age, and place of
residence –rural or urban), were collected from the clinical record. Furthermore, the level of autonomy
in basic activities of daily living was measured using the Barthel index. In this sense, the scales
(GDS and Barthel Index) were administered by the research team at the time of data collection or,
if collected from the medical record, were not more than three months old. The predictor variables
(depression, dyslipidemia, T2DM, and hypertension) and the date of diagnosis of each of them were
collected from the medical record to ensure the antecedents of these conditions.

2.4. Statistical Analysis

IBM SPSS Statistics 22.0 (SPSS/IBM, Chicago, IL, USA) and Epidat version 4.1 (Department of
Sanida, Xunta de Galicia, Galicia, Spain) software was used for statistical and epidemiological treatment
of the data.

Continuous variables were expressed as the mean± standard deviation, while categorical variables
were expressed as the frequency and proportion distribution. The Kolmogorov–Smirnov test with
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Lilliefors correction and graphical representation tests, such as P–P and Q–Q plots, was applied to test
the goodness of fit to a normal distribution of the data.

A Student’s t test was used for variables with a normal distribution (using the Levene test for
variance equality), whereas non-parametric tests, such as the U Mann–Whitney test (independent
samples), were used for variables showing a non-normal distribution and were used for bivariate
analysis. The Z test, chi squared test, and Fisher’s exact test were used whenever necessary for each
contingency tables of categorical variables.

Bivariate and multivariate analyses were performed by binary logistic regression. Goodness-of-fit
tests for the model (2 loglikelihood, goodness-of-fit statistics, Nagelkerke R2, and Hosmer-Lemeshow
test) were calculated to assess the global fit of the model. Exponentiation was used for the b-coefficients
in the regression models to estimate the OR, and the standard error of the b-coefficients was used to
calculate the 95% confidence interval (CI). The confounding effect was analyzed for those variables
of the final model whose statistical significance value was between 0.05 and 0.2. It was considered a
confounding effect when the crude and adjusted Beta coefficient variation was above 10%.

Receiver Operator Characteristic (ROC) curves were constructed, and the Area Under the
Curve (AUC) was calculated to determine which explanatory variables best predicted the onset of
dementia and AD. The diagnostic accuracy indicators, such as sensitivity, specificity, predictive values,
and Youden and Validity Indices were analyzed.

The level of statistical significance was set at p < 0.05, and the confidence intervals were calculated
at a 95% level.

2.5. Limitations

Firstly, it should be noted that no estimation of the incidence or prevalence of the events of interest
(depression and dementia) could be performed because this study lacked a population base.

In addition, the design type involved constraints in establishing the temporary sequence of
possible exposures (depression and others) and effects (dementia and AD, with GDS 5–7), since the
onset (diagnosis) of chronic conditions/diseases is always uncertain.

By including prevalent cases (in addition to incident cases), we may have included the most
surviving cases, so long-term cases may have been overrepresented (“Neyman fallacy”).

For institutionalized older people, one type of selection bias, “Berkson’s bias,” should be considered,
because a selection of cases from a nursing home or dementia-specific facility population could contain
a higher proportion of older people with a secondary disease.

However, as an analytical observational study, the main limitation of this study is the possibility
of confounding factors not covered by the design. However, efforts have been made to reduce the
influence of these confounding factors by using multivariate data analysis techniques.

2.6. Ethical Aspects

The study was conducted in accordance with the precepts included in the Belmont report and the
Helsinki Declaration (updated at the Seoul Assembly in 2008) for biomedical research. All candidates
for entry into the study were informed through a Patient Information Sheet (PIS). Written informed
consents were voluntarily signed by the patients. All participants were allowed to leave the study at
any time. Subject anonymity and data confidentiality were guaranteed at all times. Finally, the study
had the authorization of all participating centers and the permission of the Ethics Committee for
Research of Andalusia (Acta nº 271, ref. 3672, approved on 5 December 2017).
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3. Results

3.1. Sample Characteristics

A total of 221 participants were studied, of whom 168 (76%) were women. The overall mean age
was 79.1 (8.6) years, 95% CI (78–80.3), and the range was 65–100 years. No significant differences in
age between women and men were found.

A total of 48% of the sample were married, and 50% of the group of women were widows. With
regard to institutionalization, 107 persons were admitted to one of two types of geriatric centers
(48.4%), finding no sex differences. The sample consisted of 167 subjects living in an urban area (75.6%)
compared with those living in a rural area.

A total of 96 participants had a diagnosis of dementia, 43.4% with a 95% CI (36.7–50.2) of the
study subjects. Prevalence in women was 45.2% compared to 37.7% in men (p = 0.42). For AD (n = 74),
the overall prevalence in the sample was 33.5% with a 95% CI (27–39.9), higher in women (35.7%) than
in men (26.4%) p = 0.28. Finally, 22 participants were diagnosed with non-AD dementia.

With regard to the level of independence for performing basic daily life activities, the median
Barthel Index score for people with dementia was 10 (max = 80 and min = 0). Consequently,
61.49% showed a total dependency, 31.25% showed a severe dependence, and 7.29% showed a
moderate dependence.

Finally, the prevalence of other relevant clinical entities was: Depression (17.6%), T2DM (18.1%),
hypertension (61.5%). In terms of dyslipidemia, the prevalence was 38.7%, and 74.4% of them were
under treatment with statins. Table 1 shows the characteristics of the sample according to the study
variables and sex.

3.2. Variables Associated with Dementia and AD

A double comparative analysis was carried out between the control group versus the group of
cases with dementia and the group of cases with AD, by means of crude (unadjusted) binary logistic
regression analysis, in order to know which study variables were associated with suffering from
dementia in general, or AD in particular (Table 2).

Based on the results of Table 2, multivariate models were performed by binary logistic regression,
for both dementia and Alzheimer’s disease, including those independent variables with a statistical
significance of p ≤ 0.2 (all variables except sex and hypertension), and considering the parsimony
of modeling (no more than five independent variables). The multivariate models performed were
as follows:

• Model 1: Adjusted for age and depression.
• Model 2: Adjusted for age and dyslipidemias.
• Model 3: Adjusted for age, depression, dyslipidemias, and T2DM.

With regard to dementia, Table 3 shows the adjusted OR results for each explanatory variable in
each of the proposed models. Table 3 shows that the age variable was involved in the three models
with a high statistical significance (p < 0.001), as well as a stable adjusted OR value of approximately
1.16. That is, under equally adjusted variables, for each 1-year increase in the person’s age, the risk of
presenting dementia increases by 16%.
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Table 1. Description of the sample according to sex.

Variable Total n = 221 Women n = 168 Men n = 53 p Value

Age 79.1 (8.6) 79.1 (8.8) 79.1 (7.9) 0.99

Study Group

Cases 96 (43.4%) 76 (45.2%) 20 (37.7%)
0.33

Controls 125 (56.6%) 92 (54.8%) 33 (62.3%)

Marital Status

Single 11 (5%) 9 (5.4%) 2 (3.8%)

<0.05
Married 106 (48%) 71 (42.3%) 35 (66%)

Widowed 99 (44.8%) 84 (50%) 15 (28.3%)

Divorced 5 (2.3%) 4 (2.4%) 1 (1.9%)

Origin of Participants

Health Center 114 (51.6%) 84 (50%) 30 (56.6%)
0.4

Nursing Home 107 (48.4%) 84 (50%) 23 (43.4%)

Living area of the Sample

Urban 167 (75.6%) 124 (73.8%) 43 (81.1%)
0.28

Rural 54 (24.4%) 44 (26.2%) 10 (18.9%)

Clinical Variables

Dementia 96 (43.4%) 76 (45.2%) 20 (37.7%)
0.42

Alzheimer’s Disease 74 (77.1%) 60 (78.9%) 14 (70%)

Vascular Dementia 8 (8.3%) 6 (7.9%) 2 (10%) 0.62

Senile Dementia 1 (1%) 1 (1.3%) -

Primary Dementia 2 (0.9%) 2 (1.2%) -

Mixed Dementia 11 (11.5%) 7 (9.2%) 4 (20%)

Lewy Bodies Dementia - - -

Depression 39 (17.6%) 33 (19.6%) 6 (11.3%) 0.24

Hypertension 136 (61.5%) 105 (62.5%) 31 (58.5%) 0.72

T2DM a 40 (18.1%) 28 (16.7%) 12 (22.6%) 0.43

Dyslipidemia 86 (38.9%) 65 (38.7%) 21 (39.6%) 0.97

Statins (n = 86) 64 (74.4%) 50 (76.9%) 14 (66.7%) 0.51

Diagnosis Time (Years)
Depression (n = 38)

14.7 (5.5) 15.3 (5.6) 11.2 (3.9) 0.09

Diagnosis Time (Years)
Dementia (n = 33)

5.5 (3) 6 (2.9) 2.7 (1.5) <0.05

Difference in Diagnosis Time (Years) 9 (4.2) 9.3 (4.4) 7.4 (2.1) 0.35
a Type 2 diabetes mellitus; - No subject met that condition.

154



Biomedicines 2020, 8, 457

Table 2. Crude logistic regression (unadjusted) for dementia and AD.

Dementia Alzheimer’s Disease

Variable cOR 95% CI p cOR 95% CI p

Age 1.15 (1.1–1.2) <0.001 1.15 (1.1–1.2) <0.001

Sex (Female) 1.4 (0.72–2.6) 0.34 1.5 (0.76–3.1) 0.23

Depression 10.4 (4.1–26.1) <0.001 10.1 (3.9–26.2) <0.001

Hypertension 1.25 (0.73–2.2) 0.41 1.35 (0.74–2.5) 0.33

T2DM 1.6 (0.79–3.1) 0.2 1.8 (0.87–3.7) 0.11

Dyslipidemia 0.52 (0.3–0.9) <0.05 0.47 (0.26–0.88) <0.05

cOR: crude Odds Ratio.

Table 3. Adjusted logistic regression models for dementia and AD outcome variables.

Model/Variables Adjusted OR 95% CI p Value

Dementia

Model 1
Age 1.16 (1.1–1.2) <0.001

Depression 13.6 (4.8–38.7) <0.001
Model 2

Age 1.15 (1.1–1.2) <0.001
Dyslipidemia 0.6 (0.3–1.1) 0.12 *

Model 3
Age 1.16 (1.1–1.2) <0.001

Depression 15.6 (5.3–45) <0.001
Diabetes mellitus 2.6 (1.05–6.3) <0.05

Dyslipidemia 0.54 (0.27–1.1) 0.089 **

AD

Model 1
Age 1.15 (1.1–1.2) <0.001

Depression 11.7 (4–34.6) <0.001
Model 2

Age 1.15 (1.1–1.2) <0.001
Dyslipidemia 0.53 (0.26–1.05) 0.07 ***

Model 3
Age 1.15 (1.1–1.2) <0.001

Depression 12.9 (4.3–39.9) <0.001
Diabetes mellitus 2.8 (1.1–7.1) <0.05

Dyslipidemia 0.47 (0.22–1.1) 0.056 ***

* Confounding effect was tested and did not remain in the final model. ** Confounding effector was tested and
modified 12.5% of the Beta coefficient of the variable Diabetes Mellitus. *** were left in the final model due to their
low p value.

The variable depression was included in models 1 and 3, and it was significantly associated
with the presence of dementia in both models, its adjusted OR ranging between 13.6 (4.8–38.7) in
Model 1 and 15.6 (5.3–45) in Model 3. This means that under equal variables included in the model,
those subjects who suffered an episode of depression presented between 13.6- and 15.6-fold higher
prevalence of dementia than subjects without depression.

The behavior of the dyslipidemia variable was not included in Model 2 (p = 0.12 and
non-confounding effect), but was included in Model 3, obtaining an adjusted OR of 0.54 (0.27–1.1)
p = 0.089, considering it as a confounding variable by causing a variation of the crude-adjusted value of
the beta coefficient of the T2DM variable of 12.5%. This means that, under equal variables included in
the model, those subjects with dyslipidemia have had a 1.85-fold (1/0.54) lower prevalence of dementia
than subjects without dyslipidemia.

155



Biomedicines 2020, 8, 457

Finally, T2DM was associated with dementia, adjusted OR= 2.6 (1.05–6.3) p < 0.05. That is,
under the equal variables of Model 3, subjects with diabetes suffered a 2.6-fold higher prevalence of
dementia than subjects without T2DM.

Regarding AD as a dependent variable (Table 3), the results obtained were similar to those found
in the multivariate models for dementia (partly explained by the collinearity between dementia-AD,
being the latter part of dementia). Variables significantly associated with the outcome variables, as well
as the sign and adjusted OR values, were very similar in dementia and AD models. The dyslipidemia
variable was maintained in Models 2 and 3 due to its small alpha error (p = 0.07 and 0.056, respectively).

3.3. Diagnostic Accuracy of Dementia and AD

Table 4 shows the accuracy (diagnostic accuracy) and the safety and validity indicators of the
multivariate logistic regression models for dementia and AD. For both variables, Model 3 adjusted for
age, depression, dyslipidemia, and T2DM showed the highest goodness of fit (Nagelkerke r2 = 0.48),
i.e., the variables included accounted for 48% of the value of the result variable.

Table 4. Diagnostic accuracy of logistic regression models adjusted for dementia and AD.

Outcome
Variable

Model
Goodness of Fit
(Nagelkerke r2)

Sensitivity Specificity
Youden
Index

PPV NPV
Validity
Index

AUC

Dementia

Model 1 0.45 71.9% 83.2% 0.55 76.7% 79.4% 78.3% 85%

Model 2 0.32 67.7% 82.4% 0.5 74.7% 76.9% 76% 78.9%

Model 3 0.48 77.1% 81.6% 0.59 76.3% 82.3% 79.6% 86%

AD

Model 1 0.43 63.5% 85.6% 0.49 72.3% 79.9% 77.4% 84.2%

Model 2 0.32 64.9% 85.6% 0.5 72.7% 80.5% 77.9% 79.1%

Model 3 0.48 66.2% 83.2% 0.49 70% 80.6% 76.9% 85.8%

Model 3 achieved for dementia an area under the curve of 86% (ROC curves in Figure 1),
a sensitivity of 77.1%, and a specificity of 81.6%, which resulted in a Youden index of 0.59, with a
positive predictive value (PPV) of 76.3% and a negative predictive value (NPV) of 82.3%. The percentage
of correctly classified persons (validity index) was 79.6%.

Model 3 obtained an area under the curve of 85.8% and a diagnostic validity index of 76.9% for
AD. Sensitivity was 66.2%, and specificity was 83.2%, with a Youden index of 0.48. PPV and NPV were
70% and 80.6%, respectively.
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4. Discussion

Recent research, consistent with the results of the present study, indicates that dementia and
depression are diseases with a high prevalence and with a remarkable overlap in their epidemiological
data [36,37].

However, the temporary sequence of this association is controversial. On the one hand, several
authors point out that the presence of late depressive symptoms in older people could be the first
manifestation of dementia, so depression, in this case, would be a prodromal factor of dementia [38,39].
On the other hand, some authors state that people with depression have an increased risk of being
diagnosed with dementia and/or AD in old ages [40,41], results that are consistent with the present
study, where those subjects with a diagnosis of depression had between 13.6 and 15.6 times higher
prevalence of dementia than subjects without depression.

Nevertheless, this association between the two diseases, based on the existing literature, will be
determined by the severity of the depressive symptoms, the recurrence of episodes, the general state of
health of the person, and the presence of depression in adulthood [42–45].

With regard to the latter point, multiple studies indicate that the link between the two diseases
would be limited by the time of onset of depression [46,47]. Therefore, age must be understood as a
factor of great importance in this relationship, even more when thanks to the development of imaging
techniques, it has been possible to compare the causal relationship between these two clinical entities
from the pathophysiological point of view, because in people diagnosed with depression at an old
age, the presence of β-amyloid plaques and accumulation of tau protein in the brain years before the
presentation of dementia have been verified [48,49].

Thus, the onset of these symptoms in old ages can be understood as a prodromal factor, and in
turn, the appearance of early depression can be understood as a risk factor for developing dementia
and/or AD in both early and old ages [50,51].

In addition, the consideration of depressive symptoms as a prodromal factor would be higher in
people diagnosed with dementia with Lewy bodies or VD than in those affected by AD [52,53].

Regarding the pathophysiological link between the two diseases, it appears to be centered on
microglia activation as the basis of the process of cerebral neuroinflammation described in both
diseases [54]. In this sense, the studies developed by Gathel et al., (2019) take on special relevance,
because their objectives were to try to establish a relationship between depressive symptoms, cognition,
and cortical amyloid in community-dwelling older adults [29].

Despite the evident relationship between these diseases, health professionals often treat these two
diseases independently, focusing the treatment of dementia, particularly in the case of AD, on memory
decline and forgetting to include the care of the depressive behavioral symptoms that these patients
present as a key element [55]. This inadequate approach to depression in people with dementia
increases functional and cognitive impairment, especially if the person also suffers from anxiety as it
seems to accentuate the cognitive decline [56], thus intensifying the loss of independence of the person,
and ultimately it is associated with an increase in the institutionalization of these patients [57].

Moreover, beyond depression, and as our results show, older age is a risk factor itself for developing
dementia and/or AD [58,59]. If the other variables are equal, for every 1-year increase in the person’s
age, the risk of developing dementia increases by 16%.

Another of the diseases described in the scientific literature due to its potential relationship with
the development of dementia, and as has been proven in the results of the present study, is T2DM,
which must be understood as a risk factor for dementia [60]. Specifically, the findings of the present
study estimate that those with T2DM experienced 2.6 times higher prevalence of dementia than subjects
without T2DM. However, this decrease in cognitive functions, particularly memory and reasoning,
and therefore the development of dementia seems to depend, according to the existing literature,
on two factors in people with TMD2: The duration of the disease and the glycemic control [61].

In addition, T2DM has also been defined as a risk factor specifically for patients with AD with
depression, because increased serum levels of glycosylated hemoglobin favor a worsening of depressive
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symptoms in patients with AD. This is why adequate control of T2DM, through hygienic-dietary
measures and appropriate pharmacological treatment, can reduce the severity of depression in patients
with this neurodegenerative disease [62].

With regard to the influence of dyslipidemia, and in accordance with our results, it should be
noted that low levels of HDL increase the risk of AD [63], as well as a greater progression of the
disease [64], whereas high serum HDL levels are associated with improved memory function [65].
In this sense, according to Ward et al. (2010), there is a positive relationship between HDL levels and
gray matter volume in the temporal area, and consequently with de cognitive function [66], with this
relationship limited by the fact that HDL contains apolipoprotein E (APOE) [67]. In addition, recent
studies indicate that increased serum LDL levels are associated with higher deposits of β-amyloid
protein in the brain, resulting in increased risk of developing AD [64,68].

However, in addition to the described metabolic relationship between APOE, HDL, and AD,
brain neuroinflammation is a fundamental connection point between dyslipidemia and dementia [69].
Thus, the pharmacological approach to dyslipidemia using drugs, such as statins, could not only reduce
serum lipid levels, a widely recognized function of this treatment, but would help to mitigate the
inflammatory process, thus benefiting all patients with AD, although the progression of this positive
effect over time is still unknown [70,71].

In this regard, some studies suggest that treatment of dyslipidemia with statins decreases the risk
of dementia and AD [72,73], which would support the results of the present study. Similarly, the use
of statins is associated with a decrease in the incidence of all types of dementia, except VD [74].
However, it is not recommended to systematically use statin therapy in all people with dyslipidemia
because of its controversial interference with cognitive function [75,76].

Health professionals will be responsible for discerning which subjects may benefit from the dual
function of this pharmacological treatment because they present other risk factors contributing to the
development of dementia or because they already have cognitive impairment [77,78].

5. Conclusions

Depression should be considered a risk factor for dementia, and especially AD. Moreover, people
with diabetes are at higher risk of dementia than those without this chronic condition, so the appropriate
approach to diabetes could significantly decrease this causal relationship. In addition, properly treated
dyslipidemia may reduce the risk of dementia.

Regarding sociodemographic variables, age appears to be a decisive risk factor, even more relevant
than depression.
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Abstract: Post-stroke depression (PSD) is the most frequent neuropsychiatric consequence of stroke.
The nature of the relationship between PSD and mortality still remains unknown. One hypothesis is
that PSD could be more frequent in those patients who are more vulnerable to physical disability,
a mediator variable for higher level of physical damage related to higher risk of mortality. Therefore,
the authors’ objective was to explore the assumption that PSD increases disability after stroke,
and secondly, that mortality is higher among patients with PSD regardless of stroke severity and other
neuropsychiatric conditions. We included 524 consecutive patients with acute stroke or transient
ischemic attack, who were screened for depression between 7–10 days after stroke onset. Physical
impairment and death were the outcomes measures at evaluation check points three and 12 months
post-stroke. PSD independently increased the level of disability three (OR = 1.94, 95% CI 1.31–2.87,
p = 0.001), and 12 months post-stroke (OR = 1.61, 95% CI 1.14–2.48, p = 0.009). PSD was also an
independent risk factor for death three (OR = 5.68, 95% CI 1.58–20.37, p = 0.008) and 12 months after
stroke (OR = 4.53, 95% CI 2.06–9.94, p = 0.001). Our study shows the negative impact of early PSD on
the level of disability and survival rates during first year after stroke and supports the assumption
that depression may act as an independent mediator for disability leading to death in patients who
are more vulnerable for brain injury.

Keywords: post-stroke depression; disability level; mortality

1. Introduction

Stroke is not only a leading cause of permanent functional disability, but also often causes severe
impairment of mental health. Post-stroke depression (PSD) is the most frequent neuropsychiatric
complication of stroke. In the meta-analysis by Hackett and Pickles [1], the pooled data showed that
depression was present in 31% of stroke survivors at any time up to five-years post stroke, however its
frequency varied across studies from 5% at two to five days after stroke to 84% at three months after
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stroke. Our data on PSD, among Polish patients with stroke, showed that PSD occurs in 54.58% of
patients at the hospital, in 58.51% three months, and in 54.75% 12 months after the stroke [2].

It is important to recognize that depression is not a normal consequence of stroke, and still a lot of
patients with stroke and physical impairment will not develop depression. Depression often coexist
with other neuropsychiatric conditions which also increase the risk of negative prognosis, like apathy,
anxiety, dementia, or delirium, and which often are misdiagnosed with depression. Sorting them out
is essential for both, a correct risk assessment and for proper interventions.

Depressive symptoms occurring early after stroke increase the risk of negative consequences
including death [3]. The rate of mortality among patients with PSD differs at different time points after
stroke, also different risk factors are identified to increase the risk of death in this population [3–5].
Despite the fact that many studies have dealt with PSD, the nature of the relationship between
PSD and mortality remains unknown and requires further analysis in order to draw a convincing
conclusion. Among different hypothesis about the relationship between PSD and mortality one
states that depression could be more frequent in those patients who are more vulnerable to physical
disability [6] and PSD could act as a mediator variable for severe physical damage related to higher risk
of mortality. A better understanding of this association would strengthen the evidence for causality,
improve the therapeutic approach to patients with PSD, and provide prognostic information on
survival. To check this hypothesis, we assumed that PSD negatively influences disability after stroke,
regardless of stroke severity, other neuropsychiatric conditions, and higher mortality among patients
with PSD.

Therefore, the objective of this study was to assess the change in the level of disability over a year
in patients with PSD and their risk of death compared to depression-free patients by controlling other
neuropsychiatric conditions and the severity of stroke.

2. Materials and Methods

This study was conducted as part of a larger prospective study, known as the PROPOLIS
(PRospective Observational POLIsh Study on post-stroke delirium). Testing took place in the stroke
unit at the University Hospital and Outpatient Clinic at the Neurology Department, University
Hospital, Krakow. All procedures performed in this study involving human participants were in
accordance with the ethical standards of the institutional and national research committee and with
the 1964 Helsinki declaration and its later amendments. Informed written consent was provided by
each participant or caregiver. The Local Bioethics Committee of Jagiellonian University approved the
study (KBET/63/B/2014).

2.1. Population and Design

The consecutive patients admitted to the Stroke Unit at the University Hospital in Krakow,
with stroke (ischemic or hemorrhagic) or transient ischemic attack (TIA) met inclusion criteria (Patients
> 18 years of age, admitted within 48 h from the first stroke symptoms, speaking Polish, without serious
communication deficits), were included into this sub-study. All patients had neuroimaging (CT/MRI)
performed on admission. Stroke was defined as a sudden onset of neurological deficit lasting longer
than 24 h. All patients were treated according to standard protocols of international guidelines [7].

Data regarding socio-demographic factors and comorbidities was collected. The Cumulative
Illness Rating Scale (CIRS) was used as a general indicator of health status [8]. The severity of clinical
deficit after stroke was graded by the National Institutes of Health Stroke Scale (NIHSS) [9] and the
disability prior to admission was assessed by the modified Rankin Scale (mRS) [10].

Depression symptoms were assessed between 7 and 10 days after admission with Polish version
of Patient Health Questionnaire-9 (PHQ-9) [11]. This questionnaire queries symptoms present using
4-point Likert scale with item scores ranging from 0 (symptoms not present) to 3 (symptoms present
nearly every day). The score ranges from 0 (no depressive symptoms) to 27 (all symptoms occurring
nearly every day) and can be used to determine depression severity (0–4 indicates no depression,
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5–9 mild depression, 10 to 14 moderate depression, 15–19 moderately severe depression and 20–27
severe depression). PHQ-9 shows good reliability, validity and clinical utility when used in stroke
patients [12]. Patients enrolled in the study completed the questionnaire on their own or with the help
of a psychologist when filling out was impossible or difficult (e.g., the patient could not hold the pen
because of a paresis or had a visual impairment). Depression was diagnosed if the patient received 5
or more points on the PHQ-9 scale [13].

To evaluate post-stroke apathy (PSA), the Apathy Evaluation Scale-C (AES-C) [14] was used. AES is
an 18-item questionnaire with a clinician rated version that was applied in this study. The questions
address patient’s activities, interest in doing things, relationship with others and feelings over the
past two to three weeks. Each item is rated on a 4-point Likert scale with item scoring ranging from
1 (not at all true) to 4 (very true). The total AES-C score ranges from 18 to 72, with higher scores
indicating greater apathy. The AES has good reliability and validity and was frequently used in studies
on post-stroke apathy [14]. Apathy was diagnosed with AES score of ≥ 37 points [15].

Anxiety was measured with Polish adaptation of State Trait Anxiety Inventory (STAI) [16,17],
the 40-item instrument, measuring, respectively, transient and enduring levels of anxiety. The state
scale used in the present study administered as a self-completion questionnaire by the interviewer,
assessed how the patients felt at the moment or in the recent past and how they anticipate their feelings
to be in a specific, hypothetic situation in the future. The STAI scale is scored on four levels of anxiety
intensity from 1 (not at all) to 4 (very much) and with a sum score between 20 and 80. The raw results
are interpreted by referring to a relevant sten scores and then categorized into three levels of anxiety:
low (1–4 sten), moderate (5–6 sten) and high (7–10 sten) [17].

Patients were screened for delirium with the abbreviated version of Confusion Assessment Method
(bCAM) or the Intensive Care Units version (CAM-ICU), specifically in patients with motor aphasia or
those who could not communicate for other reasons [18,19]. The final diagnosis of delirium was based
on both clinical observation and structural assessment. The diagnostic criteria for delirium were based
on the DSM-5 classification [20].

To screen for pre-stroke depression (pre-SD), a member of family/spouse or a close informant
of the patient’s household filled out the Neuropsychiatric Inventory [21]. In addition, patients were
asked about previous treatment for depression, and medical records were checked for antidepressants
among the medications currently taken by the patient.

In order to diagnose patients with pre-stroke dementia, a Polish version of Informant Questionnaire
on Cognitive Decline in the Elderly (IQCODE) was used [22].

2.2. Outcome Assessment

We assessed the following outcome measures: presence of depression between 7–10th day after
admission to the hospital, degree of disability in daily activities and mortality after stroke 3 and
12 months after stroke during the follow-up visit. Patients who did not attend a follow-up visit
were contacted by phone and the information was gathered. A neurologist and a psychologist,
both uninvolved in the baseline assessment of patients, were responsible for data acquisition.

2.3. Statistics

Statistical analysis was performed using Statistica 13.3 software (StatSoft®, Kraków, Poland).
Qualitative variables were compared using the chi-squared test with or without Yates’ correction,
as appropriate. Quantitative values were presented as medians with interquartile ranges (IQRs) and
compared with the Mann-Whitney U test due to non-normal distribution in each case. Correlations were
statistically evaluated using Pearson’s correlation tests and correlation coefficients (r) were obtained.

Associations between PSD (based on the PHQ-9 cut-off point) and 3-month and 12-month mortality
were found using univariate logistic regression models. Predictive values were presented as odds
ratios (ORs) with 95% confidence intervals (CIs). Similarly, associations between PSD and disability
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(increase in mRS of ≥1) were evaluated. Then, multivariate logistic regression models were adjusted for
age, gender, and comorbidities (CIRS score). p-values < 0.05 were considered statistically significant.

3. Results

From 750 patients included into PROPOLIS study 524 filled out the PHQ-9. After three and
12 months after stroke 514 and 487 patients were available for examination, respectively. A flowchart
(Figure 1) and a timeline (Figure 2) show the study design.

 
Figure 1. Study flowchart.

Figure 2. Study timeline.
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When compared to controls, patients with PSD were significantly older, more often females,
less often had left hemispheres stroke and treatment with recombinant tissue plasminogen activator
(rt-PA), suffered from pneumonia, and had higher C-reactive protein (CRP) levels during hospitalization.
Also, they were significantly more physically disabled prior to admission, more often had TIA or stroke
in the past and had more comorbidities at baseline comparisons. Early depression was significantly
more often accompanied by other neuropsychiatric conditions: apathy, anxiety, delirium, and dementia.
Table 1 shows the details.

After three months, 24 patients died, 10 were lost from the follow-up and mRS score was not
obtained in 18 patients. After 12 months, 31 persons died, and another 27 patients were lost from the
follow-up. Patients who were lost from the follow-up did not differ significantly from those analyzed.
Table 2 shows the results.

In the first step, we compared patients with PHQ-9 ≥ 5 points with those who scored 4 or less.
After 3 and 12 months after stroke, PSD was an independent risk factor for death in multivariable
logistic regression analysis. Also, PSD independently increased the level of disability of 1 point on
mRS among patients with PSD three and 12 months post-stroke. Table 3 and Figures 3 and 4 show the
final results.

In the second step, we excluded patients with pre-SD from further analyses. The general
characteristic of patients with PSD and controls, after exclusion of patients with pre-SD, are shown in
Table 4. The final results were very similar to those obtained in first analysis. Only the side of stroke
lost its significance.

In regression analyses, PSD was still an independent variable for mortality and increased level of
disability measured by mRS three and 12 months after stroke. Table 5 shows the results.

Patients that were lost from the follow-up in this sub-analysis did not differ significantly from
analyzed group. Table 6 shows the details.

In the third step, we compared only pre-SD with patients without depression (pre- or post-stroke).
Patients with pre-SD were significantly more often women, had more comorbidities and had higher
level of disability prior to admission. Table 7 shows the details.

Pre-SD increased the level of disability on mRS of 1 point at threeand 12 months post-stroke and
predicted mortality within 12 months after stroke. Table 8 shows the results.

Patients with pre-SD significantly more often had PSD and they also had significantly more severe
depression when compared to other individuals. There was no relationship between NIHSS score and
PHQ-9 score. Tables 9 and 10 show the results.

169



Biomedicines 2020, 8, 509

T
a

b
le

1
.

Ba
se

lin
e

ch
ar

ac
te

ri
st

ic
s

of
pa

ti
en

ts
w

it
ho

ut
an

d
w

it
h

po
st

-s
tr

ok
e

de
pr

es
si

on
in

ho
sp

it
al

.(
A

ll
in

cl
ud

ed
pa

ti
en

ts
).

V
a
ri

a
b

le
D

a
ta

N
o

D
e
p

re
ss

io
n

n
=

2
3
8

(4
5
.4

2
%

)
D

e
p

re
ss

io
n

n
=

2
8
6

(5
4
.5

8
%

)
p-

V
a
lu

e

M
al

e
ge

nd
er

*
52

4
14

3/
23

8
(6

0.
08

)
12

2/
28

6
(4

2.
66

)
<

0.
00

1
A

ge
[y

ea
rs

]*
*

52
4

68
(6

0–
78

)
71

(6
2–

80
)

0.
02

2
H

ig
he

r
ed

uc
at

io
n

*
51

8
49
/2

35
(2

0.
85

)
49
/2

83
(1

7.
31

)
0.

30
6

Le
ng

th
of

ed
uc

at
io

n
[y

ea
rs

]*
*

51
5

11
(1

0–
14

)
11

(1
0–

13
)

0.
12

2
H

em
or

rh
ag

ic
st

ro
ke

*
52

4
12
/2

38
(5

.0
4)

16
/2

86
(5

.5
9)

0.
78

0
TO

A
ST

cl
as

si
fic

at
io

n:
-l

ar
ge

-a
rt

er
y

at
he

ro
sc

le
ro

si
s

*
45

7
27
/2

10
(1

2.
86

)
28
/2

47
(1

1.
34

)
0.

61
8

-c
ar

di
oe

m
bo

lis
m

*
45

7
11
/2

10
(5

.2
4)

15
/2

47
(6

.0
7)

0.
70

1
-s

m
al

l-
ve

ss
el

oc
cl

us
io

n
*

45
7

63
/2

10
(3

0.
00

)
79
/2

47
(3

1.
98

)
0.

64
8

-o
th

er
de

te
rm

in
ed

et
io

lo
gy

*
45

7
10

7/
21

0
(5

0.
95

)
12

2/
24

7
(4

9.
39

)
0.

74
0

-u
nd

et
er

m
in

ed
et

io
lo

gy
*

45
7

2/
21

0
(0

.9
5)

3/
24

7
(1

.2
1)

0.
85

5
Si

de
of

st
ro

ke
:

-r
ig

ht
he

m
is

ph
er

e
*

52
4

93
/2

38
(3

9.
09

)
13

6/
28

6
(4

7.
55

)
0.

05
1

-l
ef

th
em

is
ph

er
e

*
52

4
11

2/
23

8
(4

7.
06

)
10

5/
28

6
(3

6.
71

)
0.

01
7

-p
os

te
ri

or
pa

rt
*

52
4

31
/2

38
(1

3.
03

)
35
/2

86
(1

2.
24

)
0.

78
7

-m
or

e
th

an
on

e
lo

ca
liz

at
io

n
*

52
4

2/
23

8
(0

.8
4)

10
/2

86
(3

.5
0)

0.
08

4
rt

-P
a

tr
ea

tm
en

t*
52

4
68
/2

38
(2

8.
57

)
52
/2

86
(1

8.
18

)
0.

00
7

Th
ro

m
be

ct
om

y
*

52
4

12
/2

38
(5

.0
4)

12
/2

86
(4

.2
0)

0.
64

5
M

ed
ic

al
hi

st
or

y:
-h

yp
er

te
ns

io
n

*
52

4
15

8/
23

8
(6

6.
39

)
20

6/
28

6
(7

2.
03

)
0.

16
3

-d
ia

be
te

s
*

52
4

49
/2

38
(2

0.
59

)
92
/2

86
(3

2.
17

)
0.

00
3

-a
tr

ia
lfi

br
ill

at
io

n
*

52
4

39
/2

38
(1

6.
39

)
54
/2

86
(1

8.
88

)
0.

45
7

-m
yo

ca
rd

ia
li

nf
ra

ct
io

n
*

52
4

33
/2

38
(1

3.
87

)
40
/2

86
(1

3.
99

)
0.

96
8

-P
C

Io
r

C
A

BG
*

52
4

22
/2

38
(9

.2
4)

25
/2

86
(8

.7
4)

0.
84

1
-s

m
ok

in
g—

ev
er

*
52

3
11

8/
23

7
(4

9.
79

)
14

9/
28

6
(5

2.
10

)
0.

59
9

-s
m

ok
in

g—
cu

rr
en

t*
52

3
62
/2

37
(2

6.
16

)
86
/2

86
(3

0.
07

)
0.

32
3

-p
re

vi
ou

s
st

ro
ke

or
TI

A
*

52
2

32
/2

37
(1

3.
50

)
60
/2

85
(2

1.
05

)
0.

02
4

C
IR

S,
to

ta
ls

co
re

**
52

4
7

(5
–1

1)
10

(6
–1

3)
<

0.
00

1
Pn

eu
m

on
ia

*
52

4
8/

23
8

(3
.3

6)
23
/2

86
(8

.0
4)

0.
03

8
U

ri
na

ry
tr

ac
ti

nf
ec

ti
on

s
*

50
5

58
/2

32
(2

5.
00

)
81
/2

73
(2

9.
67

)
0.

24
2

Le
ng

th
of

ho
sp

it
al

st
ay

[d
ay

s]
**

52
4

9
(8

–1
0)

9
(8

–1
1)

0.
32

0
A

ph
as

ia
in

ho
sp

it
al

*
52

4
53
/2

38
(2

2.
27

)
50
/2

86
(1

7.
48

)
0.

17
0

N
eg

le
ct

in
ho

sp
it

al
*

52
4

22
/2

38
(9

.2
4)

34
/2

86
(1

1.
89

)
0.

32
9

V
is

io
n

de
fic

it
s

in
ho

sp
it

al
*

52
4

59
/2

38
(2

4.
79

)
89
/2

86
(3

1.
12

)
0.

10
9

D
el

ir
iu

m
in

ho
sp

it
al

*
52

4
25
/2

38
(1

0.
50

)
66
/2

86
(2

3.
08

)
<

0.
00

1
A

ES
sc

or
e

at
7–

10
th

da
y

in
ho

sp
it

al
**

48
0

29
(2

0–
38

)
34

(2
5–

43
)

<
0.

00
1

ST
A

I-
S

sc
or

e
at

7–
10

th
da

y
in

ho
sp

it
al

**
52

0
32

(2
7–

39
)

42
(3

3–
52

)
<

0.
00

1
ST

A
I-

T
sc

or
e

at
7–

10
th

da
y

in
ho

sp
it

al
**

51
9

35
(3

0–
41

.5
)

47
(4

0–
54

)
<

0.
00

1
N

IH
SS

at
ad

m
is

si
on

**
52

4
4

(2
–8

)
4

(2
–9

)
0.

64
9

Pr
e-

ho
sp

it
al

m
R

S
**

52
4

0
(0

–0
)

0
(0

–1
)

0.
00

2
Pr

e-
ho

sp
it

al
IQ

C
O

D
E

**
43

6
78

(7
8–

79
)

78
(7

8–
83

)
0.

00
7

C
R

P
le

ve
li

n
ho

sp
it

al
[m

g/
l]

**
50

7
3.

82
(1

.6
3–

10
.3

4)
5.

75
(2

.0
4–

18
.6

0)
0.

00
3

*
n

(%
);

**
m

ed
ia

n
(I

Q
R

);
TO

A
ST

—
Tr

ia
l

of
O

rg
10

17
2

in
A

cu
te

St
ro

ke
Tr

ea
tm

en
t;

rt
-P

a—
re

co
m

bi
na

nt
ti

ss
u

e
p

la
sm

in
og

en
ac

ti
va

to
r;

P
C

I—
p

er
cu

ta
ne

ou
s

co
ro

na
ry

in
te

rv
en

ti
on

s;
C

A
B

G
—

co
ro

na
ry

ar
te

ry
by

pa
ss

gr
af

t;
T

IA
—

tr
an

si
en

ti
sc

he
m

ic
at

ta
ck

;C
IR

S—
C

um
ul

at
iv

e
Il

ln
es

s
R

at
in

g
Sc

al
e;

A
E

S—
A

pa
th

y
E

va
lu

at
io

n
Sc

al
e;

ST
A

I—
St

at
e-

Tr
ai

tA
nx

ie
ty

In
ve

nt
or

y
(S

—
st

at
e

sc
al

e,
T—

tr
ai

ts
ca

le
);

N
IH

SS
—

N
at

io
na

lI
ns

tit
ut

es
of

H
ea

lth
St

ro
ke

Sc
al

e;
m

R
S—

M
od

ifi
ed

R
an

ki
n

Sc
al

e;
IQ

C
O

D
E—

In
fo

rm
an

tQ
ue

st
io

nn
ai

re
on

C
og

ni
tiv

e
D

ec
lin

e
in

th
e

El
de

rl
y;

C
R

P—
C

-r
ea

ct
iv

e
pr

ot
ei

n.

170



Biomedicines 2020, 8, 509

T
a

b
le

2
.

C
om

pa
ri

so
n

of
an

al
yz

ed
an

d
lo

st
to

fo
llo

w
-u

p
ca

se
s.

(A
ll

in
cl

ud
ed

pa
ti

en
ts

).

V
a
ri

a
b

le
D

a
ta

A
n

a
ly

z
e
d

C
a
se

s
L

o
st

to
F

o
ll

o
w

-U
p

p-
V

a
lu

e

C
o

m
p

a
ri

so
n

o
f

A
n

a
ly

z
e
d

(n
=

5
1
4
)

a
n

d
L

o
st

to
F

o
ll

o
w

-U
p

(n
=

1
0
)

C
a
se

s
fo

r
3
-M

o
n

th
M

o
rt

a
li

ty

M
al

e
ge

nd
er

*
52

4
25

9/
51

4
(5

0.
39

)
6/

10
(6

0.
00

)
0.

77
7

A
ge

(y
ea

rs
)*

*
52

4
69

(6
1–

79
)

69
.5

(6
2–

77
)

0.
58

1
C

IR
S,

to
ta

ls
co

re
**

52
4

8.
5

(5
–1

2)
7

(5
–1

0)
0.

44
1

N
IH

SS
at

ad
m

is
si

on
**

52
4

4
(2

–9
)

3
(0

–1
0)

0.
42

8
Pr

e-
ho

sp
it

al
m

R
S

**
52

4
0

(0
–0

)
0

(0
–0

)
0.

83
4

C
o

m
p

a
ri

so
n

o
f

A
n

a
ly

z
e
d

(n
=

4
9
6
)

a
n

d
L

o
st

to
F

o
ll

o
w

-U
p

(n
=

2
8
)

C
a
se

s
fo

r
3
-M

o
n

th
m

R
S

M
al

e
ge

nd
er

*
52

4
25

0/
49

6
(5

0.
40

)
15
/2

8
(5

3.
57

)
0.

74
4

A
ge

(y
ea

rs
)*

*
52

4
69

(6
1–

79
)

71
(6

2–
79

.5
)

0.
66

2
C

IR
S,

to
ta

ls
co

re
**

52
4

9
(5

–1
2)

7.
5

(5
–1

1.
5)

0.
37

4
N

IH
SS

at
ad

m
is

si
on

**
52

4
4

(2
–9

)
3

(0
–7

)
0.

11
3

Pr
e-

ho
sp

it
al

m
R

S
**

52
4

0
(0

–0
)

0
(0

–0
.5

)
0.

85
8

C
o

m
p

a
ri

so
n

o
f

A
n

a
ly

z
e
d

(n
=

4
8
7
)

a
n

d
L

o
st

to
F

o
ll

o
w

-U
p

(n
=

3
7
)

C
a
se

s
fo

r
1
2
-M

o
n

th
M

o
rt

a
li

ty
a
n

d
m

R
S

M
al

e
ge

nd
er

*
52

4
24

4/
48

7
(5

0.
10

)
21
/3

7
(5

6.
76

)
0.

43
5

A
ge

(y
ea

rs
)*

*
52

4
69

(6
1–

79
)

71
(6

3–
78

)
0.

63
9

C
IR

S,
to

ta
ls

co
re

**
52

4
9

(5
–1

2)
7

(4
–1

1)
0.

13
0

N
IH

SS
at

ad
m

is
si

on
**

52
4

4
(2

–8
)

4
(2

–1
2)

0.
31

7
Pr

e-
ho

sp
it

al
m

R
S

**
52

4
0

(0
–0

)
0

(0
–0

)
0.

87
1

*
n

(%
);

**
m

ed
ia

n
(I

Q
R

);
C

IR
S—

C
um

ul
at

iv
e

Il
ln

es
s

R
at

in
g

Sc
al

e;
N

IH
SS

—
N

at
io

na
lI

ns
ti

tu
te

s
of

H
ea

lt
h

St
ro

ke
Sc

al
e;

m
R

S—
M

od
ifi

ed
R

an
ki

n
Sc

al
e.

171



Biomedicines 2020, 8, 509

T
a

b
le

3
.

In
flu

en
ce

of
po

st
-s

tr
ok

e
de

pr
es

si
on

on
m

or
ta

lit
y

an
d

di
sa

bi
lit

y
3

an
d

12
m

on
th

s
af

te
r

st
ro

ke
.(

A
ll

in
cl

ud
ed

pa
ti

en
ts

).

In
ci

d
e

n
ce

,
n

(%
)

U
n

iv
a

ri
a

te
L

o
g

is
ti

c
R

e
g

re
ss

io
n

M
o

d
e

l
M

u
lt

iv
a

ri
a

te
L

o
g

is
ti

c
R

e
g

re
ss

io
n

M
o

d
e

l
*

V
a

ri
a

b
le

D
a

ta
N

o
D

e
p

re
ss

io
n

D
e

p
re

ss
io

n
O

R
(9

5
C

I)
p-

V
a

lu
e

O
R

(9
5

C
I)

p-
V

a
lu

e

3
m

o
n

th
s:

M
or

ta
lit

y
51

4
3/

23
4

(1
.2

8)
21
/2

80
(7

.5
0)

6.
24

3
(1

.8
38

–2
1.

20
4)

0.
00

3
5.

68
5

(1
.5

86
–2

0.
37

8)
0.

00
8

In
cr

ea
se

in
m

R
S

of
≥1

49
6

12
1/

22
8

(5
3.

07
)

19
1/

26
8

(7
1.

27
)

2.
19

4
(1

.5
14

–3
.1

79
)

<
0.

00
1

1.
94

4
(1

.3
15

–2
.8

76
)

0.
00

1

1
2

m
o

n
th

s:

M
or

ta
lit

y
48

7
9/

22
0

(4
.0

9)
46
/2

67
(1

7.
23

)
4.

88
0

(2
.3

31
–1

0.
21

6)
<

0.
00

1
4.

53
5

(2
.0

65
–9

.9
64

)
<

0.
00

1

In
cr

ea
se

in
m

R
S

of
≥1

48
7

11
2/

22
0

(5
0.

91
)

17
8/

26
7

(6
6.

67
)

1.
92

9
(1

.3
36

–2
.7

83
)

<
0.

00
1

1.
68

1
(1

.1
41

–2
.4

78
)

0.
00

9

*
ad

ju
st

ed
fo

r
ag

e,
ge

nd
er

an
d

C
IR

S
(C

um
ul

at
iv

e
Il

ln
es

s
R

at
in

g
Sc

al
e)

;m
R

S—
M

od
ifi

ed
R

an
ki

n
Sc

al
e.

172



Biomedicines 2020, 8, 509

T
a

b
le

4
.

Ba
se

lin
e

ch
ar

ac
te

ri
st

ic
s

of
pa

ti
en

ts
w

it
ho

ut
an

d
w

it
h

po
st

-s
tr

ok
e

de
pr

es
si

on
in

ho
sp

it
al

.(
O

nl
y

pa
ti

en
ts

w
it

ho
ut

Pr
e-

St
ro

ke
D

ep
re

ss
io

n)
.

V
a
ri

a
b

le
D

a
ta

N
o

D
e
p

re
ss

io
n

n
=

2
2
3

(4
8
.8

0
%

)
D

e
p

re
ss

io
n

n
=

2
3
4

(5
1
.2

0
%

)
p-

V
a
lu

e

M
al

e
ge

nd
er

*
45

7
13

9/
22

3
(6

2.
33

)
10

4/
23

4
(4

4.
44

)
<

0.
00

1
A

ge
(y

ea
rs

)*
*

45
7

67
(6

0–
78

)
73

(6
2–

80
)

0.
01

1
H

ig
he

r
ed

uc
at

io
n

*
45

1
47
/2

20
(2

1.
36

)
40
/2

31
(1

7.
32

)
0.

27
6

Le
ng

th
of

ed
uc

at
io

n
(y

ea
rs

)*
*

44
9

12
(1

0–
14

)
11

(9
–1

3)
0.

06
4

H
em

or
rh

ag
ic

st
ro

ke
*

45
7

12
/2

23
(5

.3
8)

12
/2

34
(5

.1
3)

0.
90

4
TO

A
ST

cl
as

si
fic

at
io

n:
-l

ar
ge

-a
rt

er
y

at
he

ro
sc

le
ro

si
s

*
39

8
24
/1

97
(1

2.
18

)
22
/2

01
(1

0.
95

)
0.

69
9

-c
ar

di
oe

m
bo

lis
m

*
39

8
11
/1

97
(5

.5
8)

11
/2

01
(5

.4
7)

0.
96

1
-s

m
al

l-
ve

ss
el

oc
cl

us
io

n
*

39
8

59
/1

97
(2

9.
95

)
65
/2

01
(3

2.
34

)
0.

60
7

-o
th

er
de

te
rm

in
ed

et
io

lo
gy

*
39

8
10

1
(5

1.
27

)
10

1/
20

1
(5

0.
25

)
0.

83
9

-u
nd

et
er

m
in

ed
et

io
lo

gy
*

39
8

2/
19

7
(1

.0
2)

2/
20

1
(1

.0
0)

0.
63

0
Si

de
of

st
ro

ke
:

-r
ig

ht
he

m
is

ph
er

e
*

45
7

88
/2

23
(3

9.
46

)
10

8/
23

4
(4

6.
15

)
0.

14
9

-l
ef

th
em

is
ph

er
e

*
45

7
10

2/
22

3
(4

5.
74

)
88
/2

34
(3

7.
61

)
0.

07
9

-p
os

te
ri

or
pa

rt
*

45
7

31
/2

23
(1

3.
90

)
30
/2

34
(1

2.
82

)
0.

73
4

-m
or

e
th

an
on

e
lo

ca
liz

at
io

n
*

45
7

2/
22

3
(0

.9
0)

8/
23

(3
.4

2)
0.

12
8

rt
-P

a
tr

ea
tm

en
t*

45
7

61
/2

23
(2

7.
35

)
41
/2

34
(1

7.
52

)
0.

01
2

Th
ro

m
be

ct
om

y
*

45
7

11
/2

23
(4

.9
3)

9/
23

4
(3

.8
5)

0.
57

0
M

ed
ic

al
hi

st
or

y:
-h

yp
er

te
ns

io
n

*
45

7
14

8/
22

3
(6

6.
37

)
17

2/
23

4
(7

3.
50

)
0.

09
6

-d
ia

be
te

s
*

45
7

44
/2

23
(1

9.
73

)
76
/2

34
(3

2.
48

)
0.

00
2

-a
tr

ia
lfi

br
ill

at
io

n
*

45
7

35
/2

23
(1

5.
70

)
44
/2

34
(1

8.
80

)
0.

38
0

-m
yo

ca
rd

ia
li

nf
ra

ct
io

n
*

45
7

32
/2

23
(1

4.
35

)
32
/2

34
(1

3.
68

)
0.

83
6

-P
C

Io
r

C
A

BG
*

45
7

22
/2

23
(9

.8
7)

20
/2

34
(8

.5
5)

0.
62

6
-s

m
ok

in
g—

ev
er

*
45

6
11

2/
22

2
(5

0.
45

)
11

8/
23

4
(5

0.
43

)
0.

99
6

-s
m

ok
in

g—
cu

rr
en

t*
45

6
59
/2

22
(2

6.
58

)
66
/2

34
(2

8.
21

)
0.

69
7

-p
re

vi
ou

s
st

ro
ke

or
TI

A
*

45
5

30
/2

22
(1

3.
51

)
49
/2

33
(2

1.
03

)
0.

03
6

C
IR

S,
to

ta
ls

co
re

**
45

7
7

(4
–1

1)
9

(6
–1

2)
<

0.
00

1
Pn

eu
m

on
ia

*
45

7
7/

22
3

(3
.1

4)
21
/2

34
(8

.9
7)

0.
00

9
U

ri
na

ry
tr

ac
ti

nf
ec

ti
on

s
*

44
2

52
/2

18
(2

3.
85

)
68
/2

24
(3

0.
36

)
0.

12
4

Le
ng

th
of

ho
sp

it
al

st
ay

[d
ay

s]
**

45
7

9
(8

–1
0)

9
(8

–1
1)

0.
47

2
A

ph
as

ia
in

ho
sp

it
al

*
45

7
48
/2

23
(2

1.
52

)
40
/2

34
(1

7.
09

)
0.

23
0

N
eg

le
ct

in
ho

sp
it

al
*

45
7

20
/2

23
(8

.9
7)

28
/2

34
(1

1.
97

)
0.

29
6

V
is

io
n

de
fic

it
s

in
ho

sp
it

al
*

45
7

53
/2

23
(2

3.
77

)
71
/2

34
(3

0.
34

)
0.

11
4

D
el

ir
iu

m
in

ho
sp

it
al

*
45

7
20
/2

23
(8

.9
7)

53
/2

34
(2

2.
65

)
<

0.
00

1
A

ES
sc

or
e

at
7–

10
th

da
y

in
ho

sp
it

al
**

41
1

28
(2

0–
36

)
32

.5
(2

4–
42

)
<

0.
00

1
ST

A
I-

S
sc

or
e

at
7–

10
th

da
y

in
ho

sp
it

al
**

45
3

31
(2

7–
39

)
41

(3
2–

51
)

<
0.

00
1

ST
A

I-
T

sc
or

e
at

7–
10

th
da

y
in

ho
sp

it
al

**
45

2
35

(3
0–

41
)

45
(3

9–
53

)
<

0.
00

1
N

IH
SS

at
ad

m
is

si
on

**
45

7
4

(2
–7

)
4

(2
–9

)
0.

67
3

Pr
e-

ho
sp

it
al

m
R

S
**

45
7

0
(0

–0
)

0
(0

–1
)

0.
00

3
Pr

e-
ho

sp
it

al
IQ

C
O

D
E

**
37

7
78

(7
8–

79
)

78
(7

8–
81

)
0.

01
9

C
R

P
le

ve
li

n
ho

sp
it

al
[m

g/
L]

**
44

2
3.

74
(1

.5
9–

10
.7

7)
5.

44
(1

.9
7–

17
.2

5)
0.

01
0

*
n

(%
);

**
m

ed
ia

n
(I

Q
R

);
TO

A
ST

—
Tr

ia
l

of
O

rg
10

17
2

in
A

cu
te

St
ro

ke
Tr

ea
tm

en
t;

rt
-P

a—
re

co
m

bi
na

nt
ti

ss
u

e
p

la
sm

in
og

en
ac

ti
va

to
r;

P
C

I—
p

er
cu

ta
ne

ou
s

co
ro

na
ry

in
te

rv
en

ti
on

s;
C

A
B

G
—

co
ro

na
ry

ar
te

ry
by

pa
ss

gr
af

t;
T

IA
—

tr
an

si
en

ti
sc

he
m

ic
at

ta
ck

;C
IR

S—
C

um
ul

at
iv

e
Il

ln
es

s
R

at
in

g
Sc

al
e;

A
E

S—
A

pa
th

y
E

va
lu

at
io

n
Sc

al
e;

ST
A

I—
St

at
e-

Tr
ai

tA
nx

ie
ty

In
ve

nt
or

y
(S

—
st

at
e

sc
al

e,
T—

tr
ai

ts
ca

le
);

N
IH

SS
—

N
at

io
na

lI
ns

tit
ut

es
of

H
ea

lth
St

ro
ke

Sc
al

e;
m

R
S—

M
od

ifi
ed

R
an

ki
n

Sc
al

e;
IQ

C
O

D
E—

In
fo

rm
an

tQ
ue

st
io

nn
ai

re
on

C
og

ni
tiv

e
D

ec
lin

e
in

th
e

El
de

rl
y;

C
R

P—
C

-r
ea

ct
iv

e
pr

ot
ei

n.

173



Biomedicines 2020, 8, 509

T
a

b
le

5
.

In
flu

en
ce

of
po

st
-s

tr
ok

e
de

pr
es

si
on

on
m

or
ta

lit
y

an
d

di
sa

bi
lit

y
3

an
d

12
m

on
th

s
af

te
r

st
ro

ke
.(

O
nl

y
pa

ti
en

ts
w

it
ho

ut
Pr

e-
st

ro
ke

de
pr

es
si

on
).

In
ci

d
e

n
ce

,
n

(%
)

U
n

iv
a

ri
a

te
L

o
g

is
ti

c
R

e
g

re
ss

io
n

M
o

d
e

l
M

u
lt

iv
a

ri
a

te
L

o
g

is
ti

c
R

e
g

re
ss

io
n

M
o

d
e

l
*

V
a

ri
a

b
le

D
a

ta
N

o
D

e
p

re
ss

io
n

D
e

p
re

ss
io

n
O

R
(9

5
C

I)
p-

V
a

lu
e

O
R

(9
5

C
I)

p-
V

a
lu

e

3
m

o
n

th
s:

M
or

ta
lit

y
44

8
3/

21
9

(1
.3

7)
14
/2

29
(6

.1
1)

4.
68

8
(1

.3
28

–1
6.

54
8)

0.
01

6
4.

44
7

(1
.1

84
–1

6.
70

7)
0.

02
7

In
cr

ea
se

in
m

R
S

of
≥1

43
2

10
9/

21
3

(5
1.

17
)

15
1/

21
9

(6
8.

95
)

2.
11

9
(1

.4
31

–3
.1

37
)

<
0.

00
1

1.
85

6
(1

.2
27

–2
.8

06
)

0.
00

3

1
2

m
o

n
th

s:

M
or

ta
lit

y
42

5
9/

20
8

(4
.3

3)
33
/2

17
(1

5.
21

)
3.

96
6

(1
.8

47
–8

.5
12

)
<

0.
00

1
3.

71
2

(1
.6

44
–8

.3
81

)
0.

00
2

In
cr

ea
se

in
m

R
S

of
≥1

42
5

10
4/

20
8

(5
0.

00
)

14
0/

21
7

(6
4.

52
)

1.
81

8
(1

.2
32

–2
.6

82
)

0.
00

3
1.

58
8

(1
.0

56
–2

.3
87

)
0.

02
6

*
ad

ju
st

ed
fo

r
ag

e,
ge

nd
er

an
d

C
IR

S
(C

um
ul

at
iv

e
Il

ln
es

s
R

at
in

g
Sc

al
e)

;m
R

S—
M

od
ifi

ed
R

an
ki

n
Sc

al
e.

174



Biomedicines 2020, 8, 509

T
a

b
le

6
.

C
om

pa
ri

so
n

of
an

al
yz

ed
an

d
lo

st
to

fo
llo

w
-u

p
ca

se
s.

(O
nl

y
pa

ti
en

ts
w

it
ho

ut
Pr

e-
St

ro
ke

D
ep

re
ss

io
n)

.

V
a
ri

a
b

le
D

a
ta

A
n

a
ly

z
e
d

C
a
se

s
L

o
st

to
F

o
ll

o
w

-U
p

p-
V

a
lu

e

C
o

m
p

a
ri

so
n

o
f

A
n

a
ly

z
e
d

(n
=

4
4
8
)

a
n

d
L

o
st

to
F

o
ll

o
w

-U
p

(n
=

9
)

C
a
se

s
fo

r
3
-M

o
n

th
M

o
rt

a
li

ty

M
al

e
ge

nd
er

*
45

7
23

7/
44

8
(5

2.
90

)
5/

9
(6

6.
67

)
0.

62
9

A
ge

(y
ea

rs
)*

*
45

7
69

.5
(6

1–
79

)
68

(6
2–

71
)

0.
36

6
C

IR
S,

to
ta

ls
co

re
**

45
7

8
(5

–1
2)

6
(5

–1
0)

0.
27

6
N

IH
SS

at
ad

m
is

si
on

**
45

7
4

(2
–8

)
3

(0
–1

0)
0.

49
6

Pr
e-

ho
sp

it
al

m
R

S
**

45
7

0
(0

–0
)

0
(0

–0
)

0.
99

1

C
o

m
p

a
ri

so
n

o
f

A
n

a
ly

z
e
d

(n
=

4
3
2
)

a
n

d
L

o
st

to
F

o
ll

o
w

-U
p

(n
=

2
5
)

C
a
se

s
fo

r
3
-M

o
n

th
m

R
S

M
al

e
ge

nd
er

*
45

7
22

9/
43

2
(5

3.
01

)
14
/2

5
(5

6.
00

)
0.

77
1

A
ge

(y
ea

rs
)*

*
45

7
69

(6
1–

79
)

71
(6

2–
78

)
0.

90
9

C
IR

S,
to

ta
ls

co
re

**
45

7
8

(5
–1

2)
6

(5
–1

0)
0.

27
8

N
IH

SS
at

ad
m

is
si

on
**

45
7

4
(2

–8
)

3
(0

–7
)

0.
21

6
Pr

e-
ho

sp
it

al
m

R
S

**
45

7
0

(0
–0

)
0

(0
–1

)
0.

57
3

C
o

m
p

a
ri

so
n

o
f

A
n

a
ly

z
e
d

(n
=

4
2
5
)

a
n

d
L

o
st

to
F

o
ll

o
w

-U
p

(n
=

3
2
)

C
a
se

s
fo

r
1
2
-M

o
n

th
M

o
rt

a
li

ty
a
n

d
m

R
S

M
al

e
ge

nd
er

*
45

7
22

3/
42

5
(5

2.
47

)
20
/3

2
(6

2.
50

)
0.

27
3

A
ge

(y
ea

rs
)*

*
45

7
69

(6
1–

79
)

69
.5

(6
2–

78
)

0.
87

4
C

IR
S,

to
ta

ls
co

re
**

45
7

8
(5

–1
2)

7
(3

–1
1)

0.
12

2
N

IH
SS

at
ad

m
is

si
on

**
45

7
4

(2
–8

)
4

(2
–1

2)
0.

36
4

Pr
e-

ho
sp

it
al

m
R

S
**

45
7

0
(0

–0
)

0
(0

–0
)

0.
57

5

*
n

(%
);

**
m

ed
ia

n
(I

Q
R

);
C

IR
S—

C
um

ul
at

iv
e

Il
ln

es
s

R
at

in
g

Sc
al

e;
N

IH
SS

—
N

at
io

na
lI

ns
ti

tu
te

s
of

H
ea

lt
h

St
ro

ke
Sc

al
e;

m
R

S—
M

od
ifi

ed
R

an
ki

n
Sc

al
e.

T
a

b
le

7
.

Ba
se

lin
e

ch
ar

ac
te

ri
st

ic
s

of
pa

ti
en

ts
w

it
ho

ut
de

pr
es

si
on

an
d

w
it

h
pr

e-
st

ro
ke

de
pr

es
si

on
.

V
a

ri
a

b
le

D
a

ta
N

o
D

e
p

re
ss

io
n

n
=

2
2

3
(7

9
.0

8
%

)
P

re
-S

tr
o

k
e

D
e

p
re

ss
io

n
n
=

5
9

(2
0

.9
2

%
)

p-
V

a
lu

e

M
al

e
ge

nd
er

*
28

2
13

9/
22

3
(6

2.
33

)
20
/5

9
(3

3.
90

)
<

0.
00

1
A

ge
(y

ea
rs

)*
*

28
2

67
(6

0–
78

)
68

(6
1–

79
)

0.
30

2
Pr

ev
io

us
st

ro
ke

or
TI

A
*

28
1

30
/2

22
(1

3.
51

)
13
/5

9
(2

2.
03

)
0.

10
6

C
IR

S,
to

ta
ls

co
re

**
28

2
7

(4
–1

1)
11

(6
–1

5)
<

0.
00

1
N

IH
SS

at
ad

m
is

si
on

**
28

2
4

(2
–7

)
5

(2
–1

1)
0.

26
4

Pr
e-

ho
sp

it
al

m
R

S
**

28
2

0
(0

–0
)

0
(0

–1
)

0.
03

4

*
n

(%
);

**
m

ed
ia

n
(I

Q
R

);
TI

A
—

tr
an

si
en

ti
sc

he
m

ic
at

ta
ck

;C
IR

S—
C

um
ul

at
iv

e
Il

ln
es

s
R

at
in

g
Sc

al
e;

N
IH

SS
—

N
at

io
na

l.
In

st
it

ut
es

of
H

ea
lt

h
St

ro
ke

Sc
al

e;
m

R
S—

M
od

ifi
ed

R
an

ki
n

Sc
al

e.

175



Biomedicines 2020, 8, 509

T
a

b
le

8
.

In
flu

en
ce

of
pr

e-
st

ro
ke

de
pr

es
si

on
on

m
or

ta
lit

y
an

d
di

sa
bi

lit
y

3
an

d
12

m
on

th
s

af
te

r
st

ro
ke

.

In
ci

d
e

n
ce

,
n

(%
)

U
n

iv
a

ri
a

te
L

o
g

is
ti

c
R

e
g

re
ss

io
n

M
o

d
e

l
M

u
lt

iv
a

ri
a

te
L

o
g

is
ti

c
R

e
g

re
ss

io
n

M
o

d
e

l
*

V
a

ri
a

b
le

D
a

ta
N

o
D

e
p

re
ss

io
n

P
re

-S
tr

o
k

e
D

e
p

re
ss

io
n

O
R

(9
5

C
I)

p-
V

a
lu

e
O

R
(9

5
C

I)
p-

V
a

lu
e

3
m

o
n

th
s:

M
or

ta
lit

y
27

7
3/

21
9

(1
.3

7)
6/

58
(1

0.
34

)
8.

30
8

(2
.0

11
–3

4.
32

2)
0.

00
3

2.
41

4
(0

.3
76

–1
5.

49
7)

0.
35

3

In
cr

ea
se

in
m

R
S

of
≥1

27
0

10
9/

21
3

(5
1.

17
)

47
/5

7
(8

2.
46

)
4.

48
4

(2
.1

53
–9

.3
38

)
<

0.
00

1
3.

96
5

(1
.8

26
–8

.6
10

)
<

0.
00

1

1
2

m
o

n
th

s:

M
or

ta
lit

y
26

4
9/

20
8

(4
.3

3)
12
/5

6
(2

1.
43

)
6.

03
0

(2
.3

94
–1

5.
19

1)
<

0.
00

1
3.

40
6

(1
.0

64
–1

0.
90

4)
0.

03
9

In
cr

ea
se

in
m

R
S

of
≥1

26
4

10
4/

20
8

(5
0.

00
)

42
/5

6
(7

5.
00

)
3.

00
0

(1
.5

46
–5

.8
23

)
0.

00
1

2.
39

5
(1

.1
71

–4
.8

97
)

0.
01

7

*
ad

ju
st

ed
fo

r
ag

e,
ge

nd
er

an
d

C
IR

S
(C

um
ul

at
iv

e
Il

ln
es

s
R

at
in

g
Sc

al
e)

;m
R

S—
M

od
ifi

ed
R

an
ki

n
Sc

al
e.

T
a

b
le

9
.

A
ss

oc
ia

ti
on

of
in

ci
de

nc
e

of
pr

e-
st

ro
ke

de
pr

es
si

on
w

it
h

po
st

-s
tr

ok
e

de
pr

es
si

on
an

d
m

ed
ia

n
PH

Q
-9

sc
or

e.

V
a

ri
a

b
le

D
a

ta
P

re
-S

tr
o

k
e

D
e

p
re

ss
io

n
n
=

5
9

(2
0

.9
2

%
)

N
o

P
re

-S
tr

o
k

e
D

e
p

re
ss

io
n

n
=

4
5

7
(8

8
.5

7
%

)
p-

V
a

lu
e

Po
st

-s
tr

ok
e

de
pr

es
si

on
*

51
6

48
/5

9
(8

1.
36

)
23

4/
45

7
(5

1.
20

)
<

0.
00

1
PH

Q
-9

sc
or

e
**

51
6

9
(6

–1
2)

5
(2

–9
)

<
0.

00
1

*
n

(%
);

**
m

ed
ia

n
(I

Q
R

);
PH

Q
-9

—
Th

e
Pa

ti
en

tH
ea

lt
h

Q
ue

st
io

nn
ai

re
-9

.

176



Biomedicines 2020, 8, 509

Table 10. Correlations between NIHSS and PHQ-9 at the hospital.

Group Data Pearson’s Correlation Coefficient (r) p-Value

All patients 524 −0.0128 0.770
Pre-stroke depression excluded 457 −0.0384 0.413

NIHSS—National Institutes of Health Stroke Scale; PHQ-9—The Patient Health Questionnaire-9.

Figure 3. A pie chart presenting the influence of post-stroke depression on mortality.

Figure 4. A pie chart presenting the influence of post-stroke depression on disability.
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4. Discussion

In our cohort, depression was diagnosed in 54.58% of patients between seven and 10 days
after stroke. Patients who developed depressive symptoms in acute phase of stroke had about six
times higher risk of death three months after stroke and nearly 4.5 times higher risk after 12 months,
when compared to patients without depression. PSD negatively influenced level of disability and
mortality rate at three and 12 months after stroke. Both outcomes were independent from stroke
severity and concomitant neuropsychiatric conditions.

Other studies have also reported an association between PSD and mortality after stroke. In study by
Williams et al. [23], among total of 51,119 patients hospitalized with an ischemic stroke, those diagnosed
with PSD had a higher three-year mortality risk, even despite being younger and having fewer chronic
conditions. Previous meta-analysis [4–6], also showed that mortality was an independent outcome of
depression after stroke and patients with early PSD had a risk of death about 1.5 higher as compared
with non-depressed individuals, considering both short- and long-term mortality. In a study by
Razmara et al. [24], the combination of depression and stroke was associated with all—cause mortality,
with the highest risk of death in those aged 65–74 years. Patients with depressive symptoms were
about 35 times more likely to die when compared to stroke survivors without depression.

Our study found that PSD increases the level of disability both three and 12 months after stroke.
In earlier studies [25,26], depressed patients have been found more dependent in activities of daily
living at three and 15-month follow-up than patients without depression. Paolucci et al. [27] estimated
that PSD is a relevant factor that is responsible for about 15% of the increased disability observed in
post—stroke depressive patient.

As was shown, pre-SD was associated with higher stroke morbidity and mortality [28]. In our
cohort, pre-SD was independently related to increased mortality 12 months post-stroke but not three
months. The number of patients with pre-SD was small which can explain this lack of association for
the three-month observation.

Pre-SD, which is due to many factors, e.g., social, degenerative, or vascular, also negatively
influenced the level of disability both three and 12 months after stroke. Results of this study suggest,
that regardless of etiology, depression increases negative outcomes after stroke.

The association between stroke and depression is well established as well as between stroke
and poor functional outcome. The connecting factor between depression, physical impairment,
and mortality in patients with stroke can be brain-derived neurotrophic factor (BDNF), a member of
the neurotrophin family, involved in neuronal development, differentiation, and survival.

There is a general agreement that etiology of mood disorders is multifactorial. Hypotheses
about the participation and interrelationship of down regulation of neurotrophins, inflammation,
hypothalamic-pituitary-adrenal axis hyperactivity and stress in pathophysiology of depression have
an important support in literature [29].

Recent findings have reported that BDNF is a key regulator in the neuro-immune axis regulation,
but its potential mechanism in depression remains unclear [30]. Lower BDNF levels were found to be
a significant risk factor for PSD [31] as well as in clinically depressed individuals [32]. BDNF could
intermediate between depression and the level of disability after stroke. Stroke activates microglia,
which are brain guards and the first non-neuronal cells to respond to various acute brain injuries [33].
An inflammatory state can contribute to the development and progression of depression pathology,
influencing alterations of the neuroplasticity caused by reduced BDNF expression, activity, and affinity
to a receptor [30,34,35]. Moreover, BDNF levels are mediated by physical exercise enhancing its levels
in the brain [36]. Activity-driven increases in BDNF have also been shown to promote motor recovery
after stroke [37]. Physical rehabilitation may be impaired by depressions, and depressed patients are
less likely to exercise what lowers the level of BDNF and intensify functional impairment. For the time
being, there is not enough evidence of a definitive link between BDNF and depression, disability and
mortality, and their potential interrelationships need to be confirmed in future studies.
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Immunological mechanisms, as mentioned, are implicated in the pathogenesis of depressive
symptoms. C-reactive protein is the inflammatory biomarker, an acute phase protein that increases in
level during the acute phase of inflammation. Patients with depression exhibit increased peripheral
blood concentrations of CRP [38,39]. Elevated CRP along with other peripheral blood markers
of inflammation have been found to predict development of depression [40] and resistance to
antidepressant therapy [41]. A few studies have examined the relationship between circulating CRP
and risk of post-stroke depression with conflicting results [42–44]. In the previous sub-study, we found
that this association was significant for depression diagnosed during hospitalization, but there was no
association between depression diagnosed three months post-stroke and CRP levels [45]. Interestingly,
in this present, much larger study, patients with depression, diagnosed at the hospital, had significantly
higher level of CRP than dementia-free patients, thus supporting the hypothesis of the role of
immunological mechanisms in development of depressive symptoms.

In the pathophysiology of depression, a dysregulated kynurenine pathway has also been implicated.
In this pathway, tryptophan is broken down into kynurenine and then to neurotoxic quinolinic acid and
decreases the availability of tryptophan for serotonin synthesis. The altered levels of kynurenines have
been implicated in psychiatric [46] and neurodegenerative diseases [47]. Preliminary data from one
small study among patients with stroke also suggest that the kynurenine pathway may be implicated
in PSD and disability [48]. Kynurenic acid seems to be useful not only in process of diagnosis but also
in prediction of the treatment response [49].

Research shows that inflammation is an important, multi-directional factor in the etiology of
depression, but further research is still needed on its role in diagnosing depression, guiding decision
making on clinical treatment and monitoring the course of the disease and the risk of its relapse.

Strengths and Weaknesses of the Study

The first step in arriving at a correct diagnosis of mental health problems is to distinguish
depression from other psychiatric syndromes that can cause confusion, such as delirium, dementia,
apathy, or anxiety. Evaluating different mental problems concurrently is also important to distinguish
between the right diagnoses, given the overlap between them. Careful and broad evaluation of mental
health problems at the hospital is a strong side of PROPOLIS.

Prior psychiatric illness can influence mental status post-stroke, i.e., represents either recurrence
or continuation of a preexisting psychiatric illness. Therefore, in PROPOLIS, we carefully screened for
neuro-psychiatric conditions including depression, dementia, delirium, anxiety, and apathy pre-stroke.

This study had prospective design and included a large number of patients at the baseline,
which helped to sustain a reasonably large number of patients during all follow-ups. Patients that
were lost in the follow-up didn’t differ significantly from those followed-up.

A variety of raters; neurologist and psychologist assessed patients at baseline and during follow-up
visits. This is considered as the strength of this study, because follow-up raters were blind for the
patients’ previous performance and behavior. On the other hand, patients who are more familiar to
assessors are more willing to ask for help if they have problems with understanding the questions
from the questionnaire and therefore provide more adequate answers. Therefore, a variety of raters
can be also considered as a weakness of the study.

Some limitations of our study and bias inducers should also be addressed. Firstly, the PROPOLIS
was designed to determine frequency, predictors, and clinical consequences of post-stroke delirium.
Depressive symptoms were considered as a secondary endpoint of the study. Secondly, we used
questionnaires to describe symptoms of depression, since using interviews with mental health
professional was not feasible. Thirdly, the first evaluation for depressive disorders took place before the
14th day after stroke, which may have overestimated the prevalence of depression in the acute phase of
stroke. Fourthly, during the follow-up visits, we observed, most depressed patients did not have formal
diagnosis of depression and were not treated, but data on the treatment with antidepressants were not
collected during the follow-ups. Because treatment with antidepressants might influence the study
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outcome, this is considered as a limitation. Fifth, as this was a single center study, the generalizability
of our results may be limited.

5. Conclusions

Depression can act as a mediator variable for a higher disability level and mortality in patients
more vulnerable to brain injury, independently of other neuropsychiatric mental health problems.

A high prevalence of depression after stroke should stress the need for future research exploring
its possible pathomechanism and testing, if an early management of depression may change life
expectancy after stroke and improve the outcome, even if functional deficits remain.
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Abstract: Alzheimer’s disease (AD) is the most common type of dementia, and depression is a risk
factor for developing AD. Epidemiological studies provide a clinical correlation between late-life
depression (LLD) and AD. Depression patients generally remit with no residual symptoms, but
LLD patients demonstrate residual cognitive impairment. Due to the lack of effective treatments,
understanding how risk factors affect the course of AD is essential to manage AD. Advances in
neuroimaging, including resting-state functional MRI (fMRI), have been used to address neural
systems that contribute to clinical symptoms and functional changes across various psychiatric
disorders. Resting-state fMRI studies have contributed to understanding each of the two diseases,
but the link between LLD and AD has not been fully elucidated. This review focuses on three
crucial and well-established networks in AD and LLD and discusses the impacts on cognitive decline,
clinical symptoms, and prognosis. Three networks are the (1) default mode network, (2) executive
control network, and (3) salience network. The multiple properties emphasized here, relevant for the
hypothesis of the linkage between LLD and AD, will be further developed by ongoing future studies.

Keywords: depression; late-life depression; dementia; Alzheimer’s disease; neuroimaging; resting-
state functional magnetic resonance imaging; default mode network; executive control network;
salience network

1. Introduction

Dementia, one of the most common neurodegenerative disorders, is a devastating
illness characterized by significant cognitive decline that induces interference in daily life
and behavioral disturbances [1]. Alzheimer’s disease (AD) is the most common dementia
type, with worldwide patients expected to increase from 82 million in 2030 to 152 million in
2050 [2]. One in every 2–3 people over the age of 85 will develop AD-related dementia [3],
and most AD patients experience mild cognitive impairment (MCI), which is the preclinical
status of dementia with modest cognitive decline without dysfunction in daily life [4,5].
Several studies have established that the accumulation of amyloid β, hyperphosphorylation
of tau proteins, and neuroinflammation affect the neurodegeneration seen in AD [6,7].
However, there is no effective drug for both delaying onset and restoring cognitive function.
Therefore, delaying disease onset or progression could provide a significant reduction in the
social and economic burden of these diseases [8]. For delaying or preventing AD, previous
studies have found several modifiable risk factors, including diet, midlife hypertension,
type 2 diabetes mellitus, smoking, cognitive/physical inactivity, traumatic brain injury,
and depression [9–11].

Depression is the most prevalent coexisting noncognitive feature that occurs along
with cognitive deficits and is associated with neurodegenerative disorders and cognitive
decline [12–14]. Because a major depressive disorder (MDD) is a heterogeneous diagnostic
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category that features differences in symptom profiles, comorbidities, and the course of
disease [15,16], late-life depression (LLD) with an age of depression onset over 60 years
has received a great deal of attention [17,18]. Moreover, the global number of individuals
with LLD has increased by 27.1% from 2007 to 2017 [19]. Therefore, elucidating the link
between the two disorders will help doctors and families understand and manage AD.
Epidemiologic data have shown that LLD increases the risk of AD [20,21], and LLD is a
risk factor that affects the progression of dementia from the normal cognition to MCI and
from MCI to dementia [12,21–23]. Additionally, the risk of conversion from MCI to AD
may vary due to the symptom severity of LLD or its successful treatment [24]. Individuals
with LLD and high amyloid β levels exhibited a shortened conversion time than those
without depression and with high amyloid β levels [25,26]. Altered levels and metabolism
of amyloid β seen in AD were also reported in individuals with LLD [27]. Although
these findings support previously suggested mechanisms that connect depression and
dementia [28], a previous systematic review pointed out that these results are not consistent
with other studies [29]. This discrepancy may be due to the study population differences
or methodologic differences between the various studies [30]. Therefore, it is necessary to
subdivide the study population and conduct research associated with more specific criteria.

Cognitive impairments in individuals with depression have been consistently reported
in meta-analyses and reviews [31–34]. Based on these results, difficulties with concen-
tration and making decisions have been described as part of major depressive disorder
(MDD) [1]. Cognitive impairments in MDD were reported across most domains [35,36].
These cognitive impairments in MDD patients are usually normalized after remission of
the MDD [35,36]. However, studies using a comprehensive neuropsychological battery
have reported that cognitive impairment in remitted LLD patients persisted in executive
function and episodic memory compared to healthy controls [37–39]. In addition, a longitu-
dinal study has reported that LLD patients exhibit a significant decline in all domains, and
three-month remitters also exhibited a significant decline in verbal fluency and executive
function [17], suggesting that certain aspects of executive functioning are associated with
the traits of LLD. Although other studies reported inconsistent results with no difference
in LLD [40–42], these inconsistent results may be attributed to the differences in cogni-
tive tests. Episodic memory is the other main impaired cognitive domain in individuals
with MCI [43]. Impairment in these cognitive domains was usually exhibited to a greater
extent in individuals with LLD+MCI (and those with AD), relative to individuals with
LLD [44–47].

In recent years, using improved neuroimaging technology, we can investigate brain
structure and function through neuroimaging tools, magnetic resonance imaging (MRI),
computed tomography, and positron emission tomography (PET). Among them, functional
MRI (fMRI) can provide information about the properties of functional connectivity (FC)—
that is, collections of brain regions that are coactivated to support shared functions—during
a task or rest (i.e., in the absence of stimuli) through measuring the blood oxygenation
level-dependent (BOLD) signal [48,49]. More specifically, previous studies have suggested
resting-state (rs)-fMRI as a promising method for investigating the behavioral characteris-
tics including psychological states: sustained attention [50], personality [51], temperament
traits [52], creative ability [53], and cognitive ability, such as working memory and motor
performance [54]. These newer methods provide reproducible results and reflect stable
trait-like neurobiological signatures [55,56]. Recent work also presents that the patterns
of resting-state FC are uniquely related both to specific symptoms and to respond to dif-
ferent forms of treatment [57,58]. Thus, reviewing rs-fMRI results seems to be suitable for
understanding the links between AD/MCI and LLD.

2. Methodological Overview of Resting-State fMRI (rs-fMRI) Studies

Various analytical strategies are available to study resting-state network connectiv-
ity [59]. (1) Seed-based analysis is a hypothesis-driven approach when researchers initially
select the seed region of interest based on their hypothesis and a calculated brain connec-
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tivity map by detecting temporal correlation [48]. Seed-based analyses are attractive for
assessing FC changes in small samples with good statistical power; however, whole-brain
analyses are required to address a more comprehensive understandings on changes in
rs-fMRI [60]. (2) Regional homogeneity (ReHo) evaluates the similarity or synchronization
between different time series given a region or given regions and their neighbors [61].
(3) Independent component analysis (ICA) is a more complex approach that decomposes
the whole brain into a set of independent components as a functional map [62,63]. (4) Graph
theory constructs models of interrelationships (represented by edges) between brain re-
gions (represented by nodes) and assesses the state of the brain network using various
measures [64,65]. (5) To address directional interaction within and between functional
networks, incorporating resting-state effective connectivity have been conducted [66].
Data-driven techniques such as Granger causal analysis and Bayesian network analysis
provide new insights into effective connectivity [66,67]. (6) The amplitude of low-frequency
fluctuation (ALFF) and fractional ALFF (fALFF) techniques were developed to assess the
spontaneous low frequency (0.01–0.08 Hz) fluctuations in the fMRI signal intensity at rest,
which could reflect the intensity of regional brain spontaneous neural activity [68,69].

Several rs-fMRI studies, aiming to unravel the neurobiological mechanisms of de-
pression and dementia, have investigated abnormalities in various structures, including
the frontal gyrus, precuneus, cingulate gyrus, parahippocampal cortex, cerebellum, or
putamen [70–72]. However, recent meta-analyses of these studies did not reveal any sig-
nificant regional convergence of neuroimaging findings for depression [73,74], suggesting
that no single brain region is exclusively responsible for LLD’s heterogeneous symptoms.
A behavior or a clinical symptom typically involves synchronizing many brain regions in a
network-based fashion [75]. Experiments have identified three major functional networks
in LLD, AD, and MCI: (1) the default mode network (DMN), (2) executive control network
(ECN), and (3) salience network (SN) [41,76–78]. Below, we review rs-fMRI studies in LLD,
AD, and MCI patients according to individual neural networks for ease of interpretation
of the results associated with cognitive function. The analysis methods for resting-state
functional connectivity, reference anatomy used for brain parcellation, types of scanners,
and characteristics of groups included in the study are essential pieces of information to
understand the study results clearly. Therefore, we presented the table which summarizes
sample size, age, study type, scanner type, reference space, and analysis method of each
section’s key studies in Supplementary materials.

3. The Default Mode Network (DMN)

3.1. Overview of DMN

The DMN was initially described as brain regions that consistently showed synchro-
nized deactivation during tasks and activation during rest [79]. This network now generally
includes the medial prefrontal cortices (mPFCs), the posterior cingulate cortex (PCC), pre-
cuneus, inferior parietal lobule, lateral temporal cortex, and hippocampal formation [80,81].
The DMN is known to be normally deactivated during complex cognitive processing
and active during rest, and further studies found that DMN activity is associated with
internal processes, such as self-referential thinking [82], autobiographical memory [83], or
thinking about the future [84]. Previous meta-analyses, including studies measuring ReHo,
ALFF, and fALFF, suggested that altered DMN connectivity seems robust to the choice
of analytical methods [85]. The DMN is generally divided into an anterior subdivision
centered on the mPFC and a posterior subdivision centered on the PCC and the precuneus
cortex [80,86]. Although both the anterior and posterior parts of the DMN are related
to spontaneous or self-generated cognition, they seem to be different according to their
specific functions [86,87]. Generally, the anterior DMN is more related to self-referential
processing and emotion regulation, partly through its strong connections with limbic areas,
and the posterior DMN has been implicated in both consciousness and memory processing
through its relation to the hippocampal formation [87,88].
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3.2. rs-fMRI Studies Associated with DMN in Late-Life Depression (LLD)

The fact that DMN is related to processes mostly employed during rest, such as
self-generated thought, has gained significant attention, especially with studies related
to depression [89]. DMN activity is considered to be negatively correlated to the ECN
activity because reducing the brain’s perspective processes seems necessary to focus on
the imminent task [84]. In this line, failure to reduce DMN activity has been suggested as
a sign of an inability to quiet or inhibit internal mentation or emotional processing [90].
Although not the focus of this review, the relative increases in DMN connectivity during
tasks has been consistently reported in various task-based fMRI studies in individuals with
depression [91,92]. Several rs-fMRI studies have also reported a relative increase in DMN
connectivity [93].

In addition, the difference of connectivity pattern between the anterior and the pos-
terior DMNs in individuals with LLD has been reported. Decreased FC in the posterior
DMN have been reported in individuals with LLD compared to healthy controls by rs-fMRI
studies using ReHo and ALFF [94–96]. Opposing elevation of FC in the anterior DMN
was also observed in LLD patients [96]. This difference of FC between the anterior and the
posterior DMNs, increased in the anterior DMN and decreased in the posterior DMN, has
been also reported in rs-fMRI studies in younger adults with depressed moods compared
to healthy controls [77,97]. Although the results in the elderly were not presented, several
studies reported that the anterior and the posterior DMNs were associated with different
depressive symptoms, rumination, and autobiographical memory, respectively [98]. More-
over, this difference persisted after 12 weeks of antidepressant treatment in young subjects
who recovered from MDD [99].

Seed-based analysis that used seed regions of the PCC and precuneus reported in-
teresting results. Unmedicated LLD patients presented with decreased PCC connectivity
with increased connectivity in the anterior DMN at baseline. This decrease in connectivity
was partly restored after 12 weeks of treatment with paroxetine [100], suggesting that
connectivity between the anterior and posterior DMN regions reflects treatment effects.
Seed-based analysis presented that the dissociation between the posterior DMN and ECN
was also reported in LLD individuals with current depression compared to the healthy con-
trol group [92]. During the restoration of this dissociation after antidepressant treatment, it
was also reported that the connectivity between PCC and MFG decreased at baseline, then
the FC from PCC to the bilateral medial frontal gyrus increased after 12 weeks of antide-
pressant treatment in LLD patients [101]. In the seed-based analysis using mPFC as a seed
region, the dissociation between the anterior and posterior DMNs in depression has been
consistently reported in young adults [102,103]. Van Tol et al. (2014) reported increased
connectivity between the mPFC and left anterior insula, indicating increased connectivity
between the anterior DMN and the SN [103]. We presented key findings associated with
LLD in Table 1 and characteristics of main rs-fMRI studies in Supplementary Table S1.

Table 1. Summary of key findings of resting-state functional MRI (rs-fMRI) studies associated with the default mode
network (DMN) in late-life depression (LLD) patients included in the review.

Summary of Key Findings Key Studies

Relative increase in DMN functional connectivity [92]
Dissociation within DMN network

- decreased posterior DMN functional connectivity
- elevation anterior DMN functional connectivity

[94–96]

Restoration of dissociation within DMN network was associated with antidepressant treatment [100,101]

Abbreviations: DMN, Default mode network.

3.3. rs-fMRI Studies Associated with DMN in Alzheimer’s Disease (AD) and Mild Cognitive
Impairment (MCI)

The DMN has garnered considerable attention in rs-fMRI studies of neurodegenerative
diseases, and the findings have been rather consistent. Early rs-fMRI studies focused on
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the hippocampus [104], because amyloidosis and tau pathology initially appear in the
hippocampus [105–107], and hippocampal volume loss during the progression of AD is
directly associated with cognitive decline in longitudinal studies [108,109]. Various seed-
based analyses have reported that less hippocampal FC was found in a broad spectrum of
cortical and subcortical regions in AD patients than in healthy individuals [110–112]. This
altered hippocampal FC has been replicated in more recent seed-based analyses [113–117].

Various rs-fMRI studies that used ICA, fALFF, and ALFF to assess broader networks
have also reported consistent results. While there are some inconsistent results in the exact
regions reported as being affected by decreased connectivity, there are common significant
regions that are nodes of the DMN in AD, including the precuneus and PCC [118–132].
Decreased connectivity within the DMN is often accompanied by increased connectivity in
the frontoparietal network and SN [133]. In addition to these well-established results of the
entire DMN, further studies addressed the dissociation between subdivisions of the DMN
(anterior and posterior), suggested by ICA studies in AD patients [120]. There are both
results with connectivity reductions mainly in the posterior DMN [134], but with altered
connectivity to the anterior DMN [135,136]. In the dissociation between subdivisions
of the DMN, an interesting result was reported in longitudinal studies. Findings from
patients with early-onset Alzheimer’s disease revealed an increase in the anterior DMN
and decreased posterior DMN connectivity [120].

Analysis based on graph theory to assess the alteration of brain networks in AD
has shown impressive results. The degree of centrality and clustering coefficients repre-
sent the density of a network that is reduced in AD patients [137–140], and networks in
AD had longer distances than healthy controls with the loss of edges [141–143]. These
studies also reported a negative correlation between small-worldness that reflected a bal-
ance between local processing and global integration in the human brain and disease
severity [138–140]. Similar to overall network changes, small-worldness has been consis-
tently reported in AD patients, asymptomatic apolipoprotein Apo ε4 mutation carriers,
and the aging elderly [140,144]. However, inconsistent results have reported an increase in
the clustering coefficient in AD compared to healthy subjects [128,143].

Alteration of DMN connectivity is associated with a genetic mutation in AD. In
particular, autosomal-dominant mutation carriers (PSEN1, PSEN2, or APP), who were
young and asymptomatic, presented with altered DMN connectivity [145–147]. Regarding
the Apo ε4 allele, various studies have reported diminished DMN connectivity in carriers
of at least one Apo ε4 allele in all age ranges [144,146–151]. These results suggest some
potential for the use of DMN connectivity for early identification of AD in young adults
who carry relevant genetic mutations. Moreover, rs-fMRI studies have also reported DMN
connectivity changes before the amyloidosis detected by Pittsburgh compound B [152–154],
which can support the potential of DMN connectivity as an early marker of AD.

The clinical implication of DMN connectivity has been investigated in various ar-
eas. Altered DMN connectivity was correlated with the extent of cognitive decline in
middle-aged and elderly Apo ε4 allele carriers [155–157]. This association has been shown
consistently in AD or MCI patients related to global cognition and episodic memory per-
formance [127,158–161]. With consistent results of altered DMN connectivity in rs-fMRI
studies, attention has been focused on how these alterations can be counteracted by treat-
ment [78]. Studies on donepezil’s effect on the resting-state networks in AD have found
that the application of donepezil leads to an increase in previously reduced connectivity
with no differences in study groups at baseline [162,163].

Additionally, altered connectivity between the anterior and posterior DMNs is asso-
ciated with aging and age-related cognitive decline [147,164]. This dissociation in DMN
subdivision has also been shown in the cognitively normal elderly who presented with
abnormal cerebrospinal fluid amyloid or tau proteins [165], or cerebral amyloidosis de-
tected by PET [166]. These results are congruent with the idea that AD patients have a long
preclinical period with functional alterations before the onset of disease symptoms. For
the network connectivity changes in the progression of AD, longitudinal studies reported
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decreased connectivity between the precuneus and ECN [167], different local aging patterns
in the FC between the left hippocampus and the PCC [168], and decreased global con-
nectivity associated with the striatum [169]. Based on the suggested potential of DMN to
provide biomarkers, several rs-fMRI studies have addressed early detection, classification,
and prediction in AD and MCI. These studies have shown relatively high performances:
ICA [161,170–173], seed-based analysis [174], and graph theory [175]. We presented key
findings associated with AD and MCI in Table 2 and characteristics of main rs-fMRI studies
in Supplementary Tables S2 and S3.

Table 2. Summary of key findings of rs-fMRI studies associated with the default mode network (DMN) in Alzheimer’s disease
(AD) and mild cognitive impairment (MCI) patients included in the review.

Summary of Key Findings Key Studies

Decreased in DMN functional connectivity [112,118,123,126–128,131]
Dissociation within DMN network;

- decreased posterior DMN functional connectivity
- elevation anterior DMN functional connectivity

[134,135]

DMN networks had longer distances with the loss of edges [138,141,142]
Altered DMN functional connectivity was associated with decline of cognition [143,158,160]

Altered DMN functional connectivity was associated with genetic mutation [146,149,152,154,157,163]

Abbreviations: DMN, default mode network.

4. The Executive Control Network (ECN)

4.1. Overview of ECN

The ECN, a functionally linked system, consists of brain structure cores that include
the dorsolateral prefrontal cortex (dlPFC), medial frontal cortex, lateral parietal cortex,
cerebellum, and supplementary motor area [176]. Initially, studies investigating executive
function using task-based fMRI identified the coactivation patterns of an ECN during exec-
utive function tasks [177]. Beyond task-based fMRI, rs-fMRI studies, and structural MRI
studies have also identified an ECN [176,178]. Moreover, a close correlation between execu-
tive function changes with aging and alterations in the ECN have been reported [179]. This
correlation has been reported in studies that used the ECN to study the functional mech-
anisms of executive function changes in patients with psychiatric disorders, Parkinson’s
disease [180], MCI [181], AD [182], and LLD [183].

4.2. rs-fMRI Studies Associated with ECN in LLD

Disruption of the ECN in LLD patients with current depression symptoms has been
consistently reported compared to healthy controls [184,185]. Particularly, seed-based anal-
yses using the dlPFC as the seed region demonstrated decreased FC in the frontoparietal
areas in LLD individuals with current depression [41]. Other studies using the cerebellum
as a seed region reported decreased FC in ECN nodes, including in dlPFC and the parietal
cortex, as well as DMN nodes [186,187]. Studies using ICA analysis presented different
connectivity patterns for each region in the ECN, with increased FC in the inferior parietal
but decreased FC in the dlPFC and superior frontal areas [39]. This decreased connectivity
associated with the ECN has been consistently presented in other rs-fMRI studies using
ReHo [94,188] and ALFF [40]. Additionally, LLD remitters also demonstrated decreased FC
in the frontal-parietal cortex 3 months after remission [189]. After 21 months, individuals
with remitted LLD presented a return to decreased FC.

Executive dysfunction is a common symptom in LLD patients. About 30 to 40% of
nondemented elders with LLD demonstrate executive dysfunction during neuropsycho-
logical tests [190]. Disruption of the ECN was associated with executive dysfunction that
included susceptibility to distraction, an inability to sustain attention, poor multitasking,
organizational difficulties, and concrete or rigid thinking [191]. A recent study reported
that LLD patients’ FC between the dlPFC and other bilateral regions was negatively associ-
ated with executive function in LLD subjects [192]. Researchers reported that executive
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dysfunction is associated with greater functional disability levels in LLD [193,194]. Deficits
in word-list generation and response inhibition that represent executive function predict
poor and slow antidepressant responses and relapses [195,196]. In this regard, the ECN
seems to be related to the LLD’s clinical prognosis associated with executive dysfunction.
We presented key findings associated with LLD in Table 3 and characteristics of main
rs-fMRI studies in Supplementary Table S4.

Table 3. Summary of key findings of rs-fMRI studies associated with the executive control network (ECN) in late-life
depression (LLD) patients included in the review.

Summary of Key Findings Key Studies

Decreased in ECN functional connectivity [186,188]
Restoration of ECN functional connectivity after remission [189]

Decreased in ECN functional connectivity was associated with executive dysfunction [192]

Abbreviations: ECN, executive control network.

4.3. rs-fMRI studies associated with the ECN in AD and MCI

Additionally, in AD and MCI, rs-fMRI studies using the ICA analysis identified a signif-
icant difference in ECN connectivity across AD and MCI patients and normal controls [197].
In the case of intraconnectivity of the ECN, results seem inconclusive, with some studies re-
porting no changes in AD patients and others reporting increased connectivity [121,127,198].
However, studies using seed-based analysis consistently reported abnormal FCs between
the hippocampus and nodes of the ECN. Previous studies have demonstrated that func-
tional brain activity within portions of the ECN was abnormal in patients with MCI and
AD [182,199]. Specifically, the directed FCs from the left hippocampus to the right superior
frontal gyrus (SFG) and left medial frontal gyrus (MFG) to the right hippocampus were
significantly decreased in MCI or AD patients. The SFG [175] and the MFG [200,201] are
essential components of the dlPFC that play essential roles in the ECN.

Moreover, Cai et al. (2017) reported different effective connectivity patterns for the
ECN in normal controls and three subgroups of MCI: (1) MCI-R—MCI reverted to the
normal functioning state and stabilized to the normal state in 24 months; (2) MCI-S—
MCI patients who remained in a stable disease state for 24 months; (3) MCI-P—MCI that
progressed to AD and stabilized to AD in 24 months. In this study, the effective connectivity
patterns in the ECN were less disrupted and less obvious among MCI-R and MCI-S to
MCI-P. In addition, ECN connectivity strengths were not changed in MCI-R patients and
normal controls compared to MCI-S and MCI-P patients [181]. These results suggest
the importance of the ECN in dementia progression from MCI to AD. We presented key
findings associated with AD and MCI in Table 4 and characteristics of main rs-fMRI studies
in Supplementary Table S5.

Table 4. Summary of key findings of rs-fMRI studies associated with the executive control network (ECN) in Alzheimer’s
disease (AD) and mild cognitive impairment (MCI) patients included in the review.

Summary of Key Findings Key Studies

Decreased in ECN functional connectivity [197]
Inconclusive result was also reported (increased ECN functional connectivity in AD) [198]

ECN functional connectivity was associated with AD progression [181]

Abbreviations: ECN, executive control network; AD, Alzheimer’s disease.

5. The Salience Network (SN)

5.1. Overview of SN

The SN is the brain network that detects and filters external stimuli and recruits
relevant functional networks [202]. This network is essential for detecting and integrating
emotional and sensory stimuli, allocating attention, and switching between internally
directed cognition and externally directed cognition [203]. The SN’s hub is the ventral
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anterior insula [204], and the SN also includes nodes in the amygdala, hypothalamus,
ventral striatum, and thalamus [203]. The SN was suggested to be functionally subdi-
vided into dorsal and ventral components that support cognitive and emotional controls,
respectively [205]. The key SN regions activated during cognitive tasks consist of dorsal
components: the dorsal anterior cingulate cortex and the right anterior insula [205,206].
For example, the SN engages the ECN and disengages the DMN during cognitive tasks but
does the opposite during rest [207]. Regarding cognitive function, the extent of dissociation
between the ECN and SN is related to cognitive task performance [208]. Additionally,
the structural connectivity shown by diffusion tensor image analysis is also positively
correlated with SN intraconnectivity (right anterior insula to dorsal anterior cingulate
cortex) and deactivation of the DMN during tasks, which is in turn related to cognitive
function [209].

5.2. rs-fMRI Studies Associated with the SN in LLD

A disrupted standard pattern of SN connectivity is suggested to be one of the key
traits of the pathogenesis of depression, particularly in the insula and amygdala [210].
Elevated connectivity between the insula and DMN was enhanced in MDD patients, which
may hinder the above standard pattern [91]. The FC from the amygdala, another important
SN node, to the hippocampus was decreased in adolescents with depression and at a high
risk of depression [211,212]. Additionally, seed-based analysis in younger adults using the
amygdala as a seed region was positively associated with increased amygdala FC with
DMN nodes and long-term negative emotions [213]. One study that addressed apathy in
LLD patients found that LLD patients with apathy exhibit increased FC between the SN
and DMN compared with nonapathetic elders with depression [77]. Overall, these results
may suggest that increased FC between the SN and DMN may predispose individuals to
depression and is further correlated with vegetative symptoms in LLD [186]. However,
inconsistent results for decreased FC between the amygdala and precuneus in depressed
patients compared with controls have been reported [214].

Network analysis reported that elders with LLD also demonstrate a decreased nega-
tive FC between the SN and ECN compared to nondepressed age-matched controls [39].
Another study that compared correlation patterns among significant brain networks in
LLD patients compared to nondepressed elderly controls reported dissociation patterns
among the ECN/SN, and DMN observed in controls [215]. These results represent a failure
of internetwork cohesiveness in LLD [185]. Moreover, decreased negative FC between the
ECN and the SN was associated with cognitive impairment and severity of depression
symptoms in LLD patients [39]. In addition, a worse treatment response to antidepressants
was also associated with this disrupted standard SN pattern [216]. We presented key
findings associated with LLD in Table 5 and characteristics of main rs-fMRI studies in
Supplementary Table S6.

Table 5. Summary of key findings of rs-fMRI studies associated with the salience network (SN) in late-life depression (LLD)
patients included in the review.

Summary of Key Findings Key Studies

Decreased SN functional connectivity [39]
Increased functional connectivity between SN and DMN [77,215]

Disrupted SN pattern was associated with worse treatment response [216]

Abbreviations: DMN, default mode network; SN, salience network.

5.3. rs-fMRI Studies Associated with SN in AD and MCI

SN connectivity has increasingly gained attention from researchers who address
neurodegenerative disease [133]. Although intensified SN connectivity was observed in AD
patients compared to healthy controls in ICA studies [130,170], another ICA study in AD
patients found contradictory evidence of a decrease in dorsal SN [121]. This increased SN
connectivity has been consistently reported in cognitively normal individuals with elevated
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amyloid levels [166,217], Apo ε4 carriers [156,218], and MCI patients [74]. Moreover,
studies that have addressed both amyloid and tau within the DMN and SN reported
interesting results, with increased connectivity in the SN and DMN in individuals with
elevated amyloid but little evidence of tau, but decreased connectivity in the SN and DMN
in individuals with both elevated tau and amyloid levels [219]. These findings highlight
the point that SN connectivity changes occur in preclinical dementia, and SN connectivity
may change with disease progression. We presented key findings associated with AD and
MCI in Table 6 and characteristics of main rs-fMRI studies in Supplementary Table S7.

Table 6. Summary of key findings of main rs-fMRI studies associated with the salience network (SN) in Alzheimer’s disease
(AD) and mild cognitive impairment (MCI) patients included in the review.

Summary of Key Findings Key Studies

Intensified SN functional connectivity was observed in AD patients [170]
Increased SN functional connectivity was associated with

- elevation of amyloid level, Apo ε4 carriers, and elevation of tau [166,217–219]

Abbreviations: SN, salience network; AD, Alzheimer’s disease.

6. Conclusions

Alteration in brain networks during the resting state contributes to the symptoms
and progression of LLD and AD. Above, we described LLD and AD, focusing on key
networks known to be necessary for the network-level description of these two diseases:
the DMN, ECN, and SN (Figure 1). A growing body of literature suggests an opposite
direction for overall DMN alterations in LLD and AD, with increased connectivity of
the DMN in LLD but decreased DMN connectivity in AD. However, the dissociation
between the anterior DMN and posterior DMN provides insight into the link between
depression and dementia. In the early stage of AD, the alteration in the DMN is different
between its anterior and posterior subdivisions, with increased anterior DMN connectivity,
and decreased posterior DMN connectivity [120]. Similar dissociation patterns were also
observed in individuals with depression, and this increased anterior DMN persists after
antidepressant treatments [99]. Additionally, a posterior DMN connectivity reduction was
observed in individuals with LLD + MCI compared to LLD only [46,188] and also in LLD
patients with an inadequate response to treatment [101]. Additionally, the PCC, the hub of
the posterior DMN, is a marker of very early AD progression, as consistently seen with
T1-weighted imaging, postmortems, and PET studies [220–222]. Although this association
between the dissociation of DMN connectivity and AD and LLD remains to be explored,
severe depression may induce the clinical manifestation of cognitive impairment or the
onset of eventual cognitive decline, a signal of intrinsic network dysfunction.

Regarding the ECN, both AD and LLD exhibit disrupted ECN connectivity. As dis-
cussed, executive dysfunction associated with disrupted ECN connectivity seems to be
related to the clinical prognosis of LLD with poor and slow antidepressant responses and
a high relapse rate. The findings that the degree of ECN disruption is associated with
cognitive decline 24 months after MCI is also covered above. With the hypothesis that de-
pression precedes cognitive decline or induces cognitive decline [223], these results suggest
the possibility that the ECN is a target that can modify the impact of LLD on cognitive
declines. A noninvasive treatment is being conducted with the ECN as a target [224].

Another interesting issue seen in rs-fMRI studies is associated with the pathogenic
process. Several studies using rs-fMRI associated with AD, tau, and amyloid pathology
consistently reported that the spreading of these pathologies throughout the brain correlates
to brain network disruption, as discussed in this review. Because the DMN, ECN, and
SN are multimodal networks that are metabolically expensive and display high rates of
cerebral blood flow, aerobic glycolysis, and oxidative glucose metabolism [225], these
networks may be vulnerable to AD-associated pathogenic processes. Although spatial
deposition patterns have been not convergent, there has been a recent observation that
tau and amyloid plaques overlap with brain tissue loss in hub regions of these discussed
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brain networks [226]. Another review also points to this correlation and suggests that
AD-associated pathophysiological processes may explain changes in these networks [133].

Figure 1. The figure presents the aberrant functional connectivity between three networks in AD and LLD and its clinical
implication. Blue line and red line indicate the decreased functional connectivity and the increased functional connectivity
compared with healthy control, respectively. Decreased functional connectivity of the executive control network was
commonly observed in AD and LLD [192,197]. In contrast, the functional connectivity of the salience network and the
default mode network were differently altered. The default mode network connectivity decreased in AD and increased in
LLD [93,127], and the salience network increased in AD and decreased in LLD [130,215]. However, dissociated functional
connectivity pattern in DMN, increased in the anterior DMN and decreased in the posterior DMN, was commonly observed
in both AD and LLD [96,166]. This dissociation reflects treatment effects in LLD and amyloid/tau pathology in AD [100,165].
This similarity of dissociation seems to be a possible mechanism of association between LLD and AD highlighted in
epidemiological studies.

Despite the consistent findings across studies, several critical knowledge gaps remain.
The lack of standardized protocol for addressing the brain using rs-fMRI has not been
adequately addressed. Regarding preprocessing steps of fMRI for dealing with noise,
preprocessing steps for rs-fMRI data have evolved to be more diverse than preprocessing
for task-based fMRI data. With the diversity of statistical approaches applied to the purified
data, these nonstandardized various methods make comparisons across studies extremely
difficult. Even if the same terms are used to describe results such as network strength or
connectivity, one method’s results cannot be compared well with the results of studies
using other technologies.

Additionally, our literature did not include task-based fMRI studies in AD and LDD,
which clearly expressed the need for additional research. Compared to rs-fMRI studies, a
task-based fMRI study is a relatively conventional approach and is challenging to perform
due to the needs of involving tasks. Nevertheless, preprocessing steps and statistical
methods for task-based fMRI have been more standardized than those for rs-fMRI and have
less influenced results, where an external behavioral standard is available. Because task-
based fMRI studies are more clinically interpretable, future studies that include tailored
tasks concerning specific cognitive, emotional, and social functions would expand our
knowledge of AD and LLD.

Recent studies using directed graph theory or combining multiple imaging tools have
presented promising results in the field of diagnosis and prediction [227,228]. Therefore,
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future studies combining multimodal imaging tools such as PET, MRI, and fMRI in AD and
LLD patients samples with special considerations such as age, sex, age of onset, treatment
outcomes, the severity of illness, and cognitive impairment would help us understand
the fundamental functional pathological changes in AD and LLD. Longitudinal studies
that include various treatment tools would also help uncover the association between
depression and AD-associated pathophysiological processes. Standardized protocols in
fMRI data collection and analysis would be helpful to reduce heterogeneity across these
physiological states.
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Abstract: Life expectancy decreases with aging, with cardiovascular, mental health, and neurode-
generative disorders strongly contributing to the total disability-adjusted life years. Interestingly,
the morbidity/mortality paradox points to females having a worse healthy life expectancy. Since
bidirectional interactions between cardiovascular and Alzheimer’s diseases (AD) have been re-
ported, the study of this emerging field is promising. In the present work, we further explored the
cardiovascular–brain interactions in mice survivors of two cohorts of non-transgenic and 3xTg-AD
mice, including both sexes, to investigate the frailty/survival through their life span. Survival,
monitored from birth, showed exceptionally worse mortality rates in females than males, indepen-
dently of the genotype. This mortality selection provided a “survivors” cohort that could unveil
brain–cardiovascular interaction mechanisms relevant for normal and neurodegenerative aging
processes restricted to long-lived animals. The results show sex-dependent distinct physical (worse
in 3xTg-AD males), neuropsychiatric-like and cognitive phenotypes (worse in 3xTg-AD females), and
hypothalamic–pituitary–adrenal (HPA) axis activation (higher in females), with higher cerebral blood
flow and improved cardiovascular phenotype in 3xTg-AD female mice survivors. The present study
provides an experimental scenario to study the suggested potential compensatory hemodynamic
mechanisms in end-of-life dementia, which is sex-dependent and can be a target for pharmacological
and non-pharmacological interventions.

Keywords: healthy life expectancy (HALE); morbidity/mortality paradox; anxiety; cognition; systolic
blood pressure; cerebral blood flow; arterial properties; angiogenesis; gender medicine; neurodegen-
erative disorders

1. Introduction

In a life expectancy that decreases with the aging process, cardiovascular, mental
health, and neurodegenerative disorders strongly contribute to the total disability-adjusted
life years (DALYs) with significant sex differences observed [1,2]. On the other hand, the
morbidity/mortality paradox points to females having greater longevity but worse healthy
life expectancy (HALE) than males [3]. Neurodegenerative disorders such as dementia are
associated with increased mortality compared to aged control populations [4–6]. Besides,
in recent years, the high degree of heterogeneity in the clinical and temporal patterns
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of advanced stages of Alzheimer’s disease (AD) in the elderly population evidences the
existence of several subgroups of patients and demands clinical prognosticators of end-of-
life dementia [7]. At the translational level, the shorter life span of animal models provides
a particular scenario for studying and long-term monitoring of the factors relevant for
health/disease and those factors involved in its fine-tuning modulation, from genetic and
epigenetic to morphological, structural, and functional levels.

Among the animal models of AD, we have proposed long-term survivors of the
widely used 3xTg-AD mice as a model for mortality selection bias and heterogeneity
in end-of-life dementia [8]. This model, homozygous for the familial AD mutations
PS1/M146V and APPSwe, also harboring the tauP301L human transgene, progressively
develops temporal- and regional-specific neuropathological patterns and other hallmarks
of the human disease [9–11]. The mortality rates of 3xTg-AD mice at 15 months of
age, an advanced stage of amyloid and tau neuropathology, are higher than in the non-
transgenic (NTg) counterparts [12]. Thus, survivors could be used to investigate the
frailty/survival paradigm in normal and pathological aging, since a small number of
animals overcome advanced neuropathological stages of the disease. Across the literature,
most experimental research of our and other laboratories has shown higher mortality
rates in homozygous [12,13] and heterozygous [14] male 3xTg-AD mice, despite female
3xTg-AD mice exhibiting worse neuropathological status than males [15].

Peripheral cardiovascular dysfunction as a risk factor in AD is among the promising
emerging fields, since bidirectional interactions have been reported in these patients. Thus,
amyloid pathology affects patients’ hearts [16], and the impact of cerebrovascular dysfunc-
tion independently of cerebral amyloid angiopathy has also been demonstrated [17]. The
arterial function is crucial to regulate blood pressure and flow through the body by the
contraction and relaxation of the vascular smooth muscle cells. Increasing evidence ob-
tained in different mouse models suggests that AD is associated with vascular dysfunction
affecting different circulation arterial beds [18–21]. Angiogenesis, or growth of new blood
vessels from pre-existent vessels, is a fundamental process, such as during development,
wound healing, and restoring blood flow from hypoxic regions. Previous studies support a
role of angiogenesis as a compensatory response to impaired cerebral blood flow (CBF) in
AD [22]. However, extensive angiogenesis can lead to increased vascular permeability and
subsequent hypervascularization and brain damage in AD [23,24]. Overall, although the
“vascular hypothesis” of AD is increasingly being understood, the influence of sex on the
vascular features present in AD has been a neglected topic.

Cardiovascular disease resulting from oxidative stress inflammation can exacerbate
Alzheimer’s disease. We recently reported the first evidence of sex-dependent worse
physiologically relevant structural (increased passive external and internal diameters, cross
sectional area) and functional (increased active internal diameters) properties in small
peripheral mesenteric resistance arteries (MRA) in 15-month-old 3xTg-AD mice (advanced
stages of disease) compared to age-matched mice with normal aging [21]. Thus, at both
physiological and high intraluminal pressures, vascular alterations of female 3xTg-AD
mice were found more pronounced than those found in age-matched male 3xTg-AD mice.
Besides, a correlation between MRA properties and anxiety-like behavioral profile was
found in both 3xTg-AD mice and age-matched non-transgenic counterparts with normal
aging, pointing at the relevant interaction between vascular and mental health in the
aging process.

The present work aimed to further explore the cardiovascular–brain interactions in
normal and AD-neurodegenerative aging models using a life span paradigm. For that
purpose, we studied two cohorts of NTg and 3xTg-AD mice, including both sexes, until
the end of life. Survival, monitored from birth, showed exceptional worse mortality rates
in females than males, independently of the genotype. This mortality selection provided a
“survivors” sample that could unveil brain–cardiovascular interaction mechanisms relevant
for normal and neurodegenerative aging processes in long-lived animals. The results show
sex-dependent distinct physical (worse in 3xTg-AD males), neuropsychiatric-like and
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cognitive phenotypes (worse in 3xTg-AD females), and hypothalamic–pituitary–adrenal
(HPA) axis activation (higher in females), with higher cerebral blood flow and improved
cardiovascular phenotype in 3xTg-AD female mice survivors. The present study suggests
a potential compensatory hemodynamic mechanism in end-of-life dementia, which is sex-
dependent and can be a target for pharmacological and non-pharmacological interventions.

2. Materials and Methods

2.1. Animals

Homozygous triple-transgenic 3xTg-AD mice harboring human PS1/M146V, APPSwe,
and tauP301L transgenes were genetically engineered at the University of California Irvine,
as previously described [9]. Briefly, two independent transgenes (encoding human APPSwe
and human tauP301L, both under control of the mouse Thy1.2 regulatory element) were
co-injected into single-cell embryos harvested from homozygous mutant PS1M146V knock-
in (PS1KI) mice. The PS1 knock-in mice were originally generated after embryonic transfer
into pure C57BL/6.

A total of thirty-six 14-month-old homozygous male and female mice from the Spanish
colonies of 3xTg-AD (n = 19, 10 males, 9 females) and C57BL/6 (n = 17, 10 males and 7
females) wild-type mice (from now, referred as non-transgenic mice, NTg) from litters of
a breeding program established after embryonic transfer to C57BL/6 strain background
were used in this study. All the animals were housed three to four per cage and maintained
(Makrolon, 35 × 35 × 25 cm 3) under standard laboratory conditions (12 h light/dark, cycle
starting at 8:00 h, food and water available ad libitum, 22 ± 2 ◦C, 50–60% humidity) at the
Universitat Autònoma de Barcelona. Behavioral tests were performed from 9:00 h to 13:00 h.
Assessments were performed blind to the experiment in a counterbalanced manner.

All procedures were in accordance with Spanish legislation on “Protection of Ani-
mals Used for Experimental and Other Scientific Purposes” and the EU Council directive
(2010/63/EU) on this subject. The protocol CEEAH 3588/DMAH 9452 was approved the
8th of March 2019 by Departament de Medi Ambient i Habitatge, Generalitat de Catalunya.
The study complies with the ARRIVE guidelines developed by the NC3Rs and aims to
reduce the number of animals used [25].

2.2. Experimental Design

A longitudinal study divided into successive phases was performed, starting at
14 months of age, with the characterization of their physical and mental health status
(behavioral phenotype and physical condition (weight, Mouse Clinical Frailty Index Assess-
ment, and Survival) 441.7 ± 1.55 days (14.52 months). Thereafter, different physiological
variables were evaluated: systolic blood pressure 470.9 ± 1.41 days (15.48 months); relative
cerebral blood flow 477.9 ± 1.49 days (15.71 months); aortic function and angiogenesis
499.6 ± 2.14 days (16.43 month). Survival was continuously monitored, and glucocorticoid
levels, as an indicator of HPA axis function, were analyzed from blood samples collected
during the euthanasia.

2.3. Behavioral

At 14 months of age, a comprehensive screening of physical, emotional, and cognitive
functions was successively performed. A battery of 7 tests was used, based on three main
behavioral dimensions [12] that can be described as follows:

2.3.1. Neuropsychiatric-Like Behaviors

Changes in emotionality increased neophobia, and other signs of anxiety-like re-
sponses, all of them BPSD-like behaviors modeled in 3xTg-AD mice [10], were measured
in classical unconditioned tests. The test evaluates locomotion/exploration, anxiety-like
behaviors, and emotionality under three different anxiogenic conditions: mild neophobia
in a new home-cage (corner test), direct exposure to an illuminated field (open-field test),
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a choice between a dark and a lit chamber (dark–light box test), black corridors of a maze
resembling burrows (T-maze test), and interaction with small objects (marble burying test).

2.3.2. Corner Test (CT) and Open-Field Test (OF)

Neophobia was assessed in the corner test for 30 s. Animals were individually placed
in the center of a clean standard home cage, filled with wood save bedding. The number of
corners visited were recorded during 30 s [26]. Latency to realize the first rearing and the
number of rearings were also registered [10]. Immediately after the CT, mice were placed
in the center of an open field (metalwork, white box, 42 × 38 × 15 cm3) and observed for
5 min [27]. The ethogram, described by the temporal profile of the following sequence
of behavioral events, was recorded: duration of freezing behavior, latency to leave the
central square, and that of entering the peripheral ring and latency and total duration
of self-grooming behavior. Horizontal (crossings of 10 × 10 cm2 squares) and vertical
(rearings with wall support) locomotor activities were also measured. During the tests,
defecation boli and urination were also recorded. The repeated test, 24 h later, was used to
evaluate the long-term memory of these experiences [28].

2.3.3. Dark–Light Box Test (DLB)

Anxiety and risk assessment were measured for 5 min after introducing the animals
into the dark compartment of the DLB (Panlab, S.L., Barcelona, Spain). The apparatus
consisted of two compartments (black, 27 × 18 × 27 cm3, white, 27 × 27 × 27 cm3

illuminated by a red 20 W bulb) connected by an opening (7 × 7 cm3). The experimental
room was kept in darkness (without illumination). Latency to enter, time spent, and
the number of entries into the lit compartment were recorded. The number of stretch
attendances and self-grooming were also recorded.

2.3.4. Marble Burying Test (MB)

Mice were placed individually in a standard home cage containing nine glass marbles
(dimensions 1 × 1 × 1 cm3) evenly spaced making a square (three rows of three marbles
per row only in the left area of the cage) on a 5 cm thick layer of sawdust. The mice were
left in the cage with marbles for a 30 min period after which the test was terminated by
removing the mice and counting the number of marbles: intact (untouched), rotated (90 or
180◦), half-buried (at least 1

2 buried by sawdust), and buried (completely hidden).

2.3.5. T-maze Test (TM)

Two different paradigms were carried out in a T-shaped maze (woodwork; two short
arms of 30 × 10 cm2 and a long arm of 50 × 10 cm2). Copying with stress strategies, risk
assessment, and working memory were assessed in a spontaneous alternation task [29].
Animals were placed inside the maze’s long arm with its head facing the end wall, and it
was allowed to explore the maze during a maximum of 5 min. The latencies to each one
of the goals in this task, namely, to move and turn (freezing behavior), then to reach the
intersection, the time elapsed until the animal crossed (4 paws criteria) the intersection of
the three arms, and the total time invested in exploring the three arms of the maze (test
completion criteria) were recorded. The entry of an already visited arm in the trial before
completing the test was considered an error. Defecation boli and urination were also noted.

The working memory paradigm was studied 24 h later and consisted of two consec-
utive trials: one forced choice followed, 60 s later, by one free choice (recall trial). In this
case, mice were placed inside the short arm of the maze and the latencies to each one of
the goals in this task, namely, to move and turn, then to reach the intersection, the time
elapsed until the animal crossed (4 paws criteria) the intersection of the three arms and the
time elapsed until the mice completed 20 s in the forced arm were recorded (time to reach
the criteria). Sixty seconds later, the animals that completed the forced trial in less than the
cut-off time (10 min) were allowed to explore the maze in a free choice trial where both
arms were accessible for 5 min. The arm chosen by the mice and the time spent to reach the
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correct arm during the free choice were recorded (exploration criteria). The choice of the
already visited arm in the previous trial was considered as an error, and the total number
was calculated. Finally, defecation boli and urination were also recorded.

2.3.6. Morris Water Maze Test (MWM)

Animals were tested for spatial learning and memory in the MWM test consisting
of 1 day of cue learning and 2 days of place learning for spatial reference memory. We
used this short protocol, adapted from the 2 day water maze protocol [30], as more suitable
in studies where the repeated swimming or the water maze situation—which is stressful
for mice but not for rats—can have an impact on other variables, such as cardiovascular
system or blood pressure. Mice were trained to locate a hidden platform (7 cm diameter,
1 cm below the water surface) in a circular pool for mice (120 cm in diameter and 60 cm
deep, 25 ◦C opaque water). Mice that failed to find the platform within 60 s were placed on
it for 10 s, the same period as was allowed for the successful animals.

Cue learning with a visible platform: On the first day, the animals were tested for the
cue learning of a visual platform consisting of four trials in 1 day. In each trial, the mouse
was gently released (facing the wall) from one randomly selected starting point (W-S-E-N)
and allowed to swim until it escaped onto the platform, elevated 1 cm above the water
level in the NE position and indicated by a visible striped flag (5.3 × 8.3 × 15 cm3). Extra
maze cues were absent in the black walls of the room.

Place learning with a hidden platform: On the following day, the place learning task
consisted of four trial sessions per day for 2 days with trials spaced 30 min apart. The
mouse was gently released (facing the wall) from one randomly selected starting point
(N-E-W-S; E-N-S-W) and allowed to swim until escaped onto the hidden platform, which
was now located in the middle of the SW quadrant (reversal). Different geometric figures
hung on each wall of the room were used as external visual clues.

Variables of time (escape latency), distance covered, and swimming speed were
analyzed in all the tasks’ trials. The escape latency was readily measured with a stopwatch
by an observer unaware of the animal’s genotype and confirmed during the subsequent
video-tracking analysis (ANY-Maze v. 5.14, Stoelting, Dublin, Ireland).

2.4. Body Weight, Mouse Clinical Frailty Index Assessment, and Survival

After the behavioral assessment, the body weight was recorded. Frailty was assessed
using an adaptation of the MCFI [31], including 30 “clinically” assessed non-invasive
items. For 29 of these items, mice were given a score 0 if not presented, 0.5 if there was a
mild deficit, and 1 for severe deficit. Weight was scored based on the number of standard
deviations from a reference mean. The clinical evaluation included the integument, the
physical/musculoskeletal system, the vestibulocochlear/auditory systems, the ocular and
nasal systems, the digestive system, the urogenital system, the respiratory system, signs of
discomfort, and body weight. Survival was recorded continuously with a daily cadence.

2.5. Systolic Blood Pressure

Measurement of systolic blood pressure was performed in conscious NTg and 3xTg-
AD mice using the tail-cuff method (NIPREM 645; Cibertec, Madrid, Spain). The average
systolic blood pressure of each mouse was determined from six consecutive measurements
after habituation, as described [32].

2.6. MRI-ASL—Relative Cerebral Blood Flow

MRI was carried out at the joint nuclear magnetic resonance facility of the Universitat
Autònoma de Barcelona and Centro de Investigación Biomédica en Red—Bioingeniería,
Biomateriales y Nanomedicina (CIBER-BBN) (Cerdanyola del Vallès, Spain) in a 7-Tesla
horizontal magnet (BioSpec 70/30, Bruker BioSpin, Ettlingen Germany), equipped with
actively shielded gradients (B-GA12 gradient coil inserted into a B-GA20S gradient system).
For signal reception, a mouse brain surface coil was used actively decoupled from a 72 mm
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inner diameter volume resonator. Animals were anaesthetized using an average 2.5%
isoflurane in O2, and both animal respiration and temperature were constantly monitored
with a preclinical monitoring and gating system (SA Instruments, New York, USA). High-
resolution T2-weighted images (T2w) were acquired for anatomical references using rapid
acquisition with relaxation enhancement sequence with double echoes. The acquisition
parameters were the following: orientation = axial plane, echo train length or rare factor = 8,
field of view (FOV) = 1.92 × 1.92 cm2, matrix size (MTX) = 256 × 256 (75 × 75 μm/pixel),
number of slices = 11, slice thickness = 1 mm, interslice distance = 1 mm, repetition
time (TR)/ effective echo time (TEeff) = 5000/36 ms, number of averages = 1, and total
acquisition time (TAT) = 2 min. Perfusion-weighted imaging was obtained using the
MRI arterial spin labelling (MRI-ASL) technique without contrast. Two consecutive axial
slices were placed in two different sections (Bregma −1.5 mm, −2.5 mm) according to
the mouse brain atlas by Paxinos and Franklin [33] using a T2w sagital plane image as
anatomic reference. The vendor provided ASL protocol using a flow-sensitive alternating
inversion-recovery rapid acquisition with relaxation enhancement (FAIR-RARE) sequence.
The parameters were the following: echo train length = 72, TR/TEeff = 16,000/ 50 ms, slice
thickness = 1 mm, thickness of the selective inversion slice = 4 mm, FOV = 1.92 × 1.92 cm2

(150 × 150 μm/ pixel), MTX = 128 × 128, inversion recovery time (TIR) = 30 ms, increment
of TIR = 100 ms, number of TIR = 22, and TAT = 13 min. The obtained ASL images were
analyzed using the workstation software Paravision 5.1 (Bruker Española S.A., Madrid,
Spain) to generate rCBF images. rCBF values were measured using a region of interest (ROI)
created corresponding to cortex (Bregma −1.5 mm, −2.5 mm), striatum (Bregma −1.5 mm,
−2.5 mm), caudate putamen (Bregma −1.5 mm), basolateral amygdala (−1.5 mm), and
hippocampus (−2.5 mm) in both hemispheres (Figure 5). Bilateral ROIs from the same
mouse were analyzed together as a mean value and separately to evaluated left-right rCBF
asymmetries between hemispheres. For correlations, asymmetry index (AI) defined as
(right-left)/(right + left) * 100 was used.

2.7. Angiogenesis

Segments of MCA and the descending thoracic aorta were dissected in ice-cold physi-
ological salt solution (PSS; composition in mM: NaCl 112.0; KCl 4.7; CaCl2 2.5; KH2PO4 1.1;
MgSO4 1.2; NaHCO3 25.0 and glucose 11.1) supplemented with amphotericin B (15 mg/l)
(Biowhittaker ®, Lonza, Basel, Switzer- land) and gentamicine (30mg/l) (Genta-gobens ®,
Laboratorios Normon SA, Tres Cantos, Madrid, Spain) and gassed with 95% O2 and 5%
CO2. Afterwards, vessels were immersed into Matrigel® (50 μL; BD Bioscience, San Jose,
CA, USA) following the protocol previously described [34,35]. Angiogenic growth was
measured using an inverted microscope equipped with a camera (10× objective; TE2000
Nikon Eclipse-S, Nikon España, Madrid, Spain) at day 4, 5, 6, and 6 after seeding. The
longest vessel sprouting from the artery’s outer surfacy (starting point) determined the
angiogenic growth [34,35], and at least three fields per arterial segment were measured.

2.8. Aortic Function

Segments (2 mm) of the descending thoracic aorta were dissected free of fat and
connective tissue in ice-cold PSS gassed with 95% O2 and 5% CO2 and set up on an
isometric wire myograph (model 410 A; Danish Myo Technology, Aarhus, Denmark) filled
with PSS (37 ◦C; 95% O2 and 5% CO2), as described [36]. The vessels were stretched to
6 mN and allowed to equilibrate for 45 min. Afterwards, aortas were contracted twice with
100 mM KCl, and after washing, vessels were left to equilibrate (30 min) before starting
the experiments. Endothelial-dependent vasodilatations to acetylcholine (ACh; 10−9 to
10−4 M) and endothelial-independent vasodilatations to sodium nitroprusside (10−10 to
10−3 M) were performed in phenylephrine (Phe)-precontracted (70–100% of 100 mM KCl
contraction) vessels. Contractile responses to the α1-adrenoceptors agonist Phe (10−9 to
3 × 10−4 M) were also studied.
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2.9. HPA Axis Endocrine Status

Blood samples were collected; plasma was obtained by centrifugation and stored at
−80 ◦C until corticosterone analysis. Corticosterone content (ng/mL) was analyzed using
a commercial kit (Corticosterone EIA Immunodiagnostic Systems Ltd., Boldon, UK) and
read at 450 nm of absorbance with Varioskan LUX ESW 1.00.38 (Thermo Fisher Scientific,
Massachusetts, MA, USA)

2.10. Statistics

Results are expressed as mean ± SEM. SPSS 15.0 (SPSS Inc., Chicago, IL, USA) and
GraphPad Prism 5.0 (GraphPad Software Inc., San Diego, CA, USA) software were used. A
2 × 2 factorial design with multivariate general lineal model analysis evaluated genotype
(G) and sex (S) effects. Two independent groups were compared with Student’s t-test, while
comparisons for related samples were made with the paired t-test. The survival curve
was analyzed with the Kaplan–Meier test. Relaxations to ACh and sodium nitroprusside
were expressed as the percentage change from the Phe precontracted level. Contractions to
Phe are expressed as a percentage of the tone generated by 100 mM KCl. The area under
the curve was individually calculated from each concentration–response curve to ACh,
sodium nitroprusside, and Phe and was expressed as arbitrary units. Differences between
concentration–response curves were assessed by two-way repeated measures ANOVA with
Tukey’s post-test. The correlations between the different variables studied were evaluated
with Pearson’s correlation. In all the tests, p < 0.05 was considered statistically significant.

3. Results

3.1. Survival

Survival, from birth to 16 months of age, of an initial sample of fifty-nine mice (29 NTg,
17 males, 12 females; 30 3xTg-AD, 16 males; 14 females) is illustrated in Figure 1A. Log-rank
analyses show an overall difference in survival curves over the four groups (χ2(3) = 10.634,
p = 0.014). There was no significant difference between the curves for NTg male and
female mice, but female 3xTg-AD mice had a shorter lifespan than male 3xTg-AD mice
(χ2(1) = 5.168, p = 0.023). Pairwise comparisons in the survival curve confirmed the effect
of sex factor with females’ worse survival, independently of the genotype (χ2(1) = 8.224,
p = 0.004). Both groups of females exhibited an early 10% mortality rate before young
adulthood (2 months of age), and their mean life expectancy was achieved at late adulthood
(459 days or 15.1 months in NTg females, 493 days or 16.2 months in 3xTg-AD females).
However, they differed in the temporal course of mortality, with a young adulthood and
late adulthood mortality pattern in NTg and 3xTg-AD mice, respectively. In this cohort,
the drop of survival for male NTg mice was at middle age (12 months), and at the end of
the experiment (16 months), their survival rate was 62%. In contrast, the survival of male
3xTg-AD mice was 92%. Rates of censored data for each group ranged from 93.8 to 50%.
Thirty-six animals started the experimental design, 17 NTg (10 males, seven females) mice,
and 19 3xTg-AD (10 males, nine females). During the experimental research, three NTg
males, two NTg females, and four 3xTg-AD females died.

3.2. HPA Axis Endocrine Status

A sex effect was observed with increased levels of corticosterone in the plasma of
females (Sex (S), Factorial analysis (F) (1,27) = 30.015, p < 0.001) as compared to respective
male counterparts (post hoc test, p < 0.006). This effect was more notorious in the NTg
groups, leading to an overall genotype difference as well (Figure 1B) (G, F (1,27) = 4.634,
p = 0.042).
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Figure 1. Survival, hypothalamic–pituitary–adrenal (HPA) axis endocrine status and physical health. (A) Survival;
(B) corticosterone levels; physical health: (C) body weight, and (D) frailty scores of 14-month-old mice. Results are
expressed as the mean ± SEM. Initial sample size: NTg, male n = 10, female n = 7; 3xTg-AD, male n = 10, female n = 9. Bars
illustrate the genotype groups, as indicated in the abscissae. Symbols are used to illustrate individual values of males (black,
left panel) and females (red, right panel). In green: the no-survivors. Statistics: 2 × 2 factorial ANOVA analysis design:
genotype (G), sex (S) and genotype × sex (G×S) interaction effects, * p < 0.05, ** p < 0.01, *** p < 0.001 (above line). Student
t-test comparisons: * p < 0.05, ** p < 0.01, *** p < 0.001 vs. the corresponding NTg group; ## p < 0.01, ### p < 0.001 vs. the
corresponding male group.

3.3. Behavioral Assessment for Physical, Emotional, and Cognitive Phenotypes

At 14 months of age, a comprehensive screening of three main behavioral dimensions
and functions, namely, physical, emotional, and cognitive, was performed using a battery
of seven tests as previously described [37].

3.3.1. Physical Phenotype

Genotype differences were found in body weight (Figure 1C), which was increased in
3xTg-AD mice (Genotype (G), F(1,32) = 5.204; p = 0.030), an effect that was more clearly
observed among females (post hoc test, p < 0.05).
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Frailty score (Figure 1D) was increased in 3xTg-AD mice (G, F(1,32)= 12.052, p = 0.002)
with a statistically significant two-fold increase in male mice as compared to NTg counter-
parts (post hoc test, p = 0.001), while NTg and 3xTg-AD females exhibited similar frailty
scores (GxS; F (1,32) = 6.136; p= 0.020).

3.3.2. Neuropsychiatric symptoms (NPS)-like phenotype and cognitive impairment under
different anxiogenic conditions

In the corner test (CT) for neophobia (Figure 2A), NTg females exhibited increased
behavior, as measured by a higher number of visited corners and faster onset of rearing
than NTg males (Student t-test, p < 0.05). In the 3xTg-AD mice, the behavior was slightly
increased compared to male NTg response but did not reach statistical significance. Overall,
the sex difference was shown in the visited corners (S, F(1,36) = 8.032, p = 0.008). Genotype
per sex interaction effects in the variables for vertical exploratory behavior indicated the
consistent results between male and female 3xTg-AD mice in this regard, while in the NTg
mice, sex differences were shown (GxS, F(1,36) = 4.267, p = 0.047).

In the open-field (OF) test (Figure 2B), male and female NTg mice behaved quite
similarly, as shown by the time course and total counts of their horizontal and vertical
activities. In contrast, male 3xTg-AD mice exhibited sustained horizontal activity during
the test and higher total counts than their NTg counterparts (OF1, repeated measures
ANOVA (RMA); crossings: time × genotype × sex, F(1,36) < 0.001, p = 0.003). Female
3xTg-AD behaved like NTg mice, with a drop of activity from the first to the second minute
of the test. These patterns resulted in statistically significant genotype x sex interaction
effects (OF1 min 5, F(1,36) = 17.187, p = 0.001). When central and peripheral activity were
distinguished, male 3xTg-AD mice showed an increased number of peripheral crossings in
the third, fourth, and fifth minutes of the test (not shown) and, as a result, also on the total
number, as compared to NTg animals and 3xTg-AD females.

In the repeated corner test (24 h later), all the groups showed lower levels of activity
(paired t-test, p < 0.05). The genotype × sex factors interaction effects shown on the first
day were also found here.

In the repeated open-field test (24 h later), the time course of horizontal and vertical
activity was also dependent on the genotype and sex or both (OF2, RMA crossings: TxG,
TxS and RMA rearing: TxG, TxS, TxGxS, all Fs (1,36) > 4.251.000, p < 0.047). NTg mice
performed similar total activity levels than the precedent day. During the first minute
of the repeated open-field test, performance did not differ from that shown in their first
experience in the test (OF21 vs. OF11, n.s. in all the groups). Here, genotype effects on the
number of crossings and rearing in the first minute of the test (F(1,36) > 4.584, p < 0.05)
indicated higher performances in 3xTg-AD mice than NTg mice. Still, male 3xTg-AD
reduced their total activity to control levels.

A GxS effect was observed when we calculated the difference between the crossings
performed in the first minute of the test on day2 (OF21) and those in the last minute of day
1 (OF15) (F(1,36) = 10.889, p = 0.002), with only female 3xTg-AD mice differing from their
NTg counterparts (p < 0.05).

In the dark–light box (DLB) test (Figure 2C), 3xTg-AD mice exhibited a disinhibitory
behavior, as shown by the increased number of crossings in the lit area (data not shown, G,
F(1,35)= 5.186, p = 0.03) and increased total time spent into it (G, F(1,35) = 4.387, p = 0.044),
as compared to the NTg genotype. Emotionality in 3xTg-AD mice was also increased, as
they spent more time grooming (G, F(1,35) > 4.919, p = 0.034).
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Figure 2. Mental health: Neuropsychiatric-like phenotype and cognitive impairment under different anxiogenic conditions.
(A) Two-day corner test, (B) two-day open-field test, (C) dark–light box, (D) marble test. Results are the mean ± SEM.
Bars illustrate the genotype groups, as indicated in the abscissae. Symbols are used to illustrate individual values of males
(black, left panel) and females (red, right panel). In green: the no-survivors. Genotype (G) and sex (S) effects and GxS
interaction were analyzed by 2 × 2 factorial ANOVA analysis, * p < 0.05, ** p < 0.01, *** p < 0.001 (above line). Time (T)
factor (day-by-day) was analyzed by repeated measures ANOVA, T p < 0.05, TT p < 0.01, vs. the corresponding day 1 results.
Student t-test comparisons: * p < 0.05, ** p < 0.01, *** p < 0.001 vs. the corresponding NTg group; # p < 0.05, ### p < 0.001 vs.
the corresponding male group.

In the marble (MB) test (Figure 2D), 44.4% (4/9) of the marbles were buried on average
by the groups except in the group of 3xTg-AD females that buried only 22.2% (2/9),
resulting in a sex difference not found in NTg genotype (GxS, F (1,34) = 4.254, p = 0.048).
A sex effect was also observed when we measured the marbles left intact (not shown, S,
F (1,34) = 4.501, p = 0.042).
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Two different paradigms were carried out in a T-shaped maze, as depicted in Figure 3A;
all the groups included animals that failed to complete the T-maze spontaneous alternation
test (latency, 300 s) and the forced memory test (latency, 600 s). On average, all the groups
showed similar latencies in the ethogram of behaviors exhibited in the T-maze spontaneous
alternation (TMSA) test (turning, reaching the intersection, crossing the intersection with four
paw criteria, completing the test) (G, S, all Fs (1,34) < 0.231; p > 0.05). The most representative
of these latencies—that of achieving “test completion criteria”—is illustrated. The number of
spatial working memory errors (revisiting an explored area) were recorded in those animals
able to initiate the task. No statistically significant differences were observed between groups
in spatial alternation.

In the second paradigm for working memory in the T-maze (TM) test (Figure 3B), all
the groups needed the same time to reach the acquisition criteria in the forced trial (G, S,
all Fs(1,33) < 0.708; p > 0.05). In the recall trial, considering the animals that completed the
test (n = 25; nine NTg males; four NTg females; seven 3xTg-AD males and five 3xTg-AD
females), sex differences, clearer among NTg, were found (S, F (1,25) = 10.063, p = 0.005),
with males investing shorter times than females to reach the exploration criteria. Despite
the small number of animals, an increased number of errors in working memory (revisiting
an explored area) was noted in females (S, F (1,19) = 34.135, p < 0.001).

In the Morris water maze (MWM) (Figure 3C), genotype differences were found
in the navigation speed, reaching statistically significant differences in the cue learning
paradigm. Thus, 3xTg-AD mice were swimming slower than NTg counterparts (CUE: G,
F (1,32) = 4.437, p = 0.044), an effect that was more clearly shown in females (p < 0.05). There-
fore, the distance covered to reach the platform was used to illustrate all the paradigms’
performances. Genotype x sex interaction effects in the cue and the place tasks (PT) indi-
cate that males’ and females’ performances were dependent on the genotype. Here, sex
differences in the cue learning were shown in NTg mice, but not 3xTg-AD mice. Female
NTg covered more distance than NTg males, whereas both sexes performed equally in the
3xTg-AD genotype. At the end of the four trial sessions of the cue learning task, all the
groups could reach the platform in 20 s and cover 2 to 3 m.

In the two daily sessions of the place learning task, where the platform was hidden
and located in a reversed position, animals exhibited a genotype effect in the distance
covered to find the new location of the platform (PT11: G, F(1,32) = 6.228, p = 0.019). NTg
mice were faster (shorter latency, not shown) and covered less distance to find the hidden
platform. After that, the performances between NTg and 3xTg-AD mice differed in some
trials. Genotype effect was also observed in the last trial of the second day; in this case,
as in the mean distance of place task, two 3xTg-AD male mice performed less distance to
arrive at the platform (PT24: G, F (1,32) = 4.964, p = 0.034; meanPT2, G, F(1,32) = 5.926,
p = 0.022). The sex effect was observed in PT23, with females covering more distance to
find the platform (PT23: S, F(1,32) = 4.716, p = 0.039).

In summary, different survival and behavioral signatures were found in these cohorts.
Namely, (1) physical: An early mortality window of the female sex found enhanced in the
AD-genotype and increased frailty only in male 3xTg-AD mice. (2) Neuropsychiatric-like:
increased and persistent neophobia in female 3xTg-AD mice, a hyperactive pattern of male
3xTg-AD mice, and disinhibitory behavior in male and female 3xTg-AD mice. (3) Worse
long-term memory of female 3xTg-AD in the open-field test; overall bad performances of all
the animals in the mazes, with worse performance and working memory of female 3xTg-AD
mice, a slower swimming speed of female 3xTg-AD mice, and paradoxical performances of
male 3xg-AD mice, probably related to emotional and physical comorbidities. As discussed
in previous work, these sex-dependent effects point at the relevance of the sex-specific
analysis of AD disease. The results also illustrate the relevance of controlling for frailty
and mortality rates to discriminate against the confounding factors (synopsis; Table 1).
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Figure 3. Mental health: cognitive impairment (A) Spontaneous alternation T-maze, (B) T-maze, (C) Morris water maze.
Results are the mean ± SEM. Bars illustrate the genotype groups, as indicated in the abscissae. Symbols are used to illustrate
individual values of males (black, left panel) and females (red, right panel). In green: the no-survivors. Genotype (G) and
sex (S) effects and GxS interaction were analyzed by 2 × 2 factorial ANOVA analysis, * p < 0.05, ** p < 0.01, *** p < 0.001
(above line). Student t-test comparisons: * p < 0.05, ** p < 0.01, *** p < 0.001 vs. the corresponding NTg group; # p < 0.05,
### p < 0.001 vs. the corresponding male group.
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Table 1. Synopsys of main genotype and sex effects in the physical condition and behavioral phenotype.

Domains Tests Effect
Between Groups

Differences
Figure

Physical Condition

Survival Survival curve Sex ** 3xTg-AD females
vs. males Figure 1A

Frailty Frailty index Genotype *** 3xTg-AD males vs.
NTg males Figure 1D

Weight Body weight Genotype * 3xTg-AD females vs.
NTg females Figure 1B

HPA axis Corticosterone Genotype*; Sex** Females vs. males Figure 1C

Behavioral Phenotype
Neuropsychiatric-Like Domain

Neophobia CT,OF Sex * Figure 2A,B

Hyperactivity OF Genotype * 3xTg-AD males vs.
NTg males Figure 2B

Disinhibition DLB Genotype * Figure 2C

Cognitive Domain

Long-term memory OF2 Genotype * Figure 2B
Working memory TM Sex *** Females vs. males Figure 3B

Swimming speed MWM Genotype * 3xTg-AD females vs.
NTg females Figure 3C

Paradoxical
performance MWM Genotype * 3xTg-AD males vs.

NTg males Figure 3C

Domains studied, tests used (CT, corner test; OF, open-field test; OF2, open-field test day 2; DLB, dark–light box test and MWM, Morris
water maze). Statistics: genotype and sex effect; between groups differences, * p < 0.05; ** p < 0.01; *** p < 0.001 and related figures.

3.4. Systolic Blood Pressure

Figure 4 illustrates the systolic blood pressure. Two transgenic animals could not be
assessed because of a lack of vasodilation (1 animal) and overweight (1 animal). The sex
effect was observed, with males presenting an increased systolic blood pressure compared
to females (S, F (1,30) = 8.163, p = 0.008). These differences were especially observed
between 3xTg-AD mice (Student t-test, p = 0.022).

Figure 4. Systolic blood pressure. Results are the mean ± SEM. Bars illustrate the genotype groups, as
indicated in the abscissae. Symbols are used to illustrate individual values of males (black, left panel)
and females (red, right panel). In green: the no-survivors. Genotype (G) and sex (S) effects and GxS
interaction were analyzed by 2 × 2 factorial ANOVA analysis, ** p < 0.01 (above line). Student t-test
comparisons: ** p < 0.01, vs. the corresponding NTg group; # p < 0.05 vs. the corresponding male group.
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3.5. MRI Relative Cerebral Blood Flow

Representative relative cerebral blood flow (rCBF) images in five regions of interest: cortex,
striatum, hippocampus (HC), caudate-putamen (CPu), and basolateral amygdala (BLA) from
two 1mm consecutive slices (approximately, Bregma −1.5 mm and −2.5 mm) are presented in
Figure 5. No statistically significant differences in rCBF were observed (Figure 6A). However,
3xTg-AD female mice survivors had increased rCBF in the cortex and hippocampus compared
with their NTg counterparts (Student t-test p < 0.05). In particular, genotype per sex interaction
effects were observed in cortical rCBF (GxS, F(1,27) = 4.545, p = 0.044).

Figure 5. MRI arterial spin labeling (ASL)—relative cerebral blood flow in regions of interest.
(A) Global cerebral blood flow and five regions of interest were examined in the present study
from two different sections (Bregma −1.5 mm, −2.5 mm). Cortex; striatum; caudate putamen
(CPu); basolateral amygdala (BLA); hippocampus (HC). (B) Representative images from rCBF maps
superimposed to T2w-image from NTg male, NTg female, 3xTg-AD male, and 3xTg-AD female.
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Figure 6. MRI-ASL—relative cerebral blood flow. (A) Mean relative blood flow in cortex and hippocampus. (B) Hemisphere
relative cerebral blood flow asymmetry. Results are the mean ± SEM. Bars illustrate the genotype groups, as indicated in
the abscissae. Symbols are used to illustrate individual values of males (black, left panel) and females (red, right panel).
Left hemisphere: blue; right hemisphere: purple. In green: the no-survivors. Genotype (G) and sex (S) effects and GxS
interaction were analyzed by 2x2 factorial ANOVA analysis, * p < 0.05 (above line). Student t-test comparisons: * p < 0.05 vs.
the corresponding NTg group; Paired t-test in asymmetry between right/left hemispheres: @ p <0.05, @@@ p < 0.001.
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For each group, the asymmetries in the rCBF of the left and right hemispheres are
illustrated in Figure 6 B. In the cortex, rCBF asymmetries were found in females. The
asymmetry between left–right hemispheres was also observed in the hippocampus of NTg
males and 3xTg females and the striatum of NTg females (paired t-test, p < 0.05).

3.6. Angiogenesis

The middle cerebral artery (MCA) (Figure 7A,B) and the aorta (Figure 7C,D) was
longitudinally measured at day 4, 5, 6, 7 after seeding in growth medium containing
Matrigel. Sex did not modify MCA angiogenic growth either in NTg or 3xTg-AD mice,
though female 3xTg-AD mice showed an enhanced (p < 0.01) growth from day 4 to 6
compared to female NTg. In the aorta, although NTg females showed an initially lower
angiogenic growth than males, growth was significantly increased (p < 0.05) in 3xTg-AD
females compared to 3xTg-AD males (Figure 7D) and NTg females (Figure 7C vs. 7D).

Figure 7. Influence of sex and genotype on the MCA and aortic angiogenic response. Analysis of neovessel growth
progression in MCA from NTg (A) and 3xTg-AD (B) male and female mice. Representative images of neovessel sprouting
(above) at day 7 (left) or 6 (right) and analysis of neovessel growth (below) in aorta from NTg (C) and 3xTg-AD (D) male and
female mice. Red dotted lines represent the length of the longest vessel sprouting from the artery’s outer surface (starting
point). Results are the mean ± SEM from NTg, male n = 6–7, female n = 4–5; 3xTg-AD, male n = 10, female n = 5. Data were
analyzed by two-way repeated measures ANOVA with Tukey post-test. * p < 0.05, ## p < 0.01.
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3.7. Arterial Properties

Endothelium-dependent ACh-induced vasodilatation in the aorta of female NTg mice
was slightly higher than NTg males, whereas no sex-dependent differences were found
in 3xTg-AD mice (Figure 8A). Sodium nitroprusside relaxations were not affected by sex,
either in NTg or 3xTg-AD mice (Figure 8B). However, these relaxations were impaired
(p < 0.05) in 3xTg-AD compared to NTg males. These results suggest an impairment
of smooth muscle relaxing responses in 3xTg-AD males. We subsequently measured
contractile responses to KCl (100 mM) (Figure 8C) and Phe (Figure 8D). Responses to KCl
were significantly higher (p < 0.01) in the 3xTg-AD genotype in males but not females, an
effect that culminated in greater (p < 0.05) contractions in 3xTg-AD males than females
(Figure 8C). Nevertheless, concentration-dependent contractions to Phe were not affected
either by sex or genotype (Figure 8D).

Figure 8. Influence of sex and genotype on aortic function. Concentration-dependent relaxations to acetylcholine (A) and
sodium nitroprusside (B) in thoracic aortas from NTg and 3xTg-AD male and female mice. Contractions to KCL 100 mM
(C) and concentration-dependent contractions to phenylephrine (D). Results are the mean ± SEM from NTg, male n = 7,
female n = 5; 3xTg-AD, male n = 10, female n = 5. Data were analyzed by ×-way repeated measures (A,B,D) or regular (C)
two-way ANOVA with Tukey post-test. * p < 0.05, ** p < 0.01, # p < 0.05.
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3.8. Mental Health and Cardiovascular Function Correlates

Behavioral correlates with cardiovascular function and HPA axis activation were ana-
lyzed. The most statistically significant correlations found when considering the whole sample
of animals are illustrated in Figure 9. Amygdala CBF was positively correlated with body
weight (Figure 9A, p = 0.001), and corticosterone levels with the number of intact marbles
(Figure 9B, p = 0.002) and errors in the T-maze (Figure 9C, p < 0.001). Systolic blood pressure
was positively correlated with the number of half-buried marbles (Figure 9D, p = 0.009) and
negatively correlated with latency to arrive to T-intersection with four paws in the TMSA test
(Figure 9E, p = 0.007) and TM test (Figure 9F, p = 0.005). Sodium nitroprusside relaxations
(area under the curve), a measure of endothelium-independent relaxations, were negatively
correlated with the total horizontal activity in the first open-field test (Figure 9G) and vertical
activity in the two open-fields (Figure 9H, p = 0.007, and 9I, p = 0.006). Asymmetry of several
brain regions was also correlated with behavior. Cortical areas were positively correlated
with risk assessment behavior (Figure 9J, p = 0.003), neophobia in the corner test (Figure 9K,
p = 0.004), and errors in the T-maze (Figure 9L, p = 0.008). Hippocampal’s asymmetry index
(AI), defined as (right-left)/(right + left) * 100 was negatively correlated with neophobia in
the corner test (Figure 9M, p = 0.009), while amygdala’s asymmetry index was positively
correlated with neophobia in the second open-field test (Figure 9N, p = 0.005).

The functional correlates of the behavioral signatures were also analyzed for the
corresponding group and are presented as supplementary data (supplementary material).
Briefly, the increased and persistent neophobia in female 3xTg-AD mice, confirmed also in
the open-field test, was correlated with Phe %KCL- pEC50 (r > −0.983, p < 0.003), area under
the curve (AUC) (r = −0.983, p = 0.001), PEC50 (r = -0.983, p = 0.007), and KCL (r > −0.965,
p < 0.008). The hyperactive pattern of male 3xTg-AD mice in the open-field test was
correlated with the striatum (Bregma -1.5 mm) asymmetry index (AI) (r = 0.790, p = 0.006),
systolic blood pressure (r = −0.910, p = 0.002), PEC50 Acetylcholine (% Phe) (r = −0.842,
p = 0.002), and amygdala (Bregma −1.5 mm) AI (r> 0.776, p < 0.009). The disinhibitory
behavior in male and female 3xTg-AD mice in the dark–light box was correlated with
acetylcholine (% Phe)- area under curve (r= 0.707, +, p = 0.003); cortex (Bregma -2.5 mm)
AI (r= 0.612, +, p = 0.009), acetylcholine (% Phe)- maximum effect (r = -0.679, +, p = 0.005);
the frailty index FI (r= 0.616, +, p = 0.009) and global cerebral blood flow in the selected
slices (r= 0.660, +, p = 0.004), striatum (r = 0.709, +, p = 0.001), caudate putamen (r = 0.671,
+, p = 0.003), amygdala (r = 0.622, +, p = 0.009); striatum (Bregma −2.5 mm) AI (r = −0.766,
p < 0.001). The slower speed of female 3xTg-AD mice in the water maze was correlated
with the cerebral blood flow of whole brain (r = -0.878, p = 0.009), striatum (r = −0.893,
+, p = 0.007), caudate putamen (r = -0.916, +, p = 0.004), and hippocampus (r = −0.906,
p = 0.005). Finally, paradoxal performances in male 3xg-AD mice probably related to their
emotional and physical comorbid conditions to cognitive function were found correlated
with acetylcholine (% Phe)- PEC50 (r = 0.774, +, p = 0.009), sodium nitroprusside (% Phe)-
PEC50 (r = 0.784, +, p = 0.007), cerebral blood flow of whole brain (r= 0.778, +, p = 0.008),
striatum (r = 0.795, +, p = 0.006), caudate putamen (r = 0.807, +, p =0.005), and cortex
(Bregma −1.5 mm) AI (r = 0.844, +, p = 0.002).
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Figure 9. Mental health—cardiovascular function correlation analysis. Meaningful significant Pearson r correlations
between behavior and cardiovascular function and HPA axis. (A) Amygdala CBF with body weight (B) corticosterone
levels with the number of intact marbles, and (C) errors in the T-maze. (D) Systolic blood pressure with the number
of half-buried marbles and (E) with the latency to arrive to T-intersection with 4 paws in TMSA test and (F) TM test.
(G) Vascular function, as measured by the area under the curve (AUC) of sodium nitroprusside and the total horizontal
activity in the first open-field test and (H,I) vertical activity in the two open fields. (J) Cortical asymmetry index (AI) and
risk assessment behavior, (K) neophobia in the corner test, and (L) errors in the T-maze. (M) Hippocampal’s asymmetry
index and neophobia in the corner test, (N) amygdala’s asymmetry index and neophobia in the second open-field test.
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4. Discussion

The present work investigated the interaction between mental health and cardiovascu-
lar disease under a translational gender-medicine perspective. We used two strains of mice
modeling normal (NTg) and neurodegenerative (3xTg-AD) aging, where first evidence of
compromised small peripheral mesenteric resistance artery (MRA) properties was recently
shown [21]. Worse physiologically relevant MRA structural and functional alterations of
3xTg-AD females suggested sex-dependent dysfunctions. We hypothesize that those find-
ings would also extend to other cardiovascular health measures. Since the aging process is
very heterogeneous [7], here, we studied two cohorts where females exhibited worse mor-
tality rates than males since birth. We were interested in exploring brain–cardiovascular
interaction mechanisms relevant for long-lived animals. Eight functional aspects were
successively studied from middle age to natural death or euthanasia at 16 months. First, we
determined the physical (including frailty) and behavioral (neuropsychiatric-like and cog-
nitive) phenotypes of animals. Once the “mental health” of each animal was characterized,
we determined their “cardiovascular phenotype” through systolic blood pressure, rCBF,
angiogenesis, and arterial function. Survival was continuously monitored. Glucocorticoid
levels, an indicator of HPA axis function, were analyzed from blood samples collected
during the euthanasia. In the results, the analysis includes the sample size at each time
point; so that the results of a certain functional analysis are those taking into account the
highest sample available. The results agreed with those from the analysis performed only
using the final sample size of survivors (censored data).

4.1. Sex- and Genotype-Dependent Mortality/Morbidity Paradox

People with AD show worse survival than the general old population, and deranged
neuro-immuno-endocrine system in males could explain their worse survival than females
despite their less bad neuropathological status [4,6]. At the translational level, we have
consistently reported increased vulnerability of 3xTg-AD mice concurrent with impair-
ment of the neuro-immuno-endocrine system and in agreement with this sex-dependent
profile [11,12,38]. However, we found cohorts that offered a distinct survival scenario,
with pairwise comparisons in the survival curves confirming an effect of sex factor with
worse survival of females, independently of the genotype. 3xTg-AD mice females had
a shorter lifespan than males, and sex differences were less pronounced in NTg mice.
The retrospective analysis of survival indicated that both groups of females exhibited an
early mortality window, starting as soon as 2–3 months of age. While the male sex has
worse cardiovascular mortality rates than females, the burden of cardiovascular disease
in the female sex is widely reported [39]. Less is known in this regard in Alzheimer’s
disease. Therefore, the present cohorts offer an interesting experimental setting to study
the morbidity/mortality paradox in surviving females. In this scenario, we were interested
in studying the relationship between frailty, mental health, and cardiovascular phenotype.

Heterogeneity is found in the aging process, and prognostic tools to identify end-of-life
dementia stages are difficult [7]. In NTg and 3xTg-AD mice, we described heterogeneity as
part of the complexity of age-related scenarios [8,40,41]. The frailty index, a common tool to
measure health status that seems to be sensitive to predict mortality [5], is a valuable tool in
longevity and aging studies in mice [31]. In the general population, women usually present
higher frailty scores and a reduced risk of mortality than men [42]. In contrast, higher
frailty scores are recorded in men with AD [43]. In agreement, the Mouse Clinical Frailty
Index, a translational adaptation of the frailty index data in humans [31], was increased in
male 3xTg-AD mice compared to NTg counterparts, while females exhibited similar frailty
scores. A worse sensorimotor function was also previously reported [8,10,12]. Using the
same frailty index, other researchers also noticed that 3xTg-AD males show higher scores,
with sex differences in health span predicting lifespan in the 3xTg-AD mouse model of
AD [44].
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4.2. Down-Regulation of HPA Axis Endocrine Status in Female 3xTg-AD Mice

At the endocrine level, mild hypercortisolemia is observed in AD patients [45], and
the stimulation of the HPA can result in peripheral immune depression [46]. In the present
work, the HPA axis exhibited sexual dimorphism, with higher levels of plasma corticos-
terone in females than males. The AD–genotype effect reduced plasmatic corticosterone
levels in 3xTg-AD females, attenuating the sexual dimorphism in one degree of magnitude.
These data agree with our first report in 15-month NTg and 3xTg-AD [12]. In all groups,
the corticosterone levels were higher than those reported at 15 months, which could be due
to the animals’ increased stress response to the experimental design, especially observed
in females [47]. These corticosterone levels were similar to those observed in NTg and
3xTg-AD mice after chronic treatment with caffeine and vehicle [48].

4.3. Different Behavioral Signatures for Physical, Emotional, and Cognitive Phenotypes

The patterns of innate neophobia (fear of novelty) response shown by NTg mice were
found broken in the 3xTg-AD genotype, and it is most prominently observable in the
mutants with female sex, as consistently described since our first work [10] and confirmed
afterwards [21,37,49]. We proposed increased neophobia, as delayed and reduced rearing,
an early behavioral marker of the onset of behavioral and psychological symptoms of
dementia (BPSD)-like symptoms since premorbid disease stages [28]. Here, the corner test
was sensitive to old 3xTg-AD females’ genotype, where neophobia is enhanced. For the
first time, we describe these patterns as also observable on the repeated test.

In the open-field test, no sex differences were found in normal aging. In contrast,
the frail male 3xTg-AD exhibited sustained activity, mostly as a thigmotaxis response
and slower habituation pattern. A hyperactive pattern in frail 3xTg-AD males is also
observed after social isolation [50]. The repetition of the test elicited reduced activity, in
all the groups. In agreement with previous reports showing a 24 h long-term memory
deficit in male 3xTg-AD mice at 2, 4, and 6 months of age [28], the behavioral response
did not benefit from previous experience. Here, we show that these genotype effects in
the immediate re-confrontation with the test are extensive to 14 months of age and mostly
observed in females.

As shown by increased crossings and time in the lit area and grooming, disinhibitory
behavior in the dark–light box confirmed a consistent BPSD-like phenotype in male and
female 3xTg-AD mice. These disinhibitory patterns were first described at 4 months of
age as part of the profile mimicking AD’s prodromal stage [51]. The marble test, assessing
anxiety-like behaviors and screen drugs for obsessive-compulsive disorders and psychotic
symptoms [52], also showed a specific pattern for females 3xTg-AD mice.

In the paradigms for learning and memory in mazes [37], the number of animals
failing to complete the T-maze indicates their aged status and/or poor motivation [8]. The
latency to achieve the first goal of the test (crossing the intersection) has been related to
immunosenescence and reduced survival [53]. This ceiling effect resulted in a sample of
“successful animals” that equally performed the spontaneous alternation task. However,
these animals committed errors attributed to working memory (revisiting explored areas)
when assessed in a more complex task (the forced-choice paradigm) in a sex-specific
manner. Here, females of both genotypes spent more time choosing the right choice and
committed more errors.

The water maze’s performance was strongly determined by genotype differences
in the swimming speed (slower in 3xTg-AD mice) mostly found among females. Motor
features can be discarded (the frail animals were males), but the swimming performance
can reflect their emotional status in an aquatic environment known to be anxiogenic for
mice [54]. To control this factor, the distance covered was used instead of the latency. Two
learning and memory tasks differing on the level of complexity and involving short (15 min)
and long-term (24 h) memory were used. The day-by-day and trial-by-trial analysis showed
a notorious aged profile compared to previous reports in young [10,11,28,37,49,51,55] or old
animals [8,38,48,56]. Worse performance of female NTg mice was observed on the visual
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perceptual learning task. Long-term spatial reference learning and memory deficits were
shown by all the groups in their first day of place learning task where the hidden platform,
located in a reversed location, had to be found. Finally, the two-day place task indicated
paradoxical better performances in male 3xTg-AD mice, which could be explained by the
strong need that a frail animal may have to find and remember a safe place.

4.4. Increased MRI-ASL Regional Cerebral Blood Flow in 3xTg-AD Survivor Females

In the present study, we evaluated CBF in five different brain regions, namely, hip-
pocampus, cortex, striatum, caudate putamen, and amygdala using arterial spin labeling
(ASL), a magnetic resonance imaging (MRI) technique for non-invasive measurements
of cerebral blood blow. The results indicated sex- and brain-region-associated changes
in CBF. Among all, 3xTg-AD female mice survivors had increased CBF in the cortex and
hippocampus as compared with their wild-type counterparts.

Although CBF alteration seems to be involved in AD pathogenesis, the perfusion
patterns remain unclear, since both hypoperfusion and hyperperfusion have been described
in different brain areas and involved in different brain functions [57].

Oxidative stress, inflammation, and cerebrovascular disease have been suggested to
be involved in AD. In one of our recent collaborative studies in 3xTg-AD mice, we have
reported that the number of β-amyloid (Aβ) plaques in the hippocampus and entorhinal
cortex at advanced stages of the disease was higher in females than in males [58]. Interest-
ingly, co-localization of hypoxic areas and Aβ plaques in the hippocampus and entorhinal
cortex were observed only in females. In the present study, the increased CBF in the cortex
and hippocampus in female survivors suggests a potential compensatory hemodynamic
mechanism in end-of-life dementia, which is sex- and brain-region-dependent. This is
interesting to note, since recent work in APP/PS1 transgenic mice at the early stages of
AD has shown longitudinal changes in regional CBF, indicating age- and brain-region-
dependent alterations of cerebral blood flow [59]. At the clinical level, an increased CBF
has also been observed in patients at preclinical stages of AD when cognitive performance
is still preserved, suggesting a compensatory response to the accumulation of Aβ pathol-
ogy [60]. Moreover, the reduction in CBF seems to be an important factor contributing to
the cognitive dysfunction associated with dementia. One study performed with APP/PS1
mice in the late stages of the disease reported that a treatment that consists of the increase
in the cerebral blood flow improves cognition [61].

4.5. Sex- and Brain-Region-Dependent Asymmetry in the MRI-ASL Regional Cerebral Blood Flow

Brain structural and functional asymmetry in health/disease is an emerging field. The
neurodegeneration of subcortical structures is not symmetric, with neuroimaging studies
reporting volumetric regional, hemispheric asymmetries. Thus, asymmetric hippocampal
atrophy has been recently reported in normal aging, mild cognitive impairment, and
AD [62]. A whole-brain analysis revealed increased neuroanatomical asymmetries in
dementia for the hippocampus and amygdala and is proposed as a powerful imaging
biomarker [63]. At the translational level, hippocampal asymmetry was important in
rodents for acquiring spatial reference memory, retaining working memory [64], and some
features of non-spatial learning [65]. At the neurochemical and molecular levels, left–right
hippocampal asymmetry has been demonstrated for the glutamatergic system [65]. We
have just provided the first evidence of brain atrophy asymmetry in male 3xTg-AD mice,
thus modeling that found in human patients with AD [50]. However, little is known
about the alterations in CBF hemisphere asymmetries. In the present work, the MRI-ASL
rCBF results unveiled, for the first time, the asymmetry between left–right hemispheres
in the female’s cortex, in the hippocampus of control males, and 3xTg-AD females, as
well as in the striatum of control females. Therefore, the present results show asymmetry
between left–right hemispheres in the 3xTg-AD model and aging mice, in both sexes (but
mostly in females) and in cortical and subcortical structures. Moreover, to ensure that these
detected asymmetries in rCBF measurements were not affected by differences in mice’s
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head positioning (rotation respect to the sagittal plane) or differences in signal-to-noise
ratio (SNR) or contrast-to-noise ratio (CNR) between hemispheres, a SNR/CNR quality
check analysis was performed that showed no statistically significant differences among the
experimental groups (data not shown). This modeling will be useful for the translational
development and assessment of the preventive/ therapeutic interventions and those of the
risk factors and hazards and monitoring disease progression.

4.6. Improved Vascular Profile in 3xTg-AD Survivor Females

Hypertension is a risk factor to develop cognitive impairment and dementia [66] and
is associated with the pathological manifestations of Alzheimer’s disease [67]. Although it
is more prevalent in men, a recent study demonstrated that midlife hypertension increases
the risk of dementia in women but not in males [68]. Arterial pressure increases in a sex-
and age-specific manner similar to humans, showing sex differences until 14 months [69].
In agreement with this, the sex effect was observed in this study, with males presenting
an increased systolic blood pressure. Although our results did not demonstrate a higher
systolic blood pressure in 3xTg-AD mice than NTg mice, as it has been observed in
AβPP/PS1 mice [70], a correlation between higher levels of systolic blood pressure and
decreased regional cerebral blood flow was observed in 3xTg-AD mice.

AD is associated with cerebral and peripheral artery dysfunction, a process that can lead
to altered blood flow to the brain, which in turn can increase the risk of developing AD or
impair AD pathology [71,72]. In mice models of AD disease, both peripheral large [18–20] and
small [21] artery dysfunction have been reported. A previous study showed decreased ACh-
and sodium-nitroprusside-dependent relaxations in conjunction with increased endothelin-1
contractions in aortas from 11-month-old male 3xTg-AD mice [18]. Consistently, in the 16-
month-old male 3xTg-AD compared to NTg mice of the present study, similar low levels of
ACh-induced relaxations, impairments of sodium nitroprusside responses, and enhanced
contractions to KCl 100 mM were observed. Notably, 3xTg-AD female mice survivors had an
improved vascular profile.

On the one hand, although 3xTg-AD females showed similar low levels of ACh
relaxation than males, relaxations to sodium nitroprusside and contractions to KCl were
unaltered compared to NTg mice. On the other hand, the angiogenic growth capacity of the
MCA and aorta was higher in 3xTg-AD compared to NTg females, and 3xTg-AD females
showed greater aortic angiogenesis than 3xTg-AD males. In a precedent work, the anxious-
like behavioral profile correlated with vascular alterations in small mesenteric arteries from
15-month-old 3xTg-AD female mice [21]. Altogether, we suggest that the vascular profile is
tightly linked to the overall health status, especially in female 3xTg-AD mice.

The increased angiogenic response correlated with increased CBF in the cortex and
hippocampus in 3xTg-AD compared to NTg females, an effect that is consistent with
the concept that angiogenesis, would be a compensatory response to impaired CBF in
AD [22]. These findings agree with previous studies that found increased angiogenesis in
the hippocampus, midfrontal cortex, substantia nigra, pars compacta, and locus ceruleus
of post mortem human AD brains [73]. It is worth noting that increased angiogenesis,
which has been associated with the presence of Aβ [24,74–76], could be linked to increased
vascular permeability, especially under pro-oxidant and pro-inflammatory environments,
such as in AD [23,24]. A non-invasive method was used to measure blood pressure due to
the old age of mice. However, a high-fidelity blood pressure phenotyping method (e.g.,
radiotelemetry) would be necessary to confirm blood pressure data. Besides, we used the
thoracic aorta (i.e., a large conductance artery) as a model for generic peripheral artery
function. Therefore, the present study is limited by the lack of information on vascular
function in peripheral resistance arteries, which might reflect better what happens at the
level of cerebral vasculature.
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4.7. Behavioral Correlates Mental Health and Cardiovascular Measurements

Correlation analysis through all the components suggests functional interactions
between NPS and cognitive impairment with amygdala and HPA axis. The vascular
function correlated with activity, while the left and right hemispheres’ asymmetry of rCBF
with NPS and cognitive impairments. Increased activation of the amygdala in 3xTg-AD
mice [55] could explain the specific correlation between amygdala CBF and body weight.
Corticosterone level correlations agree with our first report on the increase in glucocorticoid
levels concomitantly to increased anxiety and peripheral immune dysfunction [12] and
recent work of other laboratories [77]. Systolic blood pressure correlated positively with
the number of half-buried marbles and negatively correlated with latency to cross the
T-intersection and TM test, which are indicators of a worse neuro-immunoendocrine
function, accelerated aging, and premature death in mice [53]. These correlates agree
with mice chronically subjected to high blood pressure being more active in the open-
field and faster in a spontaneous alternation test [78]. Recently, we demonstrated the
correlation between peripheral small vessel properties and anxiety in both NTg and 3xTg-
AD mice, mostly in females [21]. Here, we show that the animals with lower endothelial-
independent vasodilatations to sodium nitroprusside (i.e., lower muscle relaxation capacity)
were the most active in the open-field test, in both non-goal- (horizontal activity) and goal-
directed (rearing) behaviors [79,80]. The correlation was consistent, as also observed
in the repeated test. Regarding relative cerebral blood flow and neuropsychiatric and
cognitive impairment, the cortex was the better area correlated with behavior. Cortex
hemisphere asymmetry correlated with risk assessment (stretch attendance), neophobia in
the corner test, and worse memory performance in the T-maze test. Correlation between
asymmetry and neophobia was also observed in the hippocampus and amygdala. Since
testing the pairwise correlations between dozens of variables without multiple comparison
correction may involve a high risk of type-1 error, only those which are meaningful,
obtained a maximum statistical significance (p < 0.001), and could be verified with close-
related variables were considered. Despite our aim to highlight and explore the sex-based
differences, the statistical power of the sample size per sex did not allow to compare
whether the correlations between these variables were different between male and female
mice and thus modulated by the sex. Overall, this correlation analysis allows for finding
meaningful functional correlations between behavioral responses related to the levels of
anxiety, cognition and locomotor activity, and cardiovascular measurements. Especially, the
present work provides pieces of evidence of the brain regions’ asymmetry of both males and
females with normal and AD-neurodegenerative aging correlation with neuropsychiatric
symptoms and cognitive deficits.

4.8. Future Research Directions

The present study suggests a potential compensatory hemodynamic mechanism in
end-of-life dementia, which is sex-dependent. Those vascular adaptations observed in
3xTg-AD female mice survivors might provide clues to understand potential vascular
targets for pharmacological and non-pharmacological interventions.
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Abbreviations

3xTg-AD Triple transgenic mice
AD Alzheimer’s disease
AI Asymmetry index
ASL Arterial spin labeling
AUC Area under the curve
BLA Basolateral amygdala
BPSD Behavioral and psychological symptoms of dementia
CBF Cerebral blood flow
CPu Caudate putamen
CNR Contrast-to-noise ratio
CT1 Corner test—Day 1
CT2 Corner test—Day 2
DALYs Disability-adjusted life years
DLB Dark–light box test
G Genotype
HC Hippocampus
HALE Healthy life expectancy
HPA Hypothalamic–pituitary–adrenal
MB Marble test
MCA Middle cerebral artery
MCFI Mouse Clinical Frailty Index
MRA Mesenteric resistance arteries
MRI Magnetic resonance imaging
MWM Morris water maze
NPS Neuropsychiatric symptoms
NTg Non transgenic mice
OF1 Open-field test—Day 1
OF1n Open-field test—Day 1, minute n of the test
OF2 Open-field test—Day 2
OF2n Open-field test—Day 2, minute n of the test
PT n n Place task—Day, trial n of the test
RMA Repeated measures ANOVA
ROI Region of interest
S Sex
SNR Signal-to-noise ratio
T Time
TM T-maze
TMSA T-maze spontaneous alternation
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Abstract: Kisspeptins (Kp) are RF-amide neuropeptide regulators of the reproductive axis that also
influence anxiety, locomotion, and metabolism. We aimed to investigate the effects of intracere-
broventricular Kp-8 (an N-terminally truncated octapeptide) treatment in Wistar rats. Elevated plus
maze (EPM), computerized open field (OF), and marble burying (MB) tests were performed for the
assessment of behavior. Serum LH and corticosterone levels were determined to assess kisspeptin1
receptor (Kiss1r) activation and hypothalamic-pituitary-adrenal axis (HPA) stimulation, respectively.
GABA release from the nucleus accumbens (NAc) and dopamine release from the ventral tegmen-
tal area (VTA) and NAc were measured via ex vivo superfusion. Kp-8 decreased open arm time
and entries in EPM, and also raised corticosterone concentration, pointing to an anxiogenic effect.
Moreover, the decrease in arm entries in EPM, the delayed increase in immobility accompanied by
reduced ambulatory activity in OF, and the reduction in interactions with marbles show that Kp-8
suppressed exploratory and spontaneous locomotion. The increase in GABA release from the NAc
might be in the background of hypolocomotion by inhibiting the VTA-NAc dopaminergic circuitry.
As Kp-8 raised LH concentration, it could activate Kiss1r and stimulate the reproductive axis. As
Kiss1r is associated with hyperlocomotion, it is more likely that neuropeptide FF receptor activation
is involved in the suppression of locomotor activity.

Keywords: kisspeptin; anxiety; locomotion; Kiss1 receptor; HPA axis; HPG axis; nucleus accumbens

1. Introduction

The KISS1 gene was discovered as a novel metastasis-suppressor in human melanoma
cells in 1996 in Hershey, named after the famous chocolate of the city, Hershey’s Kisses [1].

KISS1 encodes a 145-amino-acid propeptide, from which kisspeptin-54 (Kp-54) is
cleaved. The proteolytical cleavage of this 54-amino-acid peptide results in shorter bi-
ologically active products, designated kisspeptin-14 (Kp-14), kisspeptin-13 (Kp-13) and
kisspeptin-10 (Kp-10) [2]. Mammalian kisspeptins belong to the family of RF-amide
peptides, as they carry the characteristic, conserved carboxyl-terminal Arg–Phe–NH2
sequence [3].

The canonical receptor of kisspeptins is a G protein-coupled receptor, Gpr54, that is
fully activated by all biologically active products of the Kiss1 gene [4]. Although Gpr54
was initially described in 1999 as an orphan receptor similar to galanin receptors [5], after
being deorphanized in 2001, it was designated kisspeptin-1 receptor (Kiss1r) [6].
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Upon activation of the Gαq/11-coupled Kiss1r, phospholipase C (PLC) is activated,
leading to inositol 1,4,5-trisphosphate (IP3)-mediated intracellular Ca2+ mobilization. More-
over, the activation of protein kinase C (PKC) and the Gαq-independent recruitment of
β-arrestins result in the phosphorylation of several mitogen-activated protein kinases
(MAPKs), including extracellular signal-regulated kinases 1/2 (ERK1/2) and p38 [4].
MAPKs in turn regulate gene expression and induce long-term alterations in a wide range
of biological processes [7], including progesterone secretion [8], trophoblast adhesion [9],
and glucose-induced insulin secretion [10].

Kisspeptins also bind and activate both neuropeptide FF receptors (NPFFR1 and
NPFFR2) [11]. As NPFF receptors are coupled with Gαi/o, their activation inhibits cAMP
production. The Gβγ heterodimer released from Gi/o proteins was found to inhibit voltage-
gated Ca2+ channels. Moreover, it is capable of potentiating Gq signaling via physical
interaction with PLC [3].

Kisspeptin is expressed in several regions of the rat central nervous system, including
hypothalamic nuclei [e.g., arcuate nucleus, anteroventral paraventricular nucleus (AVPV)],
thalamic nuclei, the amygdala, hippocampus, lateral septum, the bed nucleus of stria termi-
nalis, striatum, nucleus accumbens (NAc), periaqueductal grey, and locus coeruleus [12,13].
Likewise, Kiss1r has been localized in rats in the hypothalamus (e.g., paraventricular,
arcuate and supraoptic nucleus), thalamus, hippocampus, amygdala, septum, striatum,
raphe nuclei, and cortex [5,14].

The expression of NPFF1 receptor mRNA has been detected in the lateral septum, in
thalamic and brainstem nuclei, as well as in the ventral tegmental area (VTA), NAc, the bed
nucleus of the stria terminalis, the amygdala and hippocampus. NPFF2 receptor mRNA
expression has been reported in thalamic nuclei, in the hypothalamus, hippocampus, VTA,
the A5 noradrenergic cell group and also in the dorsal horn of the spinal cord [15,16].

Following the original discovery of its metastasis suppressor role in melanoma [1],
the anti-metastatic activity of kisspeptin has been found in a variety of tumors, including
bladder, ovary, colorectal, pancreas, pituitary, prostate and thyroid cancer [17].

The involvement of kisspeptin in reproduction has been a topic of extensive research
since it was discovered in 2003 that kisspeptin is a potent stimulator of gonadotropin
secretion [18]. The role of kisspeptin in the regulation of puberty is underlined by the
finding that various loss-of-function mutations of KISS1R and KISS1 are associated with
isolated hypogonadotropic hypogonadism, whereas activating mutations result in central
precocious puberty [19]. Hypothalamic Kiss1 neuron populations are responsible for the
regulation of the estrous cycle by mediating positive and negative feedback of gonadal
steroids on gonadotropin secretion [20]. The sexually dimorphic Kiss1 neuron population
of the AVPV is responsible for the positive feedback of estrogen, thus it contributes to
the surge-like secretion of GnRH. However, pulsatile GnRH secretion is regulated by the
KNDy neurons (coexpressing kisspeptin, neurokinin B, and dynorphin) of the arcuate
nucleus that mediate the negative feedback of estrogen [21]. Compelling evidence has
suggested that KNDy neurons in the arcuate nucleus function as a major integrator of
various modifiers of the reproductive axis, including metabolic signals, olfactory clues, and
circadian rhythm [22–25].

Similarly to other members of the RF-amide family [26], kisspeptin has also been
implicated in the regulation of nociception [27]. In a recent study, Kp-13 lowered the
nociceptive threshold in mice, decreased the analgesic effect of morphine, diminished
morphine tolerance and caused mechanical hypersensitivity [28].

Based on the expression of Kiss1 and Kiss1r in limbic brain structures [29,30], several
studies have investigated the behavioral effects of kisspeptin.

An antidepressant-like effect of kisspeptin has been reported in rats [31], and intra-
venous kisspeptin has also decreased negative mood in human subjects [32].

Kisspeptin neurons in the rostral periventricular area of the 3rd ventricle (RP3V) seem
to regulate sexual behavior in rodents, as they are activated by male urinary odors in
female mice and facilitate copulatory behavior in a NO-dependent pathway [33,34].
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An interplay between kisspeptin and the hypothalamic-pituitary-adrenal (HPA) axis
was suggested in 2009, when Kinsey-Jones et al. discovered that stress-induced elevation of
plasma corticosterone suppresses hypothalamic kisspeptin signaling in rodents [35]. Since
that time, several studies have been conducted with controversial results.

In paraventricular nucleus-derived cell lines, Kp-10 increased the gene expression of
arginine vasopressin (AVP) and oxytocin, while suppressing the expression of corticotropin
releasing hormone (CRH). However, it failed to influence the activity of the HPA axis
in vivo, as intraperitoneally (ip.) administered Kp-10 had no effect on plasma corticos-
terone and adrenocorticotropic hormone (ACTH) levels in rats [36]. Likewise, kisspeptin
administration had no effect on anxiety in human subjects [32].

In 2013, our group reported an anxiogenic effect of intracerebroventricularly (icv.)
administered Kp-13 in rats. Kp-13 not only induced a significant increase in plasma corticos-
terone level, but also decreased the number of entries into the open arms and the time spent
in them in the elevated plus maze test. Moreover, it has stimulated spontaneous locomotion
and it also had a hyperthermic effect lasting for several hours after treatment [37].

An anxiogenic property of kisspeptin signaling has also been proposed by the experi-
ments of Delmas et al., in which Kiss1r KO mice have spent more time in the open arms
in the elevated plus maze test, indicating a suppression of anxiety. The most pronounced
anxiolytic effect was observed when kisspeptin signaling in GnRH neurons was selectively
rescued in Kiss1r KO animals, suggesting a modulatory role of gonadal steroids. Interest-
ingly, no significant effect of Kiss1r KO was detected on the behavioral parameters of the
open field test [38].

In zebrafish, however, the central administration of kisspeptin has been associated
with an anxiolytic tendency in the novel-tank diving test and a significantly reduced fear
response to alarm substance [39].

In a recent study, a Cre-dependent, stimulatory DREADD (Designer Receptors Exclu-
sively Activated by Designer Drugs) viral construct has been targeted to the Kiss1 neurons
of the posterodorsal medial amygdala (MePD) in mice. Upon selective activation of MePD
Kiss1 neurons by clozapine-N-oxide, a significant increase in open arm exploration has
been observed in the elevated plus maze, suggesting an anxiolytic role of this neuron
population [40].

There are several possible explanations for the ambiguous results reported in the liter-
ature. On one hand, the route of administration could be a determining factor. Peripheral
administration of Kp has failed to influence the activity of the HPA axis in rats (0.13 μg/μL
Kp-54 ip.) [36] and the activity of the limbic system in human subjects (1 nmol/kg/h Kp-54
iv. over 75 min) [32]. In contrast, central Kp-13 (1 or 2 μg icv.) had a pronounced anxio-
genic effect in rats [37]. It is likely that the doses applied by Rao et al. [36] and Comninos
et al. [32] were too low to exert an anxiogenic effect. In their investigation into the effect
of peripheral or central Kp administration on the reproductive axis in rats, Thomson et al.
have found that 1 nmol of icv. Kp-10 was sufficient to significantly raise plasma luteinizing
hormone (LH) concentration, but a 100-fold dose was required for the same effect in case
of ip. treatment [41]. Likewise, the selective activation of MePD Kiss1 neurons [40] points
to the function of a distinct neuron population, whereas central kisspeptin treatment [37]
reflects a general central effect by activating neurons bearing Kiss1r throughout the brain.

On the other hand, the differences could also be attributed to the variety of species
involved in these experiments. The kisspeptin system of zebrafish is strikingly different
from the mammalian one, both in terms of anatomy and function [39,42], thus the results
of studies on zebrafish should be interpreted with caution.

Some studies have also reported that kisspeptin might play a role in the regulation of
locomotor activity. Icv. Kp-13 has induced an increase in not only spontaneous, but also
in exploratory locomotion in male Sprague-Dawley rats [37]. In line with these results,
Tolson et al. have found that Kiss1r KO female mice exhibit decreased locomotor activity
and energy expenditure, leading to obesity [43].
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It has been discovered that kisspeptin attenuates morphine effect [28], and is expressed
in the NAc [44], pointing to its possible involvement in the regulation of mesocorticolimbic
dopaminergic activity. Interestingly, the centers of reward and addiction have also been
implicated in the regulation of locomotion. First, quinpirole (a D2 receptor agonist) injected
into the NAc has suppressed exploratory locomotion in rats [45], whereas bicuculline
(a GABAA receptor antagonist) administration into the nucleus induced hyperactivity
with prolonged exploratory behavior in rats [46]. Second, the selective activation of
dopaminergic neurons in the VTA by DREADD has induced a pronounced and sustained
hyperactivity in rats, which effect could be reproduced by activating selectively activating
the dopaminergic pathway between the VTA and NAc [47]. Thus, it is possible that
kisspeptin might influence locomotion by modulating the activity of the VTA or NAc.

Nowadays kisspeptin analogs and antagonists are attracting considerable attention
due to their potential therapeutic use in various gynecological conditions, including in-
fertility, polycystic ovary syndrome and precocious puberty [48]. The shortest natural
bioactive form of kisspeptin is the 10 amino acid long Kp-10, which has higher affinity to
Kiss1r than Kp-54 [49]. According to molecular docking studies, ASN4, SER5, GLY7, ARG9
and PHE10 of Kp-10 are involved in the formation of hydrogen bonds between the peptide
and Kiss1r [50]. Consequently, shorter kisspeptin fragments containing these amino acids
might be able to bind and possibly activate the receptor.

The aim of the current study was to investigate whether the 8 amino acid long fragment
of kisspeptin is capable of influencing the behavior of rats similarly to kisspeptin. Following
icv. treatment with Kp-8, elevated plus maze (EPM), computerized open field (OF), and
marble burying (MB) tests were performed. Serum corticosterone and luteinizing hormone
concentrations were measured to assess the activation of the HPA axis and Kiss1 receptors,
respectively. Moreover, dopamine release from the VTA and NAc and GABA release from
the NAc were measured using ex vivo superfusion to further characterize the mechanism
of action.

2. Materials and Methods

2.1. Animals and Housing Conditions

Adult male Wistar rats (Domaszék, Csongrád, Hungary) weighing 150–250 g were
used for the experiments at the age of 6–8 weeks. The animals were housed under controlled
conditions at constant room temperature, with a 12–12-h light dark cycle (lights on from
6:00 a.m.). The rats were allowed free access to commercial food and tap water.

The animals were kept and handled during the experiments in accordance with the
instructions of the University of Szeged Ethical Committee for the Protection of Animals in
Research, which approved these experiments. Permission for the experiments (number:
X./1207/2018, date: 6 July 2018.) has been granted by the Government Office of Csongrád
County Directorate of Food Chain Safety and Animal Health. Each animal was used for
only one experimental procedure.

2.2. Intracerebroventricular Cannulation

A stainless steel Luer cannula (10 mm long) was implanted in the right lateral cerebral
ventricle for icv. administration. The cannula was inserted under sodium pentobarbital
(Euthasol, Phylaxia-Sanofi, 35 mg/kg, ip.) anaesthesia, according to the following stereo-
taxic coordinates: 0.2 mm posterior and 1.7 mm lateral to the bregma, and 3.7 mm deep
from the dural surface [37]. Subsequently, it was secured to the skull with dental cement
and acrylate. The experiments started after a recovery period of 1 week. All experiments
were carried out between 8:00 a.m. and 10:00 a.m.

2.3. Peptide Synthesis

Kisspeptin-8 (WNSFGLRF-NH2) was synthesized on a Rink Amide MBHA resin (Bachem,
Bubendorf, Switzerland, subst.: 0.52 mmol/g) using Nα-9-Fluorenylmethoxycarbonyl (Fmoc)
protected amino acids (IRIS Biotech GmbH, Marktredwitz, Germany) by manual solid phase
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peptide synthesis by the Department of Medical Chemistry (University of Szeged). The
resin was swollen in dichloromethane (DCM). The Fmoc group was removed by treat-
ing the peptide-resin with 20% piperidine/N,N-dimethylformamide (DMF) solution twice
(5 + 15 min). Solvents were purchased from VWR (Radnor, PA, USA).

The amino acids were activated with N,N′-dicyclohexylcarbodiimide and 1-
hydroxybenzotriazole in 50% DCM/DMF. The peptide-resin was incubated with
this mixture for 3 h. The resin was washed with DMF (3×) and DCM (3×) after the
deprotection and coupling steps.

The assembled peptides were cleaved from the resin by treating it with the follow-
ing cleavage cocktail for 3 h: 90% trifluoroacetic acid (TFA) (Pierce, Rockford, IL, USA),
5% water, 2% dithiotreitol, 2% triisopropylsilane.

The peptides were precipitated with diethyl ether, dissolved in a mixture of acetoni-
trile (ACN) and water and lyophilized. The crude peptides were analyzed by HPLC
(Hewlett-Packard Agilent 1100 system, column: Luna, c18 (2), 250 × 4.6 mm, 5 μm, 100 Å,
Phenomenex, Aschaffenburg, Germany) and ESI-MS. The peptides were purified on a
preparative HPLC column (Phenomenex Luna, c18 (2), 250 × 21.2 mm, 10 μm, 100 Å)
using a Shimadzu 20-LC system. The fractions were analyzed on the above mentioned
analytical HPLC system and measured by electrospray ionization mass spectrometry (ESI-
MS) (see Appendix A Figures A1 and A2 for the results). The pure fractions were pooled
and freeze-dried.

2.4. Treatment

The rats were treated icv. in a volume of 2 μL over 30 s using a Hamilton microsyringe
(Merck KGaA, Darmstadt, Germany). The doses applied were 0.1 or 1 μg of Kp-8 dissolved
in 0.9% saline. Control animals were injected with 2 μL of 0.9% saline alone. The animals
were treated 30 min prior to the behavioral tests. Collection of trunk blood for LH ELISA,
corticosterone ELISA and serum corticosterone measurement were carried out 15 min and
30 min after icv. treatment, respectively.

2.5. Behavioral Tests
2.5.1. Elevated Plus Maze Test

The EPM apparatus is a plus-shaped platform 50 cm above the ground. The maze
consists of four arms (50 cm × 10 cm each): two opposing open arms and two closed arms
enclosed by a 10 cm high wall. The test is based on two conflicting motivations of rodents:
to avoid open, brightly lit spaces and to explore novel environment. The avoidance of open
arms reflects anxiety-like behavior [51]. 30 min after icv. treatment the rats were placed
in the maze facing one of the open arms, then their behavior was recorded by a camera
suspended above the maze for 5 min. The time spent in each arm, as well as the number
of entries per arm were registered by an observer blind to the experimental groups. The
percentage of entries into the open arms and the percentage of time spent in the open arms
were also calculated. The experiments were conducted between 8 a.m. and 10 a.m. and the
apparatus was cleaned with 96% ethyl-alcohol after each session.

2.5.2. Computerized Open Field Test

The novelty-induced locomotor activity of rats was assessed using the Conducta 1.0
System (Experimetria Ltd., Budapest, Hungary). The system consists of black plastic OF
arenas (inside dimensions: 48 × 48 cm, height: 40 cm) with 5 horizontal rows of infrared
diodes on the walls to register both horizontal and vertical locomotion. The center of each
box is illuminated by a LED lightbulb (230 lumen) from above the box. The central zone of
the arena is defined as a 24 × 24 cm area in the center of the box. 30 min after icv. treatment
the rats were placed in the center of the box and their behavior was recorded by the
Conducta computer program for 60 min. Six behavioral parameters were measured during
the experiment: total time and total distance of ambulation, immobility time, number of
rearings (vertical locomotion), time spent in the central zone (central area of 24 × 24 cm),

237



Biomedicines 2021, 9, 112

and distance travelled in the central zone. The OF experiments were conducted between
8 a.m. and 10 a.m. and the apparatus was cleaned with 96% ethyl-alcohol after each session.

2.5.3. Marble Burying Test

MB is a regularly used paradigm for the assessment of anxiety-like and compulsive-like
behavior [52]. Our protocol was based on the method described by Schneider and Popik [53].
The animals were removed from their plexiglass home cages (420 × 275 × 180 mm) and
temporarily moved into another cage before the experiment. Meanwhile the home cage
was prepared for the experiment by increasing the depth of bedding material to 5 cm.
Following icv. treatment one animal was placed back into the home cage for 30 min in order
to acclimatize to the thick bedding. Then 9 glass marbles of 2.5 cm diameter were arranged
in 3 rows along the shorter wall of the cage. The experiment was conducted for 10 min and
recorded by a video camera above the cage. After the session, the animal was removed from
the cage and the number of buried marbles (>50% marble covered by bedding material)
was counted. The marbles were cleaned with 96% ethyl-alcohol after each session. After the
experiment, the video recording was evaluated. The count and duration of two types of
goal-oriented interactions with marbles (burying of marbles and moving marbles without
burying them) were assessed.

2.6. Serum Corticosterone, Luteinizing Hormone and Total Protein Concentration Measurement

For the measurement of serum corticosterone and protein concentration, the animals
were decapitated 30 min after icv. treatment. For the assessment of serum LH, decapitation
was performed 15 min after icv. treatment. Trunk blood was collected into test tubes
and left at room temperature for 30 min to clot, then it was centrifuged for 10 min at
3500 rpm. The samples were stored at −80 ◦C until the assays were performed. Serum
corticosterone concentration was measured using a competitive corticosterone ELISA kit
(Cayman Chemical, Ann Arbor, MI, USA), according to the manufacturer’s instruction.
Serum LH concentration was determined using a sandwich LH ELISA kit (Wuhan Xinquidi
Biological Technology Co., Wuhan, China), according to the manufacturer’s instructions.
The Pierce Coomassie (Bradford) Protein Assay Kit (Thermo Fisher Scientific, Waltham, MA,
USA) was used, according to the manufacturer’s instructions for the measurement of total
serum protein concentration. The absorbance was measured at 595 nm with a NanoDrop
OneC microvolume spectrophotometer (Thermo Fisher Scientific, Waltham, MA, USA).

2.7. Ex Vivo Superfusion

Before the ex vivo superfusion, the animals did not undergo icv. cannulation. The
rats were rapidly decapitated, and their brains were removed from the skull. Dissection
was performed with the help of a brain matrix, a tissue puncher and razor blades, on a
filter paper moistened with phosphate-buffered saline, on top of a Petri dish filled with
ice. The NAc was removed from both sides, following the method of isolation described
by Heffner [54]. The VTA was isolated as described by Salvatore et al. [55]. The tissue
was cut to 300 μm slices and incubated for 30 min in 5 mL of Krebs solution (Reanal,
Hungary) bubbled with carbogen gas (5% CO2 and 95% O2). Then 5 μL of [3H]GABA
(PerkinElmer Inc., Waltham, MA, USA) was added to the NAc and 5 μL of [3H]Dopamine
(PerkinElmer Inc., Waltham, MA, USA) was added to the VTA or the NAc. Afterwards the
slices were transferred evenly into the four cylindrical chambers of the superfusion system
(Experimetria Ltd., Budapest, Hungary), and superfusion with carbogen-bubbled Krebs
solution was started at body temperature (37 ◦C). A constant flow rate of 227, 7 μL/min
was maintained with a peristaltic pump (Minipuls 2, Gilson, Middleton, WI, USA). After
30 min of superfusion, the collection of superfusates into Eppendorf tubes was started
with a multichannel fraction collector (FC 203B, Gilson, Middleton, WI, USA). Fractions
were collected every two minutes for 32 min. At 6 min, 1 μg of Kp-8 dissolved in 1 mL
of Krebs solution was added directly into the chambers. From the 12th minute of fraction
collection, electrical stimulation of square-wave impulses was delivered for two minutes (ST-
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02 electrical stimulator, Experimetria Ltd., Budapest, Hungary). Then, the tissue from each
chamber was transferred into a beaker containing 600 μL of Krebs solution for ultrasonic
homogenization (Branson Sonifier 250, Emerson Electric Co., St. Louis, MO, USA).

Afterwards 3 mL of Ultima Gold scintillation cocktail (Perkin-Elmer Inc., Waltham,
MA, USA) was pipetted into 4 rows of 17 scintillation vials. Subsequently, 200 μL of the
16 fractions collected and of the suspension of the tissue from the corresponding chamber
were added into each row of vials. The samples were homogenized mechanically for
30 min.

The radioactivity of samples was detected with a liquid scintillation spectrometer
(Tri-carb 2100 TR, Hewlett-Packard Inc., Palo Alto, CA, USA). Fractional dopamine or
GABA release (FR) was calculated from the counts per minute (CPM), according to the
equation below, in which i stands for the number of fraction and n = 16. CPM17 refers to
the CPM of the homogenized tissue sample corresponding to the fraction:

FRi = 100 · CPMi
4 · CPM17 + ∑n

i+1 CPMi

2.8. Statistical Analysis

Data are presented as mean + SEM. Statistical analysis and graph editing were per-
formed using the GraphPad Prism 8 software. One-way ANOVA with Holm-Sidak’s
post-hoc test was applied for the analysis of EPM results. One-way ANOVA with Dun-
nett’s post-hoc test was used for the analysis of cumulative OF results, as well as for the
evaluation of serum corticosterone, LH and total protein measurements. Two-way RM
ANOVA with Holm–Sidak’s post-hoc test was performed for the evaluation of 5-min inter-
vals in the OF test as well as for the interpretation of dopamine and GABA release from the
NAc. Mixed-effects analysis with Holm–Sidak’s multiple comparison test was performed
for the evaluation of fractional dopamine release from the VTA. Kruskal–Wallis test with
Dunn’s post-hoc test was performed for the analysis of MB results. Curve fitting for ELISA
tests was performed according to the manufacturers’ instructions.

3. Results

3.1. Behavioral Tests
3.1.1. Elevated Plus Maze

The 0.1 μg dose of Kp-8 significantly reduced the percentage of entries into the open
arms of the plus maze (Figure 1a, F (2, 20) = 9.196, p = 0.0007), as well as the percentage of
time spent in the open arms of the maze (Figure 1b, F (2, 20) = 4.431, p = 0.0202). A decrease
in the total number of entries into the arms was induced by both 0.1 μg and 1 μg of Kp-8
(Figure 1c, F (2, 20) = 5.927, p = 0.0153). There was no significant difference among the
groups in the total time spent in the arms (Figure 1d, F (2, 20) = 1.932, p = 0.1710).

3.1.2. Computerized Open Field Test

The cumulative results obtained after 60 min of data collection did not show any
significant change in behavior (see Appendix B Figure A3).

However, significant differences were found following the analysis of each 5-min
interval. As seen in Figure 2a, the two-factor RM-ANOVA on the distance travelled in
the arena revealed a significant main effect for the time factor (F (5.389, 183.2) = 113.8,
p < 0.0001). Following a peak in the first five minutes the ambulation distance was steeply
decreasing until a lower level of basal locomotor activity was reached around 30 min. The
distance travelled at 50–55 and 55–60 min was lower in the 1 μg Kp-8 group than in the
control group (p = 0.0334 and p = 0.0410, respectively).
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Figure 1. Elevated plus maze results: (a) percentage of entries into open arms, (b) percentage of time spent in the open arms,
(c) total number of entries into arms, (d) total time spent in the arms of the maze, n = 7–9, * p < 0.05 vs. control, ** p < 0.01
vs. control.

Figure 2. Open field test results in 5-min intervals: (a) total distance travelled in the arena, (b) total ambulation time. The
color of * refers to the treatment group which significantly differs from the control group. n = 12–13, * p < 0.05 vs. control,
** p < 0.01 vs. control.

Regarding total ambulation time, there was a significant main effect for the time factor
(F (6.138, 208.7) = 98.03, p < 0.0001) with a similar pattern of steep then mild decrease
(Figure 2b). The 1 μg Kp-8 group spent less time with ambulation than the control group at
50–55 min (p = 0.0090) and 55–60 min (p = 0.0326), as well.

The two-way ANOVA on immobility yielded a significant main effect for the time
factor (F (5.396, 183.5) = 34.51, p < 0.0001) and interaction (F (22, 374) = 2.249, p = 0.0012).
The time spent immobile was increasing during the experiment, showing a tendency
reciprocal to that of ambulation time and distance (Figure 3a). Compared to control, the
1 μg dose of Kp-8 significantly increased immobility at 50–55 and 55–60 min (p = 0.0202
and p = 0.0186, respectively).
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Figure 3. Open field test results in 5-min intervals: (a) total time spent immobile, (b) total number of rearings. The color of
* refers to the treatment group which significantly differs from the control group. n = 12–13, * p < 0.05 vs. control.

Considering the number of rearing sessions, a significant main effect for the time
factor was detected (F (6.756, 229.7) = 7.52, p < 0.0001), along with a statistically significant
interaction between time and treatment (F (22, 374) = 3.095, p < 0.0001). As seen in Figure 3b,
a pronounced difference started to appear among treatment groups from 30 min. There
was a significant decrease in the number of rearings in the 1 μg Kp-8 group at 30–35 min
(p = 0.0369), 40–45 min (p = 0.0445), 50–55 min (p = 0.0182) and 55–60 min (p = 0.0108).

Having calculated the average velocity for each timeframe, a significant main effect
for the time factor (F (4.044, 129.4) = 12.17, p < 0.0001) and interaction (F (22, 352) = 1.940,
p = 0.0073) could be seen, as shown in Figure 4c. There was no significant difference
between treatment groups until 55 min, when the speed of the 1 μg Kp-8 group dropped
(p = 0.0479).

Figure 4. Open field test results in 5-min intervals: (a) percentage of distance travelled in the central zone of the arena,
(b) percentage of time spent in the central zone of the arena, (c) average velocity of ambulation. The color of * refers to the
treatment group which significantly differs from the control group. n = 12–13, * p < 0.05 vs. control.
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Figure 4a shows the percentage of central ambulation distance, calculated by dividing
the distance travelled in the central zone of the arena by the total ambulation distance,
multiplied by 100. Time factor (F (6.920, 235.3) = 2.207, p = 0.0351) and interaction between
time and treatment (F (22, 374) = 1.767, p = 0.0185) both significantly accounted for the
variation, but there was no difference among the groups, except in the first 5 min, when
the central ambulation distance of the 1 μg Kp-8 group was higher than that of control
(p = 0.0429).

The percentage of central ambulation time was calculated by multiplying the ratio
of central time and total ambulation time by 100, as shown in Figure 4b. There was a
significant main effect for the time factor (F (6.981, 237.3) = 2931, p = 0.0059), as well as for
the interaction (F (22, 374) = 1.945, p = 0.0070). In the first 5 min, the central ambulation
time of the 1 μg Kp-8 group significantly exceeded the central time of the control group
(p = 0.0409), otherwise there was no difference among the groups.

3.1.3. Marble Burying Test

There was no significant difference in the number of buried marbles among the groups
(Figure 5a). Two types of goal-oriented interactions with the marbles were distinguished:
marble burying and marble moving.

Figure 5. Results of marble burying test: (a) number of buried marbles (at least 50% covered with bedding material),
(b) number of marble burying sessions, (c) duration of marble burying activity, n = 9–10.

Marble burying is an interaction involving digging around the marbles, resulting in
marbles covered with bedding material. As seen in Figure 5b,c, neither the number of
marble burying sessions, nor the duration of marble burying activity changed significantly
with treatment, although a tendency of reduced burying activity was observable.

Marble moving is an interaction that involves rolling, moving the marbles with the
forelegs, without successfully covering it with bedding material. Similarly to marble
burying, there was no significant difference in the number and duration of marble moving
among the groups (Figure 6a,b), although a tendency of suppressed marble moving could
be seen in the groups treated with Kp-8.

However, taken the two types of interactions together, the 1 μg Kp-8 group interacted
with the marbles fewer times than the control group (Figure 6c, p = 0.0499) and they also
spent less time with goal-oriented interactions with the marbles (Figure 6d, p = 0.0274).
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Figure 6. Results of marble burying test: (a) number of marble moving sessions, (b) duration of
marble moving activity, (c) total number of interactions with marbles, (d) total duration of interactions
with marbles, * p < 0.05 vs. control. n = 9–10.

3.2. Serum Corticosterone, LH and Total Protein

The results of serum corticosterone and LH measurement can be seen in Figure 7.
One-way ANOVA showed a significant effect of Kp-8 treatment both on corticosterone
(F (2, 10) = 12.02, p = 0.0022) and LH concentration (F (2, 15) = 41.31, p < 0.0001). A robust
increase in serum corticosterone concentration was detected 30 min after icv. treatment with
1 μg of Kp-8 (p = 0.001 vs. control). The 0.1 μg dose had a tendency to elevate corticosterone
concentration, but the change was not significant (p = 0.306 vs. control). The 1 μg dose of
Kp-8 also raised serum LH concentration 15 min after icv. treatment (p = 0.0001 vs. control),
but the 0.1 μg dose had no effect on LH (p = 0.961 vs. control). There was no difference
in serum protein concentration among the groups (F (2, 17) = 2.365, p = 0.124, n = 5–8):
The mean serum protein concentrations with SD were 45.74 ± 4.898, 40.44 ± 3.115 and
45.13 ± 7.045 g/L in the control, 0.1 μg and 1 μg groups, respectively.
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Figure 7. ELISA results: (a) serum corticosterone concentration (pg/mL), n = 4–5, ** p < 0.01 vs.
control, (b) serum LH concentration (mIU/mL), n = 4–9, ** p < 0.01 vs. control.

3.3. Ex Vivo Superfusion

Figure 8 shows fractional dopamine release from the VTA. A p value was not calculated
for the time factor (F (15.00, 104.0) = 16.41). There was no significant main effect neither
for the treatment factor (F (1, 7) = 0.0008258, p = 0.9779), nor for the interaction between
treatment and time (F (15, 104) = 0.5151, p = 0.9273). There was no significant difference
between the groups at any other time point.

Figure 8. Fractional dopamine release from the ventral tegmental area. n = 4–5.

Likewise, Kp-8 did not influence fractional dopamine release from the NAc (Figure 9).
However, there was a significant main effect for the time factor (F (3.134, 40.75) = 22.48,
p < 0.0001). No significant main effect was found for the treatment factor (F (1, 13) = 0.0007717,
p = 0.9783), and for the interaction between treatment and time (F (15, 195) = 0.4387, p = 0.9658).
No significant difference could be detected at any specific time point between the groups.
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Figure 9. Fractional dopamine release from the nucleus accumbens. n = 7–8.

As shown in Figure 10, Kp-8 increased fractional GABA release from the NAc. There
was a significant main effect for the time (F (2.227, 17.82) = 60.49, p < 0.0001) and interac-
tion (F (15, 120) = 7.395, p < 0.0001) factors. In the seventh fraction, following electrical
stimulation, fractional GABA release was significantly higher from the Kp-8 treated brain
slices than from the control tissue (p = 0.0039).

Figure 10. Fractional GABA release from the nucleus accumbens. ** p < 0.01 vs. control, n = 5.

4. Discussion

Short kisspeptin analogs are promising candidates in the treatment of infertility and
other gynecological conditions [48]. Kisspeptins exert their effect on the reproductive axis
via Kiss1r [4], but they also bind to and activate NPFF1 and NPFF2 receptors with lower
affinity [11]. In our study, we investigated the behavioral and biological effects of icv. Kp-8
in male rats via performing a battery of behavioral tests (EPM, OF, MB), determining serum
corticosterone and LH levels, as well as measuring dopamine release from the VTA and
NAc, and GABA release from the NAc.

The 0.1 μg dose of Kp-8 (but not the 1 μg dose) decreased the percentage of open arm
entries and open arm time in the EPM, which is characteristic of anxiety-like behavior [51].
It is in accordance with our previous experiments in which a preference for closed arms
has been observed following icv. treatment with Kp-13 [37]. Still, it must be noted that only
a higher dose of Kp-13 has exerted an anxiogenic action, whereas in the case of Kp-8 an
approximately 10-times lower dose was effective. The dose–response curve of Kp-8 shows
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a bell-shape (or inverted U-shape), that has been reported in several studies involving
neuropeptides [56–58]. This phenomenon, when a lower dose is stimulatory, whereas a
higher dose is inhibitory or ineffective, is called hormesis [59]. A review by Calabrese
has reported a wide range of explanations for hormetic responses, including receptorial
and intracellular mechanisms. For example, the same substance might have a stimulatory
effect in a low dose, but an inhibitory effect in a high dose either via the same receptor
(often mediated by a so-called ‘molecular switch’), or via different receptors to which it
has higher and lower affinity, respectively [60]. Based on a review on RF-amides and their
receptors, kisspeptins in general can bind to their cognant receptor, Kiss1r, and to NPFF
receptors with different affinity [3], the latter of which depends on the length of the peptide:
the full length Kp (in rats Kp-52) has a lower affinity to NPFF receptors, whereas the
shorter endogenous derivatives’ binding affinity to NPFF receptors is higher. Furthermore,
Rouméas et al. have performed systemic N-terminus deletions and benzoylations of Kp-10,
which has revealed a progressive loss of affinity of the shorter fragments to Kiss1r and a
conserved high affinity to NPFF receptors. In contrast, these shorter benzoylated fragments
could still act as full agonists on Kiss1r, whereas on NPFF receptors a partial agonistic
action has been observed [61]. How the benzoylation affects the affinity profile of these
Kp-10 fragments is not known, yet it is possible that the unmodified Kp-8 also has an
altered binding profile. In point of fact, agonists of NPFF1 and NPFF2 receptors have
been implicated in anxiety [62,63]. Indeed, both Kiss1r and NPFF receptors could mediate
the anxiety-like action of Kp-8, and we cannot rule out the possible activation of other
receptors, as well.

Kp-8 also induced an elevation in serum corticosterone concentration: the 0.1 μg dose
showed a tendency to increase it, whereas the 1 μg dose was significant. Corticosterone
elevation is indicative of the activation of the HPA axis, the parvocellular neurons in the
hypothalamic paraventricular nucleus (PVN) might have released CRH and AVP, followed
by the secretion of ACTH from the pituitary, which consequently triggered the secretion of
glucocorticoids from the adrenal cortex. In a study by Rao et al., Kp induced an increase
in AVP mRNA expression in PVN-derived cell lines [36], and thus it is possible that Kp-8
activated the axis by increasing AVP release. Moreover, the activity of the HPA axis is
modulated by limbic brain regions, including the amygdala [64]—an expression site of both
Kp and Kiss1r [65]—which stimulates the HPA axis and regulates the behavioral response
to stress [64,66]. The increase in glucocorticoid signaling in itself is also associated with
anxiety-like behavior [67]. This result ties well with our previous study in which icv. Kp-13
has also caused an elevation in corticosterone concentration in a higher dose [37].

However, in the first 5 min of computerized open field test, the animals treated with
1 μg of Kp-8 spent more time in the central zone of the arena, which is considered a sign
of anxiolysis [68]. As there was no difference in central locomotor activity at any other
time point, this result should be interpreted with caution. At the beginning of the OF, the
animals are placed in the center of the arena, so it is possible that the increase in central time
reflects an initial latency in approaching the periphery rather than a real anxiolytic effect.

In addition, it is not uncommon to have discrepancies between the EPM and OF
results. For example, chlordiazepoxide has reduced anxiety-like behavior in the EPM,
but has had no significant effect in the OF in Lewis rats [69]. Although the principles of
OF and EPM are similar, the two tests seem to load on different factors of anxiety [70].
Moreover, the approach of open arms in the EPM and central locomotion in the OF seem to
be independently inherited in rats [71].

Altogether Kp-8 seemed to increase anxiety-like behavior and activate the HPA axis.
These results are in accordance with the anxiogenic effect of icv. Kp-13 in rats [37] and
the anxiolysis observed in Kiss1r KO mice [38]. However, Kp has not influenced anxiety
in rats in the study by Rao et al. [36], which might be attributed to the peripheral route
of administration and the relatively low dose of Kp used in the experiment. Likewise,
intravenous Kp has had no effect on anxiety in human subjects [32]. Apart from the route
of administration, another important factor to consider is the species: the Kp system of
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zebrafish greatly differs from that of mammals, which might explain the anxiolytic property
of kisspeptin observed in the study of Ogawa et al. [39]. Moreover, when compared to
a systemic treatment, the regional modulation of neuronal activity can have strikingly
different consequences. For example, the selective activation of kisspeptin neurons in the
medial posterodorsal amygdala has decreased anxiety [40].

The number of total arm entries in the EPM reflects the general locomotor activity of
the animals [72]. Both the 0.1 and 1 μg doses of Kp-8 reduced the number of arm entries,
suggesting that Kp-8 might cause hypolocomotion.

The 60-min OF also yielded some remarkable results. When placed in a novel environ-
ment, all groups exhibited a pronounced exploratory activity with intense ambulation and
a high number of rearings. Following a gradual decline until approximately 30 min, activity
returned to a basal level. From that point, differences have started to appear among the
groups, as there was a decrease in ambulation and rearing activity, as well as an increase
in immobility in the group treated with 1 μg of Kp-8. These results point to a decrease in
spontaneous locomotion.

Kp-8 has also significantly reduced the number and time of goal-oriented interaction
with marbles in the MB. Although MB has long been considered a test for anxiety-like
behavior, now several authors have expressed doubts about it [73]. According to Thomas,
the number of buried marbles does not correlate with other anxiety-like traits, namely
central time in the open field test and light-dark transitions in the light-dark box test [74].
The utility of the test as a screening tool for anxiety has also been questioned based on the
findings that most anxiolytics and antidepressant drugs reduce marble burying behavior
secondary to drug-induced hypolocomotion [73]. It has been suggested that digging and
burying are species-specific, innate behavioral patterns that are likely triggered by an
exploratory drive [75] or by the bedding itself [76]. Nowadays marble burying is regarded
as a sign of repetitive, compulsive-like behavior, which is highly dependent on general
locomotor activity [52]. Consequently, the reduction in goal-oriented interactions with the
marbles is most likely a sign of suppressed locomotion in our study.

These findings contrast with the results reported by our group on the effects of icv. Kp-
13, as it has increased exploratory and spontaneous locomotion in rats [37]. In a study by
Tolson et al., Kiss1r KO female mice have exhibited a decrease in spontaneous locomotion
and energy expenditure, but the mutation has had no such effect in male animals [43],
pointing to a possibly gender-dependent effect.

Icv. Kp-8 has stimulated LH release in our study, which is a sign of reproductive axis
activation, secondary to Kiss1R binding and activation in the hypothalamus. Kiss1R is
expressed on hypothalamic GnRH neurons [4], and upon its activation repetitive LH pulses
are generated [77]. In our study, the 1 μg dose of Kp-8 caused a significant increase in LH
concentration. This is in accordance with literature data as icv. injection of a similar dose of
Kp-10 has exerted an LH surge [41]. It must be noted though, that 0.1 μg of Kp-8 did not
affect LH release. This is not surprising since Thomson et al. have obtained a similar result
when Kp-10 was administered icv in a similarly low dose [41]. Furthermore, in a study by
Pheng et el., icv. administered Kp-10 at a similarly low dose was unable to stimulate LH
release in male rats, only the full length Kp-52 did. The authors have postulated that slower
degradation of Kp-52 might explain their results, but it is also possible that the different
binding profiles of Kp-52 and Kp-10 are in the background [78]. This also might explain
our result, since Kp-8 similarly to Kp-10 might bind with higher affinity to the NPFF
receptors, more specifically to NPFF1 receptor. One of the ligands of NPFF1 receptor is the
RF-amide-related peptide 3 (RFRP-3), which has an inhibitory effect on the reproductive
axis in adult male rats [79,80]. Thus, it is possible that at a lower dose, the two opposing
actions of Kp-8 result in no change in LH concentration. Nevertheless, further studies
are required to determine the affinity of Kp-8 to its receptors and the degree of calcium
mobilization upon receptor activation. As the hypolocomotor effect of Kp-8 seems to be in
contrast with previous studies on kisspeptin and locomotion [37,43], it is likely that this
effect is mediated by other mechanisms.
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One possible explanation is the activation of NPFF receptors. Kp-8 has activated
human NPFF2 receptors in Xenopus oocytes [81], and its N-terminally benzoylated form
has shown to fully preserve the affinity of Kp-10 to NPFF1 and NPFF2 receptors [61], which
are universally activated by all members of the RF-amide family [3].

It is noteworthy that several members of the RF-amide family have been reported
to modulate locomotor activity, pointing to the possible role of NPFF receptors in the
regulation of locomotion. Similarly to Kp-8, icv. treatment with RF-amide related peptide 1
(RFRP-1) has reduced total locomotor activity and has also induced anxiety-like behavior
and HPA axis activation [63]. Likewise, intra-VTA injection of NPFF has reduced sponta-
neous locomotion in rats [82]. Interestingly, icv. NPFF has inhibited morphine-induced
hyperlocomotion, but has failed to affect the locomotor activity of naïve rats [83]. Although
icv. neuropeptide AF (NPAF) has also had an anxiogenic effect, contrary to RFRP-1 and
NPFF, it has stimulated spontaneous and exploratory locomotion [56].

Another possible reason for the development of hypolocomotion is the modulation of
the mesocorticolimbic dopaminergic system. Based on the expression of kisspeptin in the
NAc, as well as the expression of NPFF1 and NPFF2 receptors in the NAc and VTA [16,44],
it was reasonable to investigate whether Kp-8 has a direct effect on the VTA-NAc circuitry.
The dopaminergic pathway connecting the VTA and NAc has long been implicated in the
regulation of locomotion. As a matter of fact, VTA dopaminergic neurons are responsible
for the locomotor-enhancing effect of cocaine [84]. Our hypothesis was that Kp-8 might
suppress locomotion by directly modulating the activity of VTA dopaminergic neurons.
However, in our ex vivo superfusion study, Kp-8 has not affected dopamine release from
slices obtained from the VTA and NAc.

As the interaction between Kp and GABA is known from the literature [85,86], it also
seemed possible that Kp-8 might directly affect GABA release in NAc. GABAergic neurons
in the NAc have been shown to inhibit dopaminergic projections from the VTA [87]. In
fact, GABAergic activity can also be connected with the suppression of locomotion, as
locomotor activity has increased when GABAA receptor antagonists were injected into
the NAc core [46]. In our study, Kp-8 significantly increased GABA release from NAc
slices. This result suggests that Kp-8 might directly modulate the activity of GABAergic
neurons in NAc, which could contribute to the suppression of locomotor activity. It must
be mentioned, however, that ex vivo superfusion measures only the direct effect of Kp-8
on live tissue slices obtained from the NAc, but the complex assessment of the whole
VTA-NAc circuitry is beyond the scope of this method. Consequently, further studies (e.g.,
in vivo microdialysis) are required to confirm these findings on the circuit level.

When considering the receptors involved, it is possible that Kp-8 alters GABA release
via NPFF1 or NPFF2 receptors, which are abundantly expressed in the VTA and the NAc,
and likely involved in the modulation of both dopaminergic and GABAergic neuronal
activity [16]. The role of NPFF receptors is further supported by the results of Cador
et al., who have reported a decrease in novelty-induced locomotion upon intra-VTA NPFF
treatment. Kiss1r expression, however, has only been detected in the NAc of humans, but
not in rodents [88], so it is unlikely that Kp-8 could modulate NAc activity via Kiss1r.

Furthermore, the contribution of altered metabolism and thermoregulation should
not be ruled out in the background of altered locomotor activity. Kisspeptin’s stimulatory
effect on locomotion seemed to be coupled with metabolic effects in the literature. Icv.
Kp-13 has induced hyperthermia [37], and Kiss1r KO has resulted in obesity, increased
adiposity and impaired glucose tolerance in female mice [43]. Kp could also be involved
in hypothalamic appetite regulation by exciting proopiomelanocortin (POMC) neurons
and inhibiting neuropeptide Y/Agouti-related peptide (NPY/AgRP) neurons, resulting
in an anorexigenic effect [89]. Although only a few studies have addressed the metabolic
effects of other RF-amides, they have usually revealed significant results. Icv. NPFF
has reduced food intake in food-deprived rats [90] and also had a hypothermic effect in
mice [91]. Moreover, the stimulation of central NPFF1 and NPFF2 receptors have evoked
hypothermia and hyperthermia, respectively [92].
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Alternatively, Kp-8 might modulate the activity of other, locomotion-related systems
differently than the naturally occurring kisspeptins, resulting in an opposing effect of
locomotion. For example, central Kp-10 treatment has stimulated vasopressin release
in rats [93], and vasopressin has induced hyperlocomotion by acting on V1a receptors
on hypothalamic orexin/hypocretin neurons in mice [94]. Furthermore, kisspeptin has
been shown to induce BDNF expression in the hippocampus [95] and the lack of active
BDNF in tissue plasminogen activator deficient mice has been associated with a decrease
in nocturnal wheel running activity [96]. It is a question of future research to investigate
whether Kp-8 could modulate vasopressin release and BDNF secretion in a similar or
different fashion as other kisspeptins.
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Appendix A

Following solid-phase peptide synthesis, Kp-8 was analyzed using HPLC and ESI-MS,
the results of which are shown in Figures A1 and A2, respectively.

Figure A1. HPLC trace of Kisspeptin-8. Column: Phenomenex Luna C18, 5 μ, 100 Å,
4.6 mm × 250 mm, flow rate: 1 mL/min, wavelength: 220 nm, A eluent: 0.1% TFA in water, B
eluent: 0.1% TFA/80% ACN/water, gradient: 30–55% eluent B in eluent A over 25 min.
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Figure A2. The ESI-MS trace of Kp-8 peptide.

Appendix B

During the computerized open field test, data were collected for 60 min, in 5-min
timeframes. The cumulative results obtained after 60 min of data collection can be seen in
Figure A3. There was no significant difference in any of the parameters measured: total
distance of ambulation (Figure A3a, F (2, 34) = 1.691, p = 0.1994), total time of ambulation
(Figure A3b, F (2, 34) = 1.728, p = 0.1928), time spent immobile (Figure A3c, F (2, 34) = 1.274,
p = 0.2927), number of rearings (Figure A3d, F (2, 34) = 1.522, p = 0.2328), percentage of
central ambulation distance (Figure A3e, F (2, 34) = 0.6885, p = 0.5092), and percentage of
central ambulation time (Figure A3f, F (2, 34) = 0.7265, p = 0.4910).

Figure A3. Cumulative data of 60-min open field test: (a) total distance of ambulation, (b) total
time of ambulation, (c) total time spent immobile, (d) number of rearings, (e) percentage of distance
travelled in the central zone, (f) percentage of time spent in the central zone, n = 12–13.
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