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Abstract: The global greenhouse effect makes carbon dioxide (CO2) emission reduction an important
task for the world, however, CO2 can be used as injected fluid to develop shale oil reservoirs.
Conventional water injection and gas injection methods cannot achieve desired development results
for shale oil reservoirs. Poor injection capacity exists in water injection development, while the time of
gas breakthrough is early and gas channeling is serious for gas injection development. These problems
will lead to insufficient formation energy supplement, rapid energy depletion, and low ultimate
recovery. Gas injection huff and puff (huff-n-puff), as another improved method, is applied to develop
shale oil reservoirs. However, the shortcomings of huff-n-puff are the low sweep efficiency and poor
performance for the late development of oilfields. Therefore, this paper adopts firstly the method of
Allied In-Situ Injection and Production (AIIP) combined with CO2 huff-n-puff to develop shale oil
reservoirs. Based on the data of Shengli Oilfield, a dual-porosity and dual-permeability model in
reservoir-scale is established. Compared with traditional CO2 huff-n-puff and depletion method, the
cumulative oil production of AIIP combined with CO2 huff-n-puff increases by 13,077 and 17,450 m3

respectively, indicating that this method has a good application prospect. Sensitivity analyses are
further conducted, including injection volume, injection rate, soaking time, fracture half-length, and
fracture spacing. The results indicate that injection volume, not injection rate, is the important factor
affecting the performance. With the increment of fracture half-length and the decrement of fracture
spacing, the cumulative oil production of the single well increases, but the incremental rate slows
down gradually. With the increment of soaking time, cumulative oil production increases first and
then decreases. These parameters have a relatively suitable value, which makes the performance
better. This new method can not only enhance shale oil recovery, but also can be used for CO2

emission control.

Keywords: allied in-situ injection and production (AIIP); CO2 huff and puff; shale oil reservoirs;
enhanced oil recovery

1. Introduction

The global greenhouse effect makes CO2 emission reduction an important task for the world,
however, CO2 can be applied to develop shale oil reservoirs. Shale oil reservoirs are related to
high total organic carbon (TOC), with an estimated reserve that is equal to 345 billion barrels of oil
worldwide [1,2]. Although shale oil is a potential unconventional energy resource with huge reserves,
it is difficult to exploit efficiently due to its small pore throats and ultra-low permeability of micro to
nano Darcy [3]. At present, long horizontal wells and multi-stage hydraulic fracturing technology are
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used to develop shale oil reservoirs [4], which makes economic development of shale oil reservoirs
possible. However, the primary oil recovery factor is usually less than 8% due to the ultra-low matrix
permeability [5], leading to large amounts of crude oil remaining in the shale formation. Horizontal
well depletion development begins with a high production rate, then quickly declines and stabilizes
at the low production rate [6]. Therefore, it is extremely important to inject fluid into the formation,
supplementing formation energy. Nevertheless, in shale oil reservoirs, water is hard to inject into the
formation due to extremely low porosity and permeability, leading to high injection pressure and low
injection rate [7]. The existence of natural and hydraulic fractures aggravates the heterogeneity of shale
reservoirs, which makes injected water tend to inflow high permeability channels, resulting in much
limited sweep efficiency and incremental water cut [8].

For shale oil reservoirs, gas injection is easier to inject into the formation than water injection or
other fluids. Commonly injected gases include carbon dioxide, hydrocarbon gases, nitrogen, and gas
mixtures [9]. Cheng studied the effect of different gas injection on oil recovery through experiments.
Experimental results show that under the same conditions, the oil recovery of CO2 is the highest,
CH4 is the second, and N2 is the lowest. Similar results are obtained from numerical simulation [10].
Therefore, it is generally believed that carbon dioxide is a more suitable gas type for gas injection [11].
CO2 injection is currently used in 65% of the world’s gas-injection projects [12]. The main mechanism
of CO2 flooding is that CO2 is miscible with crude oil through multiple contacts. When carbon dioxide
flows in porous media, it can cause the change of components between carbon dioxide and crude oil
then generate miscible fluid. This multi-contact miscible process is a phase equilibrium process with
the change of reservoir temperature, pressure, and crude oil composition [13]. Immiscible CO2 flooding
also produces oil based on the principle of phase equilibrium. The mechanism of CO2 injection for
enhancing recovery chiefly includes the following aspects [14]: (1) increasing formation pressure; (2)
reducing oil viscosity; (3) inflating crude oil; (4) extracting the light component of crude oil; and (5)
reducing interfacial tension.

The low sweep efficiency caused by gas channeling leads to the insufficient effect of CO2

injection [15], hence some experts put forward the method of gas injection huff-n-puff to improve
the effect of gas injection. Song used experimental techniques to estimate the performance of the
CO2 huff-n-puff process in Bakken tight oil reservoir [16]. A string of displacement experiments was
conducted with Bakken tight core samples to compare water flooding, immiscible CO2 huff-n-puff,
near-miscible CO2 huff-n-puff, and miscible CO2 huff-n-puff. Compared with water flooding,
immiscible CO2 huff-n-puff has a higher recovery of 51.5%, while near-miscible and miscible CO2

huff-n-puff have a higher recovery of 61% and 63%, respectively. Pu investigated CO2 huff-n-puff
process through core experiments, indicating that CO2 huff-n-puff is a viable technique to enhance
oil recovery (EOR) [17]. Janiga Damian conducted laboratory core experiments to obtain valuable
information. At the same time, experiments were combined with the numerical representation of
core samples to generate a reliable model for process optimization [18]. By matching experimental
data, Song further evaluated the performance of oilfield-scale CO2 huff-n-puff through numerical
simulation [16]. Based on the historical matching model, the development parameters such as
gas injection volume, soaking time, and production pressure are optimized in the CO2 huff-n-puff
process. Pavel Zuloaga simulated and analyzed the effect of the CO2 huff-n-puff process on enhanced
oil recovery by using a numerical model with oilfield-scale [19]. The sensitivity analyses of four
parameters, such as well number, well pattern, matrix permeability, and half-length of fracture, were
studied through simulation design. The results showed that the influence of matrix permeability is
the largest, followed by the influence of well pattern, half-length of fracture and well number. Zhang
Yuan studied the effects of matrix permeability, CO2 injection rate, and stress-dependent deformation
mechanism on the CO2 huff-n-puff process by numerical simulation [20]. It is concluded that the effects
of CO2 diffusion and nano-pore constraints on enhanced oil recovery should be considered into the
reservoir simulation model. The CO2 huff-n-puff process is notably affected by CO2 injection rate,
matrix permeability, and stress-related deformation mechanism. Besides, Daniel Sanchez-Rivera also
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optimized the huff-and-puff process in the Bakken shale through numerical reservoir simulation [21].
It is found that the final recovery factor will be reduced if the huff-n-puff is carried out too early, while
shorter soaking time is preferable to longer soaking time. Natural fracture networks make huff-n-puff
better, allowing the injection fluid to penetrate the formation and come into contact with more fluids.

Although gas injection huff-n-puff improves development efficiency, its coverage is limited, only
around horizontal wells [22]. Chen et al. put forward the method of multi-stage injection-production
between fractures in the same fractured horizontal well [23]. The injection-production separation
device and injection-production valve are used to achieve the injection-production between fractures.
Odd hydraulic fractures inject fluid and even hydraulic fractures produce fluid, which turns inter-well
displacement into inter-fracture displacement. The new technology has a higher oil production than
the CO2 huff-n-puff, with longer stable production period, smaller decline rate, and better performance.
Based on the principle of inter-fracture injection and production in the same well, Yu et al. proposed the
technology of asynchronous injection alternating production for different wells [24]. Two horizontal
wells, as an injection-production unit, can be designed as symmetrical distribution of injection fracture
and dislocation distribution of injection fracture according to the location of injection fracture. At the
same time, the working system of synchronous or asynchronous injection-production can be adopted.
This method further expands the sweep range.

Although other experts have proposed some innovative exploit methods with great theoretical
value, it is difficult to implement them in oil fields because of the complex technology and high
production cost [25]. This paper firstly proposes to use Allied In-Situ Injection and Production (AIIP)
technology combined with CO2 huff-n-puff to develop shale oil reservoirs, which can not only improve
shale oil recovery, but also be used for CO2 emission control.

2. Allied In-Situ Injection and Production Technology

2.1. Principles of AIIP

In previous work, our research team proposed a method for improving oil recovery in tight oil
reservoirs, Cumulative In-situ Injection and Production (CIIP) or inter-fracture injection and production
(IFIP) [23,25]. The CIIP method divides a multi-stage hydraulic fracturing horizontal well into several
parts. As shown in Figure 1, some of the fractures inject fluids (water or gas) into the formation and
the neighboring fractures produce oil. There are three periods for CIIP process: (1) injection period:
production fractures are closed and gas is injected through injection fractures; (2) soaking period:
both production and injection fractures are closed and soak for several days; (3) production period:
production segments are opened to produce oil while injection segments remain closed. In previous
simulation work, we studied the feasibility of CIIP for improving oil recovery in tight oil reservoirs.
CIIP has better EOR performance than traditional CO2 huff-n-puff due to higher displacement efficiency
among hydraulic fractures. Although CIIP can significantly improve the performance of gas injection,
there are several disadvantages: first, CIIP can improve oil recovery in the stimulated reservoir volume
(SRV) area, but CIIP has limited displacement efficiency for the area far from the SRV (NSRV) zone;
second, the implementation for CIIP is complicated and expensive, it requires high level quality for
modification; third, with the existence of complex natural fractures and micro hydraulic fractures in SRV
area, gas breakthrough might easily occur during CIIP process, resulting in limited sweep efficiency [26].

In order to improve the limitation of CIIP and make an easier way to modify the horizontal well,
Allied In-Situ Injection and Production Technology (AIIP) is proposed. AIIP is a novel approach,
conducting fluid injection and oil production in different segments of the same well. Figure 2 illustrates
the design of AIIP graphically. Instead of dividing horizontal wells into several parts, AIIP divides
hydraulic fractures in a horizontal well into three parts: the adjacent wellhead part as the production
section (Red segment), the far wellhead part as the fluid injection section (Blue segment), and the
middle part as the packer section between the production section and the injection section (Grey
segment). AIIP needs to design special strings and devices for injection and production in the same
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well. The packer section needs to inject gelling agent to seal the formation and prevent mutual
interference of injection and production in the same well. Figure 3 illustrates the well pattern and
schedule of AIIP. The production section accounts for about two-thirds of the total length of the
horizontal section and is suitable for the use of long hydraulic fractures. The injection section accounts
for about one-third of the total length of the horizontal section and is suitable for the use of short
hydraulic fractures. There are three periods for AIIP process: (1) injection period: the production
segments are closed and gas is injected through injection segment; (2) soaking period: both of the
production and injection segments are closed and soak for several days, like huff-n-puff; (3) production
period: the production segments are opened to produce oil while the injection segments remain closed.
Compared with the CIIP method, AIIP method has an easier implementation procedure and cheaper
cost than CIIP. Additionally, AIIP can not only enhance oil recovery in the NSRV area, but ignore the
potential possibility of gas breakthrough among hydraulic fractures. These advantages remedy the
shortcoming of CIIP. Therefore, AIIP is a promising and more practical method to improve oil recovery
in tight oil reservoirs than CIIP.

 
Figure 1. Sketch of Cumulative In-situ Injection and Production (CIIP).

 
Figure 2. Sketch of Allied In-Situ Injection and Production Technology (AIIP).

 
(a) (b) 

  
(c) 

Figure 3. Design schematic diagram of AIIP. (a) Injection period; (b) soaking period; (c)
production period.
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2.2. Implementation Procedure

AIIP can be used for displacement or huff-n-puff, as well as for different injection fluids. Therefore,
it is feasible to develop shale oil reservoirs by combining AIIP with CO2 huff-n-puff. In order to meet
the requirements of injection and production in the same well, the packer device enables the tubing
to be used for production and the tubing-casing annulus to be used for fluid injection. The electric
valves control well injection volume and production volume to meet the production requirements
of tight and shale oil reservoirs. Besides, the flowmeter can monitor the injection rate in real time,
and then technicians can optimize the injection and production on the ground. For example, when
gas channeling occurs, the injection rate can be reduced or the valve can be closed for some time.
The explicit implementation process of AIIP can follow the steps below.

(1) Select an appropriate block for drilling a series of horizontal wells where no fault exists nearby.
(2) Horizontal wells use the multi-stage hydraulic fracturing technique, and well logging or

micro-seismic monitoring is used for obtaining fracture conditions.
(3) The reservoir undergoes depletion until the pressure drops bubble point pressure.
(4) Insert special pipe string and device, then select appropriate fractures as production section and

injection section respectively.
(5) Select a section between the production section and the injection section as the packer section and

inject the gelling agent into it to isolate the formation.
(6) First, open the electric injection valve to inject a certain amount of carbon dioxide. Then close the

injection valve and soak the well for some time. In the end, open the production valve and begin
oil production.

For ensuring the performance of AIIP, it is necessary to identify the distribution of faults and
fractures through micro-seismic monitoring, so as to prevent horizontal wells from being arranged
in areas with faults or dense fractures. As a novel technology, AIIP has higher well completion
requirements than conventional horizontal wells. First of all, it is necessary to put down tubing and
packers to ensure the injection and production of fluid in the same well. At the same time, the electric
injection valve is an important component, which must ensure that the valve can work durably and
steadily in the underground.

3. Numerical Simulation

3.1. Reservoir Characteristics

In order to evaluate the performance of AIIP combined with CO2 huff-n-puff in shale oil reservoirs,
this paper chooses the shale oil reservoir in Z Sag of Shengli Oilfield as the target block and establishes
a numerical simulation model. Z Sag belongs to a third-level tectonic unit in Bohai Bay Basin and is
located in the northeast of J depression with an area of about 2800 km2 [27]. The whole is distributed in
a trumpet-like shape from southwest to northeast, and the depression can be subdivided into several
secondary tectonic units. The reservoir depth is about 3025–3075 m and the pay thickness is 20–30 m.
The lithology is mainly argillaceous limestone with a high brittle mineral content of 81.6% on average.
The average pore volume of the reservoir is 4.1 μL/g, and the pore connectivity is good. The average
proportion of centrifugal movable shale oil is as high as 38.80%. Other reservoir parameters are listed
in Table 1, including effective reservoir thickness, porosity, permeability, oil saturation, formation
pressure, formation temperature, etc. In summary, this reservoir is a favorable section for shale oil
exploration in this area [28].

The shale oil density of 0.79–0.954 g/cm3, the gas-oil ratio of 5–350.1 m3/m3, is medium crude oil.
The viscosity of crude oil is 0.4–40 mPa·s (at the temperature of 20 ◦C and the pressure of 0.1 MPa).
The bubble point pressure of the crude oil is 17 MPa. Formation fluids are difficult to flow due to the
poor reservoir physical properties, but formation overpressure can provide energy for flowing. Initial
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oil saturation averages 60%. The immovable oil mainly exists in the small pore, while the movable
oil mainly exists in the large pore [29]. The salinity of formation water is 10,000–20,000 mg/L and the
formation water is a CaCl2 type.

Table 1. Reservoir properties.

Variable Name Value

Reservoir depth (m) 3025–3075
Pay thickness (m) 20–30

Average porosity (%) 5.56
Average permeability (mD) 0.002

Initial oil saturation (%) 60
Formation pressure (MPa) 53

Formation temperature (°C) 124
Average content of TOC (%) 4.8

Grade of maturity (%) 0.7–0.9
Crude oil density (g/cm3) 0.79–0.954

Viscosity of crude oil (mPa·s) 0.4–40
Bubble point pressure (MPa) 17

3.2. Model Description

This work uses CMG simulation software. The compositional model was built by CMG GEM
model. The CMG-WINPROP module was used for oil component lumping, according to the fluid
properties of the target reservoir. In order to speed up the numerical simulation and ensure the accuracy
of the calculation results, we divided the crude oil components into seven pseudo-components by
analyzing the data of crude oil components in the study area. The data of seven pseudo-components
are listed in Table 2 and Figure 4 shows the pressure-temperature (P-T) phase diagram of crude oil.
Based on the above reservoir characteristics and properties, a model using the number of 258 × 49 × 1
grid blocks with dimensions of 15 × 15 × 20 m was built (Table 3). Considering the characteristics of
natural fractures reservoir, according to reservoir parameters in the study area and referring to the
commonly used methods for numerical simulation of shale oil reservoirs in the United States [30,31],
a dual-porosity and dual-permeability model with reservoir-scale was established to simulate and
evaluate the performance of AIIP combined with CO2 huff-n-puff in shale oil reservoirs. According to
the development experience of shale reservoirs at home and abroad, the study area adopted a long
horizontal well row for development (Figure 5a) [32]. For simulating AIIP’s process, two additional
horizontal wells were arranged in the same location of one horizontal well. Producer with whole
horizontal length (e.g., Well-5 in Figure 5b) was used for simulating oil production during primary
stage. Producer with around 2/3 of horizontal length (e.g., Producer-5 in Figure 5b) was used for
simulating oil production through production segment during AIIP stage. Injector with around 1/3
of horizontal length (e.g., Injector-5 in Figure 5b) was used for simulating gas injection through the
injection segment during AIIP stage. Hydraulic fractures were simulated by using the Log Grid
Refinement (LGR) method (Table 4). At the initial stage, the method of depletion development was
adopted. After the production declines, the AIIP development was adopted.

Table 2. Data of seven pseudo-components.

Component N2 CO2 C1 C2–C3 C4–C6 C7–C10 C11
+

Content (%) 3.22 0.37 26.83 18.53 13.20 18.15 19.70
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Figure 4. P-T phase diagram of crude oil.

Table 3. Numerical simulation model parameters.

Model Parameters Value

Number of grid blocks, x y z 258 × 49 × 1
Dimensions, x y z (m) 15 × 15 × 20

Length of horizontal well (m) 1500
Horizontal well spacing (m) 300

Row spacing of horizontal wells (m) 360
Long/Short hydraulic fracture half-length (m) 130/70

Hydraulic fracture spacing (m) 105
Hydraulic fracture conductivity (mD·m) 50

Matrix porosity (%) 5.56
Matrix permeability (mD) 0.002

Fracture porosity (%) 0.2
Fracture permeability (mD) 0.02
Natural fracture spacing (m) 30

Water saturation (%) 40
Initial reservoir pressure (MPa) 53

Minimum bottom-hole pressure (MPa) 25
Maximum injection pressure (MPa) 60

 
(a) 

 
(b) 

Figure 5. Diagram of simulation model. (a) Injection-production well pattern in the study area; (b)
sketch for three horizontal wells in the same location in the model.
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Table 4. Parameters for the Log Grid Refinement (LGR) method.

Parameters Value

Fracture width (m) 0.003
Intrinsic permeability (mD) 10,000
Effective permeability (mD) 15

Grid cell width (m) 2
Number of refinements in the I/J/K direction 5 × 5 × 1

3.3. Case Comparison

In order to compare the performance of depletion, CO2 huff-n-puff, and AIIP, we set up three
cases for comparison.

(1) Case A: Depletion for 12 years.
(2) Case B: Depletion for 3 years, CO2 huff-n-puff development for 4 years, depletion development

for 5 years.
(3) Case C: Depletion for 3 years, AIIP development for 4 years, depletion for 5 years.

Depletion produces, with the minimum bottom-hole flowing, a pressure of 25 MPa and the
maximum liquid production of 30 m3/d. The difference of schedule is that AIIP and CO2 huff-n-puff
require cyclic gas injection and huff-n-puff. The schedule of CO2 huff-n-puff and AIIP development is
shown in Table 5. Finally, the injection and production parameters are optimized through sensitivity
analysis, including injection rate, injection volume, soaking time, hydraulic fracture half-length, and
hydraulic fracture spacing.

Table 5. Schedule of CO2 huff-n-puff and AIIP development.

Parameters Value

Minimum bottom-hole pressure (MPa) 25
Maximum liquid production (m3/d) 60

Gas injection volume per well per cycle (104 m3) 150
Daily gas injection volume of the single well (104 m3) 5

Gas injection period duration (month) 1
Soaking period duration (month) 1

Production period duration (month) 4

4. Results and Discussion

4.1. EOR Performance of AIIP

Figure 6 compares the performances of AIIP, CO2 huff-n-puff, and depletion development.
The cumulative oil production of depleted development in the single well is 30,510 m3, that of CO2

huff-n-puff development in the single well is 34,883 m3, and that of AIIP development in the single
well is 47,960 m3. The cumulative oil production of AIIP in the single well is the highest. Under
the same CO2 injection volume in the single well, the AIIP method has a better formation energy
supplement effect and higher cumulative oil production in the single well because of short injection
horizontal section length and high injection pressure (Figure 7). With the increment of huff-n-puff
cycles, the oil production of the traditional horizontal well using gas injection huff-n-puff method
decreases in each cycle, but the oil production of the AIIP method increases first and then decreases,
and the oil production of each cycle is greater than that of the traditional huff-n-puffmethod (Figure 8).
Through the above comprehensive comparison, the performance of AIIP method is the best.

8



Energies 2019, 12, 3961

Figure 6. Comparisons of cumulative oil production in different development modes.

Figure 7. Average formation pressure variation in the production process.

Figure 8. Comparisons of oil increment in different huff-n-puff cycles.

4.2. Sensitivity Analysis

The feasibility analysis shows that AIIP combined with CO2 huff-n-puff has a good application
prospect for the development of shale oil reservoirs. In this part, the influence of different parameters on
the performance of AIIP will be studied through sensitivity analyses. The major influential parameters
include gas injection rate, gas injection volume, soaking time, hydraulic fracture length, and hydraulic
fracture spacing.
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4.2.1. Effect of CO2 Injection Rate

With the same CO2 injection volume, the difference of injection rate will also exert certain influence
on the performance of AIIP theoretically. A higher injection rate can inject the set CO2 volume within
a shorter time with higher injection pressure. A lower injection rate can extend the duration of the
injection stage, allowing more CO2 to dissolve into the oil for a longer time. Hence, it is necessary to
study the effect of injection rate on AIIP.

For sensitivity analyses of this parameter, a total of four groups of different injection rate are
designed, as shown in Table 6. In the four groups of schemes, injection rate and duration of the injection
stage are different in each cycle. In order to ensure comparability of each scheme, the injection volume,
duration of soaking stage, and duration of production stage were set to be the same within each cycle
of each scheme, so as to compare the influence of gas injection rate on the performance of AIIP. As
shown in Figure 9 and Table 7, with the increment of gas injection rate, the cumulative oil production
of the single well increases in turn within 5 years of development. In a certain period of time, the
higher injection rate can shorten the time required for one cycle, and the total production period is
longer in a certain period, but the cumulative oil production in one cycle is slightly lower than that in
the lower injection rate. However, the influence of injection rate is relatively small for the cumulative
oil production of the single well over a given period time, so the injection rate is not the main factor
affecting the performance of AIIP (Figure 10).

Table 6. CO2 injection rate in different schemes.

Scheme Number 1 2 3 4

CO2 Injection Rate of the Single Well (104 m3/d) 2.5 3.3 5.0 7.5
Duration of the Injection Stage (day) 60 45 30 20

CO2 Injection Volume of The Single Well Per Cycle (104 m3) 150 150 150 150

Table 7. Calculation results of different injection rates.

Injection Rate of the Single Well (104 m3/d) 2.5 3.3 5.0 7.5

Cumulative Oil Production of the Single Well (m3) 49,267 49,304 49,729 50,015

Figure 9. Comparison of cumulative oil production of the single well in each scheme under different
CO2 injection rates.
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Figure 10. The relationship between cumulative oil production and CO2 injection rate in the single well.

4.2.2. Effect of CO2 Injection Volume

The CO2 injection volume is one of the important factors that affect the performance of AIIP.
With the increment of CO2 injection volume, formation energy can be fully supplemented, and better
development results can be achieved. On the other hand, excessive CO2 injection volume will lead to
the high bottom-hole pressure rise in the injection section. Limited by the capacity of gas injection
equipment, there is a maximum CO2 injection pressure, beyond which, it is impossible to continuously
inject CO2 into the formation. Therefore, it is an important task to determine a reasonable CO2 injection
volume for the target block.

For sensitivity analyses of this parameter, a total of five groups of different injection volume were
designed, as shown in Table 8. In the five groups of schemes, the volume of CO2 injected into the
single well is different during each cycle. To ensure the comparability between schemes, different
CO2 injection rates and the same injection stage time were set for each scheme, so as to compare the
influence of CO2 injection volume on the performance of AIIP. As shown in Figure 11 and Table 9, with
the increment of CO2 injection volume, the injection pressure at the end of the injection stage increases
in turn, and the cumulative oil production of AIIP also increases in turn, but the incremental rate
gradually slows down (Figure 12). In addition, when the injection volume is 1.5 × 106 m3, the highest
bottom-hole pressure in the injection section can reach 43.4 MPa, which is close to the maximum
injection pressure of the injection equipment. Therefore, CO2 injection volume has a great impact on
the performance of the AIIP method.

Figure 11. Comparison of cumulative oil production of the single well in each scheme under different
CO2 injection volumes.
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Table 8. CO2 injection volume in different schemes.

Scheme Number 1 2 3 4 5

CO2 Injection Volume of the Single Well Per Pycle (104 m3) 30 60 90 120 150
CO2 Injection Rate of the Single Well Per Cycle (104 m3/d) 1 2 3 4 5

Table 9. Calculation results of different injection volumes.

CO2 Injection Volume of tde Single Well Per Cycle (104 m3) 30 60 90 120 150

Cumulative Oil Production of the Single Well (m3) 36,931 43,148 47,150 48,705 49,643
Maximum Injection Pressure (MPa) 30 33.9 37.2 40.4 43.4

Figure 12. The relationship between cumulative oil production and CO2 injection volume in the
single well.

4.2.3. Effect of CO2 Soaking Time

For the CO2 huff-n-puff process, the soaking stage is of great significance to the performance of
CO2 huff-n-puff. During the soaking stage, injected CO2 will gradually dissolve into the crude oil
and bring about oil expansion, viscosity reduction, and other oil-increment effects, thereby promoting
pressure propagation. Similarly, soaking time also has a certain impact on the performance of the AIIP
method. If the soaking time is too short, CO2 cannot be fully dissolved, and pressure cannot be fully
propagated. Excessive soaking time will lead to a large pressure propagation range and poor formation
energy supplement effect. At the same time, a longer shut-in period will lead to lower cumulative oil
production in a certain amount of time. Hence, the reasonable soaking time of AIIP method should
be determined.

For sensitivity analyses of this parameter, a total of five groups of different soaking time were
designed, as shown in Table 10. In the five groups of schemes, the soaking time is different during each
cycle. In order to ensure the comparability of each scheme, the duration of injection stage, duration of
production stage and gas injection volume were set to be the same within each cycle of each scheme,
so as to compare the impact of soaking time on the performance of AIIP. As shown in Figure 13 and
Table 11, with the increment of soaking time, the cumulative oil production of the single well within
5 years of development increases first and then decreases. In a certain period, shorter soaking time
can shorten the time required for one cycle, and thus the AIIP with more cycles can be carried out.
Although longer soaking time can improve AIIP in one cycle, excessive soaking time leads to fewer
cycles of AIIP, shorter total production period, and lower oil production. Compared with different
schemes, the 30-day soaking time is shorter, and the cumulative oil production of the single well is the
highest (Figure 14).

12



Energies 2019, 12, 3961

Table 10. Soaking time in different schemes.

Scheme Number 1 2 3 4 5

Soaking Time (day) 15 30 45 60 90

Figure 13. Comparison of oil increment of AIIP in each scheme under different soaking times.

Table 11. Calculation results of different soaking times.

Soaking Time (day) 15 30 45 60 90

Cumulative Oil Production of the Single Well (m3) 47,385 48,382 47,948 47,872 45,659

Figure 14. The relationship between cumulative oil production and soaking time in the single well.

4.2.4. Effect of Fracture Half-Length

Fracture length has a great influence on shale oil reservoir development. Effective fracturing can
facilitate fluid flow in the shale reservoir and increase oil production of the horizontal well. For CO2

huff-n-puff or AIIP, on the one hand, the increment of fracture length can facilitate the flow of injected
gas, expand the contact area between injected gas and matrix, and promote the effect of oil increment.
On the other hand, the excessively long length of some fractures will lead to the rapid flow of injected
gas along with the fractures, forming gas channeling, and pressure leakage during the soaking stage,
resulting in poor pressure level. Therefore, it is necessary to determine the effect of fracture length on
the performance of the AIIP method.

For sensitivity analyses of this parameter, a total of four groups of different fracture lengths were
designed, as shown in Table 12. Among the four groups of schemes, three groups of horizontal wells
have different hydraulic fracture half-lengths, comparing the influence of different fracture half-length
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on the effect of AIIP. In another scheme, a small number of hydraulic fracture lengths were set to be
relatively long to simulate the pressure leakage caused by excessively long hydraulic fractures. As
shown in Figure 15 and Table 13, the cumulative oil production of the single well increases in turn with
the increment of fracture half-length, and the long fracture scheme produces more oil in the first three
cycles of AIIP. With the increment of huff-n-puff cycles, the oil production of the long-fracture scheme
in a single cycle is gradually lower than that of the short-fracture scheme after three cycles. Figures 16
and 17 compare the cumulative oil production and daily oil production between the ideal model and
the model with fracture connectivity. When there is fracture connectivity between wells, the existence
of long fractures can achieve a better effect in the first two cycles, but the oil production gradually
decreases in the subsequent cycles. The connection of fractures leads to gas channeling, resulting in a
poor pressure maintenance effect in the soaking period (Figure 18). Therefore, if the hydraulic fracture
is connected, the performance of AIIP will become worse.

Table 12. Fracture half-length in different schemes.

Scheme Number 1 2 3 4

Fracture Half-length (m) 70 100 130 130 (normal fracture)
150 (long fracture)

Figure 15. Comparison of cumulative oil production of the single well in each scheme under different
fracture lengths.

Figure 16. Comparison of cumulative oil production of the single well between the ideal model and
the model with fracture connectivity.
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Table 13. Calculation results of different fracture half-lengths.

Fracture Half-Lengtd (m) 70 100 130

Cumulative Oil Production of the Single Well (m3) 48,535 49,487 50,570

Figure 17. Comparison of daily oil production of the single well between the ideal model and the
model with fracture connectivity.

  
(a) (b) 

Figure 18. Comparison of formation pressure at the end of gas injection period between the ideal
model and the model with fracture connectivity (unit: MPa). (a) Ideal model; (b) model with
fracture connectivity.

4.2.5. Effect of Fracture Spacing

The hydraulic fracture spacing is also one of the important factors affecting the oil production of
the shale oil reservoir. The smaller the spacing between hydraulic fractures is, the larger the contact
area between fracture and matrix is, which is beneficial to the flow of fluid in the shale oil reservoir
and increases oil production of horizontal wells. For CO2 huff-n-puff or AIIP, the decrease of fracture
spacing can also facilitate the flow of injected gas, expand the contact area between injected gas and
matrix, and promote the effect of oil increment. However, too small fracture spacing will greatly
increase the difficulty and cost of hydraulic fracturing, and when the fracture spacing reaches a certain
value, the increment of oil production is also limited. Therefore, it is necessary to determine the effect
of fracture spacing on the performance of AIIP method.

For sensitivity analyses of this parameter, four groups of different fracture spacing were designed
to compare the influence of fracture spacing on the effect of AIIP, as shown in Table 14. As shown in
Figure 19 and Table 15, the cumulative oil production of the single well increases in turn with the
shortening of fracture spacing, but when the fracture spacing is less than 30 m, the cumulative oil
production growth of the single well slows down gradually (Figure 20). Considering the fracturing
technology and economy, there may be a suitable fracture spacing, which can give full play to the
performance of AIIP and have a better economy at the same time.
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Table 14. Fracture spacing in different schemes.

Scheme Number 1 2 3 4

Fracture Spacing (m) 7.5 15 30 45

Figure 19. Comparison of cumulative oil production of the single well in each scheme under different
fracture spacing.

Table 15. Calculation results of different fracture spacing.

Fracture Spacing (m) 7.5 15 30 45

Cumulative Oil Production of the Single Well (m3) 48,772 48,229 47,093 44,540

Figure 20. The relationship between cumulative oil production and fracture spacing in the single well.

5. Conclusions

This paper first proposes to use AIIP combined with CO2 huff-n-puff to develop shale oil reservoirs
and reduce CO2 emissions. Compared with depletion and conventional CO2 huff-n-puff, the AIIP
method has higher cumulative oil production and maintains higher formation pressure. Therefore,
AIIP combined with CO2 huff-n-puff has a good prospect for the development of shale oil reservoirs.
In the end, the effect of several parameters on AIIP development was studied through sensitivity
analyses. The following conclusions can be obtained from this study:

(1) Compared with horizontal well depletion and CO2 huff-n-puff, cumulative oil production of AIIP
increases by 17,450 and 13,077 m3 respectively in the 20 years of development prediction. The oil
production of AIIP first increases, and then decreases, and is higher than that of conventional
huff-n-puff in each cycle. It shows that AIIP combined with CO2 huff-n-puff is an effective
technique to improve shale oil recovery.
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(2) The performance improves with the increment of gas injection volume. When the injection volume
is 1.5 million cubic meters, the oil increment slows down significantly, and the injection pressure
is 43.4 MPa, which is close to the maximum injection pressure of the gas injection equipment.
Injection rate has little impact on performance, but the injection volume exerts a great influence.

(3) Shorter soaking time can increase more oil production in the process of huff-n-puff, but the oil
production improves with the increment of soaking time after huff-n-puff. Increasing the soaking
time can make the pressure wave spread more widely, and make more gas dissolve into oil,
leading to a better performance. However, oil cannot be produced during the soaking period,
and oil production is low in the short term.

(4) The longer the fractures are, the higher the oil production is in each cycle of AIIP. With the
increment of huff-n-puff cycles, the difference of oil production gradually decreases in different
fracture length schemes. If some hydraulic fractures are too long and connected, the effect of AIIP
will be affected. With the shortening of fracture spacing, the cumulative oil production of the
single well increases in turn, but when the fracture spacing is less than 30 m, the cumulative oil
production of the single well gradually slows down. Considering the fracturing technology and
economy, there is a suitable fracture length and fracture spacing.
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Abstract: Renewable energy sources (RESs) are the replacement of fast depleting, environment
polluting, costly, and unsustainable fossil fuels. RESs themselves have various issues such as
variable supply towards the load during different periods, and mostly they are available at distant
locations from load centers. This paper inspects forecasting techniques, employed to predict the RESs
availability during different periods and considers the dispatch mechanisms for the supply, extracted
from these resources. Firstly, we analyze the application of stochastic distributions especially the
Weibull distribution (WD), for forecasting both wind and PV power potential, with and without
incorporating neural networks (NN). Secondly, a review of the optimal economic dispatch (OED) of
RES using particle swarm optimization (PSO) is presented. The reviewed techniques will be of great
significance for system operators that require to gauge and pre-plan flexibility competence for their
power systems to ensure practical and economical operation under high penetration of RESs.

Keywords: renewable energy sources; forecasting; Weibull distribution; neural networks; optimal
economic dispatch; particle swarm optimization

1. Introduction

Renewable energy sources (RESs) are the primary solution to the growing environmental concerns,
which include carbon and nitrogen emissions and power shortages around the world. The climate
change, the variable cost, continuously increasing environmental issues, and fast depletion of fossil
fuels have urged the electric power suppliers to incorporate RESs more strappingly into the power
system [1]. Nuclear energy was considered to be a source of cheap electricity production. Accidents in
the Nuclear reactors during the last two decades, issues-oriented with disposing-off the nuclear waste
and increasing awareness regarding global warming [2] have led to immense emphasis on integrating
renewable RESs such as wind and solar energy into the power system.

RESs such as wind and solar-based photovoltaic (PV) with all their benefits have the issue of being
unpredictable as weather conditions keep on changing throughout the year; besides, they require high
initial cost for installation. These sources have maximum and minimum generation limits that vary
over time, unlike conventional power plants, where we know the maximum generation possible [3,4].
Wind power has more probability as well as variability. Solar power is less uncertain and less variable,
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as compared to wind power. The intermittent nature of wind and solar power is a significant issue in
employing them on a priority basis as long term planning gets tough. The feasible solution to this
problem is accurate resource forecasting. Due to the sporadic nature of these resources, there has been
widespread interest in the optimal integration of wind and solar power over various times windows [5].
Considering all these facts, the first half of the paper proposes a review of the forecasting techniques to
predict wind and PV power potential.

Electric power extracted from RESs can be classified in three possible ways: (a) Distributed
Generation (DG), in which RESs have been installed individually by the consumers. DG is mostly
employed by domestic and small commercial consumers [6–9]; (b) Micro-Grid (MG), in which a small
number of PV panels or wind turbines have been installed and integrated to supply power to a small
community. These MGs are mostly near to the load centers and they are employed by small towns,
villages, very small industrial units and shopping malls [10–13]; (c) Large-Scale Generation (LG),
in which a large number of power generation units have been installed to form large scale wind
farms or solar panel farms. These farms have the potential to produce power from a few hundred
to thousands of MWs. This category requires a properly planned ED scheme to supply the major
load centers.

Stochastic distribution, especially Weibull distribution (WD) is used to predict the life of products
or outputs of a system according to the statistical distribution of the sample measurement [14].
This stochastic technique can provide forecasted wind and solar power data at a particular location
but, accuracy remains an issue, as there may be a difference in the predicted and actual values.
Neural networks are more robust to minimize this error between the forecasted and actual values [15].
The accuracy in the forecasted values is critical since the system requires predictive planning to meet
the varying demand from the supply and load side to make the system more reliable [16].

Neural networks (NNs) or Artificial neural networks (ANNs) or connectionist systems are
computing mechanisms inspired by the biological neural networks mimic brains [17]. The effectiveness
of these NN systems is because they can learn and improve performance like self-repair, be fault-tolerant,
and handle nonlinear data processing [15,18]. The incorporation of NNs or their variants into the
forecasting system helps in reducing error thereby ensuring the predicted value falls in the permissible
range to better balance the supply and demand in real-time [19]. Although the author in [20] performed
an extensive review of the forecasting techniques, it lacked the survey of techniques used for the
removal of error emergence in the predicted values.

The low energy density of RES requires a large area to generate an adequate amount of power
to become a significant load bearer. Hence, to be sustainable over a more extended time, power
sources should be economically dispatchable [21]. The requirement of large areas forces locations to
be hundreds or even thousands of miles away from load centers. Hence, a comprehensive review of
the Optimal Economic Dispatch (OED) techniques is also required [22–24]. Of the many optimization
techniques, particle swarm optimization (PSO) stands out due to its fast convergence, flexibility in
application, simplified approach and good adaptability to variation [25–27]. The second half of the
paper, thus, proposes a review on the solution of OED of RES using PSO.

The researchers around the world have reviewed and analyzed PSO for the solution of the
economic dispatch problem, and WD for the forecasting of RESs. Authors in [28,29] investigated
PSO and its variants in a very comprehensive manner. Their analysis, however, was confined to the
application of PSO for the solution of the Economic Dispatch Problem (EDP) in thermal systems only.
Reference [30] reviewed the impact PSO had on improving the performance of flexible alternating
current transmission system (FACTS) devices by providing a solution to the FACTS allocation problem.
However, the author in [30] focused only on the FACTS allocation problem through standard PSO and
did not discuss the dispatch constraints that can be solved by the variants of PSO. The authors in [31]
reviewed independent and hybridized optimization techniques employed for the optimization of
wind-PV hybrid power systems. In [31] the authors studied the optimization techniques for generation
but ignored the source variability issue of RESs in the modern power system. Power fluctuation control
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is essential for a sustainable power system as regulatory bodies are compelled to provide a check on
moment-to-moment variations in system load and inconsistent power generation [32]. Reference [20]
described the uncertainties related to the modern power system and reviewed the techniques used for
the solution of this problem. The paper comprehensively gives a review of PSO-based solution to OED
incorporating RESs and considers the realistic constraints associated with OED problems.

To be precise, the first half of the paper provides a review of forecasting mechanisms employed
using WD, both with and without the incorporation of NNs for the removal of error in forecasted value,
whereas the second half of the paper emphasizes on the solution of EDP using PSO and its variants
while considering all constraints that emerge for the Economic Dispatch (ED) of RESs. This paper will
provide researchers, power system engineers, planners, and developers a comprehensive survey on
forecasting through WD for understating the working and possible issues in the regular, stable, reliable
and efficient operation of power systems, and on solving ED problem incorporating RESs through PSO.

More descriptively, the paper is organized as follows. Section 2 reviews wind power generation
forecasting through WD with and without the incorporation of NNs. Section 3 provides forecasting of
solar (PV) generation using WD with and without incorporation of NN. Comprehensive tables are
also designed to provide the objective function(s) and mathematical relations for forecasting power
generation from the said resources. Section 4 discusses a detailed survey of the application of PSO in
OED of RESs without and with the incorporation of resource forecasting, followed by the conclusion
and references at the end of the paper.

2. Forecasting of Wind Power Generation

2.1. Wind Power Generation Fundamentals

Amongst the various solutions of RESs, wind energy is a popular source that works by converting
the kinetic energy of the wind using a turbo-generator into electricity. The power output of a wind
turbine is given by Equation (1).

P =
ρA
2

v3cp(λ) (1)

where P, Cp, ρ, A, v and λ are mechanical output power, turbine’s performance coefficient, air density,
turbine swept area, wind speed, tip speed ratio, respectively [33].

Wind power is more certain to occur, although its speed is varied during 24 h [34,35]. Forecasting
and optimization techniques must be worked upon to make them more dependable. Forecasting also
requires the consideration of ramp event and potentially high-risk scenarios of wind power. Amongst
numerous wind power forecasting techniques, many authors proposed to employ the WD function due
to its reliability, accuracy, stability, and sophisticated computations and accurate results as compared to
other techniques like the Rayleigh distribution [36].

2.2. Weibull Distribution (WD) for Wind Power Forecasting

Wind power forecasting through stochastic techniques (especially WD) has been a very important
topic for researchers, power producers, and planning engineers. It enhances the share of wind power
in meeting the load demand [37]. The basic formula for probability density function (PDF) f (v, v0, β)
of WD in its most basic form is given in Equation (2).

f (v, v0, β) =

⎧⎪⎪⎨⎪⎪⎩ β
v0

(
v
v0

)β−1
e−(

v
v0
)β ; v ≥ 0

0; v < 0
(2)

where β > 0 is the shape parameter, and v0 > 0 is the scale parameter of the distribution. Depending
on the complexity of the problem, WD can have multiple variables that are defined according to the
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requirement like the translated distribution containing three variables has the Equation (3) shown
below [38].

f (t) =
β

η

(
t− γ
η

)β−1

e−(
t−γ
η )β (3)

where β, η and γ are WD shape, scale parameters, and wind speed, respectively.
PDF and multi-variable forms of WD have been mentioned in Equations (2) and (3), respectively.

Cumulative density function (CDF) of WD is given by Equation (4).

F(v, v0, β) =

⎧⎪⎪⎨⎪⎪⎩ 1− e−(
v

v0
)β , v ≥ 0

0, v < 0
(4)

Reliability function (RF) in WD finds major significance in forecasting, as it computes the amount
of time for a particular item can operate without failure. Mathematically, it is given by Equation (5) [39].

F(t) =

t∫
0,γ

f (s)ds (5)

RF is a function of time and is important for life data analysis. It can be computed using the CDF
of WD as given in Equation (4).

One of the major apprehensions in implementing wind power at a large scale is the impact of
ramps, and it requires proper handling. An event took place at the Electric Reliability Council of Texas
(ERCOT) system on 26 February 2008, which caused a system emergency due to the occurrence of a
large down ramp [40]. Therefore, proper forecasting of the ramp emergence in wind power is essential
for the sustainability of the power system.

A brief comparison of the stochastic techniques like Weibull Distribution (WD), Rayleigh
Distribution (RD), and Normal Distribution (ND) is presented in Table 1.

Table 1. Comparison of stochastic forecasting techniques.

Characteristics Weibull Distribution (WD) Rayleigh Distribution (RD)
Gaussian/Normal
Distribution (ND)

Ref. No.

Mathematical
representation &

parameters

f (v) =⎧⎪⎪⎨⎪⎪⎩ β
v0

(
v
v0

)β−1
e−(

v
v0
)β ; v ≥ 0

0; v < 0
where β > 0 is the shape

parameter, and v0 > 0 is the
scale parameter of
the distribution.

f (v) ={
v
σ2 e−v2/2σ2

, v > 0
0, v ≤ 0

where σ is the scale
parameter of

the distribution.

f (v) = 1√
2πσ2

e−
(v−μ)2

2σ2

where μ is the mean,
whereas σ is the

standard deviation.

[41–44]

Flexibility

WD is very flexible as a
small sample size; the
estimated shape of the

distribution may be
altered considerably.

Not flexible as a response to
the out of range parameters

are strict.

Not flexible as the
shape doesn’t vary.

[45–49]Accuracy

Fatigue test results follow
WD, showing it to be more
accurate. It is effective for

both values above and
below the sample size N.

Close to WD.
Effective only for
values below the

sample size N.

Reliability

WD is more reliable even in
situations where distribution
parameters (shape and scale)

tend to vary.

RD loses its effectiveness in
situations where variables

undergo variation.

Reliability in ND
suffers severely at the

hands of variation
in variables.
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2.3. Review of Wind Power Forecasting without NN

Wind power has captured the biggest share amongst all RESs due to its certainty, but the variability
of wind speed still poses a hurdle in its implementation at large scale discussed. This issue can be
addressed by predicting the wind speed for a particular time period and planning the power dispatch
mechanism accordingly.

In [50], the authors discussed that the probability of wind speed at a particular site has to be
modeled for calculation of the energy production by a wind farm. Methodical computation of the
generation capacity factor of a wind turbine at the planning stage is of vital importance. The authors
performed the comparison of WD computation using graphical, empirical, modified maximum
likelihood, and energy pattern factor methods used monthly for the estimation of parameters at the hub
height of 65 m. They concluded that parameters of WD assessed through the proposed modification of
the maximum likelihood method, complemented the measured values accurately and the graphical
method provided the most erroneous results.

The authors in [51] presented an analysis of wind speed data based on fitting curve methods
applied for wind farms in Galicia, Spain. The results of the fitting methods applied for determining
the Weibull parameters were calculated using a set of pointers defined by wind speeds and wind
power density distributions. The authors concluded when the energy produced by the wind turbine
generators (WTGs) is considered, the proposed part density energy method (PDEM) demonstrated the
best results when the energy produced by the wind turbine generators (WTGs) is considered.

Reference [52] proposed an approach that used three procedures (maximum likelihood, least
squares, and method of moments) for the estimation of the Weibull parameters. The approach was based
upon the shape parameter k and scale parameter λ. They concluded that the presented methodology
indicated good agreement between the data obtained from actual measurements, and enabled the
investigators with the knowledge of calculating the wind potential of a region for future installations.
The authors in [52] modeled wind power forecasting mechanisms for effective management and
balancing of the power grid. The designed system followed a data-driven approach to overcome
uncertainties attached to the wind source. The designed model was implemented at a location in the
state of Karnataka, India for analysis over a period of three months. The authors used the graphical
method, maximum likelihood estimation and Monte Carlos methods for estimation and prediction of
wind power. The authors concluded that the wind power followed WD as compared to wind velocity
that followed Rayleigh distribution. The plots derived from the computed Weibull parameters also
showed significant accuracy. They also projected that the forecasting systems for longer durations,
possessing required accuracy can also be designed as discussed in [53].

The optimal power dispatch of multi-microgrid (MMG) has gained its significance in the
replacement of fossil fuel, as discussed in reference [53]. The authors presented a stochastic and
probabilistic model for both small-scale energy resources (SSERs) and load demand at each micro-grid
(MG) and emphasized the significance of forecasting through the WD based model. They emphasized
that the stochastic approach must be considered for load-supply modeling. The normal distribution
function for modeling of the load on MG was computed using Equation (6).

f (Pl) =
1√

2π× σ exp

⎛⎜⎜⎜⎜⎝− (Pl − μ)2

2× σ2

⎞⎟⎟⎟⎟⎠ (6)

where μ is the mean value and σ is the standard deviation. A predefined number of load samples were
considered. The authors concluded that the power-sharing between MGs and the main grid reduced
the total operational cost of the future distribution network. They also proved that by probabilistic
modeling of the input variables, the output variables could be represented as random variables.
The proposed WD model provided the distribution of wind speed and wind power estimation for long
term planning as compared to [52] where WD provided only wind power forecasting. This WD model
enabled them to calculate the wind power available during a specified time duration.
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In [54], the authors presented a mechanism of wind power forecasting and load estimation for a
wind-thermal system. They developed energy and spinning reserve market clearing (ESRMC) system.
The authors targeted overall cost minimization and reduction in system-risk levels through the designed
system. The solution provided the best comparison in the resource availability and decision-makers’
judgment while meeting the system requirements and avoiding uncertainties more accurately than
other research models. The system security level is described by a linear fuzzy membership function λ
for wind penetration, which is given by Equation (7).

μ(Fi) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1, Fi ≤ Fmin

i
Fmax

i −F

Fmax
i −Fmin

i
, Fmin

i < Fi < Fmax
i

0, Fmin
i ≥ Fmax

i

(7)

where μ(Fi) was assumed to be strictly monotonic and decreasing.
The authors emphasized after analyzing the results that the variability in the supply may cause

the system cost to rise, which was minimized by the implementation of the designed system. They also
concluded that the reserve contribution in calculations improved the efficiency of the system. However,
the authors ignored the significance of the initialization method of WD.

The authors in [55] presented an analysis of the wind energy conversion system using WD.
Four methods were used to calculate the shape factor “k” and the Weibull scale factor “λ”. Six statistical
tools were employed for analyzing the goodness of curve fittings and precisely ranked the methods.
The designed methodology was tested with the available data of the Hatiya island, Bangladesh.
The authors concluded that the method of moments (MOM) was most efficient amongst the four tested
methods because it endured much lower error percentage and better forecasted the wind power and
energy density for a particular site. However, dispatching of the generated power to the load was
not considered.

Reference [56] presented model predictive control (MPC) based control of DED using WD. The cost
related to lifted states was worked-out at every step during the MPC formulation of DED. An optimal
input sequence was determined by resolving the optimization problem on-line in the MPC optimization
procedure. The formulation used for the linear relationship between wind speed and power by the
authors is given by Equation (8).

P(v) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, v < vci or v > vco

Pr
( v−vi

vr−vi

)
, vci ≤ v ≤ vr

Pr, vr ≤ v ≤ vco

(8)

The authors concluded that the proposed method provided a better prediction of the source
availability and attained more ED. The presented technique managed a good efficiency over dispatch
duration, both in the long-term plan and occurrence of an abrupt event.

The authors in [57] performed a statistical analysis of the wind energy available at the Iskenderun
region in Turkey using WD and RD. The data taken was of one year and was analyzed on an hourly
basis. The mathematical equations adopted by the authors are mentioned in Table 2. Based on the
analyzed data, the authors concluded that the WD provided better-fitting when tested for monthly
PDF as compared to the RD. They also concluded that the WD also provided better power density for
the whole year under analysis.

Table 2 summarizes the discussed approaches, proposed by different researchers to use a stochastic
distribution like WD for wind speed and power forecasting while considering different constraints and
OED of the produced energy.
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Table 2. Wind speed and power prediction with Weibull distribution (WD) and without incorporating
neural networks (NN).

Wind Speed Probability
Distribution

Wind Power Distribution Explanation

f (v) =
( β

v0

)(
v
v0

)(β−1)
e−(

v
v0
)β

Pe(v) = Pr ×
⎧⎪⎪⎪⎨⎪⎪⎪⎩

0, v < vci or v > vco
Pcinr (v), vci ≤ v ≤ vr
1, vr ≤ v ≤ vco

where Pe(v) is electric output power of
WT; vci , vco and vr represent cut-in,
cut-out, and the rated wind speed,

respectively [50,51].

f (v) =
{

v
σ2 e−v2/2σ2

, v > 0
0, v ≤ 0

P(v) = β
v0

(
v
v0

)β−1
e−(

v
v0
)β

with β = 1/3; v0 = b;

The authors suggest that wind velocity
follows Rayleigh distribution, whereas the
power follows Weibull distribution [52].

f (v) =
( β

v0

)(
v
v0

)(β−1)
e−(

v
v0
)β

P(v) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Pr.
(

vn
co−vn

vn
ci−vn

r

)
, vci ≤ v ≤ vr

Pr, vr ≤ v ≤ vco
0, otherwise

where P(v) is generated power at speed v,
and vci, vco and vr are wind turbine

parameters [53].

f (v) =
( β

v0

)(
v
v0

)(β−1)
e−(

v
v0
)β

P(v) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, v < vci or v > vco

Pr
(

v−vi
vr−vi

)
, vci ≤ v ≤ vr

Pr, vr ≤ v ≤ vco

Here β and v0 are the shape and scale
parameters; P is power output against

wind speed [54,56].

f (v) =
( β

v0

)(
v
v0

)(β−1)
(e)−(

v
v0
)β P =

ρA
2 v3cp(λ) [55]

f (v) =
( β

v0

)(
v
v0

)(β−1)
e−(

v
v0
)β Pm,R =

n∑
j=1

[
1
2ρv3

m, j f
(
vj
)]

[57]

fR(v) =
(
π
2

)(
v

v2
m

)
exp
[
−
(
π
4

)(
v

v2
m

)β]
PR = 3

πρv3
m

2.4. Review of Wind Power Forecasting with the Incorporation of NN

WD has emerged as the most accurate and effective technique for wind power forecasting;
however, errors may occur in the calculated value. This requires continuous monitoring and correction
of the forecasting to make the RESs based system more sustainable. The appearance of error in the
forecasted value can be handled through its computation using NNs and incorporating it further in the
calculations. For the purpose, researchers have incorporated NN or Artificial Neural Networks (ANN)
with WD to make forecasted values more precise [58,59].

The authors in [60] proposed a model that utilized the ANN to foresee the wind speed data,
which had similar sequential and seasonal features to the actual wind data. The model was tested on
wind speed databases from Mersing, Kudat, and Kuala Terengganu in Malaysia for its authentication.
The results indicated that the presented hybrid artificial neural network (HANN) model had the
capability of illustrating the fluctuations in the wind speed during different seasons of the year at
different locations. However, the model did not consider a range satisfying lower and upper bound
of estimations that are important in forecasting mechanisms. The authors presented a wind speed
prediction model designed by the integration of WD and ANN. They addressed the crucial need for
wind speed forecasting and seasonal variations. The proposed model utilized ANN to predict the
wind speed data, which had similar sequential and seasonal characteristics as of the actual wind data.
The proposed mechanism was authenticated by applying it to the wind speed data collected from
different locations in Malaysia. The inverse transform of the PDF, designed by combination of WD and
random variables that were implemented for modeling of wind speed is given in Equations (9) and (10).

U = F(υ) = 1− exp
[
−
(
υ
λ

)k]
(9)

υ = c
[
− ln(1−U)

1
k

]
(10)

where U is the uniformly distributed random variable between [0, 1]. The authors concluded that the
proposed Hybrid ANN (HANN) improved the effectiveness and efficiency of WD by considering the

25



Energies 2019, 12, 4392

variations in the seasonal characteristics. The authors did not consider the duration of the forecast
short, medium, or long term.

Reference [61] proposed a lower-upper bound estimation (LUBE) method and extended it to
develop prediction intervals (PIs) using NN models sorting out the problem in [60]. The presented
technique translated the primary multi-objective problem into a constrained single-objective
problem [62]. In comparison to the cost function, the presented mechanism was nearer to the
principal problem and had lesser parameters. PSO was combined with the mutation operator to solve
the problem. Comparative analysis of the obtained results showed that the proposed method could
construct higher-quality PIs for load and wind power generation forecasts in a much shorter time.

The authors in [63] investigated two different methods for wind power forecasting.
A comprehensive comparison was performed using ANN, and a hybrid prediction method was used
for wind power perdition, and a comprehensive comparison was performed. The authors performed
short-term wind power prediction for a wind farm having 40 wind generators. The computations
concluded that the individual ANN prediction method yielded the estimated results swiftly but,
precision in forecasted data was low and the root mean squared error (RMSE) was 10.67%. On the
other hand, the hybrid prediction method operated slowly but, the prediction accuracy was high and
the RMSE was 2.01%. Also, in contrast to [62], the authors in [63] considered the impact of wind speed
on error emergence. They concluded that the prediction errors were small when the wind speeds were
lower than 5 m/s or higher than 15 m/s.

References [64,65] designed an algorithm based on an extreme learning machine (ELM) for
computation of shape and scale parameters of WD. The authors in [65] tested the algorithm developed
in [64] and compared the results obtained with those obtained from support vector machine (SVM) and
genetic programming (GP) for estimation of the same Weibull parameters. The wind density calculated
using the wind speeds was computed through Equation (1). The coefficient of determination used by
the authors in [64] was calculated using Equation (11).

�2 =

∑n
i=1

(
Xi,act −Xact,avg

)2 −∑n
i=1(Xi,est −Xi,act)

2

∑n
i=1

(
Xi,act −Xact,avg

)2 (11)

where the value of co-efficient of determination provided a linear relationship between the actual and
estimated values. The authors concluded that the developed algorithm improved the precision level in
the estimation of Weibull parameters and also performed the calculation for the available wind power
that was not done in [63].

In [66], the authors emphasized mechanisms to integrate multiple wind farms with the aim of
enhancement in the wind power capacity and decrease in the wind power curtailment. The authors
used WD approximation and maximum-likelihood estimation methods for forecasting. They also
presented an algorithm QRCNN, designed by the combination of the convolutional neural network
(CNN) and quantile regression technique to achieve detailed quantiles of corresponding predicted
wind power output from the system. The forecasted wind power was calculated using Equation (12).

Pt = F
(
Pt−k, Wh

t−k, Wh
t , Wh

t+m

)
(12)

where Pt denotes the forecasted wind power at time t; Pt−k denotes all historical wind power data
between t − k and t; W denotes the wind speed data from numerical weather prediction (NWP);
h represents all wind speed components, which contains horizontal and vertical information, in general.
They concluded that based on the forecasted multidimensional random variables and joint distribution
function, the output generation scenario for multiple wind farm power could be achieved.

Reference [67] presented a wind speed forecasting mechanism called WindNet that was based
on Convolutional Neural Networks (CNN). The forecasting mechanism was designed to provide the
predicted data for the following three days. Wind speed data was accumulated on an hourly basis for
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the previous seven days, and the data set was developed as 24 × 7 = 168 sets. The WindNet performed
1D convolution on the collected data and authors used 16 filters that developed 168 × 16 1D convolved
map shapes. The authors tested WindNet for a wind site in Taiwan to examine its efficiency and
compared the results with following four techniques; Support vector machine (SVM), Random Forest
(RF), Decision tree (DT), and Multi-layer perception (MLP). The authors used MAE and RMSE as
indicators to estimate the performance of the presented architecture. Based on the comparative results,
the authors concluded that the designed architecture presented better and more efficient results than
MLP and DT while SVM showed the worst performance.

The authors in [68] combined Principal Component Analysis (PCA) and Independent Component
Analysis (ICA) to improve the accuracy of the wind forecasting, and it was then forwarded to Radial
Based Function (RBF) for improving the prediction accuracy of wind speed. The developed mechanism
worked by processing the sample that can weaken the mutual interference among multiple factors
to obtain precise independent components, resulting in improved accuracy of the predicted wind
speed. The authors compared the results with the traditional wind speed forecasting models like
backpropagation (BP) and Elman neural network (ENN). They concluded on the basis of extracted
results that their developed architecture performed better, as it made proper and complete use of the
available information in contrast to the other NN based wind prediction schemes.

Table 3 summarizes the discussed approaches, proposed by different researchers to use WD and
NN for wind power forecasting and prediction error.

Table 3. Wind resource and power prediction with WD and NN and prediction error.

Resource/Power
Forecasting Model

Prediction Error Description

P =
ρA
2 v3cp MAPE = 1

n
∑n

t=1
yi(ANN)−yk(measured)

yk(measured)

Here v, σ and Γ are mean wind
speed, standard deviation, and
gamma function, respectively.

Also, n, yi(ANN) and yk(measured) are
total input and output pairs,

forecasted wind speed, and actual
wind speed for one hour,

respectively [61].

__
P = 1

2nρ
n∑

i=1

__
v3

MAPE = 1
n

n∑
i=1

∣∣∣∣Pi,pred−Pi,means

Pi,means

∣∣∣∣× 100

MABE = 1
n

n∑
i=1

∣∣∣Pi,pred − Pi,means
∣∣∣

R2 =
∑X

i=1 (Pi,means−Pmeans,avg)
2−∑n

i=1(Pi,pred−Pi,means)
2∑X

i=1(Pi,means−Pmeans,avg)
2

Here n denotes the specified time
period Pi,pred and Pi,means are

predicted and calculated wind
powers [64].

v = 1
n

h∑
i=1

vi

σ =
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1

n−1

n∑
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(vi − v)2
)]0.5

P =
ρA
2 v3cp

R2 =
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i=1 (Xi,act−Xact,avg)
2−∑n

i=1(Xi,est−Xi,act)
2∑n

i=1(Xi,act−Xact,avg)
2

∂2Ω
∂u2

MAPE = 1
n

n∑
i=1

∣∣∣∣Xi,est−Xi,act
Xi,act

∣∣∣∣× 100

MABE = 1
n

n∑
i=1

∣∣∣Xi,est −Xi,act
∣∣∣

RMSE =

√
1
n

n∑
i=1

(
Xi,est −Xi,act
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[65]

Pt = F
(
Pt−k, Wh

t−k, Wh
t , Wh

t+m

) min
θ = weights

√
n∑

t=1

[
yt − F
(
Xt,i,θ
)]2 Here n denotes the specified time

period, and Pi,pred and Pi,means are
predicted and calculated wind

powers, respectively [66].

In addition to the above-reviewed techniques for wind forecasting, the authors in this paper also
give consideration to machine learning for wind prediction and have presented a brief review of the
research work based on machine learning-based wind forecasting.
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The authors in [69] presented a wind forecasting model as an application of machine learning.
They developed a neuro evolutionary technique of Cartesian genetic programming to evolve ANN for
the development of the resource prediction model. The proposed model was developed using three
different forecasting models, and each model predicted the generation of wind power for next one
hour. The authors calculated percentage error such as MAPE, NRMSE of the calculated values in time
series. The NRMSE was calculated using Equation (13).

NRMSE =

√√√
1
N

N∑
i=1

(Pia − Pi f

Pia

)2
(13)

where Pia is the observed power, Pi f is the forecasted power at the instant i, and N is the number of
hours. The authors concluded the MAPE improved the accuracy of the forecasted value by the models
making the system more reliable and consistent. They also concluded that the proposed model could
be further improved by introducing parameters like wind flow direction at the site, instantaneous
humidity, atmospheric temperature, and pressures.

3. Forecasting Solar PV Power Generation

3.1. Solar PV Power Generation Fundamentals

Solar energy is the most abundantly available source for electric power generation. Amongst
RESs, Solar PV has been widely implemented throughout the world, and countries are continuously
shifting towards such sources from conventional fossil fuels. According to a report published by World
Energy Council (WEC) in 2016, the installed potential of solar PV generation reached 227 GW till
the end of 2015, and future projects around the globe have a target to at least double this generation
around the globe by 2022 [70]. PV power generation depends upon the solar irradiance and the power
in relation to it is calculated using Equation (14).

P = γSη(1− nΔt) (14)

where P, γ, η, S, Δt and n stand for solar active power, amount of solar irradiance, efficiency, a
total area of PV modules, PV cell temperature’s forecast error, and co-efficient of the temperature,
respectively [71].

Although the variability of solar power is less than the wind, and it also has one factor
affecting its predictability (i.e., cloud cover) besides, the consistency of PV generation is also highly
region-dependent. Still, it requires substantial consideration of its forecasting [4,72,73]. Initially, WD
was used for forecasting of wind power; however, now, many researchers have effectively used it for
the forecasting of solar power as well.

PV systems suffer a major issue of being highly dependent on the direct impact of sunlight;
this results in a 10–25% loss of efficiency if a properly designed tracking system is not employed [74].
Besides, cloud cover, dust accumulation, and impediments present in the atmosphere also reduce the
power output [75]. The mentioned issues make it essential for power system planners and utility
companies to have an accurately designed forecasting mechanism for sun irradiance. WD after making
its mark in the wind power forecasting has started finding its significance in the PV power forecasting
as well. Like in wind power forecasting, solar power forecasting also may require the inclusion of NN
to bound prediction of error. The following sub-sections consider both calculations with and without
inclusion of NN.

3.2. Weibull Distribution (WD) for Solar (PV) Forecasting

WD, for its reliability and accuracy, has started to find its mark in the forecasting of solar radiation
as well. PV cells generally follow a bathtub curve, where they have three stages for their working
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mechanism. The output of PV modules directly depends on the irradiance, so its forecasting has a major
part in the planning of the working mechanism of the power system. The basic formulas of PDF and
CDF of WD have already been discussed in Equations (2) and (4), respectively. The reliability function
R(t) and the failure rate λ(t) for irradiance calculation are given in Equations (15) and (16), respectively.

R(t) = e−(
t−γ
η )β (15)

where η, β and γ are the parameters for scale, shape, and location, respectively.

λ(t) =
f (t)
R(t)

=
β

η

(
t− γ
η

)β−1

(16)

where λ(t) is the failure rate function over time, and it requires the values of η and β to be computed for
finding the failure rate [76]. The failure rate is important as it provides information about the accuracy
of the system and makes the computations more reliable.

The preceding sub-sections explain the mechanisms that have already been developed for the
forecasting using stochastic techniques (such as WD) for PV power without and with the incorporation
of the NN or ANN.

3.3. Review of PV Power Forecasting without NN

PV power has been widely used but, the problem with these panels is of their low efficiency and
impact of environmental conditions on their performance. These efficiency and performance issues
require an adequately designed forecasting mechanism of solar irradiance as the PV power output is
directly proportional to the amount of irradiance available.

Reference [77] presented a very comprehensive solar irradiation forecasting analysis by computing
Global Horizontal Solar Irradiation (GHI) and annual Direct Normal Solar Irradiation (DNI) probability
density functions. Annual DNI and GHI distributions were defined through WD and normal
distribution functions, respectively. They concluded that Weibull fitting of annual DNI distributions
provided very appreciable results as the yielded uncertainties in scale and shape parameters were ~1%
and ~15%, respectively. In [78] the author presented a suite of largely applicable and value-based metrics
for solar forecasting to accommodate a comprehensive set of scenarios like different time horizons,
geographic locations, and applications to improve the accuracy of solar forecasting. The results showed
that the proposed metrics proficiently calculated the quality of solar forecasts and also assessed impacts
on economics and reliability due to the improved solar forecasting. Sensitivity analysis resulted in
achieving the suitability of the proposed scheme to enhance precision in solar irradiance forecasting
with uniform forecasting improvements.

The authors in [79] proposed a scheme, designed by using the Pearson system based on the
calculation of probability distribution by matching theoretical moments with empirical moments.
The authors developed a data processing system to perform distribution fitting and future potential
analysis. The equation used by the authors for computation is given in Equation (17).

f ′(x)
x(x)

=
A(x)
B(x)

=
x− a

c0 + c1x + c2x2 (17)

where f ′ is the density function, a, c0, c1 and c2 are the distribution parameters, and x is the variable.
The authors compared the results through plots with the computed values of WD and the actual
value. The results ignored several seasonal variations but confirmed that WD maintained its efficiency,
in comparison to Pearson parameter irradiance forecasting [79].

Reference [80] proposed a model by combining different distribution schemes for different
purposes understudy in their research. They also considered a clear-sky index for PV power production
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that was ignored in [79], and the mathematical formulas used for calculation of mean and variance of
WD are mentioned in Equations (18) and (19), respectively.

μ = λΓ(1 + 1/k) (18)

σ2 = λ2Γ(1 + 2/k) − μ2 (19)

The authors used the data obtained from the above equations in their simulation. They concluded
that besides forecasting, seasonal variations in PV power production needs to be considered as the
application of forecasting model could be helpful in grid designing and future power system planning.
However, the possible emergence of error was not considered by the authors.

In [81], the author determined the most efficient distribution for global radiation modeling and
measured it for the Iadan site in Nigeria. The WD function used by the author for solar irradiance
forecasting is given in Equation (20).

f (x) =
β

x0

(
x
x0

)β−1

exp

⎡⎢⎢⎢⎢⎣−( x
x0

)β⎤⎥⎥⎥⎥⎦ (20)

where f (x) is the WD for solar radiation x. The author concluded that the logistic distribution
along-with WD appeared as the most appropriate distribution function for global solar radiation
modeling as the percentage error calculated was the lowest.

The authors in [82] developed and tested the solar radiation models for the city of Tirana, Albania.
The models were used for the estimation of the monthly average total solar radiation on the horizontal
surface based on the measured data for solar radiation intensity and the time duration. The monthly
average daylight hours were calculated using Equation (21).

N =
2
15
·ωs (21)

Along-with WD, other models were also considered but, the WD stood-out because of its accuracy
and reliability and hence provided better results. After statistical analysis, this model presented the
most appropriate results for the solar radiation prediction model. However, this designed system
lacked tractability, and the authors in [83] tackled this issue.

Reference [83] proposed a new mechanism for enhancing the overall efficiency by using the
tracking system designed by the V-trough technique. The formula for the calculation is given in
Equation (22).

f(x) =
kΓ(1 + 1/k)

μ

(
xΓ(1 + 1/k)

μ

)k−1

× e−(
kΓ(1+1/k)

μ )
k

(22)

where Γ is the gamma function. The authors concluded that the presented techniques permitted
adjustment of the range, shape, and the bias function towards the desired mean of WD. The proposed
mechanism also provided better control, more flexibility.

Table 4 summarizes the discussed mechanisms for solar irradiance distribution functions and PV
based power production.
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Table 4. Solar prediction with WD and without incorporation of NN.

Solar Distribution Functions for Prediction PV Power Production Reference

f (t) = β
η

( t−γ
η

)(β−1) × e−(
t−γ
η )
β

R(t) = e−(
t−γ
η )
β

f (t) =
Γ( ν+1

2 )√
νπΓ( ν2 )

(
1 + t2

ν

)(− ν+1
2 )

P = γSη(1− nΔt)

Here R(t), β, γ and η are the
reliability function, slope, location and

scale parameters,
respectively [78]; P, γ, η, S, Δt and n
stand for solar active power, amount

of solar irradiance, efficiency, the total
area of PV modules, PV cell

temperature’s forecast error, and
co-efficient of the temperature,

respectively.

f
(
X; x, k
)
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩ βx
(

X
x

)(k−1)
e−( X

x )
β

, x ≥ 0

0, x < 0

P = max
P≤PSET

{
ηPPV(V)

}
P = γSη(1− nΔt)

Here P, PPV(V) and η are active
power, active power-voltage

relationship, and converter efficiency,
respectively [80].

f (x) = β
x0

(
x
x0

)β−1
exp
[
−
(

x
x0

)β]
β =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
n∑

i=1
Tk

I ln(x)

n∑
i=1

xk
−

n∑
i=1

ln(x)

n
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−1

& x0 =

[
1
n

n∑
i=1

xk
] 1

k P = γSη(1− nΔt)
[81]

f(x) =
kΓ(1+1/k)

μ

(
xΓ(1+1/k)

μ

)k−1
× e−(

kΓ(1+1/k)
μ )

k Here f(x) is the solar irradiance
function [83].

3.4. Review of PV Power Forecasting with the Incorporation of NN

The significance of PV power forecasting and the role of WD in this regard have been discussed but,
the problem of error emergence persists with the stochastic techniques such as WD. The requirement
of accurate forecasting emphasizes the inclusion of NN or ANN in the forecasting computations.

In [84], the authors reviewed the application of available ANN techniques on solar radiation
prediction and identified the research gap. They also discussed the prediction accuracy of ANN
models regarding dependency on different combinations of input parameters, training algorithms, and
architectural configurations. Further research areas in ANN-based methodologies are also identified in
the presented study.

In [85], the authors proposed a mechanism for PV-wind hybrid generation systems employed
for the residential load. They also presented steps supportive in the enhancement of hybrid system
penetration at the distribution voltage level. The equation used for the calculation of the output PV
power is given in Equation (23).

Ppv = Pnpv ×
(

G
GSTC

)
× (1 + K(Tcell − TSTC)) (23)

where G and GSTC are the solar irradiance and the solar irradiance in standard testing conditions.
The authors investigated different levels of penetrations in residential and commercial applications.
Their analysis concluded that the proposed system improved the performance of residential distributed
generation with a 1-min temporal resolution along-with the incorporation of active and reactive powers.
The mechanism worked efficiently for low power applications, ignoring the requirement of power at
large scale.

Reference [86] performed the prediction of global horizontal irradiation (GHI) for different
locations in Zimbabwe. The proposed NN contained 10 neurons and a tensing transfer function for
both input and output layers. The formulas for the calculation of inputs to the output neurons and
final output are given in Equations (24) and (25), respectively.
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Bj =
10∑

j=1

OjWpj (24)

O f =
2

1 + e−2Bj
− 1 (25)

The authors in [86] also considered statistical indices (RMSE, MPE, R2, etc.) for achieving better
accuracy of the forecast. The authors concluded that the pure linear transfer function emerged as the
worst performer amongst the tested transfer functions, and the proposed model predicted the GHI for
the specified period with relatively good accuracy.

In [87], the authors presented a new model formed by the integration of the advantages of non-linear
artificial neural networks and the linear auto-regressive moving average (ARMA). The mathematical
representation of the ARMA model used by the researchers is given in Equation (26).

Yt =

p∑
I=1

φ

i

Yt−1 −
q∑

j=1

θ jet− j + et (26)

where φi, θ j and et are the auto-regressive parameter, average parameter, and white noise with variance,
respectively. The authors also included the statistical indices for improving the accuracy of forecast by
computing the percentage error in the calculation. The authors concluded that the proposed integrated
model showed better results than the individual performances of ARMA and ANN, especially in terms
of the statistical indices.

Reference [88] also presented a prediction model developed by the combination of Empirical
Model Decomposition (EMD) and ANN for long-term prediction of the intensity of solar irradiance.
The formula used to find the standard deviation (SD) is given by Equation (27).

SD =

T∑
k=1

(∣∣∣h1(k−1)(t) − h1k(t)
∣∣∣2)

h2
1(k−1)

(t)
(27)

where T is the length of the sequence. The authors used daily historical data in the proposed system.
They concluded that the predicted results showed the system to be more accurate with a simplified
calculation model than the many available mechanisms.

Reference [89] proposed an ANN-based forecasting model for the PV generation system.
The developed model was provided with available data for initialization, and this data was used in
a vector having 146 network values. These values were labeled as training inputs, X, and network
had just one single training target, T. The first input was taken as the season of the day is forecasted,
the second input of the network was linked to the time of day, and the remaining 144 values were used
to represent the solar irradiation values in an interval division of 10 min earlier 24 h. The single output
of the presented ANN model was target “T’ as the predicted irradiation value. The authors computed
the generated power from the predicted solar irradiance values by Equation (28).

PS = ηSI(1− 0.005(t0 − 25)) (28)

where PS is generated electrical power, η is conversion efficiency co-efficient, S is the area of the
module, I is the solar irradiance, and t0 is the measured temperature. Through the results, the authors
concluded that the developed model provided sufficiently high precision for the solar irradiation
parameter when employed to micro-grids. They also remarked that the system would improve the
instantaneous control of micro-grids, based on the fact that the uncertainty of solar irradiation was
reduced and made the system more reliable.
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The authors in [90] presented an algorithm based on deep neural networks, namely DeepEnergy
to perform precise short-term load forecasting (STLF). The designed mechanism was initiated by
flatting the pooling layer in 1D and build a structure with a fully connected output layer. The authors
addressed the overfitting problem of NNs dropout technology was adopted in the fully connected
layer. The authors evaluated the accuracy indexes by testing through Mean Average Percentage Error
(MAPE) and Cumulative Variation of Root Mean Square Error (CV-RMSE). The experimental results
were compared with five artificial intelligence algorithms commonly employed for forecasting, and
the results were MAPE (9.77%) and CV-RMSE (11.66%), showing the system to be very accurate.
The results concluded DeepEnergy to be a robust system with strong generalization ability. Table 5
given below summarizes the discussed schemes.

Table 5. Photovoltaic (PV) power forecasting with the incorporation of NN.

Model Used for Power
Production or

Resource/Power Forecasting
Prediction Error Reference

Ppv = Pnpv ×
(

G
GSTC

)
×(1 + k(Tcell − TSTC))

%VFk =
n−1∑
i=1

|Vk,i+1−Vk,i|
(n−1) × 100

%VIF = 2

√
1− 2
√

3−6β

1+ 2
√

3−6β
× 100

Here Pnpv , G, GSTC and k are rated
power of PVsystem, solar irradiance

on PV surface, solar irradiance in
standard test conditions, and

efficiency temperature coefficient,
respectively. Also,VF and VIF are
voltage fluctuations and voltage

imbalance factor, respectively [85].

P = γSη(1− nΔt)
R = R0

(
1− 0.75n3.4

)
R0 = 990 sinφ− 30

φ =
φtp+φp

2

MAE = 1
n
∑n

i=1

∣∣∣GHI(measured) −GHI(predicted)

∣∣∣
MAPE =

(
1
n
∑n

i=1

∣∣∣GHI(measured) −GHI(predicted)

∣∣∣)
RMSE =

(
1
n
∑n

i=1

∣∣∣GHI(measured) −GHI(predicted)

∣∣∣2) 12
R2 =

(
1−
(∑n

i=1

∣∣∣GHI(measured)−GHI(predicted)

∣∣∣2
GHI(measured)

))

Here R2, n, R0, φtp and φp are solar
radiation, cloud cover, clear sky

insolation, solar elevation angle and
for previous and current hours,

respectively.
R2 is the coefficient of determination.
Also, GHI(measured) and GHI(predicted)

are measured and predicted solar
irradiations respectively [86].

P = γSη(1− nΔt)
kt =

H
H0

H0 = ISCE0
×(sin δ sinϕ+ cos δ cosϕ cosω)

RMSE =

√∑N
i=1

(yi−xi)2

N

MBE =
∑N

i=1
(yi−xi)

N

MPE =
∑N

i=1

(
(yi−xi)

Nxi

)
× 100

R2 =
∑N

i=1(yi−xi)2∑N
i=1(yi−yi)

2

Here kt, H and H0 are clearance
index, global ground radiation, and

extraterrestrial global radiation,
respectively. Also, yi and xi, y and x

are estimated, measured, and
average estimated and measured

values, respectively [87].

P = γSη(1− nΔt)

RMSE =

√
1
n

(
n∑

i=1

(
Xhist,i −Xpred,i

)2)
MAPE =

(
1
n

n∑
i=1

∣∣∣∣Xhist,i−Xpred,i
Xhist,i

∣∣∣∣)× 100%

R =

n∑
i=1
(Xhist,i−Xhist)(Xpred,i−Xpred,i)√

n∑
i=1
(Xhist,i−Xhist)

2
(Xhist,i−Xhist,i)

2

hist and pred historical and predicted
results [88]. P, γ, η, S, Δt and n

stand for solar active power, amount
of solar irradiance, efficiency, total

area of PV modules, PV cell
temperature’s forecast error, and
co-efficient of the temperature,

respectively.

In addition to the above-reviewed techniques for solar irradiance forecasting, the authors in this
paper also give consideration to machine learning for solar irradiance prediction and have presented a
brief review of the research work based on machine learning-based wind forecasting.

Reference [91] introduces the mechanism for hourly forecasting of solar irradiance using machine
learning algorithms. The developed prediction model was designed in two forms: the first step
used the environmental parameters like temperature, pressure, wind speed, and relative humidity.
This network was trained to find the new input values by using the data of the previous few months
or years. This mechanism made the system capable of predicting the solar irradiance with relative
accuracy by correcting the errors using ANNs; the second step used the time-series prediction of the
solar irradiance. This system developed models to determine future values. This mechanism required a
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continuous database of solar irradiance to predict future values. The developed systems were assisted
with multi-layer feed-forward neural networks (MLFFNN), radial basis function neural networks
(RBFNN), support vector regression (SVR) and adaptive neuro-fuzzy inference system (ANFIS) for
improving the precision of resources forecasting.

4. Optimal Economic Dispatching (OED) using PSO

Economic dispatch (ED) has been a significant concern for planners due to the rising fossil fuel
prices and long-distance transmission from hydro-electric plants. With the growing penetration of
RESs, the significance of ED gets re-emphasized because large scale power generation from RESs is
possible only at distant locations where a number of wind turbines and/or PV panels can be installed,
integrated, and utilized [92,93]. Considering the bulk amount of energy that can be extracted from
large-scale RE farms, researchers and power system planners have presented many ED schemes to
dispatch the generated power efficiency. PSO stands-out because of its fast convergence, simplified
approach, and flexibility. Before presenting the review of the solution of the OED problem by PSO,
a brief review of the PSO algorithm is presented here.

4.1. A Brief Review of PSO Algorithm

PSO is a stochastic algorithm used to obtain the most suitable solution for the optimization
problems and was proposed by Kennedy in 1995. The algorithm of PSO is based on the simulation
of behavior in which flock of birds flies together in a multi-dimensional search space, adjusting their
movements and distances is to discover an optimum objective, subject to the constraints imposed [94].
PSO is described graphically in Figure 1.

c r

c r

t
idLocation Start x

( ) t
idInertia Weight Vω ∗

t t t
id id id

Location Update
x x V+ += +

id

Particle Best Location
Pbest

id

Global Best Location
Gbest

Figure 1. Particle swarm optimization (PSO) vector diagram.

Mathematically, PSO velocity and position formulas are expressed by Equations (29) and (30).

vt+1
id =

Inertial Component︷︸︸︷
ωvt

id +

Cognitive Component︷������������������︸︸������������������︷
c1r1()(pbestid − xt

id) +

Social Component︷�������������������︸︸�������������������︷
c2r2()(gbestgd − xt

id), (29)

xt
id = xt

id + vt+1
id ; i = 1, 2, . . . , n; d = 1, 2, . . . , m (30)

where i is particle’s index, t discrete-time index, d dimension being considered, n number of particles
in a group, m dimensions of a particle, ω inertia weight factor, and c1, c2 acceleration coefficient for the
cognitive and social components, respectively [95–97].

4.2. Review of PSO Applied to OED Incorporating RESs

In [98], the authors proposed a linearized network model in the form of the DC power flow model
while considering the thermal limits of transmission lines and real power constraints. The cost curves
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for generating units have been developed in the form of a piecewise linear model, and simulation was
analyzed on HOMER software for intermittent RESs, specifically wind turbines. They concluded that
the steady-state analysis of the power system with the inclusion of RESs is very important and results
in significant cost saving.

Reference [99] presented a chaos PSO based algorithm for dispatch cost reduction of hybrid power
system by treating wind and solar power generations as negative load. The proposed algorithm gives
the best convergence competence and search performance in evaluation. They concluded that chaos
PSO provides better results in convergence time and efficient mechanism for the use of RESs.

The incorporation of RESs in the power system reduces the emissions that pollute or environment.
However, large-scale power generation using these resources is possible only at locations that are
hundreds or thousands of kilometers away from the load centers. This emphasizes the use of a properly
designed dispatch mechanism [100].

The authors in [101] designed the double-weighted PSO (DWPSO) to cater to the non-convexity in
combined emission economic dispatch (CEED) when intermittent wind energy is used. Equation (31)
shows the formula used for conversion double objective CEED problem into a single optimization problem.

min

⎧⎪⎪⎨⎪⎪⎩C =
m∑

i=1

Fi(Pi) + h
m∑

i=1

Ei(Pi)

⎫⎪⎪⎬⎪⎪⎭ (31)

where h is the ratio between maximum fuel cost and maximum emission for each unit given in
Equation (32).

h =
Fi
(
Pmax

i

)
Ei
(
Pmax

i

) (32)

The designed algorithm resulted in the successful reduction of the fuel cost by providing a solution
to the non-convex wind penetration in the power system. The authors also concluded that the solution
proposed also showed a decline in perilous emissions.

Reference [102] developed a mechanism of optimal operation for the distributed generation at the
micro-grid (MG) level, in contrast to the algorithm developed for large-scale generation presented
in [101]. The authors also performed the resource estimation for wind and calculated the power that
could be extracted from wind and PV (without forecasting). They also focused on the formulations for
the economic operation of small-scale energy zones. The designed cost function for generation and
operation and maintenance are given in Equations (33) and (34), respectively.

Costgen,si = Costgen,MT,si + Costgen,FC,si + Costgen,CHP,si (33)

CostO&M,s = CostO&M,WT,s + CostO&M,PV,s + CostO&M,MT,s + CostO&M,FC,s + CostO&M,CHP,s (34)

where these functions are of generation cost, transaction powers, and O&M cost pollutant emission.
The authors solved the dispatch problem in the imperialist competitive algorithm (ICA), and the
results proved to be better than the Monte-Carlo simulation (MCS). In all the cases mentioned above,
the requirement is to satisfy the load requirements as mentioned in Equation (35).

n∑
i

Pi = PD + Pl

Pmin
Gi ≤ PGi ≤ PMax

Gi , i = 1, 2, . . . , NG

(35)

where Pt, PD, and Pl are total power, power demand, and power losses respectively, and the second
portion of Equation (35) presents the generation limits that must be met to keep the system balanced.
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4.3. Constraints Handling by PSO

Despite many benefits, the application of PSO requires proper consideration of certain constraints
such as frequency fluctuation, ramp-rate limits, compensation of load variation, and battery storage.
Some prominent schemes to manage these constraints while performing OED of the generated energy
are discussed in the following sub-sections.

4.3.1. Compensation for Load and Voltage Variation

The occurrence of load variation is a major limitation, as it disturbs the normal operation of
the power system. The load variation is eminent, but the researchers and planners are interested in
designing the mechanisms that have the capability of compensating the load variations. A model of
Multi-Microgrid (MMG) for voltage regulation against load variations has already been discussed.

Reference [103] proposed an optimal generation rescheduling mechanism designed through
dynamic PSO, for RESs to overcome load variations. Dynamic PSO worked by the variation in the
acceleration co-efficient, and this resulted in fast convergence, improved global search capability, and
achievement of the global optima at the end-stage. The calculation for the amount of solar and wind
powers was performed using Equation (36).

PS + PW ≤ η× Pa
D (36)

where PS, PW , and Pa
D are the solar power, wind power, and the actual load demand, respectively. Solar

and wind powers generated have been taken as a negative load. The effectiveness of the proposed
solar-wind system with the hybrid system emerged with a reduction in the fuel cost. The formula for
calculation of the percentage reduction is given in Equation (37).

ΔC =

(
1− F f R

F f N

)
× 100 (37)

where F f R and F f N represent the fuel costs with and without RES. The authors concluded that the
presented algorithm prevented premature convergence and also maintained the voltage by scheduling
the generation as per load variation. But, the specific class of power generation value was ignored by
the authors that is being discussed in the preceding discussions.

The authors in [104] presented Chaos PSO based optimization method for standalone MGs to
achieve economic dispatch and voltage compensation. The proposed mechanism controlled not just
the electricity but the cooling and heating systems as well. The power balance constraints are given in
Equation (38).

Q∑
m=1

Pm(t) =PE.L(t) − PE.L,c(t); PH(t) = PH,L(t)&PC(t) = PC.L(t) (38)

where PE.L(t), PH,L(t) and PC.L(t) are electricity, thermal and cooling load of the MG, respectively.
The simulations performed by the authors proved the designed system to be capable of effectively
solving the optimization problem for different situations while keeping the voltage variations in the
limit and improving the overall economic and environmental efficiency.

4.3.2. Control of Frequency Fluctuations

The availability of RESs is never constant over a period of time. This uncertainty in the available
supply demands proper consideration of the system frequency. This frequency control is very important
in the sense that it enables the system to automatically and dynamically adjust generation to meet the
load demand that improves load factor and consumption of energy. Frequency control mechanisms
also increase the flexibility of the system components, which encourages the integration of a number of
MGs to develop MMGs and supply good quality of energy to the load while keeping the frequency

36



Energies 2019, 12, 4392

and other power system parameters in their specified limits [105]. Many researchers have investigated
and presented different mechanisms to provide frequency control in RES based power system while
having a proper plan for OED.

In [106], the authors presented a comprehensive review of the mitigating methods adopted to
control the fluctuations of a power system containing PV cells. Load variations cause the system
frequency to deviate, and the situation becomes even worse when the solar radiation causes the PV
output to vary as well, as it was discussed in [107]. The authors also analyzed that the frequency
fluctuations in PV based systems were less than the wind-based systems. However, this difference
is of lesser significance as the modern grid system has interconnected hybrid solar and wind power
systems. They also proposed that in order to compensate for the drooping frequency due to a rise
in load, a battery storage system can be implemented. The authors presented simulation models to
demonstrate the presented schemes for controlling power fluctuations especially variations in the
frequency of PV sources.

Reference [108] presented a mechanism to control the frequency stability and ED of the power
system networks. The authors presented asymptotic stability for integral frequency control to
accommodate a decentralized power system. The authors then developed a distributed averaging-based
integral (DAI) control that is designed to operate by sense and control system of local frequency.
The formula for ED of the generated power is given in Equation (39).

min
θ, u

∑
j∈N

1
2 aju2

j

subject to
pj + uj − ∑

k∈N
Bjk sin
(
θ j − θk

)
= 0, j ∈ N∣∣∣θ j − θk

∣∣∣ ≤ γ jk <
π
2 , j, k ∈ ε

(39)

The explicit synchronization frequency is given by Equation (40).

ω∗ =
∑

j∈N pj+uj∑
j∈N Dj

(40)

The results concluded that the proposed DAI control system provided the closed-loop stability to
the system and achieved the desired ED. These conclusions were also validated by the simulations
performed. However, the impact of back-up supply on frequency control was not considered.

The authors in [109] presented a droop control method for the frequency stability of RES based
power systems. Unlike [108], the proposed system worked by controlling the charging power through
the aggregated participation of the system frequency, which was instated as soon as the system
frequency deviated from the rated frequency. The mathematical formula required to be satisfied for
the power, while the system frequency remained regulated is given in Equation (41).

Pagg,t,h = Pc,grant,t,h + ΔP; Pagg,t,h ≥ P f orce,t,h (41)

The authors concluded through their results that the proposed system performed well in frequency
regulation even when the penetration of RES increased. They also proved that the higher the RES
penetration in the power system, the more significant the frequency regulation mechanism.

4.3.3. Regulation of Ramp-Rate Limits

The ramp rate (RR) is defined as the rate of change in power at the given time interval. If the
change in power is positive, it is known as a ramp-up, and if the power change is negative, then it
is known as a ramp-down event. Ramp rate accounts for the difference in power over the specified
time interval [110]. The RR occurs due to the intermittent nature of RES as the wind speed or solar
irradiation endures variation during different time intervals of a day. This variation in wind speed
or solar radiation causes the power supply to change, thus impacting the overall performance of
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the power system as it may cause other imbalances to appear and disturb the normal operation of
the power system. The wind energy is more prone to these RR limits (RRL) violation than the solar
radiation, because of more variation of wind speed during different periods of the day. The overall
impact of power generation variation should be considered by the planners to maintain the continuity
and reliability of the supply. Many researchers have developed mechanisms to measure and sort-out
the RRL violations.

Reference [111] developed an optimal operation mechanism for grid-connected hybrid RESs for
residential applications. The designed system incorporated a variety of sources like PV, wind, fuel cell
and solar thermal and supplied electricity and heating. The modified PSO performed the optimization
problem. The ramp rate occurrence and the fuel cell (FC) assembly, start and stop cycles are given in
Equation (42).

Pmin ≤ PFC,i ≤ PMax(
To f f

t−1 −MDT
)
(Ui −Ui−1) ≥ 0(

Ton
t−1 −MUT

)
(Ui−1 −Ui) ≥ 0

PFC,i−1 − PFC,i ≤ ΔPd

PFC,i − PFC,i−1 ≤ ΔPu

(42)

where To f f and To f f denote the FC off and on time respectively, and U denotes the on-off status of
the FC following the binary system MUT and MDT represents the upper and lower ramp rate limits
respectively. The simulation results obtained were after implementation of the proposed system
for four different cases, and assessment of the results validated that the proposed hybrid energy
system was more cost-effective and simpler than the stand-alone single-source systems, even when the
system must supply energy to full load demand. A comparison between the optimization of modified
PSO and genetic algorithm (GA) also concluded that modified PSO was more accurate with better
convergence time.

In [112], designed a stochastic ED model for hybrid power systems with the wind, solar, and thermal
power plants, to solve dynamic economic emission dispatch (DEED) problems while considering the
environmental constraints. They used a weighted aggregation method for enabling PSO to solve
multi-objective (MO) problems. The RR constraint incorporated in [112] is given in Equation (43).

Pij − Pij−1 ≤ URi; Pij−1 − Pij ≤ DRi (43)

where URi and DRi are ramp-up and ramp-down for the ith unit, respectively. The authors based on
their simulation and results, concluded that the presented model provided an optimal solution to the
DEED problem. The developed system tackled the uncertainty and system imbalance issues efficiently
and operated the system securely and optimally.

The authors in [113] presented a model for combined economic emission dispatch (CEED)
with a PV system integrated with serval thermal generating plants. The formulated problem was
tackled through a decomposition framework that divided the problem into two sub-problems. PSO,
Newton-Raphson method, and binary integer programming techniques were incorporated in the
designed mechanism. The proposed solution for the optimization problem is given in Equation (44).

min
Pi,Usj,Psk

n∑
i=1

(Fi(Pi) + Ei(Pi)) +
m∑

j=1

Gj −Usj −
NB∑
k

Psk −
m∑

j=1

Usj (44)

The authors concluded that the presented mechanism could reduce overall fuel costs and had
the potential to reduce emissions by enhancing the share of solar generation in the power system.
The hybrid optimization scheme also provided an optimal solution for the ED of generation while
satisfying RRL.
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4.3.4. Storage Mechanism as a Solution

RESs based supply keeps on varying throughout the time period besides, their supply is also not
available during a day as wind flow can vary, or a cloud cover may emerge at any time [114–116].
This intermittent nature of these sources also gives rise to certain issues such as frequency fluctuations
and RRL that requires proper backup arrangement to keep up with the continuous load demand.
The backup system can be of two categories:

(i) Thermal Power Generation is dependable, but it presents major issues such as a rise in carbon
emissions, an increase in fuel cost, and special consideration is required in system coordination.
We cannot use thermal plants as backup generation only as they take a significant amount of
time in their start-up, and fuel cost for spinning reserve contributes to disturbing the economic
dispatch that is a major concern in current power system.

(ii) Battery Storage compensation through batteries is a modern age replacement of backup thermal
plants. It requires a properly designed storage system to provide adequate power to supply
the load when power from RESs is lesser than the demand. The battery storage system also
provides an additional benefit of peak shaving as RES starts supplying an excessive supply for
storage [117,118]. The major concern is of designing a properly designed storage system to
achieve the optimum cost-saving and stability of the power system.

Many researchers have presented mechanisms based on backup storage systems that maintain
continuous supply according to the load demand while keeping the system constraints within
their limits.

In [119], the authors discussed the economic allocation of energy storage systems for Wind Power
Distribution. The authors argued that the improper size selection and wrong placement of the storage
units cause voltage instability and an undesired increase in the cost of the power system. To solve
this, issue the authors presented an algorithm based on the hybrid multi-objective PSO (HMOPSO)
to improve the voltage profile and cost of the power system. The proposed algorithm was designed
by the combination of MOPSO, non-dominant sorting GA, and probabilistic load flow techniques.
The mathematical relation used for computation of the operational cost is given in Equation (45).

Costi =
NG∑
j=1

C(PGi) + Cw + Cs (45)

where C(PGi), Cw and Cs are the fuel cost of the generator, cost of wind power generator, and cost
of energy storage system, respectively. They concluded through the presented simulation results
that the system provided proper placement and sizing of the Energy Storage System (ESS) as well as
minimizing the total operational cost and improved the voltage profile. But, the power compensation
extracted from batteries was slow.

The authors in [120] presented optimization of the battery ESS (BESS) through PSO implemented
on stand-alone MGs. The proposed method was designed to install a battery of optimum size to
compensate for the load demand when required and simultaneously control the frequency to avoid
any instability occurrence in the power system. The proposed model was also compared on an
economic basis with some of the available modern technologies. The authors also discussed some of the
materials used in batteries to find out the optimum material for better battery storage. They proposed
polysulfide-bromine based BESS to be cost-effective than the redox-based BESS for long-duration
applications. The formulas used by the authors for BESS calculation are given in Equation (46).

Ebac =
rbp

1 + STbp
IBESS; IBESS =

Ebt − Ebac − Eb1

rbt + rbs
; Eb1 =

rb1

1 + STb1
IBESS (46)

where IBESS, Eb1, Ebt, Ebac, rbp and rb1 are current through the battery, battery resistance, Vphase of the
battery side, Vopen-circuit of battery, self-discharge resistance, and over-voltage resistance, respectively.
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Based on the presented results, the authors concluded that the presented system offered very fast
compensation for active power that improved the dynamic stability of the power system. The results also
validated the significance of the BESS based PSO mechanism for optimum sizing of the storage system.

Reference [121] emphasized the use of ESS to tackle the inherent uncertainty of the wind power
system to make the power system more reliable. The authors discussed several technologies available
for ESS of different stability purposes and concluded that the properly designed battery system is key
to success. The formulas incorporated for ESS power output and remaining energy level (REL) is given
in Equation (47).

Pord
bess =

−sT f

1 + sT f
Pwind; REL =

Pord
bess
s

=
T f

1 + sT f
Pwind (47)

where T f is time constant. It is also clear from Equations (46) and (47) that the larger the value of
time-constant, higher will be smoothing effect and larger will be ESS power.

The authors concluded that recent models focused on the daily dispatch of the ESS operation
and control to compensate for the power fluctuations [122]. The authors also discussed the technical
constraints, some of which have already been discussed in this paper for the OED of RESs. The authors
also emphasized the significance of time-constant in the smoothing effect along-with system power
stability and capacity rating.

The authors in [123] designed a mechanism of optimal energy storage system (ESS) along-with
a PV generation system. The mechanism presented by the authors was based on four steps, i.e.,
prediction of load and daily power generation, an optimization process for best battery power “Pb” and
state of battery charge “SOCb”, power requests calculus, and E-broker auction algorithms. The value
of Pb was computed using Equation (48).

Pb = 2 · Pcont · xp (48)

where xp is the optimization variable. SOCb was used to trigger the power requests from the system.
The method avoided the scenario faced by researchers where they had to impose a division on the
battery peak shaving and energy shifting as it optimized suitable variables and prevented the ESS from
capacity wasting. The presented model also prevented power losses and unforeseen peaks occurring
due to the supply or absorption of power by optimizing the boundaries of battery behavior. However,
the system was not effective for active distribution systems (ADSs).

Reference [124] presented a fuzzy multi-objective bi-level problem for the planning of ESS in
(ADS). The authors designed a model using PSO and differential evaluation (DE) for the solution to
the mentioned problem. They considered two scenarios of ADSs like peak load shaving and failure
status responsibility support system. The mechanism worked by dividing the yearly data into 365
intervals according to the load demand and power output by the REGs. The objective functions
developed for peak load shaving, restraining voltage ESS reserve capability are given in Equations (49)
and (50), respectively.

min f1 = min
24∑

t=1

(
PNL(t) − PNL,average

)2
min f2 = min

24∑
t=2

(PNL(t) − PNL(t− 1))
2

min f3 = min

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 1
24∑

t=1
Pava(t)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(49)

and

Pava(t) = min

⎧⎪⎪⎨⎪⎪⎩PR
ESS,

(
ESS(t− 1) − Emin

ESS

)
ηD

Δt

⎫⎪⎪⎬⎪⎪⎭ (50)
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where PNL,average is the average of the net load demand of the ADS, ESS(t) is energy stored in battery
bank at time t, and Emin

ESS is the minimum energy stored in the battery bank of the ESS.
Based on the simulation results, the authors concluded that the propped scheduling model

contributes to obtaining a reasonable planning scheme by taking into consideration the ESS operation
strategy. The system implemented in designing a proper ESS can help in tackling the time-varying
nature of RESs and the load demand as well.

The authors in [125] presented a stochastic planning and scheduling model for ESSs to handle the
congestion in the electric power systems consisting of RESs. The model provided a design mechanism
for charging the dis-charging of ESSs to handle the intermittent nature of RESs. The output power of
wind and solar using Gaussian probability density function (PDF) and Monte-Carlos simulation (MCS)
along-with ESS to tackle unpredictability. The objective functions for congestion management and ESS
cost minimization are mentioned in Equations (51), (52) and (53), respectively.

o fcm = Cn + INESS (51)

INESS = (DVE × PESS × IPE) × EAC (52)

Cn =

⎧⎪⎪⎨⎪⎪⎩ mll∑
ll=1

⎛⎜⎜⎜⎜⎜⎝ NL∑
nl=1

(
Sll

nl × FTRll
nl

)⎞⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭ × Tan (53)

where INESS is annual installation cost of ESS, EAC is applied converter for life-cycle, Cn is power
flow through all lines, and FTR is financial transmission right for daily congestion cost, respectively.
The planning system requires three identical ESSs to manage the congestion and cost of the system.
The network without ESS cannot meet the constraints, and simulation results concluded that ESS not
only reduced the loss but also improved the voltage profile and stability margin. Table 6 summarizes
the discussed solutions to the constraints along-with their presented models and objective functions.

Table 6. Constraints and their solutions for optimal economic (OED) of Renewable Energy Sources
(RESs).

Constraints Presented Model Objective Function Reference

Load and Voltage
Variations Pa

D + PL −
NG∑
i=1

PGi = 0

Pa
D = Pt

D − (Ps + PW)

minF f (PGi)

=
NG∑
i=1

(
ai + biPGi + ciP2

Gi

)
Here Pa

D, PL, Psand PW
are the load demand,

transmission losses, solar
and wind powers,

respectively [103,104].

Frequency
Fluctuations

P f orce,t,h =
Kt,h∑
k=1

PUn
rate,k +

Mt,h∑
j=1

PM
rate, j

Pc,max,t,h =
Nt,h∑
i=1

Prate,i

min
T∑

t=1

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ng∑

g=1

⎛⎜⎜⎜⎜⎜⎜⎜⎝ ag ·
(
PG,re f

g,t

)2
+

bg · PG,re f
g,t + cg

⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎬⎪⎪⎪⎭ [105–109]

Ramp-Rate
Limits

Fi(Pi) = αiP2
i + βiPi + γi+

εi exp(δi × Pi)

min
Pi,Usj,Psk

n∑
i=1

(Fi(Pi) + Ei(Pi))+

m∑
j=1

Gj −Usj −
NB∑
k

Psk −
m∑

j=1
Usj

[110–113]

Storage
Mechanism

Pi −Vi
N∑

j=1
Vj
(
Gij cos δi j + Bij sin δi j

)
= 0

Qi −Vi
N∑

j=1
Vj
(
Gij sin δi j − Bij cos δi j

)
= 0

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
min f1 =

5∑
i=1

Probi ·Costi

min f2 =
n∑

k=1

(
Vk−Vspec

k
ΔVmax

k

)2
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭

[114–125]

5. Conclusions

This paper reviews the constraints faced and their solutions for reliable, efficient, cost-effective, and
sustainable RESs based power systems. The fluctuating RES input power categorized in time and space
has different solutions. In the time domain, forecasting helps plan for the supply-demand mismatch.
In the spatial domain, different regions across vast space have different generation capabilities and
hence can be used to balance out load mismatch. The combination of time and space variations, both of
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which have different solutions integrated gives the best overall system solution. The intermittency of
RESs poses a major hurdle in their large-scales implementations but, supply forecasting (i.e., wind
speed and solar irradiance) helps power system planners to design and implement large RESs based
on power generation farms. WD emerges as an accurate, reliable and fast technique for predicting
resource availability during a specified time period. The forecasting mechanisms may also require
the incorporation of NN for the correction of an error in the predicted value to make the system even
more precise. The RESs dependent power systems also have to face some other constraints such as
load and voltage variation, frequency fluctuations, ramp-rate limits, and energy storage mechanisms
in OED. The proposed mechanisms and algorithms for the solution of these constraints have been
discussed and summarized. The review showed that the consideration of these constraints improves
the performance of the power system for optimal economic dispatching. This paper comprehensively
provides a manuscript for investors and power system planners to be able to learn about constraints
and their available solutions, and it can be beneficial for researchers by providing a broad source for
their literature review.
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Abbreviations

ANN Artificial Neural Networks
ANFIS Artificial Neuro Fuzzy Inference System
CNN Convolutional Neural Networks
CEED Combined Emission Economic Dispatch
DED Dynamic Economic Dispatch
DWPSO Double Weighted Particle Swarm Optimization
DNI Direct Normal Solar Irradiation
ED Economic Dispatch
EDP Economic Dispatch Problem
ERCOT Electric Reliability Council of Texas
ESRMC Energy and Spinning Reserve Market Cleaning
EMD Empirical Mode Decomposition
GHI Graphical Horizontal Solar Irradiation
GP Genetic Programming
HANN Hybrid Artificial Neural Network
ICA Independent Component Analysis
LUBE Lower-Upper Bound Estimation
MLFFNN Multi-layer Feed-forward Neural Networks
MAPE Model Predictive Control
MG Micro-grid
MMG Multi Micro-grid
MOM Method of Moments
NN Neural Networks
NWP Numerical Weather Predictor
OED Optimal Economic Dispatch
PSO Particle Swarm Optimization
PV Photovoltaics
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PDEM Part Density Energy Method
PI Prediction Interval
PCA Principal Component Analysis
RES Renewable Energy Sources
RF Reliability Factor
RBFNN Radial Basis Function Neural Networks
RMSE Root Mean Squared Error
SVM Support Vector Machine
SD Standard Deviation
SVR Support Vector Regression
SSER Small-Scale Energy Resource
WD Weibull Distribution
WT Wind Turbine
WTG Wind Turbine Generator
WEC World Energy Council
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Abstract: The extensive connection of distributed generation (DG) with the distribution network
(DN) is one of the core features of a smart grid, but in case of a large number, it may result in problems
concerning the DN-DG compatibility during fault isolation and service restoration, for which no
efficient and economic solutions have been developed. This paper proposes a doubly-fed induction
generator (DFIG) adaptive control strategy (ACS) and a coordination technology to be compatible
with the typical feeder automation (FA) protection logics in the ring distribution system. First of
all, an ACS simulating the inertia/damping characteristics and excitation principles of synchronous
generators is developed to achieve seamless switching between DFIG grid-connection/island modes,
and make distant synchronization possible. Next, a technology coordinating the DFIG islands
controlled by ACS and the remote tie-switches based on local inspection of synchronization conditions
for closing is developed to achieve the safety grid-connection of DFIG islands in the absence of
DN-DG communication. At the last, a detailed simulation scenario with a ring DN accessed by five
DFIGs is used to validate the effectiveness of ACS and coordination technology compatible with FA
in various faults scenes.

Keywords: distribution network (DN); doubly-fed induction generator (DFIG); feeder automation
(FA); compatibility; adaptive control strategy (ACS); coordination technology

1. Introduction

With more distributed generations (DGs) based on renewable energies integrating to the
distribution network (DN), traditional DNs are evolving into active ones with more prominent
DN-DG contradictions. Overall, the incompatibility and mutual repulsion between the DN and the
DG have hindered the upgrading of active DN to smart DN [1–3]. Traditional DNs are challenged
seriously by the compatibility between DG and DN in terms of topology structure, operating standards,
control modes and protection configuration [1,4]. From the perspective of protection, traditional
DN is generally a radiating structure from substations to users, and support fast fault isolation and
service restoration based on equipment such as relays, circuit breakers, reclosing devices, sectionalizing
switches and fuses [5–7]. Nevertheless, the application of DGs has changed the topology structure of
traditional radical DN, which may lead to serious problems in the normal operation of protections to
traditional DN, including false tripping of feeders, protection inaction, raised or reduced failure level,
unintentional islanding, asynchronous closing and failed automatic reclosing [8,9]. Therefore, the
reliability of traditional distribution systems are compromised by the installation of DGs as it results in
failure of protection coordination. In the meantime, the safety of DGs is also challenged.

In recent years, researchers and institutions around the work have proposed various protection
strategies and specific control technologies for active DNs, aiming to fast isolate the failures in the
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protection system at the grid side, and guarantee the safe operation of DGs at the DG side, while
power authorities and international power organizations have formulated protection standards and
specifications for DNs involving DGs to enhance the reliability of the DN [10,11]. Presently, the
mainstream engineering DN-side protection is fast and non-selective connection of all DGs in case of
any failure in the DN in any form, so that the existing protection will not be negatively affected [12].
Where an islanding status is detected by an existing DG, its internal control system will, in general
cases, activate the anti-islanding protection mechanism to achieve disconnection and shutdown of
DGs quickly [10,13], while DGs with fault rid-through capacity can be removed from the grid after a
delay of a limited period in any failure [8]. For doubly-fed induction generator (DFIG), it will start
crowbar protection immediately under fault scenario [7]. Obviously, the protection strategies at the
DN and DG sides are comparatively conservative and weaken the advantage of DGs in improving
power supply reliability. Furthermore, the disconnection and shutdown of DGs may affect stability of
the grid, disadvantage service restoration, and result in additional maintenance costs [12,14].

Therefore, some new strategies are put forward successively and can be categorized generally
into 2 types: 1� DG improvements and reserved DG-side protection strategies; 2� Improvements
in DG-side protections and reserved DG strategies. In the first solution, DG output is limited and
DG connecting position is optimized to avoid any impact on the DN protection [15,16]. Limiting
DG output is easy to implement, but deviates from the initial intention of sufficient and flexible
utilization of DG energies. Optimizing DG connecting position can reduce the power loss of the DN
and improve voltage distribution. However, the best DG connecting position is subject to natural and
geographical environments [17]. Therefore, optimizing the DG connecting position is not a preferred
strategy in an established active DN. The second solution achieves adaptation to the large number
of DGs by improving DG-side protection. It falls into six forms: voltage-based protection, improved
current protection, differential protection, distance protection, adaptive protection and fault current
compensation [2]. Those improved protection strategies have significantly improved the reliability
of protective device whenever the DGs are in grid-connected or island modes. Essentially, they are
developed against problems in the active DNs, such as fault identification, location and isolation, and
fail to take into consideration the safe operation of DGs when the topology structure of the DN is
changing dynamically. In particular, the specific strategies DG follow to withstanding the abnormal
DN-side interruptions and service restoration in the continuous process from sudden tripping of
circuit breakers to the closing of tie-switches are seldom referred. Reference [18] suggests closing the
tie-switch 15 ms before circuit breakers trip to isolate the fault segments, to make sure DGs can maintain
grid-connected power generation during and after faults, but, closing the tie-switch at the presence
of faults may result in overvoltage or overcurrent, and the coordination between protection devices
for actions in a ms places high requirements on the communication system and the circuit breakers.
Reference [19] proposed a strategy of output matching of DGs through the local controllable load
bank when they are disconnected, in order to maintain their status before the fault without immediate
stopping, and realize fast reconnection by reclosing as the power is recovered. Instead of changing
the structures and settings of existing DN-side protection system, this strategy further expands the
application level of DGs, and directly reduces the costs of DG stopping and restart. However, it is a
conservative disconnection strategy essentially that the DGs fail to continuously supply powers to
local loads during a fault, and an additional controllable load bank is required.

It should be noted that in case of a fault, active DNs have achieved a lot in fault isolation, but
the compatibility between DGs and DN-side protection devices is still a challenge in a true sense.
The existing active DNs lack experience in technology docking and integration in terms of DN-DG
coordination, and the strategies adopted are more conservative, while standards and operation guides
concerning the deployments of DGs to the DN are based on the technical level at present, which
will surely be removed through the technical route and utmost goals of smart DN to achieve the real
integration of DGs and the DN.
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Therefore, this paper gives a solution and the contributions of this paper which are emphasized in
the following points:

1� This paper proposes a doubly-fed induction generator (DFIG) adaptive control strategy (ACS)
which possesses the capabilities of dual-mode operation, restraining sudden changes of rotor
current and distant synchronization, making seamless switching between grid-connection
and island can be achieved and making distant synchronization possible without switching
control strategies.

2� This paper proposes a coordination technology which combines the DFIG islanding controlled by
ACS with remote tie-switches based on local inspection of synchronization conditions for closing
to achieve the safety grid-connection of DFIG islands in absence of communication between DFIG
and DN.

3� The ACS and coordination technology allows DFIG (not limited to a single wind turbine)
continuously supply power to partial local loads during the dynamic process of feeder automation
(FA) fault isolation and power recovery without shutdown and restart of DFIG, realizing the
compatibility between DFIG and feeder automation (FA).

This paper consists of Section 2, which summarizes the active distribution system studied herein,
and analyzes the contradictions between existing FA protection logics and DFIG, Section 3, which
specifies the solution for DN-DFIG compatibility, Section 4, which describes and analyzes the proposed
DFIG ACS and coordination technology in details, and Section 5, which exhibits the simulation results
in various scenes and some discussions are given. Conclusions can be found in Section 6.

2. Contradictions in Active Distribution Network

2.1. System under Study

Modern DNs require flexible and reliable operations based on closed-loop design and open-loop
operation [20]. Accordingly, an active DN as shown in Figure 1 is selected, in which, the primary
system adopts a ring network structure with S1, S2, S3 and S4 at the outlet switches by both sides of
the substation.

 
Figure 1. Active distribution network system under study.

Three feeders are led out via S1, S2 and S3, and interconnected through the ring main unit (RMU).
All inlet and outlet switches of the RMU are circuit breakers, while the tie-switches L41 and L62
are normally opened. The tie-line 1 connects with feeders 1 and 3, and the tie-line 2 connects with
the feeders 2 and 3. All feeders are underground cables. Five DFIGs connect to the DN through
RMUs at different positions. The secondary system is configured as a typical intelligent distributed FA
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independent from the overall information from the master stations or slave stations, and exchanges fault
information by peer-to-peer communication between intelligent electronic devices (IEDs), to realize
fast isolation of feeder faults and service restoration [21–23]. The communication network supports
optical fiber Ethernet structures according to IEC 61850, while the IEDs at the substations and the
RMUs communicate with each other through the core switchers. The generic object oriented substation
event (GOOSE), a fast message communication mechanism, is adopted for communications between
IEDs [20].

2.2. FA Protection Logics

In Figure 1, permanent faults of cable feeders are designated as F1, F2 and F3. In case of a
fault in the DN, FA controls the circuit breakers at both sides of the fault feeder through GOOSE
message communication mechanism to isolate faults by tripping, after which, a GOOSE message of
fault isolation successful (FIS) will be sent to the corresponding tie-switch for closing. For the relations
between feeders and tie-switches, feeder 1 corresponds to the tie-switch L41, and feeder 3 to L62.
Therefore, when a fault takes place on feeders 1 or 3, the tie-switches L41 or L63 is closed after fault
isolation by FA accordingly.

2.3. Contradictions between FA and DFIG

Traditionally, DFIG is controlled by PQ (active and reactive power control) [24] for grid-connection
and VF (constant-voltage constant-frequency control) for islanding [25]. In case of islanding a number
of DFIGs, master-slave, peer-to-peer or hierarchical control is required [26]. Therefore, DFIG works on
continuous grid-connection or pure islanding mode at present without switching between the two.
There are few DFIGs capable of operating under the two modes, or supporting their seamless switching.
As different modes demand different control strategies and operation rules, DFIG requires island
detection technology to achieve switching between grid-connection and island modes. There are three
island detection technologies: communication-based, active and passive [10], and the establishment
of communication between DFIG and DN results in additional costs and higher complexity of DFIG
penetration. Operated by different companies, the DFIG is not connected to the DN through secondary
cables in real cases, while the active and passive island detection technologies are not reliable enough
and a certain period of time elapses before an island is detected [10]. Furthermore, the DFIG is
located comparatively remote from the DN (1-2 km in general cases), and the tie-switches are flexibly
positioned, requiring a distant synchronous grid-connected process for DFIG islands in grid-connection
through tie-switches, which makes this new mode essentially different from the traditional local
synchronous grid-connection technology of DFIG. Again, the existing GOOSE fast communication
mechanism, in essence, works by repeated transmission of state messages (e.g., circuit breaker tripping
or closing) and fails to achieve the real-time transmission of remote sinusoidal quantity, while the SV
message is not an economic and reliable solution for the DN.

For those reasons, when the DFIG is connected to the DN (Figure 1), 2 contradictions are expected
between FA and DFIG to make sure the DFIG serves partial local loads without interruption, and
safely close in coordination with the tie-switches. Contradiction 1: a series of switch state messages
in the discretion of FA cannot be timely “notified” to DFIG, rendering the latter’s failure to adapt to
the topology changes of the grid; without supports to dual-mode operation, DFIG cannot adjust its
control modes timely for the purpose of seamless switching between the grid-connection and islanding.
Contradiction 2: the information channel and message specifications of the DN provide no supports to
the distant synchronization function to transform the DFIG status from off-grid to grid-connection.
The two contradictions account for the incompatibility and mutual repulsion between existing FA
technologies and DFIGs, and hinder the upgrading from active DN to smart DN.
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3. Solution for DN-DFIG Compatibility

The active distribution network system studied in this paper is 10 kv level, and DFIG is
megawatt class (1.5 MW). It is assumed that FA can instantly isolate any fault. In addition, there is
no any communication between DFIG and DN, and no support of energy storage widely used in
microgrid [27,28]. With remarkable kinetic energy stored in its wind wheels and shafts, the megawatt
DFIG can continuously supply power to partial local loads through advanced control strategies in case
of an emergency. To sufficiently and flexibly leverage the potential of DFIG for enhanced resilience of
the DN where no conditions for DN-DG communication are created, this paper proposes a DN-DG
compatibility solution as shown in Figure 2, which contains two steps. Step 1: As the circuit breaker
trips for fault isolation, the DFIG switches into the unintentional islanding mode seamlessly and
operates stably. At the same time, DFIG islanding actively create distant synchronous conditions at
remote tie-switch. Step 2: Remote tie-switch is permitted to close synchronously for the purpose of
reconnection of DFIG island and recovering DFIG to the pre-fault status or to a new stable status.

 
Figure 2. DN-DG compatibility solution.

For DFIG, the solution is to realize the continuous and seamless switching amongst unintentional
stable operation of islands, distant island synchronization and island grid-connection. Such a process
relies on advanced DFIG grid-connection/island dual-mode control strategy and coordination between
DFIG and DG-side protection devices. Therefore, an adaptive control strategy and a coordination
technology are proposed in the following Section.

4. The Proposed Adaptive Control Strategy and Coordination Technology

4.1. DFIG Adaptive Control Strategy

A typical DFIG system is illustrated in Figure 3. The wind wheels transform the wind energy
captured into rotary mechanical energy which is delivered to DFIG via the gearbox shafts [29].
The stators of DFIG directly connect to the DN, while the rotators are through the back-to-back
converter. The grid-side converter (GSC) is responsible for constant DC bus voltage, while the
rotor-side converter (RSC) regulates the excitation voltage of rotors to realize DFIG grid-connection
and power generation. This paper adopts GE 1.5 MW DFIG system [30] as an example, which contains
mechanical and electrical controls. Mechanical control further divides into speed control, compensation
control and torque control, and electric control consists of the GSC-side control and the RSC-side
control. The nomenclatures of all variables used in this paper are shown in Table A1 (Appendix A).
All quantities are in per unit except for the variables related to phase and special instructions in Section 4.
Table A2 (Appendix A) and corresponding Figures shows the variable units in Section 5. The DFIG
ACS proposed in this paper aims at RSC-side control and it has three capabilities, including dual-mode
operation, restraining sudden changes of rotor current and distant synchronization. The basic control
structure of the GE 1.5 MW DFIG [30] for the mechanical part is adopted, while the GSC-side control
still follows the typical vector control strategy based on phase-locked loops (PLL) [31]. The maximum
power point tracking (MPPT) of the wind turbine [30] is calculated as follows:
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ωm
∗ = −0.67Pe

2 + 1.42Pe + 0.51 (1)

where ωm
∗ is the reference angular velocity of the wind turbine, and Pe is the actual output

electromagnetic power. Therefore, in the MPPT, the speed of the wind turbine depends on the
actual output electromagnetic power.

 
Figure 3. DFIG system.

When the rotor follows motor convention and the stator applies generator convention, the space
vector model of the DFIG in the stator static reference frame can be expressed as:

us = −Rsis + D(−Lsis + Lmir) (2)

ur = Rrir − jωm(Lrir − Lmis) + D(Lrir − Lmis) (3)

where all quantities are in per unit. D is the differential operator (d/dt); ωm the electric angular
frequency of rotor; Rs and Rr are resistances of stator and rotor, respectively; Ls, Lr and are stator
self-inductance, rotor self-inductance and mutual inductance, respectively; us and ur, is and ir are
voltage and current space vectors of stator and rotor under stator static reference frame respectively.

The proposed DFIG ACS is shown in Figure 4 and consists of power control, voltage control and
current inner loop, of which, the power control simulates the inertia / damping characteristics of the
synchronous generator [32]. 1/(2HAs) is inertial link of power control; HA inertia time constant of
power control; KA proportional coefficient of power control. The electromagnetic power reference
P∗e is produced by torque control in the mechanical control part. Where the actual power output
losses its balance with the reference, ACS will regulate the inner potential angular frequency of the
stator ωsi through the inertial link and the proportional link, based on which, the inner potential
control phase of the stator θsi is obtained through the integral. ωb = 50Hz is the angular frequency
of fundamental wave and the rotor’s excitation current phase θIr is obtained by θsi minus the rotor
phase θm =

∫
ωmdt. In the meantime, damping negative feedback control is introduced to inhibit the

frequency oscillations in the DFIG. The damping power PD is determined by the difference between
the inner potential angular frequency of the stator ωsi and the reference angular frequency of the grid
ωg
∗ after the damping link. DA is the power control damping coefficient.

The voltage control simulates the excitation principles of the synchronous generator. The reference
of rotor’s excitation current amplitude I∗r is obtained through a typical PI controller based on the
difference of U∗s, the reference of stator voltage amplitude, and Us, the actual stator voltage amplitude.
PUs,A and IUs,A are respectively the voltage control proportion and integral coefficient.

A three-phase independent control mode is adopted for the current inner loop, in which,
“r”(superscript) represents the value in the rotor reference frame. The space vector reference of the

rotor excitation currents
→
i

r∗
r is defined by the phase and amplitude obtained by power and voltage

controls, and converted to abc coordinate to obtain the reference of three-phase rotor excitation currents
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(ir∗
ra, ir∗

rb and ir∗
rc), which correspond to the actual excitation currents of rotor (ir

ra, ir
rb and ir

rc), different
between which is based on to obtain the three-phase excitation voltages of the rotor (ur

ra, ur
rb and ur

rc)
through the GQPR(s) control. GQPR(s), quasi-proportional resonant controller (QPR), better fits for
precision control of sinusoidal signal as compared with traditional PI controllers, and the transfer
function can be expressed as [33,34]:

GQPR(s) = PQPR +
2KQPRωis

s2 + 2ωis +ω2
r

(4)

where PQPR is the proportional coefficient, KQPR the resonance term gain, ωi the resonance term
bandwidth (actual value), and ωr the slip angular frequency (actual value). The design of QPR
parameters can be found in [33,34].

 
Figure 4. Structure diagram of proposed ACS.

4.1.1. Grid-connection/island Dual-mode Operation

According to Equation (2) and by neglecting the resistant of stator, the inner potential of stator es

can be expressed as:
es = jXmir = us + jXsis, (5)

where, Xs = ωsLs, Xm = ωsLm, ir = ir
re jθm, and ωs is the synchronous angular frequency. According

to ACS control structure (Figure 4) and Equation (5), and by taking the current inner loop with rapid
dynamic response as an ideal link, the inner potential of stator es can be further expressed as:

es = EsejθEs = jXmir
r∗ejθm = jXmI∗rejθsi (6)

where Es is the inner potential amplitude of the stator, and θEs, the inner potential phase of the stator.
According to formula (6), the difference between θEs and θsi is π/2, and the amplitude reference of
rotor’s excitation current I∗r is proportional to the inner potential amplitude of the stator. Therefore,
the inner potential of stator is subject to the direct control of ACS. When the DFIG is grid-connected,
the stator voltage is clamped down by the grid voltage, and the power control will adjust the inner
potential of stator based on the grid voltage, and transmit power to the grid. Thus power control
plays a leading role, and the voltage control plays an auxiliary role. When the DFIG is suddenly
islanded, and supply power to partial loads, the loss of supports from grid voltage will result in the
voltage control at the dominating role and the power control automatically adjust the speed of the
wind turbine and output energy to serve the island loads under the MPPT in formula (1). By damping
negative feedback control and frequency amplitude limitation, the island frequency is controlled within
a certain range. Instead of tracking the maximal wind energy, the MPPT under islanding mode guides
the wind turbine to adjust its speed based on the loads. The particular case is that multiple DFIGs
are suddenly islanded when the slow dynamic response of DFIG mechanical control will lead to the

55



Energies 2019, 12, 4463

gradually balance between the mechanical energy absorbed by each wind turbine and the loads to
jointly supply power for loads. Therefore, ACS can transmit the power captured to the grid during
grid-connection mode, and supply power to loads by controlling the voltage of stators in the island
mode. Furthermore, when the system switches between grid-connection/island modes, the ACS can
directly produce the inner potential phase θEs of the stator by power control to avoid sudden change
in the stator’s voltage phase and facilitate the seamless switching between the two modes.

4.1.2. Equivalent Inertia/Damping Characteristics

The equivalent inertia/damping characteristics of DFIG take both mechanical control and electrical
control into consideration. To facilitate analysis, it is assumed that the stator voltage, the wind speed
vw (actual value) and the pitch angle β (actual value) of blades remain constant when the mechanical
energy capture by the wind wheel Pwt is out of balance with Pe, and the impact of speed ωm on the
wind turbine is neglected. By linear processing of the mechanical control of the wind turbine and the
electrical control of the ACS, a small signal equivalent model as shown in Figure 5 is obtained. ωm0 is
the stable speed of the wind turbine at a certain operation point, Hm the time constant of the wind
turbine’s inherent mechanical inertia, Dm the inherent mechanical damping coefficient of the wind
turbine, Pv and Iv the proportional and integral coefficient of the torque control.

 
Figure 5. Small signal equivalent model of DFIG under ACS control.

The small signal equivalent model of DFIG in the Figure 5 is properly converted to obtain the
equivalent inertia/damping model of DFIG as shown in Figure 6, where, Teq and Deq represent the
equivalent inertia and equivalent damping of DFIG under ACS control. Formulas (7) and (8) are the
expressions of Teq and Deq respectively.

 
Figure 6. Equivalent inertia/damping model of DFIG under ACS control.

Teq =
4HmHAs2 + 2DmHAs

4Hmωm0KAHAs3 + (2Dmωm0KAHA + 2PvKAHA + 2Hmωm0)s2

+(2IvKAHA + Dmωm0 + Pv)s + Iv

(7)

Deq =
4HmDAKAHAs2 + (2DmDAKAHA + 2HmDA)s + DmDA

4ωm0HmKAHAs2 + (2Dmωm0KAHA + 2PvKAHA)s + 2IvKAHA
(8)

Formulas (7) and (8) reflect the equivalent inertia’s association with the inertia time constant HA

and the proportional coefficient KA, while the equivalent damping is related with the inertia time
constant HA, the proportional coefficient KA and the damping coefficient DA. It is assumed that the
wind speed is 15 m/s, then the stable speed ωm0 = 1.2 pu, the inherent inertia/damping of the wind
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turbine are Hm = 4.96 s, Dm = 1.5, and the parameters of the torque control are Pv = 3 and Iv = 0.6 [32].
The maximal equivalent inertia of different inertia time constant HA and proportional coefficient KA

are as shown in Figure 7a. When KA ∈ (0, 0.5), the equivalent inertia significantly increases with HA

and when KA ≥ 0.5, the increase slows down. Under the same operation conditions, the maximal
equivalent damping of different inertia time constant HA, damping coefficient DA and proportional
coefficient KA are shown in Figure 7b. Overall, when the proportional coefficient satisfies the relation
of KA ∈ (0, 0.5), the equivalent damping significantly increases with the coefficient of damping DA,
and a smaller inertia time constant HA corresponds to a larger equivalent damping. Obviously, ACS
can have large equivalent inertia and damping by choosing appropriate parameters. In this paper, the
parameters selected are HA = 4.96, DA = 151 and KA = 0.11.

 
Figure 7. ACS control parameter’s impact on DFIG equivalent inertia/damping: (a) Maximal equivalent
inertia with different inertia time constant and proportional coefficient; (b) Maximal equivalent damping
with different inertia time constant, damping and proportional coefficient.

4.1.3. Features of Current Inner Loop Control

When the wind turbine accidentally enters into the island mode, the loads may be out of proportion
to the outputs, resulting in fluctuation of stator’s voltage amplitude and large induction voltage and
current at the rotor side. Therefore, the switching between grid-connection/island modes requires
proper control of the rotor current to avoid loss of control and damages to the rotor and the RSC.
The current inner loop in ACS is designed as rapid dynamic response, and the voltage control is
designed as slow dynamic response. In the transient of switching between grid-connection/island,
it can be approximately taken as the reference of the rotor excitation current due to voltage control
remains the same, and the current inner loop based on QPR can restrain the large current of the rotor
to achieve stable and safe control.

4.1.4. Principles of Distant Synchronization

The absence of secondary cable connection between the DFIG and the tie-switch results in the
fact that the grid-connection of DFIG islands via remote tie-switches cannot be solved by traditional
DFIG local synchronous grid-connection technologies. Tie-switches cannot create conditions for
synchronization actively. Instead, it is the DFIG responsible for this. The principles of distant
synchronization of DFIG islands as proposed in this paper are shown in Figure 8.

The negative feedback control of damping in the ACS is equivalent to the proportional controller of
the stator’s voltage angular frequencyωs. According to the principles of automatic control, proportional
control is based on difference regulation, which will lead to inequality between the island’s angular
frequency ωsi = ωs and the grid’s voltage angular frequency ωg; furthermore, the given the slow
dynamic response from the mechanical control of the DFIG, when the DFIG is accidentally islanded,
its generation fails to reach a balance with the loads in a short period of time, leading to deviation in
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the island’s voltage frequency. Henceforth, the difference regulation of ACS to the stator’s voltage
angular frequency and the power imbalance will result in relative movement between the DFIG’s
island voltage uI and the grid voltage ug that as time elapses, the synchronization conditions at any
remote tie-switch can be satisfied automatically.

 
Figure 8. Principles of distant synchronization.

4.2. Coordination Technology

Traditional protection of passive DN focuses on the coordination of protection devices. In the
active DN, if the tie-switch still follows the mechanism of closing upon receipt of the GOOSE message
of fault isolation successful (FIS), the DIFG island is likely to be non-synchronized connection to grid,
resulting in the failure of closing and even the destruction of DFIG and circuit breakers. Therefore,
DN-DG coordination is also required in active DN. In this paper, a DN-DG coordination technology is
proposed as shown in Figure 9. First is the synchronization check device at the tie-switch whose closing
conditions are set as follows: in the process of automatically creating the distant synchronization
conditions by the DFIG island under the control of ACS, the tie-switch closes immediately after the
receipt of the FIS and detection of synchronization through the check device. As the DFIG controlled
by ACS supports grid-connection/island dual-mode operation, DFIG will automatically adapt to
the change from island to grid-connection after the tie-switch closes, and recover grid-connected
operation. Therefore, in this paper, the technology of coordinating DFIG under the control of ACS
with remote tie-switches for local check of synchronization conditions is proposed to realize the secure
grid-connection of DFIG islands without an expensive and complex DN-DG communication system.

 
Figure 9. Coordination technology.

5. Case Analysis

To validate the effectiveness of the DFIG ACS and coordination technology compatible with FA,
the simulation scenario as shown in Figure 1 and detailed models of DFIGs and converters [30,35] are
established in MATLAB/Simulink. The selecting of five DFIGs in Figure 1 is to simulate the situation of
multiple DGs connected to DN from different locations, the probabilities of multiple DGs unintentional
island and multiple DGs reconnecting to grid. For parameters of DFIG, ACS and the DN, please refer
to Table A2 (Appendix A). The first test target is the effectiveness of ACS in grid-connection mode,
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followed by the effectiveness of ACS and coordination technology after the tripping of circuit breakers
under FA control in different DN fault scenes.

5.1. Grid-connection Test

The electromagnetic power waveforms of DFIG under traditional PQ control and ACS control
at the same wind speed are shown in Figure 10, in which, the simulation time is 80 s, vw is set as
the typical wind speed, Pe,PQ is the electromagnetic power waveform under traditional PQ control
strategies, and Pe,ACS is the electromagnetic power waveform under the ACS. It is obvious that when
the wind speed varies sharply from 10 s to 50 s (7.9–15.45 m/s) in a jagged form, the waveform at Pe,PQ

can follow up the changes of the wind speed more quickly as compared with Pe,ACS which changes
more smoothly; when the wind speed changes slightly from 50 to 80 s (13 to 16.5 m/s), there is no
huge difference between the waveforms of Pe,PQ and Pe,ACS. The reason for this phenomenon is that
the traditional PQ control does not have a large inertia characteristic, and its dynamic response to
electromagnetic power is faster. However, the ACS control proposed in this paper has a large inertia, so
its dynamic response to electromagnetic power is slower. In general, both waveforms have experienced
the similar trends, and the DFIG under ACS control can track the power of wind turbine achieving
effective operation in grid-connected mode.

 

Figure 10. Electromagnetic power waveforms of DFIG under PQ control and proposed ACS control.

5.2. Tests under Different Fault Scenes

The DN in Figure 1 includes three permanent fault scenes of cable feeders, and has simulated the
adaption and coordination process of different number of DFIGs with the DN at various wind speeds
when they are islanded out of schedule. This paper ignores the effects of faults and assumes that the
FA can isolate faults instantaneously. It is assumed that the maximal allowable transient frequency of
the DN is 51 Hz, and the error between the voltage phases by both sides of the tie-switches is 180◦.

Scene 1: Unintentional Island with One DFIG Reconnecting to Passive Feeder

Feeder 3 is designed with a F1 fault and the wind speed at DFIG4 is 15 m/s. FA controls the circuit
breakers L42 and L51 tripping for fault isolation at 30 s, and the island load is 1.12 MW. The tie-switch
L52 closes after detection of synchronization conditions. Figures 11 and 12 exhibit the changes in major
electrical quantity at the grid side and the wind turbine side after a F1 fault.

1� Grid-connection/Island Switching: the power supply from feeder 3 is cut off at 30 s, DFIG4,
RMU4, tie-line 2 and loads constitute single island. DFIG3 enters into the islanding mode under
ACS control, while the voltage uT2 of the tie-line 2 jitters to 1.1 pu for within 1 cycle. No sudden
change in phase is observed. However, mainly due to the sudden change of power (from 1.5 MW
to 1.12 MW), the voltage frequency fT2 of tie-line 2 shows a peak of 50.6 Hz less than allowed
(51 Hz); the rotor current amplitude of DFIG4, Ir-DFIG4 rapidly reduces from 0.8 pu to 0.65 pu
without overcurrent; the electromagnetic power Pe-DFIG4 of DFIG4 also rapidly adapts to the
island loads of 1.12 MW. It can be seen that the DFIG4 under ACS control can seamlessly enter
into the single island mode.
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2� Distant Synchronization Process: when the DFIG4 enters into the islanding mode with imbalanced
power, the amplitude of uT2 remains relatively stable while Ir-DFIG4 fluctuates at a frequency of
1.5 Hz with a decreasing tendency; Pe-DFIG4 matches with the island loads of 1.12 MW without
significant fluctuation basically; fT2 fluctuates around 50.1 Hz to cause the error of voltage phase
ΔθL62 between both sides of the tie-switch L62 reducing from 180◦ to 0◦. It is obvious that the
DFIG4 under ACS control can maintain the island stability and automatically create distant
synchronization conditions.

3� Island Grid-connection Process: the tie-switch L62 receives the FIS GOOSE message through
FA as the circuit breakers L42 and L51 trip. ΔθL62 reduces to 0◦ at 34.9 s, and L62 immediately
closes to passive feeder 2 as the synchronization conditions are inspected locally through the
synchronization check device, when the DFIG4 turns to the grid-connection status, and Ir-DFIG4
and Pe-DFIG4 rise gradually, during which, no vibrant fluctuation is experienced. The stable status
before fault is recovered in about 10 s. In the meantime, uT2 and fT2 remain constant as they are
clamped down by the voltage of feeder 2 after grid-connection, and ΔθL62 reserves 0◦; Current
amplitude IL62 of tie-switch L62 rises from 0pu after closing without dash current, and enters into
a stable status about 10 s later. It is obvious that the DFIG4 island under ACS control can securely
recover the grid-connection status through coordination with L62 for local synchronous closing.

Figure 11. Changes in electrical quantity at the grid side after a F1 fault.
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Figure 12. Changes in electrical quantity at the wind turbine side after a F1 fault.

Scene 2: Unintentional Island with Multiple DFIGs Reconnecting to Passive Feeder

Feeder 3 is designed with a F2 fault and the wind speed is 10m/s at DFIG4 and 15 m/s at DFIG5.
FA controls the circuit breakers L52 and S3 tripping for fault isolation at 30 s, and the island load is
2 MW. The tie-switch L62 closes after detection of synchronization conditions. Figures 13 and 14 exhibit
the changes in major electrical quantity at the grid side and the wind turbine side after a F2 fault.

1� Grid-connection/Island Switching: as L52 and S3 trip, DFIG4, DFIG5, RMU4 and RMU5, tie-line
2 and loads constitute an island with two wind turbines. DFIG4 and DFIG5 enter into the
islanding mode under ACS control, while the voltage uT2 of the tie-line 2 jitters slightly with
a continuous waveform. Similarly, mainly due to the sudden change of power (from 2.3 MW
to 2 MW), the voltage frequency fT2 of tie-line 2 shows a peak of 50.26 Hz below allowable;
the rotor current amplitudes of DFIG4 and DFIG5 (Ir-DFIG4 and Ir-DFIG5) rapidly change without
overcurrent; the total electromagnetic power of DFIG4 and DFIG5 (PC = Pe-DFIG4 + Pe-DFIG5) also
rapidly adapts to the island loads of 2 MW. It can be seen that the DFIG4 and DFIG5 under ACS
control can seamlessly enter into the multiple islands mode.

2� Distant Synchronization Process: when the DFIG4 and DFIG5 enter into the islanding mode with
imbalanced power, the amplitude of uT2 remains relatively stable while Ir-DFIG4 and Ir-DFIG5; DFIG4
and DFIG5 automatically allocate Pe-DFIG4 and Pe-DFIG5 to maintain PC at 2MW constantly; fT2

fluctuates around 50.05 Hz and its undulatory property gradually weakens to cause the error
of voltage phase ΔθL62 between both sides of the tie-switch L62 reducing to 0◦. It is obvious
that the island with DFIG4 and DFIG5 under ACS control can automatically create distant
synchronization conditions.

3� Island Grid-connection Process: the tie-switch L62 receives the FIS GOOSE message through FA
as the circuit breakers L52 and S3 trip. ΔθL62 reduces to 0◦ at 39.6 s, and L62 immediately closes
to passive feeder 2 as DFIG4 and DFIG5 switch to grid-connection mode, Ir-DFIG4 and Ir-DFIG5
rise gradually. The pre-fault stable status is recovered in about 15 s for Pe-DFIG4 and Pe-DFIG5
(1.5 MW and 0.8 MW). In the meantime, uT2 and fT2 remain constant as they are clamped down
by the voltage of feeder 2 after grid-connection, and ΔθL62 maintains at 0◦; IL62 rises rapidly after
closing without dash current, and enters into a stable status about 15 s later. It is obvious that the
island with DFIG4 and DFIG5 under ACS control can securely recover the grid-connection status
through coordination with L62 for local synchronous closing.
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Figure 13. Changes in electrical quantity at the grid side after a F2 fault.

Figure 14. Changes in electrical quantity at the wind turbine side after a F2 fault.

Scene 3: Unintentional Island with Multiple DFIGs Reconnecting to Active Feeder

Feeder 3 is designed with a F3 fault and the wind speed is 15 m/s at DFIG1, 11.8 m/s at DFIG2 11.1
m/s at DFIG3, 12.1 m/s at DFIG4 and 11.4 m/s at DFIG5. FA controls the circuit breakers S1 and L11
tripping for fault isolation at 50 s, and the island load is 3 MW. The tie-switch L41 closes after detection
of synchronization conditions with a F3 fault. Figures 15 and 16 exhibit the changes in major electrical
quantity at the grid side and the wind turbine side after a F3 fault.

1� Grid-connection/Island Switching: the service is cut off at 50 s, DFIG1, DFIG2, DFIG3, RMU1,
RMU2, RMU3, tie-line 1 and loads constitute an island with three wind turbines. DFIG1, DFIG2,
and DFIG3 enter into the islanding mode under ACS control, while the voltage uT1 of the tie-line
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1 jitters to 1.2 pu of the amplitude maximally for about 2.5 cycles, and the waveform transits
flatly. Similarly, mainly due to the sudden change of power (from 3.9 MW to 3 MW), the voltage
frequency fT1 of tie-line 1 shows a peak of 50.48 Hz, no more than the allowable value; the rotor
current amplitudes of DFIG1, DFIG2, and DFIG3 (Ir-DFIG1, Ir-DFIG2 and Ir-DFIG3) suddenly change
without overcurrent; the electromagnetic powers of DFIG1, DFIG2, and DFIG3 (Pe-DFIG1, Pe-DFIG2
and Pe-DFIG3) also rapidly change and their sum (PC = Pe-DFIG1 + Pe-DFIG2 + Pe-DFIG3) matches
with the island loads of 3 MW. It can be seen that the DFIG1, DFIG2, and DFIG3 under ACS
control can seamlessly enter into the multiple wind turbine island mode.

2� Distant Synchronization Process: when the DFIG1, DFIG2, and DFIG3 enter into the islanding
mode with imbalanced power, the amplitude of uT1 remains relatively stable while Ir-DFIG1, Ir-DFIG2
and Ir-DFIG3 close to each other; DFIG1, DFIG2, and DFIG3 automatically distribute Pe-DFIG1,
Pe-DFIG2 and Pe-DFIG3 to maintain PC at a relative stable value; fT1 fluctuates around 50.1 Hz to
cause the error of voltage phase ΔθL41 between both sides of the tie-switch L41 reducing to 0◦. It
is obvious that the island with DFIG1, DFIG2, and DFIG3 under ACS control can automatically
create distant synchronization conditions.

3� Island Grid-connection Process: the tie-switch L41 receives the FIS GOOSE message through
FA as the circuit breakers L11 and S1 trip, and immediately closes to active feeder 3 as the
synchronization conditions (ΔθL41 = 0◦) are detected locally through the synchronization check
device at 54.7 s, when the DFIG1, DFIG2 and DFIG3 switch to the grid-connection status, and
Ir-DFIG1, Ir-DFIG2 and Ir-DFIG3 recover in an undulatory manner, during which, Ir-DFIG2 and Ir-DFIG3
fluctuate significantly; Ir-DFIG4 and Ir-DFIG5 fluctuate transitorily (about 5 s) when L41 closes,
and then stabilizes; Pe-DFIG1, Pe-DFIG2 and Pe-DFIG3 show the similar change tendency as the
rotor currents, while Pe-DFIG2 and Pe-DFIG1 are subject to larger fluctuation as compared with
the Pe-DFIG1 during grid-connection recovery, and Pe-DFIG4 and Pe-DFIG5 are shocked to a certain
degree when L41 closes. In the meantime, uT1 and fT1 remain constant as they are clamped down
by the voltage of feeder 3 after grid-connection, and ΔθL41 maintains at 0◦; Current amplitude
IL41 of tie-switch L41 rises rapidly without dash current, and enters into a stable status after
slight fluctuation. It is obvious that the DFIG1, DFIG2 and DFIG3 islands under ACS control can
securely recover the grid-connection status through coordination with L41 for local synchronous
closing, while DFIG4 and DFIG5 stabilize rapidly after temporary and limited shocks.

It can be seen from three fault scenes: the magnitude and fluctuation of the island system frequency
are closely related to the power variation rate. The greater the power changes, the bigger the frequency
magnitude changes (including the overshoot), the larger the frequency fluctuates. However, the
frequency fluctuation during island operation will gradually decrease over time (e.g., Figure 13).
Moreover, the more the frequency of the island system changes, the faster the synchronization
conditions are met, so the islanding time of DFIG is closely related to the power change rate too.
In addition, the DFIG under ACS control is a temporary island during the coordination with FA, which,
on the one hand, helps solve the problem of power quality arising from the long-term islanding of the
DFIG, and on the other hand, upgrades the traditional one-way power supply recovery mechanism
from feeders to loads to the two-way power supply recovery mechanism from DG and feeders to
loads. Therefore, the solution proposed in this paper can make the DFIG truly non-off-grid and more
economical than other existing solutions.
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Figure 15. Changes in electrical quantity at the grid side after a F3 fault.

Figure 16. Changes in electrical quantity at the wind turbine side after a F6 fault.
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It should be noted that, however, this paper mainly focuses on a situation that the total island
loads are smaller than the total real-time capacity of all wind power generations in island, without
consideration to other cases, including equivalent or larger relations. The underlying reasons shall be
when the output of the wind turbine matches with the load, the wind turbine experiencing switching
between grid-connection and island will not have obvious changes in status while the output of the
wind turbine is smaller than the load, it has to coordinate with other power generation units (such as
energy storage) to stabilize islands. Moreover, the compatibility between the FA technology and DFIG
of the DN based on underground cables is another focus in this paper, while the FA technology for
DN with overhead lines requires repeated reclosing, and different strategies to achieve compatibility
with DFIG. In addition, this paper only studies DFIG, a type of DG. From the thought of DN-DG
coordination, the solution proposed in this paper should have similar effect when applied to other types
of DGs, such as photovoltaic, energy storage, permanent magnet synchronous generator, etc. However,
if ACS proposed in this paper is to be applied to other DGs, appropriate modifications and adjustments
may be required. Furthermore, for devices such as energy hub and energy router [36,37], which may be
used in future smart grid, the idea in this paper should be helpful in solving the coordination problem
between them and protection devices.

6. Conclusions

An adaptive control strategy of DFIG and coordination technology compatible with FA is proposed
in this paper. The simulation is carried out based on MATLAB/Simulink and the results reveal that:

1� The ACS proposed herein has similar power control characteristics as found in traditional PQ
control that the DFIG can work effectively in grid-connection mode.

2� As the FA isolates a feeder fault, one or multiple DFIGs under different wind speeds can achieve
seamless switching between grid-connection/island modes under ACS control, and continuously
supply power to partial local loads.

3� During DFIG islanding, ACS’s differential regulation to frequency and power imbalance result in
the automatic satisfaction of synchronization conditions at remote tie-switches.

4� After FA fault isolation, the tie-switches can close based on local detection of synchronization
conditions and the DFIG under ACS control can be securely grid-connected without establishing
an additional communication system with the DN.

In general, the ACS and coordination technology in this paper realize the compatibility between
DFIG and FA without DFIG shutdown and restart.
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Appendix A

Table A1. Nomenclature.

Variable Description

P∗e Electromagnetic power reference
Pe Actual output electromagnetic power
PC Total electromagnetic power of DFIG island

Pe,PQ Electromagnetic power under traditional PQ control
Pe,ACS Electromagnetic power under ACS control

PD Damping power
Pe-DFIGx Electromagnetic power of DFIGx
ωm Electric angular frequency of rotor
ωm
∗ Reference angular velocity of wind turbine

ωb Angular frequency of fundamental wave
ωg
∗ Angular frequency reference of grid

ωg Grid voltage angular frequency
ωr Slip angular frequency
ωm0 Stable speed of wind turbine at a certain operation point
ωs Synchronous angular frequency/ Stator voltage angular frequency
ωi Resonance term bandwidth of quasi-proportional resonant controller
ωsi Island voltage angular frequency/ Inner potential angular frequency of stator

Rs & Rr Resistances of stator and rotor
Ls & Lr Self-inductance of stator and rotor

Lm Mutual inductance
fT1 Voltage frequency of tie-line 1
fT2 Voltage frequency of tie-line 2
es Inner potential of stator
Es Inner potential amplitude of stator
uI Space vectors of island voltage
ug Space vectors of grid voltage
uT1 Voltage of the tie-line 1
uT2 Voltage of the tie-line 2

us & ur Voltage space vectors of stator and rotor in stator static reference frame
ur

ra, ur
rb & ur

rc Three-phase excitation voltages of the rotor in rotor reference frame
U∗s Reference of stator voltage amplitude
Us Actual stator voltage amplitude
Xs Synchronous reactance
Xm Mutual reactance

is & ir Current space vectors of stator and rotor in stator static reference frame
ir∗
ra, ir∗

rb & ir∗
rc Reference of three-phase rotor excitation currents in rotor reference frame

ir
ra, ir

rb & ir
rc Actual excitation currents of rotor in rotor reference frame

I∗r Reference of rotor excitation current amplitude
Ir-DFIGx Rotor current amplitude of DFIGx

IL62 Current amplitude of tie-switch L62
IL41 Current amplitude of tie-switch L41
→
i

r∗
r

Space vector reference of rotor excitation currents in rotor reference frame
ΔθL62 Error of voltage phase between both sides of tie-switch L62
ΔθL41 Error of voltage phase between both sides of tie-switch L41
θsi Inner potential control phase of stator
θIr Excitation current phase of rotor
θEs Inner potential phase of stator
θm Rotor phase

PQPR Proportional coefficient of quasi-proportional resonant controller
KQPR Resonance term gain of quasi-proportional resonant controller

vw Wind speed
β Pitch angle of blades
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Table A1. Cont.

Variable Description

HA Inertia time constant of power control
KA Proportional coefficient of power control
DA Damping coefficient of power control
Pwt Mechanical energy capture by wind wheel
Hm Inherent mechanical inertia time constant of wind turbine
Dm Inherent mechanical damping coefficient of wind turbine

Teq & Deq Equivalent inertia and damping of DFIG under ACS control
Pv & Iv Proportional and integral coefficient of torque control

PUs,A & IUs,A Proportion and integral coefficient of voltage control

Table A2. Simulation system parameters.

DFIG Machine

Parameter Value Parameter Value

Rs 0.023 pu Udc 1150 V
Rr 0.016 pu Rated power 1.5 MW
Ls 3.08 pu Stator voltage 690 V
Lr 3.06 pu Pole pairs 3
Lm 2.9 pu Normal speed 1.2 pu
Hm 4.96 DC-link capacitor 10,000 uF
Dm 1.5 Rated frequency 50 Hz

ACS

Pv 3 PQPR 20
Iv 0.6 KQPR 33

KA 0.11 ωi π
HA 4.96 PUs,A 1
DA 151 IUs,A 40

DN

Rated voltage 10 KV Line inductance 0.9337 × 10−3 H/km
Rated frequency 50 Hz Line capacitance 12.74 × 10−9 F/km
Line resistance 0.01273 Ω/km
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Abstract: In air-cooled power units, an air-cooled condenser (ACC) is usually accompanied by
mechanical draft wet-cooling towers (MCTs) so as to meet the severe cooling requirements of
air-cooling auxiliary apparatuses, such as water ring vacuum pumps. When running, both the ACC
and MCTs affected each other through their aerodynamic fields. To make the effect of MCTs on the
cooling performance of the ACC more prominent, a three-dimensional (3D) numerical model was
established for one 2 × 660 MW air-cooling power plant, with full consideration the ACC, MCTs
and adjacent main workshops, which was validated by design data and published test results. By
numerical simulation, we obtained the effect of hot air recirculation (HAR) on the cooling performance
of the ACC under different working conditions and the effect of MCTs on the cooling performance of
the ACC. The results showed that as the ambient wind speed increases, the hot recirculation rate
(HRR) of the ACC increased and changed significantly with the change of wind directions. An
increase in ambient temperature can cause a significant rise in back pressure of the ACC. The exhaust
of the MCTs partially entered the ACC under the influence of ambient wind, and the HRR in the
affected cooling units was higher than that of the nearby unaffected cooling units. When the MCTs
were turned off, the overall HRR of the ACC decreased. The presence of MCTs had a local influence
on the cooling performance of only two cooling units, and then slightly impacted the overall cooling
performance of the ACC, which provides a good insight into the arrangement optimization of the
ACC and the MCTs.

Keywords: air-cooled condenser; mechanical draft wet-cooling towers; hot recirculation rate; complex
building environment; numerical simulation

1. Introduction

The air-cooled condenser (ACC) uses air as a cooling medium to exchange heat and has obvious
water conservation benefits; therefore, in arid regions, the ACC has been widely used [1,2]. Apart
from thermal power plants, the ACC is also diffusely used in the cold ends of the refrigeration and
air conditioning industries [3,4]. Inevitably, ambient wind and surrounding structures can have
unpredictable effects on the cooling performance of the ACC. Efficient and economical operation of the
entire energy network is inseparable from the ACC’s adequate and predictable cooling performance [5].
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In air-cooled power units, the exhausted steam is cooled in the ACC, but the auxiliary critical apparatus,
such as the water ring vacuum pump, oil cooler, etc., should be cooled by mechanical draft wet-cooling
towers (MCTs) due to their severe cooling requirements, so MCTs are usually built nearby ACCs.

Hot air recirculation (HAR) is an unavoidable phenomenon during the operation of ACCs. Ambient
wind and adjacent structures play a leading role in the ACC performance reduction. Gu et al. [6]
experimentally studied the influence of wind directions, wind speed and ACC platform height on
the HAR of an air-cooling system. Liu [7] and Wang [8] simulated the phenomenon of hot air reflow
and proposed valuable suggestions to reduce these adverse effects. Meyer and Kroger [9,10] studied
the influence of the characteristics of fan and heat exchangers and the geometry of the static pressure
chamber on the flow loss of ACCs by experimental measurements.

The cooling performance of ACCs is affected by many factors, and many measures and methods
have been developed to enhance the cooling performance of ACCs. Owen et al. [11] numerically
investigated the influencing factors of the performance of ACCs under windy conditions and compared
the results of the numerical simulation with experimental data. It was found that they have good
correlation. He also pointed out that the performance degradation of the fan due to the distortion of the
airflow at the upstream fan inlet is the main reason for the decline in the ACC’s performance, and the
accumulation of hot plume also led to a reduction in the ACC’s performance. Alan O’Donovan et al. [12]
experimentally studied that the increase in fan speed causes the temperature and pressure of the
ACC to decrease, and vice-versa. Wang et al. [8] proposed setting side panels below or above the
platform to prevent plume recirculation because of the flow separation at the inlet of the fan. Zhang et
al. [13] proposed to set up a windproof mesh outside the steel supporting structure and under the ACC
platform in order to enhance the cooling performance of the ACC. Meyer [14] recommended setting an
aisle outside the edge of the platform of the fan and removing the inlet portion of the peripheral fan to
restore the ACC’s cooling performance under ambient wind. Gao et al. [15] recommended installing
deflecting plates below the platform of the ACC to reduce the influence of strong wind on the ACC by
introducing sufficient cold air into the windward area of the fan to achieve a uniform air mass flow
rate, thereby improving ACCs cooling performance. Huang et al. [16] optimized the baffle geometry
under the platform of the fan to make the ACC have better heat flow performance in a windy situation.
Jin et al. [17] proposed to replace the traditional arrangement with a square array of ACC structures to
improve the thermal performance of ACCs in a windy situation. Yang et al. [18] studied three different
types of windproof wall and took into account the effects of the steam engine room, boiler room and
chimney on the ACC. The results showed that increasing the width of the inner or outer channels can
enhance the performance of the ACC.

MCTs are diffusely used for deep cooling of industrial water [19–21]. MCTs’ performance is
constrained by many factors, but at the same time, the plume generated by the MCTs will have an
adverse effect on the environment [22]. Many studies [23–26] have made detailed analyses of the
environmental impact of plumes discharged from MCTs. Ambient air enters the MCTs through the
air inlet. After a series of heat exchange with the high-temperature steam, it is discharged into the
environment by the fan at the air outlet. The temperature of this part of the exhausted air is often
higher than the ambient air, and the exhausted air always entrains high-temperature steam. Under the
influence of ambient wind, this part of the exhausted air will pass through the air inlet of the ACC,
causing the air temperature sucked by the ACC to increase. Similarly, the air discharged from the ACC
will also influence the performance of the MCTs. In power plants, MCTs and ACCs are coexisting,
and there is bound to be an interaction between them. Therefore, it is very necessary to research the
influence of MCTs on the cooling performance of ACCs.

The aforementioned research all showed that wind speeds, wind directions and even the installation
of various equipment around ACCs had some impacts on the cooling performance of the ACC. In
a power plant, MCTs were usually built nearby the ACC, in this process, the MCTs were bound to
have some impacts on the cooling performance of the ACC. However, the investigation on the effect
of MCTs on the performance of the ACC with a complex building environment is less. Taking a
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representative 2 × 600 MW power plant as an example, and taking into account factors such as boiler
rooms, steam engine rooms and chimneys, the specific effects of MCTs on the cooling performance of
the ACC were mainly studied, which fills in the blanks of this aspect. The final results showed that the
presence of MCTs had a local influence on the cooling performance of only two cooling units, and then
slightly impacted the overall cooling performance of the ACC, which provides a good insight into the
arrangement optimization of ACCs and MCTs. Meanwhile, it is beneficial to the optimal design and
operation of the ACC of the power plant.

2. Numerical Simulation

2.1. Physical Model

Figure 1 shows a typical 2 × 660 MW air-cooled power plant, which is composed of a chimney,
boiler room, turbine room, support structure, an ACC and MCTs. The size of this ACC system is 100 m
at width and is about 184 m at length. The structure consists of 124 (16 × 8) fans with a diameter of 9.6
m. The MCTs of the auxiliary cooling water system of the project are a square, open-type exhaust,
counter flow combined-type and have a water distribution system with tubular pressure distribution.
There are three MCTs with the water-cooling area of a single cooling tower of 196 m2 and the height of
14 m arranged side by side. The cooling water volume is 3000 m3/h, and the fan diameter is 8.53 m
with the fan shaft power of 132 KW. Generally speaking, these MCTs are conventional tower-types,
which have typical representative meanings. This paper focuses on the analysis of mutual influences.
The tower-type will be discussed in subsequent articles. The main dimensions of the studied MCTs
with S-wave fill are shown in Table 1.

Figure 1. Physical model.
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Table 1. The main dimensions of the studied wet cooling towers (mechanical draft wet-cooling
towers (MCTs)).

Items Value Unit

Water drenching area 196 m2

Cooling fill height 1.5 m
Tower height 14 m

Tower length and width 14 m
Air inlet height 2.7 m
Fan diameter 8.53 m

Fill bottom height 2.7 m
Tower throat inner diameter 8.60 m

Based on the information provided, the main affected buildings were identified (the buildings
and terrain were all taken into consideration). In order to determine the calculation area range, in the
case of maximum wind speed and maximum temperature rise disturbance, when the surrounding
environment space was large enough, a mathematical model with an enlarged area diameter of 2600 m
and the height of 2000 m was used to predict the range of the wind field to reach a stable area. According
to the design drawing, the mathematical model of the plant was generated for the main buildings of
the power plant. Except for the ACC and the MCTs, other buildings in the model area were treated as
obstacles in the flow, which only affected the flow, regardless of whether it was hot or endothermic. The
ACC was divided into heat transfer units corresponding to the wind turbine, considering the structure
of the ACC and the complexity of heat exchange, the model was simplified appropriately. The details
of the air-cooled units were neglected. It was proposed to adopt the radiator model in Computational
Fluid Dynamics (CFD) software under the premise of keeping the macroscopic resistance and heat
transfer characteristics of the ACC unchanged.

2.2. Numerical Model

Under the given environmental meteorological conditions and operating conditions, the ACC and
the MCTs can be considered to be in stable operation; therefore, the Reynolds-averaged Navier–Stokes
conservation equations are adopted to describe the flow of air in the ACC and its building environment.
The Reynolds stress average term is turbulently closed by adopting the RNG k-ε turbulence model.
The first-order upwind schemes are used for convection terms in discrete momentum, energy and
turbulence equations, and the diffusion term adopts the central difference format. The ACC radiator is
simulated by adopting the RADIATOR model in FLUENT software in which the thermal characteristics
and resistance characteristics of the radiator are strictly on the basis of the data provided by the
manufacturer. The flow field outside the ACC and the MCTs is considered to be incompressible, and
the momentum equation and the continuous equation in the basic governing equation are solved by
the SIMPLE algorithm for pressure-velocity coupling.

Grid modeling is performed strictly according to the actual model to ensure that the calculated flow
field reflects the actual flow field. Important buildings in the factory area, such as boiler rooms, turbine
rooms, chimneys, and surrounding mountains, have been reflected in the model. The partitioning
of the solid mesh adopted the partitioned meshing technique, and different regions are divided by
different mesh types and sizes. A structured grid with a small size was used near the finned tube heat
sink, the grid near the air-cooled platform area also selected a smaller spacing, and the other areas
used a larger spacing. There are three sets of grids of the numerical for grid independence testing. The
resulting grid number is 3,379,659 for simulation modeling of the entire project.

In this study, a lumped radiator model was used to simplify the ribbed tube bundles of the ACC
to a non-thickness surface. The radiator simulated in FLUENT is supposed to be infinitely thin and the
pressure drop across it is also supposed to be in proportion to the dynamic head of the fluid, and has
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an empirical formula of the loss factor provided. That is, the pressure drop and the normal velocity
component across the radiator can be written as:

ΔP = KL
1
2
ρv2 (1)

where, ρ and v represent the air density and the magnitude of the local fluid velocity perpendicular
to the radiator, respectively. KL is the flow loss coefficient, which can be expressed as a polynomial
function, a piecewise linear function or a piecewise polynomial function [27].

Polynomial functions are expressed as:

KL =
3∑

n=1

rnvn−1 (2)

where, rn are the polynomial coefficients with r1 = 70.665, r2 = −15.86 and r3 = 2, in the light of the
calculation results of the pressure drop across finned tube bundles.

The heat flux from the radiator to the surrounding fluid can be written as:

q = h(THX − Texit) (3)

where, q, THX and Texit denote the heat flux, the radiator temperature and the temperature of the outlet
fluid, respectively. The convection heat transfer coefficient h is a piecewise polynomial function, which
are expressed as:

h =
N∑

n=0

hnvn; 0 ≤ N ≤ 7 (4)

where, hn and v represent the polynomial coefficient and the magnitude of the local fluid velocity
perpendicular to the radiator, respectively. The heat transfer and resistance characteristics of the
radiator in this study are provided by the manufacturer.

According to the size parameters of the radiator structure provided by the manufacturer, the
length of the single tube bundle is 10 m, and the angle between the bundles is 60◦, the width is 2.22 m,
the thickness is 0.214 m, and the finned ratio is 122.69, as shown in Figure 2 below.

Figure 2. The structure of the air-cooled condenser (ACC).
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2.3. Boundary Conditions

2.3.1. Fan Boundary Conditions

Injecting the surrounding cooling air into the heat exchanger is an important function of the axial
fan, so this study chose the fan model in the FLUENT software because it can achieve this purpose by
increasing the fluid pressure flowing through the fan. The FAN model is a lumped model that can
be adopted to predict the influence of a fan with known deterministic properties on the flow field in
a large basin. The fan characteristic curve expresses the relationship between the pressure-flow of
the fan at a given known rotational speed. Taking the FLUENT software as an example, in the FAN
model of FLUENT, simplifying the fan into an infinitely thin layer causes the discontiguous pressure
to rise to overcome the flow resistance, and the fan’s discontiguous pressure rise is designated as a
function of fan speed. The axial flow fan is simplified to a pressure jump surface, and the pressure rise
ΔP is calculated as a polynomial form of the axial velocity v. The relationship between them can be a
piecewise polynomial function and is expressed as [27]:

ΔP =
6∑

n=1

fnvn−1 (5)

where, ΔP and v represent the pressure jump and the size of the local fluid velocity perpendicular to
the fan, respectively. Both the MCTs and the ACC contain fans, and the coefficients are different. f n1

are the pressure-jump polynomial coefficients of MCTs, with f 1 = 459.2698, f 2 = −28.93151, f 3 = 5.4779,
f 4 = −0.89391, f 5 = 0.04158 and f 6 = −0.000750621. fn2 are the pressure-jump polynomial coefficients of
the ACC, with f 1 = 34.07611, f 2 = 178.7873, f 3 = −61.21099, f 4 = 9.15276, f 5 = −0.66468 and f 6 = 0.01831,
which are obtained by fitting the change of the static pressure with the volume flow rate.

2.3.2. Inlet Boundary Conditions

The boundaries of the air-inlet surfaces are set as the velocity inlet and the calculation should use
the atmospheric boundary function, which is expressed as:

Ui
U∞

=
( Zi

Z∞

)α
(6)

where, Z∞ is the speed at which the airflow reaches a uniform, U∞ and Ui represent the average speed
at the Z∞ and Zi, respectively, α is the wall roughness coefficient, the greater the roughness, the larger
the value of α.

2.3.3. Outlet Boundary Conditions

The boundary of the outlet is set to a pressure outlet, and the static pressure at the flow outlet
boundary is given according to the relationship between the barometric pressure and the elevation of
the ocean level, as is the inlet pressure.

P = 760e− a
7926 (7)

where, a is the altitude and the unit is m, P is atmospheric pressure and the unit is mmHg.

2.3.4. Other Boundary Conditions

Using K-ε to describe the turbulence model and ambient air turbulence is very weak, with a
recommended turbulence intensity of 10% and a viscosity ratio of 5 [28]. Surfaces such as ground and
buildings are set as wall boundary conditions, regardless of their heat dissipation or heat absorption,
only considering the impact on the flow. In this paper, it is assumed that air is an ideal gas, and its
density is also calculated as an ideal gas. All parameters such as specific heat, heat transfer coefficient,
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etc., are constant. Figure 3 shows the computation domain and its air flow boundaries for the ACC
and MCTs.

Figure 3. Computation domain and its air flow boundaries for the ACC and MCTs.

3. Results and Discussion

3.1. Effect of Hot Air Recirculation (HAR) on Heat Transfer Performance of the Air-Cooled Condenser (ACC)

HAR means that the hot air discharged from the ACC is returned to the air-cooling fan suction
port, which causes the air temperature of the inlet of the ACC to rise. The hot recirculation rate (HRR)
represents the strength of the HAR, the greater the HRR, the stronger the HAR. On account of the
complexity of the direct ACC itself and the overall arrangement of its surrounding buildings, the flow
field embracing them is very complicated; therefore, it is very necessary to study the wind or confirm
the influence law of different ambient winds on the HRR. We selected the ambient temperatures of 34
◦C and 38 ◦C, different incident wind directions of west-north-west (WNW), south-south-east (SSE)
and wind speeds of 5 m/s and 7 m/s to complete the numerical simulation of the impact of ambient
wind on HRR.

For quantitative analysis of thermal reflow, the HRR is defined as follows:

R =
Ti − Ta

To − Ta
× 100% (8)

where, Ti is the average temperature at the inlet of the fan and Ta and To represent the ambient
temperature and the average temperature at the outlet of the ACC, respectively.

For the ACC, the wall heat conduction thermal resistance and the steam condensation heat
resistance are neglected. It is considered that the exhaust steam temperature is equal to the tube bundle
average wall temperature, that is, the temperature of the exhaust steam and the pressure of the exhaust
steam are calculated according to the tube bundle average wall temperature.

Ts =
q
h
+

Ta1 + Ta2

2
(9)

where, Ts is the exhaust steam temperature and q and h represent the heat flux per square meter and
the heat transfer coefficient, respectively. Ta1 and Ta2 represent the average temperature of the inlet air
and outlet air of the ACC, respectively.
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The heat transfer capacity of a single unit under a design condition is about 820.86 MW, and
the calculated heat flow per square meter is 47,400.47 W/m2. Ta1, Ta2 and h were obtained by
three-dimensional (3D) model calculation. The HRR and the back pressure of the ACC can represent
the level of the cooling performance of the ACC, a higher HRR and back pressure will have a lower
cooling performance of the ACC. Combining different wind speeds, ambient temperature and wind
directions, a total of eight working conditions were obtained. The calculation and analysis of these
working conditions were carried out, and the corresponding back pressure and HRR were obtained to
further study the effect of different environmental conditions on the heat transfer performance of the
ACC. The calculated data is shown in Table 2 below.

Table 2. Combined working condition calculation data table.

Design Work Conditions 1 2 3 4 5 6 7 8

Ambient temperature (◦C) 34 34 34 34 38 38 38 38
Wind direction SSE SSE WNW WNW SSE SSE WNW WNW

Wind speed (m/s) 5 7 5 7 5 7 5 7
Fan inlet average temperature (◦C) 34.107 35.983 35.093 35.642 38.733 39.821 39.510 40.241

Exhaust steam temperature (◦C) 63.629 65.809 63.538 64.925 67.413 69.397 68.442 69.855
Back pressure (kPa) 23.55 25.96 23.45 24.96 27.87 30.40 29.16 31.01

Hot recirculation rate (HRR) (%) 0.375 7.248 4.079 5.856 2.777 6.614 5.529 7.862

It can be seen from Table 2 that the change of wind direction affects the average temperature at
the fan inlet and the exhaust temperature at the fan outlet. The wind direction of WNW increases
the average temperature at the fan inlet. From Figure 4, we can see that under the effect of HAR, the
back pressure of the unit was higher than 24 kPa under the ambient temperature of 38 ◦C. Under the
conditions of the ambient temperature of 34 ◦C, wind speed of 7 m/s and wind direction of SSE and
WNW, the back pressure of the unit was also higher than 24 kPa, which exceeded the safety back
pressure (24 kPa) at the steam exhaust port of the turbine. At the same ambient temperature and the
same wind direction, HRR and back pressure increased as the wind speed increased from 5 m/s to
7 m/s. Similarly, an increase in ambient temperature can cause a significant increase in back pressure.
Among them, the increase of ambient temperature led to the performance degradation of the ACC,
and the increase of wind speed also caused the same situation to occur, but the influence was less than
the increase of ambient temperature and greater than the change of wind direction.

 
Figure 4. Hot recirculation rate (HRR) and back pressure under various working conditions.
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3.2. Influence of Summer Extreme Conditions on Heat Transfer Performance of the Direct ACC

As the ambient temperature rose, especially in the extreme high-temperature conditions in
summer, the heat transfer performance of the direct ACC would be correspondingly reduced, resulting
in an increase of turbine back pressure. The output of the units was not guaranteed, and even affected
the safe operation of the units. Therefore, the heat transfer performance of the direct ACC under
high temperature and unfavorable wind direction in summer was studied to understand the law
of the influence of extreme meteorological conditions on the ACC’s cooling performance. Summer
extreme conditions and unfavorable wind direction and wind speed were corresponding to the ambient
temperature of 38 ◦C, the summer-dominant wind direction of SSE and the wind speed of 7 m/s. For
the ACC, under the extreme summer conditions, the average temperature at the inlet of the fan was
39.82 ◦C, and the cooling triangle outlet average temperature was 65.534 ◦C. According to the formula,
the back pressure of the ACC can be calculated to be 30.40 kPa, and the HRR of the ACC was 6.614%.

The ACC has a total of 128 cooling units with 16 columns and 8 rows. We represented X as a
column and Y as a row, for example, X8Y2 represents the heat exchange unit in the eighth row and the
second column, and so on. Figure 5 shows the transverse section temperature distribution of the ACC
and it can be seen that the temperature gradient decreased from the windward side to the leeward side.
The temperature on the windward side is significantly higher than the temperature on the leeward
side. We can use Equation (8) to calculate the HAR of the ACC; therefore, the HAR in the upstream
was significantly higher than the downstream of the wind field, so the heat transfer efficiency of the
ACC heat exchange units on the windward side was reduced. Figure 6 showed the ACC and MCTs
transverse section velocity distribution. Because of the influence of HAR, the heat exchange units of
the ACC on the windward side upstream of the wind field produced significant eddy currents. It can
be seen in Figure 6 that there was no obvious eddy current around the wind field of the MCTs, so
there was no mutation in the velocity at the outlet of the MCTs. Therefore, it can be concluded that the
MCTs were not obviously affected by the ambient wind. Besides, it can be indicated from Figure 6
that the influence of ambient wind on the ACC was significantly greater than that of MCTs. Figure 7
shows the cooling triangle temperature distribution of the ACC by comparing the X15Y4 and X16Y4
cooling units. Due to the influence of eddy currents, the volume flow of the units decreased from
327.622 m3/s to 242.931 m3/s and the fan power dropped from 76.95 KW to 49.12 KW. Therefore, under
summer extreme conditions, due to the effect of HAR, hot air intrusion occurred at the edge of the
ACC, resulting in the reduced cooling performance of the ACC.

 
Figure 5. Transverse section temperature distribution of the ACC.
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Figure 6. Transverse section velocity distribution of the ACC and MCTs.

Figure 7. Cooling triangle temperature distribution of the ACC.

3.3. Effect of MCTs on the Cooling Performance of the ACC

In power plants, MCTs and the ACC are coexisting, and there is bound to be an interaction
between them. The exhaust of the MCTs will partially enter the ACC under the effect of the ambient
wind, which will affect the cooling performance of the ACC. Under different environmental conditions,
MCTs will have different effects on the cooling performance of the ACC. Ambient air enters the MCTs
through the air inlet. After a series of heat exchange with the high-temperature steam, it is discharged
into the environment by the fan at the air outlet. The temperature of this part of the exhausted air is
often higher than the ambient air, and the exhausted air always entrains high-temperature steam. The
increase in temperature causes the air density to become smaller, so the discharged air will rise. Under
the influence of ambient wind, this part of the exhausted air will pass through the air inlet of the ACC,
causing the temperature of the air sucked by the ACC to increase. According to the heat exchange
formula, the heat exchange temperature difference is reduced, and the ACC needs to do more work
to complete the same heat transfer quantity, which greatly affects the heat transfer performance of
the ACC, especially the entrained water mist, which may have serious consequences for the ACC.
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Similarly, the air discharged from the ACC will also affect the heat transfer performance of the MCTs.
Therefore, when MCTs and the ACC work together in the same power plant, it is very indispensable to
study the interaction between them. According to the numerical simulation, the effect of the MCTs on
the cooling performance of the ACC and the influence of the presence or absence of the MCTs on the
cooling performance of the ACC were studied, which provides a feasible scheme for the research on
the ACC. In order to better analyze the effect of MCTs on the cooling performance of the ACC, we
chose to be in summer extreme conditions (ambient temperature of 38 °C, wind speed of 7 m/s, wind
direction of SSE), which can weaken other influencing factors, focusing on the impact of MCTs on the
cooling performance of the ACC.

Two typical cooling units, X10Y7 and X11Y7, were selected to investigate the area where the ACC
was affected by the MCTs. In the area where the ACC was not affected by the MCTs, we selected two
typical cooling units, X7Y7 and X8Y7, for analysis. Figure 8a,b shows the velocity and temperature
distribution of the influence of MCTs on the ACC, respectively. We can see that under the condition
that the ambient temperature of 38 ◦C, the wind speed of 7 m/s and the wind direction of SSE, the
exhaust of the MCTs partially entered the ACC under the effect of the ambient wind. In the affected
cooling unit X10Y7, the HRR was calculated to be 0.593%, and in the cooling unit X11Y7, the HRR
was 0.583%. In the nearby unaffected cooling unit X7Y7, the HRR was 0.036%, and the cooling unit
X8Y7 had a HRR of 0.280%. Focusing on Figure 9, the HRR of the cooling units affected by MCTs
increased, which meant that MCTs had a great effect on the cooling performance of the ACC. However,
in the cooling units not affected by MCTs, the increase of HRR was not large, which indicated that the
presence of MCTs had a local influence on the cooling performance of only two cooling units, and then
slightly impacted the overall cooling performance of the ACC, which provides a good insight into the
arrangement optimization of the ACC and MCTs.

In the above discussion, we separately discussed the effects of MCTs on the affected and
non-affected areas of the ACC. For a better study, the influence of the overall cooling performance
of the ACC, under the same environmental conditions, the HRR of the ACC both in the absence and
presence of MCTs were calculated separately. Through such a comparative study, theoretical support
was provided for the study of the effect of the MCTs on the cooling performance of the ACC.

Figure 10a,b shows the cooling triangle temperature distribution of the ACC in the presence and
absence of MCTs respectively, under the condition that the ambient temperature is 38 ◦C, the wind
speed is 7 m/s and the wind direction is SSE, the exhaust of the MCTs partially entered the ACC under
the effect of ambient wind. The temperature at the outlet of the ACC was 65.534 ◦C, the back pressure
of the ACC was 30.396 kPa and the HRR was 6.614%. If the MCTs were turned off at this time, the
temperature at the outlet of the ACC would change to 65.488 ◦C, the back pressure would be 30.335
kPa and the HRR would drop to 6.477%. In order to analyze the influence of the presence and absence
of MCTs on the heat transfer performance of the ACC, we obtained the total average heat transfer
coefficient and the average heat transfer coefficient of each column in the presence and absence of
MCTs. From Table 3, we can see the comparison of the heat transfer performance of the ACC in the
absence and presence of MCTs. It was very clear to see that in the absence of MCTs, the total average
heat transfer coefficient of the ACC and most of the average heat transfer coefficient per column are
slightly higher, while the back pressure and the HRR of the ACC were lower than in the presence of
MCTs; however, the magnitude of the reduction was relatively small, so the presence of MCTs had
a minor impact on the overall cooling performance of the ACC. The main reason was that after the
ambient air entered the MCTs, the two phases of gas and water were directly contacted, which was
mainly based on latent heat transfer, and the dry bulb temperature was not greatly increased, while
the ACC was dominated by sensible heat transfer, and the oncoming flow air dry bulb temperature
played a leading role in its thermal performance. Secondly, the cooling air volume (1089.55 kg/s) of the
MCTs was significantly smaller than that (59,017.36 kg/s) of the ACC; therefore, the presence of MCTs
had a relatively small effect on the overall thermal characteristics of the ACC.
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(a) 

(b) 

Figure 8. The influence of MCTs on the ACC. (a) Velocity distribution of the influence of MCTs on the
ACC and (b) Temperature distribution of the influence of MCTs on the ACC.

Figure 9. Relationship between the hot recirculation rate (HRR) and cooling units.
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(a) 

(b) 

Figure 10. Fan temperature profile of the ACC in the presence and absence of MCTs. (a) Fan temperature
profile of the ACC in the absence of MCTs. (b) Fan temperature profile of the ACC in the presence
of MCTs.
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Table 3. Comparison of heat transfer performance of the ACC in the absence and presence of MCTs.

Parameters MCTs Effect No MCTs Effect

HRR (%) 6.614 6.477
Back pressure (kPa) 30.396 30.335

h Total average heat transfer coefficient (W·m−2·K−1) 3551.545 3552.097
h1 Average heat transfer coefficient of X1 (W·m−2·K−1) 3570.499 3570.685
h2 Average heat transfer coefficient of X2 (W·m−2·K−1) 3567.984 3567.887
h3 Average heat transfer coefficient of X3 (W·m−2·K−1) 3567.040 3567.048
h4 Average heat transfer coefficient of X4 (W·m−2·K−1) 3567.790 3567.998
h5 Average heat transfer coefficient of X5 (W·m−2·K−1) 3566.222 3566.620
h6 Average heat transfer coefficient of X6 (W·m−2·K−1) 3565.509 3565.957
h7 Average heat transfer coefficient of X7 (W·m−2·K−1) 3562.848 3563.341
h8 Average heat transfer coefficient of X8 (W·m−2·K−1) 3562.626 3563.008
h9 Average heat transfer coefficient of X9 (W·m−2·K−1) 3558.128 3558.397

h10 Average heat transfer coefficient of X10 (W·m−2·K−1) 3558.433 3558.926
h11 Average heat transfer coefficient of X11 (W·m−2·K−1) 3554.801 3555.224
h12 Average heat transfer coefficient of X12 (W·m−2·K−1) 3554.407 3554.876
h13 Average heat transfer coefficient of X13 (W·m−2·K−1) 3546.935 3547.624
h14 Average heat transfer coefficient of X14 (W·m−2·K−1) 3542.062 3542.211
h15 Average heat transfer coefficient of X15 (W·m−2·K−1) 3529.595 3529.525
h16 Average heat transfer coefficient of X16 (W·m−2·K−1) 3345.026 3344.195

4. Conclusions

Using the mature and reliable CFD software FLUENT, the air-cooling system and surrounding
buildings are accurately modeled, which can accurately calculate the air flow field around the ACC
and MCTs, and the effect of the MCTs on the cooling performance of the ACC. Based on the above
research, the conclusions are summarized as follows:

(1) By calculating the HRR and back pressure of the ACC under eight working conditions, the
influence of HAR, ambient temperature, wind direction and wind speed on the cooling performance of
the ACC was obtained. An increase of ambient temperature led to the performance degradation of the
ACC, and the increase of wind speed also caused the same situation to occur, but the influence was
less than the increase of ambient temperature and greater than the change of wind direction.

(2) Under the summer extreme conditions, the HRR of the ACC was 6.614%, and the back pressure
of the ACC was 30.40 kPa. The influence of ambient wind on the ACC was significantly greater than
that of MCTs.

(3) The influence of MCTs on the cooling performance of the ACC was analyzed emphatically.
According to the results, the exhaust of MCTs partially entered the ACC under the effect of ambient
wind, and the HRR of the affected cooling units was higher than that of the nearby unaffected cooling
units. When the MCTs were turned off, the overall HRR of the ACC decreased. The presence of MCTs
had a local influence on the cooling performance of only two cooling units, and then slightly impacted
the overall cooling performance of the ACC, which provides a good insight into the arrangement
optimization of the ACC and MCTs.
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Nomenclature

a Altitude (m)
f n Pressure-jump polynomial coefficients
h Heat transfer coefficient (W·m−2·K−1)
k Turbulent kinetic energy per unit mass (m2·s−2)
KL Flow loss coefficient
ΔP Pressure jump (pa)
P Atmospheric pressure (mmHg)
q Heat flux (W/m2)
rn Polynomial coefficients
Ti Average temperature at the inlet of the fan (K)
Ta Ambient temperature (K)
Ta1 Average temperature of the inlet air of the ACC (K)
Ta2 Average temperature of the outlet air of the ACC (K)
To Outlet temperature of the ACC (K)
Ts Exhaust steam temperature (K)
THX Radiator temperature (K)
Texit Temperature of the outlet fluid (K)
v Velocity (m/s)
X Column
Y Row

Greek Letters

ρ Air density (kg/m3)
ε Turbulence dissipation rate (m2·s−3)
α Wall roughness coefficient

Subscripts

i Inlet
a Ambient
o Outlet
N Number
s Steam
L Loss
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Abstract: Due to the impediments of voltage source inverter and current source inverter, Z-Source
Inverter (ZSI) has become notorious for better power quality in low and medium power applications.
Several modifications are proposed for impedance source in the form of Quasi Z-Source Inverter
(QZSI) and Neutral Point Clamped Z-Source Inverter (NPCZSI). However, due to the discontinuity
of the source current, NPCZSI is not suitable for some applications, i.e., fuel cell, UPS, and hybrid
electric vehicles. Although in later advancements, source current becomes continuous in multilevel
QZSI, low voltage gain, higher shoot-through duty ratio, lesser availability of modulation index,
and higher voltage stress across switches are still an obstacle in NPCZSI. In this research work, a
three-level high voltage gain Neutral Point Clamped Inverter (NPCI) that gives three-level AC output
in a single stage, is proposed to boost up the DC voltage at the desired level. At the same time, it
detains all the merits of previous topologies of three-level NPCZSI/QZSI. Simulations have been done
in the MATLAB/Simulink environment to show the effectiveness of the proposed inverter topology.

Keywords: Neutral Point Clamped Z-Source Inverter (NPCZSI); shoot-through duty ratio; modulation
index; voltage gain; power quality

1. Introduction

Z-source inverter (ZSI) has the capability for buck/boost operation; this unique feature is not
available in a traditional Current Source Inverter (CSI) and Voltage Source Inverter (VSI). Regardless of
this unique feature, Z-source inverter has some curtailments such as lower voltage gain, discontinuous
current, and high voltage stresses across the switches [1–3]. In the previous literature, several topologies
in the form of Quasi Z-Source Inverter (QZSI), Neutral Point Clamped Z-Source Inverter (NPCZSI),
and Neutral Point Clamped Quasi Z-Source (NPCQZSI) Inverter were presented to overcome these
limitations. For instance, a voltage doubler, in conjunction with an isolation transformer, was utilized
in [4] for quasi ZSI for distributed generation applications. Although the topology ensures the
continuity in the input current, it offers a limited boosting ability. Theoretical results for four topologies
of QZSI inverter having less element count and simplified control techniques were presented in [5,6].
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The topologies ensure a continuous current without including a major advancement in boosting ability
and voltage stresses across switches. A traditional ZSI integrated with a bridge rectifier was proposed
in [7] for adjustable speed drive applications. A QZSI was proposed in [8] that included two inductors,
two capacitors, and one diode in the QZS network. This topology offers continuity in the input current,
however, with the same boosting ability as that of the traditional ZSI. To increase the modulation
index range with the continuity in current, a switched inductor QZSI was proposed in [9]. No drastic
increase in the boost factor of the inverter was observed. By utilizing a predictive control method, a
grid-connected closed-loop QZSI topology was introduced [10] that claimed an improvement in the
inverter performance with the same boosting ability as that of traditional ZSI and high voltage stresses
across switches. Similarly, different ZS networks integrated with VSI and CSI were investigated in [11].
These are indeed different topologies with the same boost factor as that of traditional ZSI. To make a
smoother DC input current, a family of embedded ZSI was suggested with the traditional boosting
ability and high stresses across switches [12]. In all the aforementioned references, improvement in
boosting ability is still a challenge.

In [13,14], a three-level NPCZSI was proposed that deployed the two conventional impedance
sources that included four capacitors and four inductors with two separate dc sources. This proposed
topology of the inverter provides an additional state (0 V) in the output voltage to yield the staircase
waveform and reduces the harmonic distortion in output voltage. Due to the deployment of two
separate impedance sources, the design of this topology becomes very bulky; additionally, the voltage
gain of the inverter does not increase too much. This limitation was addressed in [15], where a single
impedance source was deputed with the NPCI to reduce the cost and volume of the inverter while
retaining all the advantages of the previous topology.

To achieve the optimal results from NPCZSI in the form of enhanced output voltage, waveform
quality, and boosting ability, a detailed comparison between two modulation techniques, Phase
Disposition Sinusoidal Pulse Width Modulation (PDSPWM) and Phase Opposite Disposition Sinusoidal
Pulse Width Modulation (PODSPWM) were analyzed in [16]. A continuous model was suggested
in [17] to balance the voltage between two capacitors in NPCI. Instead of standard inductors, the use of
coupled transformers was introduced in [18] to enhance the voltage gain ability of NPCZSI by adjusting
the turns ratio of transformers. It also overcomes the dependence on modulation index, and hence,
makes the stresses lower across switches. However, with this topology, a colossal rise in voltage gain is
restricted due to the shoot-through duty ratio and turns ratio of coupled transformers affecting each
other. Said constraint is addressed in [19] by modifying the impedance network with the deployment
of coupled inductors. A Coupled Quasi Z-Source Inverter (CQZSI) is suggested in [20] to diminish the
input current ripples. A single-phase five-level hybrid NPCI was proposed in [21], which integrated
the NPCI with an H-bridge inverter. The proposed inverter contends the accomplishment to lower the
total harmonic distortion (THD) through the Selective Harmonic Elimination (SHE) technique.

An NPCI, with a Z-source, that was composed of two diodes, two inductors, two switches, and
two capacitors was suggested in [22] that acquired all the benefits of QZSI and provided the three-level
output voltages, but due to its lower voltage gain ability, it was not an appropriate choice where a
higher boost was required. In [23], two topologies named Diode Assisted QZSI and Capacitor Assisted
QZSI were proposed, which were extendable, but the repetition of a greater number of units increased
the size of the inverter and made it bulky. From the invention of ZSI [24], a lot of attempts have been
made to ameliorate this topology to accomplish the optimal benefits from it, but a small voltage gain,
lower value of modulation index, and higher voltage stress are still present in previous topologies
suggested in the literature.

This research work introduces a new topology for ZSI that overcomes the drawbacks such as
lower boosting ability, utilization of higher shoot-through duty ratio, lesser availability of modulation
index, and higher voltage stresses across switches of the previous topologies. This topology offers a
remarkable boosting ability and provides a high voltage gain by utilizing a lower shoot-through ratio
to make available a higher modulation index and keeps the lower stress across switches.
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The paper is organized in the following way. The proposed inverter topology is presented
in Section 2, with its complete working modes of operation. A detailed mathematical analysis is
performed in Section 3. Section 4 covers the PWM technique, and the Boost Control Method applied to
the proposed topology. Simulations and results are provided in Section 5, whereas Section 6 presents a
detailed comparison with the previous topologies. Section 7 includes the conclusion.

2. The Proposed Inverter Topology

The schematic diagram of the proposed inverter topology, which can enhance the applied DC
voltage to the desired level and transform it into a three-phase three-level output, is illustrated in
Figure 1. The applied DC voltage can be procured from a DC battery or some other DC source such as
a fuel cell or PV applications.

Figure 1. The proposed topology of the inverter.

The inverter is configured with two symmetrical impedance networks, where each network
is comprised of two inductors, two capacitors, four diodes, and one active switch to provide the
numerous advantages over the conventional inverters. Two alike dc sources are utilized to energize
these networks. The conventional NPCI [25] can operate only in two types of states, active-states,
and zero-states. However, the proposed inverter includes one more state of operation that is a Shoot
Through (ST) state (that allows all switches to turn on at a time).

2.1. Active State

Here, the DC voltage applied to the inverter is exposed to the three-phase AC load after conversion
to a three-phase three-level AC, at the desired level. In this mode of operation, +Vdc or −Vdc voltage
appear at the poles of the inverter.

To achieve +Vdc, diodes D2 and D4 operate in the conduction mode and D1 and D3 remain in
the nonconduction mode; L1P and L2P come in series. DC source Vinp and both inductors L1P and L2P

of the upper impedance network energize the capacitor CP. The direction of the current is shown in
the equivalent circuit of the active state in Figure 2. In the active state, the current adopts the two
paths, one from voltage source Vinp to inductor L1P, diode D2, inductor L2P, diode D4, and capacitor
CP, and completes its path through D5. In this path, capacitor CP is charged by voltage source Vinp

and by inductors L1P and L2P, while in the second path, the current approaches to ac load after passing
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through L1P, D2, L2P, SK1, SK2 (where K = R, Y, B) and completes its path through the load to neutral
point N and back to Vinp.

Figure 2. Equivalent circuit for the active state.

To achieve −Vdc, diodes D2
′ and D4

′ are in conduction mode, while D1
′ and D3

′ remain in
nonconduction mode. DC source voltage Vinn and both inductors L1N and L2N of lower impedance
network energize the capacitor CN. The direction of the flow of current is shown in the equivalent
circuit of the active state in Figure 2. In the active state, the current follows the two paths, one from
voltage source Vinn to capacitor CN through D5

′ and completes its path after passing through inductor
L2N, diode D2

′, and inductor L1N. In this path, the capacitor is charged by voltage source Vinn and by
inductors L1N and L2N. In the second path, the current approaches to AC load after passing through
SK3 and SK4 (where K = R, Y, B), and completes its path through the inductor L2N, diode D2

′, inductor
L1N, and back to Vinn. In the active state, both active switches (AS01 and AS02) remain in off state and
play no role.

2.2. Zero-State

During the zero-state of operation, no voltage appears across the load terminals. In the zero-state,
two intermediate switches of each leg of the inverter are in on state, whereas the topmost and lowermost
switch of each leg of the inverter remains in the off state. During this mode of operation, the diodes
D2 and D4 are in the conduction mode, while D1 and D3 remain in the nonconduction mode. DC
source Vinp and both inductors L1P and L2P of the upper impedance network energize the capacitor
CP. Similarly, for the lower network, the diodes D2

′ and D4
′ are in conduction mode, while D1

′ and
D3
′ remain in nonconduction mode and DC source Vinn and both inductors L1N and L2N of lower

impedance network energize the capacitor CN.
The direction of the flow of current in the equivalent circuit of zero-state is shown in Figure 3,

where it traverses voltage source Vinp, inductor L1P, diode D2, inductor L2P, and capacitor CP and
reaches back to Vinp through diode D4. In this path, capacitor CP is charged by Vinp and by both
inductors L1N and L2N. Similarly, for the lower network capacitor, CN is charged by Vinn and by the
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combination of L1N and L2N, no power is transferred to load. Like in the active state, both AS01 and
AS02 remain in off state.

 
Figure 3. Equivalent circuit for the zero-state.

2.3. Shoot-Through (ST) State

In ST state, active switches, along with all switches of one or more legs of an inverter, go to on
state simultaneously, which elicits 0 V across the load (see Figure 4). Seven different approaches that
are summarized in Table 1 can be adopted to attain this state.

On closing the active switches, inductors L1P and L2P come in parallel in the upper impedance
network and turns diodes D2, D4, and D5 in reverse bias mode. Similarly, L1N and L2N come in parallel
in the lower impedance network and configure diodes D2

′, D4
′, and D5

′ in reverse bias mode. In ST
state, Vinp and capacitor CP charge inductors L1P and L2P; similarly, in the lower network, Vinn and
capacitor CN charge inductors L1N and L2N.

The span of the ST state is limited up to the premises of zero-state and is maximum when it
occupies the time duration of the zero-state. This state enables the inverter to perform the buck/boost
operation. Thus, by choosing its appropriate value, desired results can be achieved.
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Figure 4. Equivalent circuit for the ST state.

Table 1. Different approaches for ST state.

Sr. No. ON Switches OFF Switches

1 SR1, SR2, SR3, SR4, AS01, AS02 SY1, SY2, SY3, SY4, SB1, SB2, SB3, SB4
2 SY1, SY2, SY3, SY4, AS01, AS02 SR1, SR2, SR3, SR4, SB1, SB2, SB3, SB4
3 SB1, SB2, SB3, SB4, AS01, AS02 SR1, SR2, SR3, SR4, SY1, SY2, SY3, SY4
4 SR1, SR2, SR3, SR4, SY1, SY2, SY3, SY4, AS01, AS02 SB1, SB2, SB3, SB4
5 SR1, SR2, SR3, SR4, SB1, SB2, SB3, SB4, AS01, AS02 SY1, SY2, SY3, SY4
6 SY1, SY2, SY3, SY4, SB1, SB2, SB3, SB4, AS01, AS02 SR1, SR2, SR3, SR4

7 SR1, SR2, SR3, SR4, SY1, SY2, SY3, SY4, SB1, SB2, SB3,
SB4, AS01, AS02

Nil

3. Mathematical Analysis of the Proposed Inverter Topology

In this section, we perform the necessary mathematical calculations for the proposed
inverter topology.

3.1. Non-ST-State

Applying the Kirchhoff’s Voltage Law (KVL) to Figure 2, the voltage across inductors L1P and
L2P are: {

VL1P = Vinp −VCP −VL2P

VL2P = Vinp −VCP −VL1P
(1)

where:
Vinp = VL1P + VL2P + VCP (2)

VCP = Vout
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To find the inductor and capacitor currents during the non-ST state, apply the Kirchhoff’s Current
Law (KCL) on upper impedance network:

IL1P = IL2P = ICP + IBP (3)

ICP = IL1P − IBP (4)

or:
ICP = IL2P − IBP (5)

Similarly, for the lower network during the non-ST state:{
VL1N = Vinn −VCN −VL2N

VL2N = Vinn −VCN −VL1N
(6)

where:
Vinn = VL1N + VL2N + VCN (7)

Vout = VCN

Furthermore, the inductor and capacitor currents are:

IL1N = IL2N = ICN + IBN (8)

ICN = IL1N − IBN (9)

or:
ICN = IL2N − IBN (10)

3.2. ST-State

Apply KVL to Figure 4, the voltage across the inductors L1P and L2P are given as:

VL1P = VL2P = Vinp + VCP (11)

Vout = 0

For inductor and capacitor currents during the ST state, apply the KCL on upper
impedance network:

ISTP = IL1P + IL2P = −ICP (12)

or:
ICP = −(IL1P + IL2P) = −ISTP (13)

VL1N = VL2N = Vinn + VCN, Vout = 0 (14)

ISTN = IL1N + IL2N = −ICN (15)

or:
ICN = −(IL1N + IL2N) = −ISTN (16)

3.3. Calculations of Current, Voltage, Boost Factor and Gain Factor

As per the Volt-Second Balance Principle (VSBP), the net voltage across the inductor remains zero
during a period of one switching cycle. Apply the VSBP at upper impedance network across both
inductors L1P and L2P during a complete switching time period Tosc:

(Vinp −VCP −VL2P)(1−D)Tosc + (Vinp + VCP)DTosc = 0 (17)
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(Vinp −VCP −VL1P)(1−D)Tosc + (Vinp + VCP)DTosc = 0 (18)

Solve (17) to find out the voltage across inductor L2P during the non-shoot-through state as:

VL2P =
Vinp+VCP(2D−1)

(1−D)

=
Vinp

(1−D)
+

VCP(2D−1)
(1−D)

(19)

Put the above value VL2P into (18):( Vinp

(1−D)
+

VCP(2D− 1)
(1−D)

)
(1−D)Tosc + (Vinp + VCP)DTosc = 0 (20)

By solving (20), the voltage across capacitor CP is given as:

VCP =
Vinp(D + 1)

1− 3D
(21)

Similarly, apply the VSBP in lower impedance network across inductors L1N and L2N during a
complete switching time period Tosc:

(Vinn −VCN −VL2N)(1−D)Tosc + (Vinn + VCN)DTosc = 0 (22)

(Vinn −VCN −VL1N)(1−D)Tosc + (Vinn + VCN)DTosc = 0 (23)

After solving (22) and (23), the voltage across capacitor CN is given as:

VCN =
Vinn(D + 1)

1− 3D
(24)

As both the dc input sources are identical Vinp = Vinn = VIN, (21) and (24) can be re-written in a
general form:

VCP = VCN =
VIN(D + 1)

1− 3D
(25)

As per the Ampere Second Balance Principle (ASBP), the net current through the capacitor remains
zero during a period of one switching cycle. Apply the ASBP to capacitor CP in the upper network to
find out the current through both inductors L1P and L2P:

(IL1P − IIBP)(1−D)Tosc − (IL1P + IL2P)DTosc = 0 (26)

(IL2P − IIBP)(1−D)Tosc − (IL1P + IL2P)DTosc = 0 (27)

Similarly, for the lower network, apply the ASBP to capacitor CN to find out the current through
both inductors L1N and L2N:

(IL1N − IIBN)(1−D)Tosc − (IL1N + IL2N)DTosc = 0 (28)

(IL2N − IIBN)(1−D)Tosc − (IL1N + IL2N)DTosc = 0 (29)

Solve (26) and (27), the average current through L1P and L2P is:

IL1P = IL2P =
(1−D)IIBP

(1− 3D)
(30)
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Similarly, the current through inductors L1N and L2N is found as:

IL1N = IL2N =
(1−D)IIBN

(1− 3D)
(31)

The boost factor B is given as:

B =
Vout

Vinp
=

VCP

Vinp
=

Vout

Vinn
=

VCN

Vinn
(32)

or:

B =
(D + 1)
1− 3D

(33)

The overall gain factor G for the proposed inverter topology is given as:

G = BM =
(D + 1)M

1− 3D
(34)

This completes the mathematical calculations for the proposed inverter topology.

4. PWM and Boost Control Techniques

4.1. PWM Signals

The proposed topology is designed for the three-phase three-level inverter; thus, three sine waves
with a phase difference of 120 degrees are utilized in the PODSPWM technique [26–30], to generate
the Gating Signals (GS) for 12 switches used in the main inverter circuit. The simulation model of the
proposed inverter topology is carried out with a 50 Hz frequency for each sinusoidal signal, and the
frequency of each triangular signal is kept at 5 kHz. GS for switches in the main inverter circuit is
shown in Figure 5.

Figure 5. Gating signals for the main inverter circuit.

The GS applied to active switches in the impedance network are illustrated in Figure 6.
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Figure 6. GS to AS01 and AS02.

4.2. Maximum Constant Boost Control Method (MCBCM)

Although the Maximum Boost Control Method [31] provides a higher value of G with a smaller
value of stress across switches Vs; however, due to diversity in the value of D for each switching cycle,
it generates the low-frequency ripples in inductor current, which is not desirable [32]. To overcome
this situation, and to achieve a higher value of G at lower values of Vs, MCBCM was introduced to
provide a constant value of D by using two envelope signals VP and VN. Here, the third harmonic
component with a magnitude of 1/6 of the fundamental component is dumped with the sine waves to
enhance the range of M. The value of D is given as [32]:

D =

(
2− √3M

2

)
= 1−

√
3M
2

(35)

The value of M can be increased up to 2/
√

3. An increase in the range of M causes a reduction in
VS [32]. Due to the numerous advantages of MCBCM over the other boost control methods, MCBCM
with PODSPWM is utilized in the Simulink model. The situation is depicted in Figure 7.

Figure 7. MCBCM with PODSPWM.
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The boost factor, overall voltage gain, and stress across the switches for the proposed inverter
topology are given as:

B =
4− √3M

3
√

3M− 4
(36)

G =
M(4− √3M)

3
√

3M− 4
(37)

VS = BVIN =
(4− √3M)VIN

3
√

3M− 4
(38)

5. Simulations Results and Discussion

For solid validation of proposed topology, the inverter is simulated with a detailed switching
model in discrete time simulations by using the SimPowerSystems toolbox in MATLAB/Simulink,
where the conducting and switching losses are considered for the components used in the impedance
network and the main inverter circuit. All the simulation results have a strong agreement with the
theoretical results. The details of all components and parameters used in the simulation model for the
proposed inverter topology are provided in Tables 2 and 3.

Table 2. Parameters specifications of the proposed inverter topology.

Parameters/Component Value

Applied DC Voltage 40 V
Capacitor 1000 μF
Inductor 2 mH

Load 250 Ω
Frequency of Reference Signal(s) 50 Hz

Frequency of Carrier Signal(s) 5000 Hz
Modulation Index, M 0.825

Shoot Through Duty Ratio, D 0.2855291
Boost Factor 8.96

Overall Voltage Gain, G 7.392

Table 3. Device parameters in the proposed inverter topology.

Device Parameter Value

Diode

Internal Resistance 0.001 Ω
Forward Voltage Drop 0.7 V

Snubber Resistance 500 Ω
Snubber Capacitance inf

Active Switch
Internal Resistance 0.001 Ω
Snubber Resistance 1 × 105 Ω

Snubber Capacitance inf

IGBT
Internal Resistance 0.01 Ω
Snubber Resistance 1 × 105 Ω

Snubber Capacitance 1000 F

The proposed topology outperforms the previous techniques and provides an excellent boosting
capacity at a very low ST duty ratio with the high modulation index. Table 4 shows the values of the
boosting factor against the different values of the ST duty ratio and modulation index.

Detailed simulation results are presented from Figures 8–13. The simulation model is designed
for D = 0.2855291 and M = 0.825, and it offers a boost factor of 8.96, which is the same as the theoretical
analysis (see (33)). The proposed inverter provides the 343 V pole voltages against the 40 V DC input
voltage. The pole voltages are shown in Figure 8.
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Table 4. Boosting ability against different values of M and D.

ST Duty Ratio (D) Modulation Index (M) Boost Factor (B)

0.11 1.0277 1.6567
0.13 1.0046 1.8525
0.15 0.9815 2.0909
0.17 0.9584 2.3878
0.19 0.9353 2.7674
0.21 0.9122 3.2703
0.23 0.8891 3.9677
0.25 0.866 5.0
0.27 0.8429 6.6842

0.2855 0.825 8.96
0.29 0.8198 9.9231
0.31 0.7967 18.7143
0.32 0.7852 33
0.33 0.7736 133

 

Figure 8. Pole voltage VRO, VYO and VBO.

 
Figure 9. Voltage across capacitors VCP and VCN.
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Figure 10. Inductor currents IL1P, IL2P, IL1N and IL2N.

 

Figure 11. Line voltage VRY, VYB, and VBR.

Figure 12. Phase voltage VRN, VYN, and VBN.
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Figure 13. Load currents IRN, IYN, and IBN.

From (21) and (24), the voltage across capacitors VCP and VCN are the same as the pole voltages,
having values of 343 V, and the same results are depicted in Figure 9. This ensures the agreement
between the mathematically-calculated and simulation results. The voltages across both capacitors are
well balanced.

The waveforms for the inductor currents IL1P, IL2P, IL1N, and IL2N are shown in Figure 10.
Line voltage and phase voltage are shown in Figures 11 and 12, respectively. Line voltages are

the difference of the pole voltages having a value of 687 V as depicted in the simulation results. Line
voltages and phase voltages (the voltages between the phase and neutral points of star-connected load)
are interrelated as: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

VRY = VR0 −VY0

VYB = VY0 −VB0

VBR = VB0 −VR0

(39)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
VRN = VRY−VYB

3
VBN = VBR−VRY

3
VYN = VYB−VBR

3

(40)

A star-connected resistive load having a resistance of 250 Ω per phase is deployed at the output
of the inverter. The waveforms of phase currents are shown in Figure 13, that are in-phase with the
voltage, thus improving the power quality.

All the simulation results are identical to the theoretical analysis performed for the inverter.

6. Comparison with Previous Topologies

Different parameters, i.e., boosting ability, modulation index, duration of ST duty ratio, and
voltage stress across switches, are considered for the comparative analysis purposes to show the
effectiveness of the proposed topology. A lot of improvements in the aforementioned parameters
offered by the proposed topology are found over the previous topologies.

Figure 14 compares the boost factor versus modulation index for the proposed and the previous
topologies, which indicates that the boost factor of the proposed topology is much higher than that of
the previous topologies for the same values of modulation index. The proposed inverter is capable of
exhibiting higher boosting ability even at larger values of modulation index.
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Figure 14. Boost factor versus modulation index.

In addition, the proposed topology is most appropriate to achieve a higher boost factor by utilizing
a smaller value of D with a wide range of modulation index. Figure 15 shows a relationship of boost
factor versus the ST duty ratio for the proposed and the previous topologies. It can be seen that the
proposed topology offers better results, even with smaller values of the ST duty ratio. Thus, this
topology can be deployed in applications where higher boost is required with a smaller ST duty ratio.

Figure 15. Boost factor versus ST duty ratio.

The proposed topology also shows a remarkable boosting ability with lower voltage stress across
the switches. Figure 16 shows a graph between stress across switches and voltage gain, for the proposed
topology and the previous topologies, indicating that the proposed topology offers much better results.
It enables the availability of higher boost without increasing the stress much. Lowering in switching
voltage stresses leads to the reduction of the rating of switches and the size of inverter.
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Figure 16. Voltage stress versus gain.

Figure 17 depicts the voltage gain versus the ST duty ratio, which indicates the superiority of
proposed topology over the previous topologies in terms of higher voltage gain with lower values of
shoot-through duty ratio.

Figure 17. ST duty ratio versus gain.

Figure 18 demonstrates the relationship between boost factor and voltage gain and exhibits that
the proposed topology offers the higher voltage gain against the appropriate value of boost factor due
to the availability of higher modulation index, whereas, with previous topologies, significantly lower
voltage gain can be achieved from the given boost factor. It can be seen from the graph that with the
proposed topology, the values of voltage gain are near the corresponding values of the boost factor.

Figure 18. Gain versus boost factor.
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In Figure 19, a graph is plotted between BVin/GVin versus the voltage gain, showing clearly that
the proposed topology offers better results as compared to previous topologies.

Figure 19. BVin/GVin versus gain.

The simulation results ensure the superiority of the proposed inverter topology over the existing
ones. These simulation results can easily be translated into mathematical relations.

In a nutshell, mathematically speaking, a detailed comparison of all such parameters is shown in
Table 5. On taking any combination of the input parameters, the output parameters (column 1 of Table 5)
are found improved for the proposed topology over the existing ones, just like the simulation results.

Table 5. Comparison with previous topologies.

Parameter Proposed Inverter Topology
LC-based NPCI

[22]
Diode Assisted

[23] QZSI
Capacitor Assisted

QZSI [23]

Boost Factor

B = 1+D
1−3D

B = 4−√3M
3
√

3M−4

B = 2
√

3G

4−3
√

3G+
√

27G2−8
√

3G+16

B = 1
1−2D

B = 1
2M−1

B = 2G− 1

B = 1
1+2D2−3D

B = 1
2M2−M

B = 2G2

1+G

B = 1
1−3D

B = 1
3M−2

B = 3G−1
2

Voltage Gain G =
M(4−√3M)

3
√

3M−4
G = M

2M−1 G = 1
2M−1 G = M

3M−2

Modulation
Index M = 4−3

√
3G+
√

27G2−8
√

3G+16
2
√

3
M = G

2G−1 M = 1+G
2G M = 2G

3G−1

Shoot- Through
Duty Ratio D = 3

√
3G−
√

27G2−8
√

3G+16
4

D = G−1
2G−1 D = G−1
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Efficiency analysis of the proposed inverter topology is also performed and compared with
the previous topologies. Table 6 shows the values of components/parameters used for the analysis.
For comparison purposes, they are assumed to be the same for all the topologies. For the simplicity
of efficiency analysis, the power losses across the inductors, capacitors, diodes, and active switches
(where applicable) due to parasitic resistance of inductors and capacitors, the forward voltage drop of
diodes, and on-resistance of active switches are considered.
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Table 6. Detail of components/parameters used in the efficiency analysis.

Component/Parameter Symbol Value

ESR of Capacitor RC 0.08 Ω
DCR of Inductor RL 0.07 Ω

On-Resistance of Active Switch RS 0.001 Ω
Load Resistance Rl 250 Ω

Applied DC Voltage Vin 40 V
Voltage Drop Across Diode VF 0.7 V

Table 7 shows the equivalent circuits during the NST and ST state of the topologies to be compared.
Correspondingly, the power losses that occur across the inductors, capacitors, diodes, and active
switches (where applicable) during NST and ST were calculated by utilizing the technique given
in [33,34], Expressions of U series (U1, U2, U3, and U4), V series (V1, V2, V3, and V4), W series (W1, W2,
W3 and W4), and Z series (Z3, Z4) in Table 7 show the power losses across the inductors, capacitors,
diodes, and active switches during NST and ST state, respectively.

The efficiency of each topology against the overall voltage gain is computed. As can be observed
from Figure 20, efficiency curves of all considered topologies are comparable with one another with a
minor difference. The proposed topology offers more than 90% efficiency with a voltage gain of up to
10. With this level of efficiency, it offers several advantages in the form of higher boosting ability, lesser
voltage stresses across the switches, lower shoot-through duty ratio, availability of higher modulation
index, and improved quality of output waveform by reducing the THD. The reduction in voltage
stresses across the switches ensures the utilization of lower rating components/devices even for a
higher voltage gain, whereas in the previous topologies, the stresses across the devices drastically
increase as the voltage gain increases, as depicted in Figure 16. This situation demands an enormous
increase in the rating of components/devices used in previous topologies of the inverter, which leads to
a tremendous increase in the cost of components/devices and the size of the inverter, which makes
it bulky.

To extend our discussion further, by utilizing Table 5 and Figures 16–20, a detailed comparison of
the proposed inverter topology with the previous inverter topologies in terms of overall efficiency,
stresses across switches, rating of components/devices, cost, and size is performed and depicted in
Figure 21, for a voltage gain of 10 (this voltage is taken as a sample, although the analysis for other
values is also true).

It is clear from the comparison that the proposed topology is more feasible for the practical
applications as compared to the previous topologies, especially when more voltage gain and boosting
ability are required and when cost, size, and lower rating of components are the main concerns.
Since the proposed topology belongs to the ZSI family, it finds its applications where all other ZSI are
applicable, such as in variable speed drive systems, grid-connected photovoltaic systems, distributed
generation systems, hybrid electric vehicles, laminators, conveyor belts, and so on [35–37].
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Figure 20. Efficiency versus voltage gain.
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Figure 21. A detailed comparison of the proposed topology with the previous topologies.

7. Conclusions

This research work focused on the development of the three-level high voltage gain NPCI topology
to boost up the DC voltage at the desired level and offers the three-level AC output in a single stage.
It also detained all the merits of previous topologies of three-level NPCZSI/QZSI, such as continuity
in input current and voltage balance across the capacitors. The results validated that the proposed
topology ensures the remarkable boosting ability by utilizing the smaller duration of ST state and higher
range of modulation index, which enables it to keep the lower stresses across the devices even at higher
values of voltage gain; that is the most desirable feature for low voltage applications. The proposed
topology has a slightly lower efficiency compared to other topologies; however, it reduces cost and
size by utilizing the low rating components at higher voltage gain operations. This unique feature
makes it more feasible for practical applications as compared to other topologies that oblige the higher
rating components for their operation; this drawback associated with previous topologies not only
affects the cost of the inverter but also makes the size of inverter bulky and voluminous.
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Abstract: An increase in demand for renewable energy resources, energy storage technologies,
and electric vehicles requires high-power level DC-DC converters. The DC-DC converter that is
suitable for high-power conversion applications (i.e., resonant, full-bridge or the dual-active bridge)
requires magnetic transformer coupling between input and output stage. However, transformer
design in these converters remains a challenging problem, with several non-linear scaling issues
that need to be simultaneously optimized to reduce losses and maintain acceptable performance.
In this paper, a new transformer-less high step-up boost converter with a charge pump capacitorand
capacitor-inductor-diode CLD cell is proposed using dynamic modeling. The experimental and
simulation results of the proposed converter are carried out in a laboratory and through Matlab
Simulink, where 10 V is given as an input voltage, and at the output, 100 V achieved in the proposed
converter. A comparative analysis of the proposed converter has also been done with a conventional
quadratic converter that has similar parameters. The results suggest that the proposed converter can
obtain high voltage gain without operating at the maximum duty cycle and is more efficient than the
conventional converter.

Keywords: dynamic modeling; DC-DC converter; electric vehicle (EV); charge pump capacitor

1. Introduction

In recent years, due to the shortage of fossil fuels, research on renewable energy sources such as
photovoltaic PV, wind, and fuel cells (FC), has gained immense popularity [1,2]. The intermittency
associated with PV systems and low voltages at load end and electric vehicle (EV) or hybrid electric
vehicle (HEV) charging needs a boost converter as depicted in Figures 1 and 2 [3–5]. Generally, EVs are
powered by fuel cell stacks, supercapacitors, and battery systems. Thus, there is a need to step up the
voltages [6–8].

A review of related literature depicts that various boost converters have been presented to overcome
high voltage gain at the output. The traditional boost converters are preferred for their simple structure
and low cost; however, they usually produce high input current ripples. For high voltage gain,
this converter needs to work at a high duty ratio cycle, which causes switching problems [9–13].

Energies 2020, 13, 1791; doi:10.3390/en13071791 www.mdpi.com/journal/energies
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The traditional solution to implement a DC-DC converter, with a high voltage transformation ratio,
typically involves a magnetic transformer with a high turn’s ratio, Due to the high cost of magnetic
transformer components, several transformer-less topologies have been proposed that can achieve
a high step-up ratio e at lower cost and size. The most common transformer-coupled topologies
are derived from isolated versions of the basic converter types, i.e., buck, boost, buck-boost, cúk,
single-ended primary-inductor converter (SEPIC) [14,15]. The forward converter is based on the buck
topology; the flyback converter is based on the buck-boost topology; Full-bridge as well as Half-bridge
converters can be both buck and boost derived. Moreover, converter types can be classified based
on transformer core utilization [16]. Forward and flyback topologies have a net DC current in the
transformer winding, which means the flux in the core must be reset at the end of each switching cycle.
Full bridge, half-bridge and push-pull topologies provide bidirectional excitation to the transformer
core; the net current in the winding is AC. This means that the flux in the core is reset automatically at
the end of each switching cycle. The concept of using switching capacitor (SC) is obtained from [17]
in which switching converters with wide DC conversion range are discussed by including a hybrid
cell that multiplies current or voltage, as described in [18–20]. The high-frequency rectifier stage
can be passive (half-wave, center-tapped half wave, full wave) or active, with switching devices.
Some designs eliminate the high-frequency transformer and replace it with a parallel capacitor [21].
The shortcomings of wide frequency operation are EMI issues [22,23], higher switching loss at low
power levels, difficulty in the design of magnetic components and the circulating currents independent
of power level. Furthermore, phase-controlled converters operate at fixed frequencies and adjust power
flow by varying phase shifts between the switching legs of a full-bridge inverter [24–26]. Similarly,
modular DC–DC converters with input- and output-side series/parallel configurations are typically
used for conditions where power processing exceeds the capacity of any single converter. However,
these converters have control-related issues that do not provide balanced power-share between
the constituent converter modules for different load conditions. Quadratic converters are DC–DC
converters with a voltage conversion ratio that has a quadratic dependence on-duty ratio [27,28].
They are synthesized by cascading two converters in series and then eliminating redundant switches
and controllers [29,30].

Figure 1. New energy technologies.

One of the main advantages of these converters is their higher voltage transformation ratio with
a reduced number of components. However, the limitations of these converters arise from their
cascaded nature. In addition, their combined efficiency is lower than the individual converter stages;
and the voltage stresses on the boost diode and switch of the final stage are equal to the output voltage.
Such problems can be solved by adding a switch to form a three-level boost converter [31]. Many other
structures can also be integrated with quadratic converters like a capacitor-diode combination of the
voltage multiplier or single/three-phase transformer windings [32]. There are different variations of
boost converters, for instance, the quadratic boost zeta converter, quadratic tapped-boost converter
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ZVS/ZCS quadratic converters, and quadratic converters based on non-cascading structures [33,34].
(SC) converters are a class of DC–DC converters, where the power stage consists of a network of only
capacitors and switches. The capacitors are charged and discharged in sequence via input voltage
to achieve the required voltage conversion ratio at the output [35]. The most significant advantage
of SC converter is the absence of inductive storage devices. This makes the topology appropriate
for monolithic integration and high-power density as both switches and capacitors can be fabricated
on the same substrate using standard semiconductor manufacturing processes. One of its major
shortcomings, which has been observed, is that the process of charge transfer results in impulse currents
due to capacitors acting as charge pumps, which can lead to an increase in device stress and EMI
issues. Another drawback is that at a fixed voltage transformation ratio, the efficiency of the converter
drops quickly as the conversion ratio moves away from the designed operating mode. Furthermore,
an additional limitation is that the voltage stress across all active switches is not equal [36].

Figure 2. Block diagrams of the electric vehicle.

2. Related Work

The Cockroft–Walton (CW) circuit or voltage multiplier-based hybrid DC–DC Converters were
introduced in 1932. This circuit operates as a voltage multiplier, which is fed by a pulsating low
voltage waveform to generate a high voltage DC on its output terminal. Its main application is to
generate high voltage DC required for insulation testing generators and particle accelerators. As the
multiplication ratio increases, the CW circuit suffers from poor load regulation resulting in a significant
voltage drop at its output terminal. For this reason, the CW circuit needs another converter to
provide output voltage regulation. In [18,19], an isolated hybrid DC–DC converter composed of
series-resonant and a CW circuit is proposed for a medical-use high-voltage X-ray power generator.
In [37], a classical transformer-less multilevel boost converter with a hybrid connection of CW is
introduced. Both converters in [37,38] can provide a considerable DC voltage step-up ratio at high
efficiency. However, these circuits cannot be used for high-power applications as they share a similar
high current-spike problem, which results from charging and discharging capacitors connected in
parallel. This boost circuit is necessary to provide a pulsating input voltage waveform for the CW
circuit and to produce output voltage regulation through use of Pulse Width Modulation (PWM).
The presence of this boost circuit is inappropriate for high-power applications. Moreover, voltage
multiplier hybrid DC–DC converters cannot achieve DC voltage step-down operation.

In this article, a new modified boost converter with a charge–pump capacitor and CLD cell is
proposed (see Figure 3). The proposed converter can achieve very high voltage gain at the output
without intensive duty ratio, and with lower switching stress across the switch. As the proposed
converter consists of a charge pump capacitor which can control input current ripples, CLD cell
can support high voltage gain at the output. Figure 3 represents the block diagram of proposed
converter where Vs. is an input voltage, the four capacitors are Vc1, Vc2, Vc3, and Vc0, S indicates
metal–oxide–semiconductor field-effect transistor (MOSFET) switch three inductors are L1, L2, L3
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with same duty ratio. For proposed converter, the following assumptions have been made: (1) The
proposed converter works with continuous conduction mode (CCM), (2) All components including
input power are taken as ideal (no voltage drop and resistance),and (3) All the capacitors are large
enough with constant voltages.
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Figure 3. Diagram of the proposed converter.

3. Working Method of the Proposed Converter

The switching frequency of the proposed converter is fixed and has two switching states with
one PWM signal. For one state (t0 − t1), MOSFET is switched ON; for other state (t1 − t2), MOSFET
is switched OFF as illustrated in Figures 4 and 5. Furthermore, the characteristics of steady-state
waveform, voltages, and currents of the proposed converter are shown in Figure 6.
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Figure 4. State-I.

3.1. MOSFET Switch ON State (t0 − t1)

In this state, when switch “S” is ON, diode D2 will be forward biased while other diodes (D1, D3,

and D4) will work in reverse biased mode. This configuration of DC–DC converter is presented in
Figure 4 with arrows indicating the direction of the current flow. The input voltage VS/L1 developed
across inductor L1, linearly increases the (iL1) inductor current and rise in (VS +VC1)/L2 across inductor
L2, increases the inductor current (iL2). In this state, capacitors C2 and C3 are in series, and the
voltage output of these two capacitors is given as VC2 + VC3 = 2VC2. And the inductor L3 increases
by (2VC2 − V0)/L3. The equation of this state is derived in Equations (1)–(5).

iL1 = iL1−t0 +
Vs

L1
t (1)

uiL2 = iL2−t0 +
Vs + Vc1

L2
t (2)

iL3 = iL3−t0 +
2Vc2 −V0

L3
t (3)

iQ = iL1 + iL2 + iL3 (4)
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iin = iL1 + iL2 (5)

3.2. MOSFET Switch OFF State (t1–t2)

In this state, when semiconductor switch S is turned OFF, diode D2 will be in reverse biased
mode, as shown in Figure 5. As the voltage across the inductor L1 becomes negative of VC1/L1, current
changes its path from switch to diode D1 and decreases linearly. At the same time, the voltage across
inductor L2 is (VS+VC1 − VC2)/L2, and inductor L3 is (VC2 − V0)/L3, respectively. All the inductors
current decreases linearly during this state. Equations for this state are (6)–(10) derived using Figure 5,
as given below.

iL1 = iL1−t1 −
Vc1

L1
t (6)

iL2 = iL2−t1 −
Vs + Vc1 −Vc2

L2
t (7)

iL3 = iL3−t1 −
Vc2 −V0

L3
t (8)

iQ = 0 (9)

iin = iL2 (10)

LC

VC1

VC3

VC2

L

L

D

D
C R

+

_
V

+ _

+

_

V

C

+_

D

+

_

C3

Figure 5. State-II.

Figure 6. Steady-state behavior.
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4. Steady-State Analysis of the Proposed Converter

The steady-state analysis of the proposed converter is discussed below.

4.1. DC Conversion Ratio

The relationship between input and output voltage can be obtained through Equations (11)–(17)
after applying inductor volt second balance (VSB) at inductor L1, L2, and L3 for each state.
Equations (11)–(13) describe state-I while Equations (14)–(16) refer to state-II.

VL1 = Vs (11)

VL2 = Vs + Vc1 (12)

VL3 = 2Vc2 −V0 (13)

VL1 = −Vc1 (14)

VL2 = Vs + Vc1 −Vc2 (15)

VL3 = Vc2 −V0 (16)

G =
V0

Vs
=

1 + D

(1−D)2 (17)

The voltage and current stress across semiconductor components are determined through
Equations (18)–(25)

VS = Vc2 (18)

VD1 = VS + Vc1 (19)

VD2 = Vc2 −VS −Vc1 (20)

VD3,4 = Vc2 (21)

iD1,2 =
Vs

(1−D)5RL
(22)

iD3 =
Vs

(1−D)2RL
(23)

iD4 =
Vs

(1−D)4RL
(24)

iQ =
Vs

(D)RL
(25)

4.2. Dynamic Modeling of the Proposed Converter

In this section, we assume that inductor current AC ripples and capacitor voltage ripples are
monomers [39]. Figure 7 is derived from Figure 4 where,

Vs: input voltage,
iL1,2,3: current across the inductor
Vc1,2,3,4: voltage across the capacitor.
When the switch “S” is ON, current across the diode D1 = iL1 and current across the switch S = iL1

+ iL2 + iL3. During this stage, diode D1, 2, 3 are reversed biased, and the voltage across these diodes is
equal to (Vs+Vc1), (Vc2), (Vc3), as shown in Figure 2.
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Figure 7. Average equivalent circuit of the proposed converter.

Figure 7 shows the equivalent circuit of the proposed converter where diode D2 and switch are
replaced by a current source, and diode D1, D3, and D4 are replaced by the voltage source. In the
equivalent circuit, after applying circuit theory, the equation derived is (26),⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

.
iL1.
iL2.
iL3.
Vc1.
Vc2.
Vc3.
Vc4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 −(1− u)/L1 0 0 0
0 0 L3/L2 1/L2 −1/L2 −1/L2 −1/L2

0 0 L2/L3 0 −1/L3 1/L3 1/L3

1− u/C1 −1/C1 1/C1 0 0 0 0
0 1/C2 −1/C2 0 0 0 0
0 1/C3 −1/C3 0 0 0 0
0 1/C4 −1/C4 0 0 0 −1/RLC4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

iL1

iL2

iL3

Vc1

Vc2

Vc3

Vc4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u
L1
1

L2− 1
L3

0
0
0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
[e(t)]

(26)

Without considering losses, the above equation can be written as,

.
x(t) = A(u)x(t) + B(u)e(t) (27)

where e(t) is the input vector, x(t) = [iL1, iL2, iL3, Vc1, Vc2, Vc3, Vc4]
TR7 is the average value of state

vector, A(u) is a matrix in R7×7 and B(u) is a vector in R7; Vs ∈ R = input voltage; RL is the resistive
load and u is a function of switch S with e binary value [0, 1]. Subsequently, [0] demonstrates that
the switch is OFF, whereas [1] indicates that the switch is ON. Equation (27) is based on non-linear,
whereas matrix A(u), B(u) is dependent on the control signal of u(t) ∈ R. The behavior of the proposed
converter obtained after the linearization process results in small perturbations around an operating
point. Therefore, the nominal steady-state operating condition of the proposed converter can be written
by setting (27) as AX + BE = 0 and and is shown in Equations (28)–(34),

The voltage across the capacitors are given in Equations (28)–(31),

Vc1 =
D

1−D
Vs (28)

Vc2 =
1

(1−D)2 Vs (29)

Vc3 =
1

(1−D)2 Vs (30)
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Vc4 =
1 + D

(1−D)2 Vs (31)

Current across the inductor is given in Equations (32)–(34),

iL1 =
Vs

(1−D)5RL
(32)

iL2 =
Vs

(1−D)4RL
(33)

iL3 =
Vs

(1−D)2RL
(34)

where D is the duty cycle of the switch S,

e(t) = E + ẽ (35)

u(t) = U + ũ (36)

where ũ is the small-signal perturbations of the nominal dusty cycle D, and ẽ is the nominal input
voltage Vs. Thus, the relationship between voltage and duty cycle above is given as (35)–(36), Where,
ẽ << E and ũ << D, which can also be written as (37)–(38),

X(t) = X + x̃ (37)

V0(t) = V0 + ṽ0 (38)

After substituting Equations (28)–(34) and (35)–(36) into Equation (26), the linear mode can be
derived by assuming fewer perturbations, and avoiding non-linear terms as mentioned in Equation (39),

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

.̃
iL1

.̃
iL2

.̃
iL3

.̃
Vc1

.̃
Vc2

.̃
Vc3

.̃
Vc4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 − 1−u
L1

0 0 0

0 0 L3
L2

1
L2

− 1
L2
− 1

L2
− 1

L2

0 0 L2
L3

0 − 1
L3

1
L3

1
L3

1− u
C1
− 1

C1
1

C1
0 0 0 0

0 1
C2

− 1
C2

0 0 0 0
0 1

C3
− 1

C3
0 0 0 0

0 1
C4

− 1
C4

0 0 0 − 1
RLC4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ĩL1

ĩL2

ĩL3

Ṽc1

Ṽc2

Ṽc3

Ṽc4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

D
(1−D)L1

Vs
1

(1−D)2L2
Vs

1
(1−D)2L2

Vs
1+D

(1−D)2L3
Vs

Vs

(1−D)5RLc1
Vs

(1−D)4RLc2
Vs

(1−D)2RLc3

u
L1
1

L2− 1
L3

0
0
0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

[
ũ
ẽ

]
(39)

Furthermore, the above equation can be written as (40),

.
x(t) = Ax(t) + Bv(t) (40)

where, x(t) ∈ R7 is the state vector, A ∈ R7×7 and B are the constant matrix in R7×2, R2 is vector of
input voltage and V(t) =

[
ũ ẽ
]
. When the perturbation input voltage is neglected ẽ = 0, matrix B is

removed and small signal state-space model can be written as (41).
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

.̃
iL1

.̃
iL2

.̃
iL3

.̃
Vc1

.̃
Vc2

.̃
Vc3

.̃
Vc4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 −(1− u)/L1 0 0 0
0 0 L3/L2 1/L2 −1/L2 −1/L2 −1/L2

0 0 L2/L3 0 −1/L3 1/L3 1/L3

1− u/C1 −1/C1 1/C1 0 0 0 0
0 1/C2 −1/C2 0 0 0 0
0 1/C3 −1/C3 0 0 0 0
0 1/C4 −1/C4 0 0 0 1/RLC4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ĩL1

ĩL2

ĩL3

Ṽc1

Ṽc2

Ṽc3

Ṽc4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

D
(1−D)L1

Vs
1

(1−D)2L2
Vs

1
(1−D)2L2

Vs
1+D

(1−D)2L3
Vs

Vs

(1−D)5RLc1
Vs

(1−D)4RLc2
Vs

(1−D)2RLc3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
[ũ]

(41)

5. Simulation Results & Discussion

The simulation results of the proposed converter, which are performed in the Matlab Simulink
environment, are shown in Figure 8. Figure 8a describes the switching signal of the MOSFET switch S;
Figure 8b represents 10 V as an input voltage; in Figure 8c 100 V output voltages are obtained at the
duty cycle of D = 0.6; and Figure 8d,e is the output voltage of capacitors C1 and C2, which are 62.50 V.
In Figure 8f voltage stress across the switch S is 62.50 V. Thus, the output voltage of the proposed
converter is higher than voltage stress. Furthermore, a comparison of results demonstrates that voltage
gain of the conventional quadratic converter is significantly less than the proposed converter, whereas
voltage stress across the switch is equal to output voltages [11]. Figure 8g–i shows the current across
the inductor L1, L2, and L3.

Figure 8. Simulation results of the proposed converter.
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6. Experimental Results & Discussion

To validate results and effectiveness of the proposed converter, an experimental setup is prepared
in the research laboratory with circuit parameters as given in Table 1. Experimental waveforms of the
proposed converter are depicted in Figure 9 and a prototype of this converter is presented in Figure 10.
The duty cycle of the proposed converter is assumed as D = 0.6. Figure 9a shows the switching signals
of the proposed converter, and Figure 9b illustrates waveforms of input voltage, which is 10 V. Figure 9c
shows that the output voltage of the proposed converter is 98 V, which is in accordance with voltage
gain determined through Equation (17). The output voltage indicates that the proposed converter can
achieve high gain without operating at a maximum duty cycle. The voltage conversion ratio of the
proposed converter is ten times higher than the input voltage, which is quite high when compared to
the traditional quadratic converter.

Table 1. Parameters for prototype.

Components Symbol Parameters

Output power P0 50 (W)
Input voltage Vin 10 (V)

Output voltage V0 100 (V)
Load resistance R 200 (Ω)

Frequency FS 100 (KHz)
Filter inductor L1-3 220 (μH)

Capacitor C1-4 440 (μF)
Diodes D MUR860

MOSFET Switch S IRFZ46N

 
(a) 

(b) 

 
(c) 

Figure 9. Cont.
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(d) 

(e) 

 
(f) 

Figure 9. Experimental results of the proposed converter.

Figure 10. The prototype of the proposed converter.

In Figure 9d,e waveform of capacitor voltages VC1, VC2, and VC3 are shown, where the output
voltage of capacitor VC1 is 15 V and of capacitor VC2 and VC3 is 61 V, that are in close proximity
to capacitor Equations (28)–(31). Furthermore, Figure 9f shows the waveforms of switching stress
across the MOSFETs switch S, where voltage stress across the switch is 62 V, which is less than the
output voltage. The conventional quadratic converter has stress across the switch Vs-stress = V0. From
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experimental and theoretical analysis, it is proved that the proposed converter has many advantages
over conventional quadratic converter.

In Figure 11, an efficiency graph of the proposed and conventional quadratic converter is given.
The efficiency of both converters is calculated for different loads. It is observed that the maximum
efficiency of the proposed converter is 95.91% and is achieved at an output power of 195 W. This is due to
the fact that higher input voltages allow the converter to operate at higher output power. As maximum
power is limited by thermal limit of the switches and lower current, it results in lower losses in switches,
and attainment of minimum efficiency (86.74%) at an output power of 33 W. As compared to the
conventional quadratic converter at the same load, maximum efficiency achieved by the proposed
converter is 93.97%, and the minimum is 83.29%, which indicate that it has excellent efficiency at high
voltage gain.

 
Figure 11. Efficiency graph.

7. Conclusions

In this paper, a DC–DC boost converter with charge pump–capacitor and CLD cell is introduced
with its static and dynamic working principle. To investigate operational principles of the proposed
converter, the simulation was performed in MATLAB/SIMULINK, and to validate the results,
an experimental setup was developed in the laboratory. It is evident from results (Simulation and
experimental) that the proposed converter holds certain advantages over traditional converters, such as
efficient high voltage gain and low losses across the switch than the output voltage. The presented
converter is suitable for converting low voltage to high voltage in various applications such as
photovoltaic systems, where the wires from the PV modules are isolated from the earth, and there
would not be a problem. If the input and output are (galvanically) separated and at different potentials.
However, it may have some shortcomings for high voltage floating ground applications, for instance,
where input source and output load share a common ground (some cases in automotive). In the floating
ground system, it may have some safety concerns, because there is no low impedance path to ground.
However, this type of grounding can facilitate in isolating a system from interference problems caused
by ground loops.
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Abstract: Photovoltaic (PV) is a highly promising energy source because of its environment friendly
property. However, there is an uncertainty present in the modeling of PV modules owing to varying
irradiance and temperature. To solve such uncertainty, the fuzzy logic control-based intelligent
maximum power point tracking (MPPT) method is observed to be more suitable as compared with
conventional algorithms in PV systems. In this paper, an isolated PV system using a push pull
converter with the fuzzy logic-based MPPT algorithm is presented. The proposed methodology
optimizes the output power of PV modules and achieves isolation with high DC gain. The DC gain is
inverted into a single phase AC through a closed loop fuzzy logic inverter with a low pass filter to
reduce the total harmonic distortion (THD). Dynamic simulations are developed in Matlab/Simulink
by MathWorks under linear loads. The results show that the fuzzy logic algorithms of the proposed
system efficiently track the MPPT and present reduced THD.

Keywords: fuzzy logic control; maximum power point tracking; photovoltaic; push pull converter;
off-grid voltage source inverter

1. Introduction

Energy is the need of the modern world, but its conventional sources are depleting with each
passing day, which includes thermal, nuclear, and natural gas [1–3]. These sources are insufficient
and not environment friendly [4,5]. Therefore, it is becoming imperative to find alternate sources
of energy that can meet the requirements of energy in the future and should be environmentally
friendly [6]. High prices of electrical energy from thermal power plants and intermittency of renewable

Energies 2020, 13, 4007; doi:10.3390/en13154007 www.mdpi.com/journal/energies
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energy sources [2] move extra emphasis towards hydro-thermal scheduling [7]. Additionally, owing to
the continuous diminishing of conventional sources [1,2], the active power generation and the
control and compensation of reactive power are becoming the focus for the economic dispatch [8–12],
and researchers have also found the way to optimally generate, shed, and forecast the electrical
power [13–15]. Recently, solar energy has become one of the free, clean, and reliable sources of
energy [3,16].

Neeraj et al. employ hybrid neural network and fuzzy-logic control for maximum power point
tracking (MPPT) of photovoltaic (PV) [17], while Gul et al. use a fuzzy controller that depends on a
distinct combination of inputs and outputs to track MPPT [18]. Ref. [19], ant colony optimization (ACO)
algorithm with MPPT is used in case of the hybrid PV-wind system to produce power for rural areas.
Moreover, an advanced MPPT method considering temperature variability for a PV system to attain
maximum tracking performance is designed by [20]. Therefore, with the passage of time, various MPPT
techniques such as incremental conductance (IC), perturb and observe (P&O), and artificial neural
networks (ANN) are developed to ensure maximum gain from solar modules [21–23]. Furthermore,
in Ref. [24], the center of inertia technique is used to evaluate the performance of an electronic
inverter-based PV power system. However, these techniques have shortcomings including an inability
to track continuous power and oscillations near the maximum point. Furthermore, conventional
techniques are not able to detect the maximum power point accurately when weather conditions change
rapidly [25] and computational time is relatively long to calculate the maximum power point. Usually,
single switch buck-boost converters are used with these conventional techniques [26]. These converters
do not provide the isolation between input and output sides and a high voltage conversion ratio.
From the system point of view and utilization of AC loads, the conventional converters produce DC
voltages from the PV panels and then invert it into AC through the open loop inverters. These inverters
present high total harmonic distortion (THD) [27–30]. Therefore, an active, computationally fast,
resilient, and efficient MPPT algorithm is required.

In this paper, a fuzzy logic controller is employed for MPPT to overcome the aforementioned
shortcomings by tracking the maximum power point (MPP) in real time. Fuzzy logic based control
offers an advantage in that it does not oscillate near the MPP [31,32]. This kind of control is unique
for push pull current-fed boost converters where the high frequency transformer is used to provide
the galvanic isolation between the input and output side along with a high conversion ratio [33,34].
DC voltage is inverted to AC through a voltage source inverter (VSI) with a fuzzy logic closed loop
controller, which improves the power quality of the AC voltage and provides very low THD. In this
work, 5% THD is considered, which is tolerable according to the Institute of Electrical and Electronics
Engineers (IEEE) standard [35].

The proposed work covers many of the shortcomings mentioned in the introduction section.
However, to distinguish the proposed research from the previously published literature, the main
contributions of this proposed work are summarized as follows:

1. Design of fuzzy logic based MPPT, which can track the continuous power without oscillations
and noise near the maximum point.

2. Implementation of a push pull current-fed boost chopper in which high frequency transformer
is used to provide the galvanic isolation between input and output, along with a high
conversion ratio.

3. Implementation of a voltage source inverter (VSI) with a fuzzy logic closed loop controller,
which improves the power quality of the AC voltage and provides very low THD.

4. Applications of two fuzzy logic controllers (FLCs) are employed in the proposed system and each
has its unique fuzzy rule. The first one tracks the MPPT, and the second is used in VSI with a
proper designed low pass filter to reduce the THD value.

Furthermore, a comparative section is added at the end, which is based on the literature on the
fuzzy logic principle. The comparison includes the methodology used with fuzzy logic, implementation
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complexity, generalization in terms of symmetrical and asymmetrical membership function, inputs to
the membership functions, hardware implementation, noise and oscillations near MPP, THD analysis,
and the proper filter design. This comparative analysis also distinguishes the proposed research from
the previously published literature. As a result, the proposed work has advantages in term of simple,
accurate, and faster convergence to the operating point with minimum noise and THD levels.

This paper is organized as follows. An equivalent circuit for an individual PV cell based on a
single diode model is presented in Section 2 that serves as a basis for MPPT and defines the proposed
methodology. The push pull converter and its design aspects are explained in Section 3, while the
fuzzy logic based MPPT algorithm is described in Section 4. Furthermore, the push pull converter,
VSI, and low pass filter design are explained in Section 4. Simulation results and discussions are in
Section 5 and, finally, the conclusions are drawn in Section 6.

2. Proposed Work Methodology

Before discussing the proposed work topology and fuzzy logic control, it is important to elaborate
on the equivalent solar circuit.

2.1. Solar Cell Equivalent Circuit

The equivalent circuit of the solar cell is presented in Figure 1 and indicates a current source is
connected with parallel diode. Here, Rse is a series resistance, Rp is connected in parallel, while RL is
the load resistance. The reverse saturation current of the diode is Is. The resistance RP is very high
compared with Rse. The diode anode current and VPV can be obtained as [36] by applying Kirchhoff
current law (KCL) to the solar cell equivalent circuit:

ISource − Id − Vd
Rp
− Ipv = 0 (1)

Id = Is (e
qVd
NKT − 1) (2)

VPV = Vd −RseIPV (3)

 

VPV
Isource Rp

Rse
Id IPV

Figure 1. Equivalent circuit of practical single diode model solar cell.

2.2. Proposed Topology

An isolated photovoltaic system is designed for a 500 W solar panel with a fuzzy logic MPPT
algorithm. Fuzzy logic closed loop voltage source inverter and low pass filter are employed. Figure 2
shows the proposed system components. Both the voltage and current of the solar PV array are
measured to calculate the power. On the basis of the present and previous values of power and
current, error and change in error are computed for the fuzzy logic controller that gives the fuzzy
rules. On the basis of these fuzzy rules, the fuzzy logic controller sets the duty ratio for pulse width
modulation (PWM), 40 kHz triangular wave is compared with the fuzzy logic controller output.
The PWM generator produces the switching signal for push pull boost converter switches (which are
insulated-gate bipolar transistors (IGBTs)). The push pull boost converter boosts the 60 V DC to 340 V
DC. Then, the DC voltages are inverted into 220 V AC through voltage source inverter (VSI). The low
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pass filter removes the high frequency harmonic content. The switching of VSI is performed through
the unipolar sinusoidal pulse width modulation (USPWM) generator and the unipolar switching
technique is employed to mitigate the low order harmonic contents.

Figure 2. Block diagram of the proposed methodology. USPWM, unipolar sinusoidal pulse width
modulation; PV, photovoltaic.

2.3. Fuzzy Logic Control

In the fuzzy logic MPPT algorithm, voltage and current at each instant k are sensed to calculate
the active power [31]. The active power is then compared with the power at last instant k − 1 to obtain
the change in power (ΔP(k)). Similarly, the current at instant k is compared with the current at instant
k − 1 to achieve the current error (ΔI(k)). Afterwards, the power error is divided by the current error to
achieve the error (e), which is compared with the previous error to calculate the change in error (Δe(k))
as in Equations (4) and (5), respectively. In this way, error e(k) and Δe(k) become the crisp inputs of the
fuzzy logic controllers. The flow chart for fuzzy logic MPPT is shown in Figure 3.

I V

D

V I 
P ( )

ΔP ΔI

 

Figure 3. Fuzzy logic maximum power point tracking (MPPT) flow chart.
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In this work, Mamdani inference technique, A-type membership functions, and 49-element rule
base were used for the fuzzy logic control because of the fact that Mamdani inference technique is
efficient and straightforward in defining the fuzzy output sets and is more popular among researchers
than other inference techniques [37]. The A-type or triangular type membership function is used
because it has fewer complexities when splitting values (low, med, and high (Membership Function)
MF) comparing other membership functions. Moreover, it was observed that the triangle membership
function gives the faster response and less overshoot than others [38]. The 49-element rule base was
employed because it exhibits good performance [39,40].

e(k) =
ΔP(k)
ΔI(k)

=
P(k) − P(k− 1)
I(k) − I(k− 1)

(4)

Δe(k) = e(k) − e(k− 1) (5)

Generally, a fuzzy logic controller consist of three components: (i) fuzzifier, (ii) inference, and (iii)
defuzzifier [41]. Each component is individually described below.

2.3.1. Fuzzifier

This component of the fuzzy logic controller receives the data from the input and analyzes them
according to the user user-defined chart called membership function. Fuzzifier receives the data in
the non-linear form and assigns them grade from 0 to 1. Membership functions have different shapes.
These shapes depend on the type of data, and but the common shapes are S, π, A, and Z [30]. ‘A’ shape
has been used in this work for fuzzification operation.

2.3.2. Interference

The inference system consists of a fuzzy rule plays an important role in representing the expert
control or modeling knowledge between the input and output side. In the literature, different techniques
are used in the inference system. Mamdani inference technique with the fuzzy rule is employed in this
work. If-then else statements are used in the system for fuzzy inference [42]. For example, we consider
a simple two-input one-output example that has three fuzzy rules.

Rule (1) IF X is A2 OR Y is B1 Then Z is C1

Rule (2) IF X is A2 AND Y is B2 Then Z is C3

Rule (3) IF X is A1 Then Z is C3

The fuzzy logic membership functions designer, fuzzy logic rule editor, fuzzy logic rules,
fuzzy logic member ship function input error, change in error, and membership function output are
shown below in Figures 4–7.

The following are the fuzzy rules in Table 1, which are used for desired MPP of push pull
converter PWM.

Table 1. Fuzzy logic rules for the push pull converter. NB, negative big; NM, negative medium; NS,
negative small; ZE, zero; PS, positive small; PM, positive medium; PB, positive big.

Input
E

NB NM NS ZE PS PM PB

NB ZE ZE ZE NB NB NB NM
NM ZE ZE ZE NS NM NM NM
NS NS ZE ZE ZE NS NS NS

ΔE ZE NM NS ZE ZE ZE PS PM
PS PS PM PM PS ZE ZE ZE
PM PM PM PM ZE ZE ZE ZE
PB PB PB PB ZE ZE ZE ZE
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e ( )

Figure 4. Membership function input error. NB, negative big; NM, negative medium; NS, negative
small; ZE, zero; PS, positive small; PM, positive medium; PB, positive big.

e ( )

Figure 5. Membership function change in error.

D ( )

Figure 6. Membership function output.
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Figure 7. Circuit diagram for the current fed push pull boost converter.

2.3.3. Defuzzification

In the defuzzification process, fuzzy logic controllers use the fuzzy rules to obtain the output
value. This output value of the fuzzy logic controller depends upon the method of defuzzification.
Hence, it is the gained value of a fuzzy logic controller with respect to the label value in the fuzzy logic
membership function. Seven fuzzy membership functions were used in this research, as enlisted in
Table 1. These seven functions are negative big (NB), negative medium (NM), negative small (NS),
zero (ZE), positive small (PS), positive medium (PM), and positive big (PB). During the defuzzification,
the FLC converts the fuzzy logic value into a data value. Numerous methods are available for the
defuzzification process such as the average weight (AW) method, center of gravity (COG), mean of
maximum (MOM), and smallest of maximum (SOM) [30]. The COG method is used for MPPT in
which all fuzzy values are converged at one point [26]. The fuzzy logic rules are used in the push pull
boost converter design for MPPT, which is given in Table 1 [42].

3. Push Pull Converter and Its Design Aspects

The push pull converter consists of a centrally tapped transformer, two push pull switches Q1

and Q2, series inductor L, two rectifier diodes D1 and D2, and a parallel capacitor C0, as shown in
Figure 7. Push pull converter can operate in four states. By applying PWM, the designed inductor and
specifications of load ensure that the converter always operates in the continuous conduction mode
(CCM) [36,42].

A designed current fed DC–DC push pull boost converter is shown in Figure 7 and its operating
characteristics are given in Table 2.

Table 2. Design parameters of the push pull converter. PWM, pulse width modulation.

Parameters Values

Power 500 W
Input voltage 60 V

Output voltage 340 V
Turn ratio (n) 1:6

Switching frequency 40 kHz
Duty cycle 0.0523
Inductor 518 μH

Output capacitor 100 μF
Input Inductor current 9.38 A

PWM switching frequency 10 KHz
Input DC voltage 340 V
Output voltage V rms
Resistive load 100 Ω
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This circuit consists of a center tap transformer, two push pull switches Q1 and Q2, series inductor
L, two rectifier diodes D1 and D2, and a parallel capacitor with the output load.

The turn ratio of the transformer is calculated as follows:

n =
2Vo(1−D)

Vin
(6)

The switches’ on and off time are selected as follows:

ton =
T
2
− (D− 1

2
) = (1−D)T (7)

to f f = (D− 1
2
)T (8)

When both switches are in an off state, the voltage across these switches is double. This voltage
stress is compensated by selecting a transformer tapping voltage as follows:

Vo � 1.05×Vin,max (9)

During the dead time, when both switches are in the off position, the inductor increases in a linear
mode of operation.

Vin =
2LΔI
to f f

(10)

When only one switch is on, the energy is transferred to the secondary side of the transformer, then

Vo = Vin +
2LΔI
ton

(11)

Hence,

Vo = Vin +
Vin × to f f

ton
= Vin × 1

2(1−D)
(12)

The input current of the inductor with efficiency η is given by the following:

Ii =
po

η×Vd
(13)

The inductor size is selected carefully, a very value inductor may cause the converter to operate in
the discontinuous mode and very high-value inductor may cause an increase in the size and weight of
the converter.

ΔI = xIi (14)

where 0.05 ≤ x ≤ 0.3 for optimal operation.

Vin = Vo × 2(1−D) =
2LΔI

t o f f
(15)

Rearanging the equation

LΔI = Vo × 2(1−D) ×
(
D− 1

2

)
T (16)

Or
(ΔI)max =

Vct

16L fs
(17)
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The proposed converter operates in CCM; therefore, minimum inductance is required at the
output side, which is calculated as represented in Equation (18).

L =
Vo

16× fs(ΔI)max
(18)

To operate the converter in CCM, the value of the output side capacitor is calculated as shown in
Equation (19).

C0 =
Po(2D− 1)

4Vr ×Vo2 × fs
(19)

where Vr is DC ripple voltage, which is 3% allowable.
The proposed converter topology offers the benefit of isolation between the input and output

side, maximum efficiency, constant input current, high voltage conversion, the minimum number of
switches, simplicity of configuration, and thus low conduction losses. Furthermore, there is no need
for a filter capacitor at the input side that makes the system simple and compact [34].

4. VSI and Low Pass Filter Design

In the proposed system, a single-phase full bridge inverter is used to feed the consumer load,
which inverts the 340 V DC into 220 V AC at 50 Hz frequency. The unipolar sinusoidal pulse width
modulation (USPWM) technique is used to turn on/off the inverter switches. This technique reduces
THD and power losses during switching [26]. In USPWM, two control signals are used: a sinusoidal
wave and its 180◦ out of phase version at 50 Hz. These control signals are compared with high
frequency triangular carrier signal of 10 kHz. Control signal 1 is compared with the carrier signal,
resulting in a logic signal that generates the output voltage between 0 and +Vdc. Control signal 2 is
compared with the carrier signal, resulting in a logic signal that produces the output voltage between 0
and +Vdc. In every inverter, a filter is necessary for improving power quality. Therefore, a low pass
filter is used for smoothing the output current from VSI. The LCL filter is shown in Figure 8.

Figure 8. Application of LCL filter in PV system.

The components of the filter are obtained as represented in Equations (20)–(25).
The filter value refers to base impedence

Zb =
E n2

Pn
=

V0
2

Pn
(20)

where Zb is the base impedance and V0 and Pn are the output voltage and power of the inverter,
respectively. The maximum power variation is considered as 5% and the base impedance is adjusted
as computed in Equation (21):

C f = 0.05 Cb (21)

where L1 is inductance on inverter side. For 10% ripple, L1 is calculated by considering the rated
current of the inductor.

Δ I Lmax = 0.1 Imax (22)
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Further, Imax is calculated as shown in Equation (23):

Imax =
Pn

Vo
(23)

L1 is calculated as represented in Equation (24):

L1 =
Vdc

16 fs ΔILmax
(24)

where fs is switching frequency and L2 is calculated as follows:

L2 =

√
1

K2
a
+ 1

C f ω
2
s

(25)

where Ka is the attenuation factor and is taken as Ka = 0.2, while ωs = 2πfs is angular switching
frequency [41,43].

For LCL filter, derived parameters are L1 = 9.3 mH, L2 = 37.5 mH, and C = 1.6 μF with the unity
power factor. The LCL filter designing algorithm is shown in Figure 9. After the filtration, (root mean
square) RMS output voltages are sensed for the fuzzy logic controller input. The output of the controller
is compared with the sinusoidal AC voltages at the fundamental frequency, and then PWM set the
duty of VSI.

Figure 9. LCL filter design algorithm.
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The fuzzy logic structure of VSI is the same as the MPP push pull converter; however, the fuzzy
rules used in FLC of VSI are listed in Table 3.

Table 3. Fuzzy logic rules for the voltage source inverter (VSI).

Input
E

NB NM NS ZE PS PM PB

NB NB NB NB NB NM NS ZE
NM NB NB NB NM NS ZE PS
NS NB NB NM NS ZE PS PM

ΔE ZE NB NM NS ZE PS PM PB
PS NM NS ZE PS PM PB PB
PM NS ZE PS PM PB PB PB
PB ZE PS PM PB PB PB PB

5. Results and Discussion

The proposed isolated photovoltaic system with a fuzzy logic controller, the current fed push
pull DC–DC boost converter, is presented here. The DC–DC boost converter operates in continuous
conduction mode, and the voltage source inverter with fuzzy logic closed loop and low pass filter are
simulated in Matlab/Simulink. The parameters of the employed PV array (Canadian solar CS5P 250-M)
are given in Table 4. The performance of the developed system is tested at different irradiance intensity
at 25 ◦C and a linear load of 200 Ω, as shown in Figure 10. Voltage and current are sensed to calculate
the power.

Table 4. Parameters of photovoltaic (PV) array.

PV Array Parameters

No. of Cells and Connections 96
Open Circuit Voltage 59.4 V

Maximum Power Voltage 48.7 V
Short Circuit Current 5.49 A

Maximum Power Current 5.14 A
Maximum Power 250.318 W

Diode saturation current 2.9177 × 10−11

Diode ideality factor 0.93246
Shunt resistance 428.442 Ohm

Q Q

L
D

D

Vo

P

Q

Vi

I pv Vpv

L L

C

I V

Figure 10. Schematic of the proposed control architecture of the studied system. VSI, voltage source
inverter; FLC, fuzzy logic controller.
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In the first case, the system is simulated at a constant temperature of 25 ◦C and constant irradiance
1000 W/m2. It tracks the maximum power 250 W in a very small amount of time, approximately 0.005 s,
as shown in Figure 11.
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Figure 11. Output: (a) Power verses time at; (b) constant irradiance; (c) constant temperature.

In the second case, the system is simulated for various irradiance levels as follows: 800 W/m2 for
0.015 s, 600 W/m2 for 0.03 s, and 1000 W/m2 for the rest of the time. In this scenario, it again tracks the
maximum power point within the same designed spam of time (0.005 s) and gives the power of 200 W,
150 W, and 250 W, respectively, as shown in Figure 12. This power is tracked through the fuzzy logic
controller, where fuzzy rules are employed as given in Table 1.
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Figure 12. Output: (a) Power verses time at; (b) different irradiance and; (c) constant temperature.

On the basis of the designed fuzzy rules, the fuzzy logic controllers generate the fuzzy logic
PWM and decide what would be the duty ratio of the push pull boost converter switches shown in
Figure 13a. The push pull boost converter operates in four states. In state 1, when the switch Q1 is
on, then the inductor would discharge, and output voltage would be positive. In state 2, switches
Q1 and Q2 are ON simultaneously. During state 2, the inductor is charged, as shown in Figure 13c,
that is, 4.3 A current flows, and the output voltage would be zero because the flux generated in both
windings cancels each other out. In this state, the output capacitor provides the voltage to the load,
which means that the capacitor would be discharged. In state 3, when the switch Q2 is ON, then the
voltage would be negative. Similarly, in state 4, both switches are ON simultaneously for zero output
voltages, as shown in Figure 13b, that is, modified sine wave voltages, which are converted into 340 V
DC through the rectifier diodes D1 and D2, as shown in Figure 13d.
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Figure 13. Output: (a) Fuzzy logic PWM; (b) transformer output; (c) inductor current; (d) DC
output voltage.
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The DC voltages are inverted into 220 V AC through the VSI. These voltages are sensed through the
voltage sensor and compared with the sinusoidal AC voltages; error and change in error are calculated
for fuzzy FLC. This controller generates the reference signal for the PWM generator, which operates the
inverter switches and is operated according to the fuzzy logic controller. The PWM of the inverter is
shown in Figure 14a. FLC generates the reference signal by using the fuzzy rules of Table 3, settled down
by removing the lower order harmonic content in AC voltages. However, these voltages still have the
higher-order harmonic content shown in Figure 14b. The higher-order harmonic contents are removed
through the low pass filter. The output voltages and current of inverter after removing the higher-order
harmonic content are shown in Figure 15, where Figure 15a presents the AC voltages and Figure 15b
shows the AC current, which is 1.5 A.

To check the quality of output voltages and current, the fast Fourier transform (FFT) analysis is
also carried out and obtained THD are shown in Figures 16 and 17. The FFT analysis of the proposed
algorithm provides only 1.41% THD for output voltage and current at 50 Hz.

To prove the validity of the conducted research, a comparison between the results of the fuzzy
logic-based MPPT algorithm is compared with P&O and incremental conductance algorithms available
in the literature, in the time domain function at irradiance 1000 W/m2 and at 25 ◦C, as listed in Table 5.
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Figure 14. Output: (a) Inverter fuzzy logic PWM; (b) output voltage before filter.
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Figure 15. Output: (a) Inverter output voltage; (b) output current.

 
Figure 16. Fast Fourier transform (FFT) analysis of output voltage. THD, total harmonic distortion.
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Figure 17. FFT analysis of output current.

Table 5. Tracking time performance comparison [44]. P&O, perturb and observe; INC, incremental
conductance.

MPPT Algorithms Tracking Time of PV Power

P&O 0.300 s
INC 0.250 s

Fuzzy Logic 0.005 s

Comparative Analysis

In this section, a comparative analysis is performed, which is represented in Table 6. The comparative
analysis is based on the literature on the fuzzy logic principle. The comparison includes the methodology
used with fuzzy logic, implementation complexity, generalization in terms of symmetrical and
asymmetrical membership function, inputs to the membership functions, hardware implementation,
noise and oscillations near MPP, THD analysis, and the proper filter design. This comparative analysis
also distinguishes the proposed research from the previous published literature. As a result, the proposed
work has advantages in terms of simple, accurate, and faster convergence to the operating point with
minimum noise and THD.
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Table 6. Comparative analysis of fuzzy logic based MPPT.

Ref. Methodology Implementation Generalization Input MFs Hardware
Noise and

Oscillations
Near MPP

THD
Proper
Filter

Design

Proposed Dual FL based
MPPT with PPC Simple Sym./Asym. membership ΔP/ΔI

[45] AFL based MPPT Simple Sym./Asym. membership Δ(ΔP/ΔI)

[46] FL based MPPT Complex Asym. membership ΔP/ΔV,
Δ(ΔP/ΔV)

[32] FL based MPPT
with PSO Complex Asym. membership ΔP, ΔV

[47] FL based MPPT Complex Sym. membership ΔP, ΔV

[48] FL based MPPT Simple Sym./Asym. membership ΔP/Δt,
ΔV/Δt

[49] FL based MPPT Simple Asym. membership ΔP/ΔV,
Δ(ΔP/ΔV)

[50] FL based MPPT Simple Sym. membership V, ΔV

[51] FL + P&O MPPT Complex Sym. membership ΔP, ΔI

[52] FL + HC MPPT Complex Asym. membership ΔP/ΔV,
Δ(ΔP/ΔV)

[53] FL + FO MPPT Complex Sym. membership ΔP, ΔI

6. Conclusions

In this paper, an off-grid photovoltaic system with a fuzzy logic MPPT-controlled push pull boost
converter is designed. The proposed system is simulated in Matlab/Simulink and tested for various
weather conditions. The results proved the efficiency of the fuzzy logic algorithm, which ouperforms
the conventional algorithms in terms of MPPT accuracy and minimization of fluctuations, regardless
of irradiance rapid changes. In addition, the fuzzy logic-based controller designed for the VSI and the
adopted LCL filter allow to achieve high performance. The proposed interfacing system between the
PV generator and the load is very effective because the provided total harmonic distortion (THD) is
1.41%, which is in agreement with the IEEE standard at the operating frequency.
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38. Usta, M.A.; Akyazi, Ö.; Altaş, İ.H. Design and performance of solar tracking system with fuzzy logic
controller used different membership functions. In Proceedings of the 2011 7th International Conference on
Electrical and Electronics Engineering (ELECO), Bursa, Turkey, 1–4 December 2011; pp. II-381–II-385.

39. Mudi, R.K.; Pal, N.R. A robust self-tuning scheme for PI-and PD-type fuzzy controllers. IEEE Trans. Fuzzy Syst.
1999, 7, 2–16. [CrossRef]

40. Shehata, A.; Metered, H.; Oraby, W.A. Vibration control of active vehicle suspension system using fuzzy
logic controller. In Vibration Engineering and Technology of Machinery; Springer: Berlin/Heidelberg, Germany,
2015; pp. 389–399.

41. Reznik, A.; Simões, M.G.; Al-Durra, A.; Muyeen, S. $ LCL $ filter design and performance analysis for
grid-interconnected systems. IEEE Trans. Ind. Appl. 2013, 50, 1225–1232. [CrossRef]

42. Mendel, J.M. Fuzzy logic systems for engineering: A tutorial. Proc. IEEE 1995, 83, 345–377. [CrossRef]
43. Kahlane, A.; Hassaine, L.; Kherchi, M. LCL filter design for photovoltaic grid connected systems. J. Renew.

Energies 2014, 2014, 227–232.
44. Suwannatrai, P.; Liutanakul, P.; Wipasuramonton, P. Maximum power point tracking by incremental

conductance method for photovoltaic systems with phase shifted full-bridge dc-dc converter. In Proceedings
of the 8th Electrical Engineering/Electronics, Computer, Telecommunications and Information Technology
(ECTI) Association of Thailand-Conference 2011, Khon Kaen, Thailand, 17–19 May 2011; pp. 637–640.

45. Rezk, H.; Aly, M.; Al-Dhaifallah, M.; Shoyama, M. Design and hardware implementation of new adaptive
fuzzy logic-based MPPT control method for photovoltaic applications. IEEE Access 2019, 7, 106427–106438.
[CrossRef]

46. Liu, C.-L.; Chen, J.-H.; Liu, Y.-H.; Yang, Z.-Z. An asymmetrical fuzzy-logic-control-based MPPT algorithm
for photovoltaic systems. Energies 2014, 7, 2177–2193. [CrossRef]

47. Ozdemir, S.; Altin, N.; Sefa, I. Fuzzy logic based MPPT controller for high conversion ratio quadratic boost
converter. Int. J. Hydrogen Energy 2017, 42, 17748–17759. [CrossRef]

48. Robles Algarín, C.; Taborda Giraldo, J.; Rodríguez Álvarez, O. Fuzzy logic based MPPT controller for a PV
system. Energies 2017, 10, 2036. [CrossRef]

49. El Khateb, A.; Abd Rahim, N.; Selvaraj, J.; Uddin, M.N. Fuzzy-logic-controller-based SEPIC converter for
maximum power point tracking. IEEE Trans. Ind. Appl. 2014, 50, 2349–2358. [CrossRef]

50. Kottas, T.L.; Boutalis, Y.S.; Karlis, A.D. New maximum power point tracker for PV arrays using fuzzy
controller in close cooperation with fuzzy cognitive networks. IEEE Trans. Energy Convers. 2006, 21, 793–803.
[CrossRef]

51. Zainuri, M.A.A.M.; Radzi, M.A.M.; Soh, A.C.; Abd Rahim, N. Development of adaptive perturb and
observe-fuzzy control maximum power point tracking for photovoltaic boost dc–dc converter. IET Renew.
Power Gener. 2013, 8, 183–194. [CrossRef]

142



Energies 2020, 13, 4007

52. Alajmi, B.N.; Ahmed, K.H.; Finney, S.J.; Williams, B.W. Fuzzy-logic-control approach of a modified
hill-climbing method for maximum power point in microgrid standalone photovoltaic system. IEEE Trans.
Power Electron. 2010, 26, 1022–1030. [CrossRef]

53. Tang, S.; Sun, Y.; Chen, Y.; Zhao, Y.; Yang, Y.; Szeto, W. An enhanced MPPT method combining fractional-order
and fuzzy logic control. IEEE J. Photovolt. 2017, 7, 640–650. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

143





energies

Article

Distribution Network Hierarchically Partitioned Optimization
Considering Electric Vehicle Orderly Charging with Isolated
Bidirectional DC-DC Converter Optimal Efficiency Model

Qiushi Zhang 1, Jian Zhao 1,*, Xiaoyu Wang 1, Li Tong 2, Hang Jiang 2 and Jinhui Zhou 2

Citation: Zhang, Q.; Zhao, J.; Wang,

X.; Tong, L.; Jiang, H.; Zhou, J.

Distribution Network Hierarchically

Partitioned Optimization

Considering Electric Vehicle Orderly

Charging with Isolated Bidirectional

DC-DC Converter Optimal Efficiency

Model. Energies 2021, 14, 1614.

https://doi.org/10.3390/en14061614

Academic Editor: Irfan Ahmad Khan

Received: 4 February 2021

Accepted: 11 March 2021

Published: 14 March 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 College of Electric Power Engineering, Shanghai University of Electric Power, Shanghai 200090, China;
zhangnicper@163.com (Q.Z.); xiaoyuw@ieee.org (X.W.)

2 State Grid Zhejiang Electric Power Research Institute, Hangzhou 310006, China; tonyhust@126.com (L.T.);
jhshiep@163.com (H.J.); zhoujinhui_hz@163.com (J.Z.)

* Correspondence: zhaojian@shiep.educ.cn; Tel.: +86-199-4560-8525

Abstract: The access of large-scale electric vehicles (EVs) will increase the network loss of medium
voltage distribution network, which can be alleviated by adjusting the network structure and orderly
charging for EVs. However, it is difficult to accurately evaluate the charging efficiency in the
orderly charging of electric vehicle (EV), which will cause the scheduling model to be insufficiently
accurate. Therefore, this paper proposes an EV double-layer scheduling model based on the isolated
bidirectional DC–DC (IBDC) converter optimal efficiency model, and establishes the hierarchical and
partitioned optimization model with feeder–branch–load layer. Firstly, based on the actual topology
of medium voltage distribution network, a dynamic reconfiguration model between switching
stations is established with the goal of load balancing. Secondly, with the goal of minimizing the
branch layer network loss, a dynamic reconstruction model under the switch station is established,
and the chaotic niche particle swarm optimization is proposed to improve the global search capability
and iteration speed. Finally, the power transmission loss model of IBDC converter is established,
and the optimal phase shift parameter is determined to formulate the double-layer collaborative
optimization operation strategy of electric vehicles. The example verifies that the above model
can improve the system load balancing degree and reduce the operation loss of medium voltage
distribution network.

Keywords: medium voltage distribution network; switch station; electric vehicle; DC–DC converter;
reconfiguration; orderly charging

1. Introduction

In recent years, due to the large-scale access of distributed new energy sources and
electric vehicles (EVs), the economy and reliability of the distribution network have been
severely challenged [1,2]; especially with the surge of electric vehicle (EV) users, disor-
derly charging behavior will aggravate the imbalance of the distribution network load [3].
Therefore, there are usually two solutions to the above problems. The first is distribution
network reconstruction [4,5], that is, the topology of the distribution network is adjusted,
and then the power flow direction is adjusted by changing the closing and opening of
switches. The other is optimal scheduling for controllable load.

Nowadays, relying on the rapid development of information collection, communica-
tion, and processing technology, the active distribution network can collect a large amount
of data to provide a data basis for the distribution network reconfiguration plan. Thus, by
changing the switch combination state, load balance can be achieved, system loss can be
reduced, and the economic reliability of the distribution network can be improved [6,7].
Taking into account the temporal and spatial characteristics of loads such as EVs, and the
uncertainty of the charging time, it is necessary to dynamically adjust the switch state to
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adapt to the impact of this uncertainty [8]. Some articles have researched dynamic recon-
struction [9–11]. Furthermore, in the actual distribution network, the switching station
is a facility that connects or cuts the user’s electrical equipment selectively through the
switching device, which is usually taken as the research object. The topological structure
under the switch station is also complicated. There may be a contact relationship between
the ring network cabinets under a certain switch station, and there may also be a contact
relationship between the ring network cabinets under different switch stations [12]. Few
people have established an optimization model under the switch station. If the topology
reconstruction of the branch layer under the switch station is not considered, the line loss
problem under the switch station is still not solved. Therefore, not only the reconstruction
between the switch stations, but also the reconstruction under the switch station must
be considered.

On the other hand, after the optimization of topology is completed, orderly charging
optimization scheduling for EVs can be performed to further optimize the line loss in the
branch layer [13–15]. However, in the process of dispatching EVs, there are two problems
that need to be solved urgently. The first one is the optimization of the dispatching method.
The traditional method is mostly direct dispatch, that is, the dispatching center directly
dispatches all EVs under the transformer area. Considering the increasing number of
EVs in the future, the solution dimension and difficulty of this method gradually increase.
Therefore, a new scheduling method should be established to reduce the difficulty of
solving [16,17]. The second one is the determination of charging efficiency parameters.
The charging efficiency is affected by the converter and heat dissipation. The loss of
an isolated bidirectional DC–DC (IBDC) converter under dual-phase-shift (DPS) control
mainly includes switching loss [18], on-state loss, copper loss, and iron loss caused [19].
Previous studies only roughly estimated the charging efficiency. Modeling and analysis
of these main factors are required to achieve the optimal charging efficiency. Once the
optimal charging efficiency is determined, an orderly charging optimization model can be
established more accurately.

Therefore, this paper establishes a power transmission loss model in the IBDC con-
verter, and the loss is minimized by adjusting parameters. Then, this paper calculates
the optimal charging efficiency and applies it to the orderly charging model. Prior to
this, this paper proposes a method of topology dynamic reconstruction, which not only
optimizes the switch state between switch stations, but also optimizes the specific topology
structure under the switch station. The main contributions of this paper can be summarized
as follows:

1. Compared with most previous researches on dynamic reconstruction, this paper
takes the switch station as the research object. This paper not only establishes a
dynamic reconfiguration model between switch stations, but also proposes a dynamic
reconfiguration model under a certain switch station. Especially, in the branch layer
optimization, the chaotic niche particle swarm optimization (CNPSO) is proposed to
speed up the solution convergence speed and prevent falling into the local optimum.

2. In order to reduce the solving difficulty of dispatch, this paper proposes a double-
layer distributed optimization scheduling model. Specifically, multiple aggregators
are set under a switch station, and the multi-level information interaction mechanism
of network–aggregator–vehicle is established to formulate the charging strategy of
electric vehicles.

3. This paper innovatively proposes an orderly charging model for electric vehicles con-
sidering isolated bidirectional DC–DC converter optimal efficiency model. Specifically,
the power loss model of the IBDC converter is established to determine the optimal
shift ratio parameter for a given transmission power, and the optimal efficiency is
applied to the ordered charging model.

The rest of this paper is organized as follows: In Section 2, medium voltage distribution
network dynamic reconfiguration model with EV is established. Specifically, a dynamic
reconstruction model between switch stations is established and an internal dynamic
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reconfiguration model under a switch station is established. Subsequently, not only the
principle of dual phase shift control is analyzed, but the transmission power loss model is
established in Section 3. Furthermore, the orderly charging model of EV considering IBDC
converter optimal efficiency is set up in Section 4. Simulation analysis is implemented in
Section 5, and some useful conclusions are finally drawn in Section 6.

2. Distribution Network Dynamic Reconfiguration Model with EV

In Figure 1, A~N represent the switch station. The reconstruction between switch
stations described in this paper means to change the state of disconnect switches and tie
switches in the network to achieve regional load balance. The lower part of the arrow
represents the location information of the specific load node under the switch station. The
ring network cabinet adopts the interval power supply mode, and its branches can be
directly connected to the distribution transformer, that is, directly supply power to the
low voltage transformer area, and can also be connected to the ring network cabinet for
external distribution.

BSAS KS NS NS +

Figure 1. Topological structure of medium-voltage distribution network with EV.

The feeder voltage level in the structure diagram described in Figure 1 is 10 kV.
Different numbers of EVs are installed under different distribution transformers. In view
of the large number of electric vehicles in the future, this paper gives priority to optimizing
the topological structure, and then sets up multiple aggregators under the switch station to
guide the charging time of a specific electric vehicle.

In this paper, the DC charging pile is used to charge the electric vehicle. The control
panel in the charging pile is used to collect the battery capacity of the electric vehicle and
upload the next day’s travel demand. The charging module uses IBDC converter to supply
power to the high voltage distribution box in the vehicle. The structure of specific load
layer is shown in Figure 2.

Figure 2. Electric vehicle charging structure diagram.

The driving circuit acts on the power switch to convert the DC voltage after rectifier
filtering into AC voltage. Then, the AC voltage is isolated by the high frequency transformer,
and the DC pulse is obtained by rectification filtering, thus charging the battery pack.
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In this paper, the optimization between switching stations is defined as the feeder
layer optimization, the optimization within the switching station is defined as the branch
layer optimization, and the charging optimization for electric vehicles is defined as the
load layer optimization.

2.1. Dynamic Reconstruction Model between Switch Station Groups

For the optimization of switch stations in feeder layer, it is necessary to analyze
the connection mode of 10 kV distribution network, and derive different constraints for
different connection modes. The actual typical connection types of 10 kV distribution
network are single power supply, series supply, T-type series supply, etc. The feeder layer
in Figure 1 is a series connection mode, this paper focuses on the analysis of T-type series
supply wiring mode, which is more complicated. The specific connection mode is as
follows.

Taking the switch topology of Figure 3 as an example, the power supply demand
guarantee constraints are as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Pt
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=
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St
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∑
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i Pl,i−1

Pt
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=
n+n1

∑
i=n+1
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i Pl,i +

k
∑

i=j+1
St

i Pl,i−1

(1)

where Pt
G,A1

and Pt
G,A2

represent all loads supplied by A1 and A2, respectively. Pl,i denotes
the total load under the switching station after the i-th switch. St

i represents the state of the
i-th switch. t represents time.

tS t
nS

lP l nP −

t
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t
kSt
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Figure 3. T-type series supply wiring mode.

Three active power equality constraints ensure the power supply demand of each
switch station. For the other two topologies, it is only equivalent to the change of power
supply position. In the left graph of Figure 4, the original topology can be obtained by
exchanging the position of A2 point and A3 point. In the right graph of Figure 4, the
original topology can be obtained by exchanging the position of A1 point and A3 point.
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l n nP +
t
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Figure 4. T-type series supply disconnect switch position.
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For T-type serial supply structure, topology constraint is established:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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St
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n1 − 3 + r ≤ r−1
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i=1
St

i +
n+n1

∑
i=n+1

St
i ≤ n1 − 2 + r

n1 + n − r − 1 ≤ n
∑

i=r
St

i +
n+n1

∑
i=n+1

St
i ≤ n1 + n − r

(2)

Three inequality constraints ensure that there must be one or two disconnected
switches between two power points, and equality constraints determine the number
of disconnected switches in the T-type series supply structure. The three networks with
different switch positions satisfy the constraint condition of Formula (2).

Therefore, according to the typical topology and connection mode of 10 kV main feeder,
the total prediction load curve of each switch station is obtained. Taking the minimum load
fluctuation level in the region as the goal, the reconstruction scheme between switching
stations is established. The objective function is as follows:

f = min
24

∑
t=1

[(
Pt

G,A1
− Pt

G,A2

)2
+

(
Pt

G,A1
− Pt

G,A3

)2
+

(
Pt

G,A3
− Pt

G,A2

)2
]

(3)

Considering the high cost of breaking the switch, this paper needs to calculate the
load balancing index to determine whether to perform the switch action.

2.2. Internal Dynamic Reconfiguration Model of Switch Station
2.2.1. Branch Layer Reconstruction Model

After the feeder layer topology optimization is completed, it is necessary to analyze
the load in each switch station to realize the branch layer autonomous optimization.

In this paper, the load curve of each ring network cabinet in the switching station is
analyzed, and the minimum loss is achieved by changing the switch state between the ring
network cabinets. At a single time level, the objective function of minimizing network loss
is as follows:

floss,i =
N−1

∑
Br=1

yBrrBr
P2

Br + Q2
Br

U2
Br

(4)

where yBr is the switch state of branch Br, 0 means open, 1 means close; UBr is the voltage
value at the beginning of branch; PBr and QBr represent the injected active power and
reactive power of the first node.

In addition, the power flow equation equality constraints, voltage amplitude con-
straints and line capacity constraints should be satisfied. The formula is as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Psum,i = Ui
N
∑

j=2
Uj(Gij cos θij + Bij sin θij)

Qsum,i = Ui
N
∑

j=2
Uj(Gij cos θij + Bij sin θij)

Ui,min ≤ Ui ≤ Ui,max
S2

Br ≤ S2
Br,max

(5)

where SBr,max is the maximum line capacity, Ui,max is the maximum node voltage.
In addition to the above constraints, the model also needs to meet the network topol-

ogy operation constraints. In this paper, through network coding and simplification, a
single-loop matrix is formed, which constitutes a radial constraint and a connected con-
straint, so as to determine the infeasible optimization solution.
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The switches in each loop network are coded, and the single loop matrix is formed by
searching the path from each node to the parent node. Each row in the single loop matrix
represents a loop. The optimization variable in the reconstruction scheme is a switch in
each row of the matrix. In order to make the solution satisfy the constraint of no-island and
no-ring network, this paper uses SL correlation matrix and upper node search to determine
the feasibility of each solution.

SL correlation matrix is defined as follows:

SL =

⎡
⎢⎣

a11 · · · a1n
...

. . .
...

an1 · · · ann

⎤
⎥⎦ (6)

where aij represents the membership relationship between the j-th dimension solution
and the i-th loop in the SL correlation matrix. If the solution belongs to this loop, it is 1,
otherwise it is 0.

The principle of no-island judgment method is that if two rows are the same in the SL
matrix, the solution of the j-dimension belongs to two loops at the same time. At this time,
the system has a loop, and the infeasible solution must be eliminated.

The principle of upper node search is that the upper node of each node in turn is
found, putting the result into a matrix, and finally it is judged whether there are 0 elements
in the matrix except for the first column. If it exists, it means that there are islands in the
network, and the infeasible solution must be eliminated.

Considering the high cost of the switch, this paper analyzes the difference between
the network loss value before optimization and the optimized network loss value. Once
the difference is less than a threshold, the switch optimization action is not performed.

2.2.2. Reconstruction Method Based on CNPSO Algorithm

Aiming at the branch layer dynamic reconstruction model, and in order to prevent
particle swarm algorithm from falling into local optimum and accelerate the iterative speed,
this paper improves the traditional particle swarm optimization algorithm by introducing
logistic chaotic equation and niche elite retention algorithm. Refer to Appendix B for
dynamic updates of inertia weights.

To solve the problem of local optimum, by adding a mixed disturbance near the group
extremum, the solution space near the optimal solution is searched and the local search is
strengthened. The specific steps are as follows:

Step 1: The global optimal solution of the n-th iteration output is mapped to the
definition domain of the logistic equation to generate the chaotic variable znj. The formula
is as follows:

zn
j =

xn
j − xmin,j

xmax,j − xmin,j
, j = 1, 2, . . . . . . d (7)

where xj is the global optimal particle, that is, the disconnected switch combination of
loops, n is the number of iterations; xmax, j and xmin, j represent the upper and lower bounds
of the j-th dimensional variable, respectively.

Step 2: Using logistic mapping equation to generate d chaotic sequences, and then the
chaotic variables are inversed to the original solution space to obtain new optimization
variables. The formula is as follows:

zn+1
j = μzn

j (1 − zn
j ), j = 1, 2, . . . . . . d (8)

xn+1
j = xmin,j + zn+1

j
(
xmax,j − xmin,j

)
, j = 1, 2, . . . . . . d (9)

Step 3: The fitness function value of the new optimization variable is calculated and
compared with the fitness value of the original solution xj. If it is better than the original
solution or reaches the maximum number of iterations, the position of the original particle
is replaced by the position of the new particle. Otherwise, let n = n + 1, and turn to Step 2.
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In addition to the local optimal problem, once the population is too large, it will affect
the iteration speed. In this paper, the niche technology of sharing fitness mechanism is
used to solve, that is, by calculating the sharing degree of individual particles in the group.
The greater the degree of sharing, the higher the degree of closeness with other particles.

In this paper, the Euclidean distance between each particle is calculated, and the niche
radius of the current population is calculated. The sharing degree of each individual is
sorted, and the whole population is pruned. The individuals with higher sharing degree
are deleted to ensure the uniform distribution of the solution. The number of all particles
in the initial population is Nsh, and the shared fitness function is defined as follows:

Fi =
1

Nsh
∑

j=1
1 −

( Dij
σshare

)α
, i, j ∈ ΩNsh (10)

where ΩNsh represents the whole group space, σshare represents the niche radius, Dij repre-
sents the Euclidean distance between individual xi and xj, and d represents dimension of
decision variables.

Dij = ‖Xi − Xj‖ =

√
m

∑
d=1

(
xid − xjd

)2
i, j ∈ ΩNsh (11)

σshare =
1

Nsh

Nsh

∑
i=1

min
(

Dij
)

i �= j , i, j ∈ ΩNsh (12)

3. Isolated Bidirectional DC–DC Converter Optimal Efficiency Model

According to the topological structure of the medium voltage distribution network
group, after determining the topological structure of the feeder layer and the branch layer,
the orderly charging modeling of electric vehicles in each switch station is carried out.
However, the charging efficiency of electric vehicles is affected by the transmission loss
of the DC–DC converter, which further affects the accuracy of formulating the charging
timing strategy for electric vehicles. It is assumed that the charging power is 12 kW and
the battery capacity is 80 kWh. If the charging efficiency is increased by 5%, an additional
3 kW can be charged. In some scenarios, the next-day travel demand of EVs can be met in
advance, and the charging load at that time at the branch layer can be reduced.

Therefore, aiming at the problem of peak current and return power when single-phase-
shift (SPS) control IBDC converter, this paper adopts dual-phase-shift control (DPS) method
to establish an optimal efficiency calculation model.

3.1. Principle of Dual-Phase-Shift Control

As shown in Figure 5, a typical IBDC converter circuit consists of two symmetrical
H-bridges and high-frequency transformers. Compared with the traditional SPS control,
DPS control is to introduce a new phase shift duty cycle between the two diagonal switch
tubes of the full bridge on the primary side or on the secondary side. In this paper, the shift
ratio D1 of the primary side in a half period is defined as the internal shift ratio, and the
shift ratio D2 between the two sides in the half period is defined as the external shift ratio.
When the internal shift ratio D1 = 0, DPS control becomes traditional SPS control.
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Figure 5. IBDC converter topology.

Figure 6 describes the working state of the converter in a switching cycle, such as the
conduction time of the switch tube and diode, and the voltage change. Due to the symmetry
of control, the system waveform of t0–t4 period is taken as the research object, and the
working mode of converter can be divided into five states. According to the analysis of
the working status of these five stages in turn, it can be found that the inductance current
formula in the t0–t4 period is a piecewise linear formula.
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Figure 6. Waveform of dual phase shift control system.

When 0 ≤ D1 ≤ D2 ≤ 1, set t0 = 0, and then other time point can be expressed
as t1 = D1Ths, t2 = D2Ths, t3 = (D1 + D2)Ths, t4 = Ths, t5 = (1 + D1)Ths, t6 = (1 + D2)Ths,
and t7 = (1 + D1 +D2)Ths. Voltage regulation ratio was set to k = V1/(nV2), and switching
frequency was set to f s = 1/(2Ths). According to the symmetry, iL(t0) = −iL(t4) can be
obtained, so the inductance current iL(t) in each time period can be obtained, and then the
following transmission power formula is derived by the inductance current formula:

P =
1

Ths

∫ Ths

0
vh1 iL(t)dt =

nV1V2

2 fsL

[
D2(1 − D2)− 1

2
D2

1

]
(13)

3.2. Transmission Power Loss Model of IBDC Converter

The loss of an IBDC converter under DPS control mainly includes switching loss,
conduction loss caused by switching devices, copper loss, and iron loss caused by magnetic
components. The loss generated by the switching device is related to its on-state voltage
drop and switching frequency. The loss generated by the magnetic element is related to the
effective value of the inductance current and the winding resistance.
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3.2.1. Switching Loss Model

When the switch tube works in soft switching mode, switching losses can be ignored.
When the switch tube is in a hard switching state, due to the overlap of voltage wave-
form and current waveform in the transient process of opening and closing, the loss is
generated [20]. The turn-off loss and turn-on loss are:

Po f f =
fsto f f

2

⎡
⎣(V1 + VF) ∑

ts∈Ωs

|iL(ts)|+ n(V2 + VF) ∑
tQ∈ΩQ

∣∣iL
(
tQ

)∣∣
⎤
⎦ (14)

Pon =
fston

2
n(V2 + VF)(|iL(t2)|+ |iL(t6)|) (15)

where toff and ton are switch turn-off time and turn-on time, respectively, and VF is the
forward voltage drop of diode. Ωs and ΩQ indicate the set of turn-off moments.

3.2.2. Conduction Loss Model

Since both the switch tube and the diode have a forward voltage drop when they are
turned on, the on-state loss will be generated when the current flows, which is manifested
in the form of heat.

Based on the odd symmetry of the converter working waveform and the conduction
state of the switches and diodes in each stage, the conduction loss of IGBT and diode can
be obtained [21]:

PI =
Vsat

Ths

(∫ t

to
|iL(t)|dt + 2

∫ t

t′
2

|iL(t)|dt+
∫ t3

t2

n|iL(t)|dt

)
(16)

Pd =
VF
Ths

[∫ t1

to
|iL(t)|dt + 2

∫ t′
2

t1

|iL(t)|dt + 2
∫ t2

t0

n|iL(t)|dt+
∫ t3

t2
n|iL(t)|dt + 2

∫ t4

t3
n|iL(t)|dt] (17)

where Vsat represents the on-state voltage drop of IGBT, which is a constant.

3.2.3. Magnetic Components Loss Model

Magnetic components mainly include transformers and auxiliary inductance, and
the loss that produced during their work are mainly composed of copper loss and iron
loss [22].

During the whole switching period, the current iL flows through the transformer and
the auxiliary inductance, and the copper loss is related to the root mean square of the
current iL:

Pcop = (Rtr + Rau)I2
rms (18)

where Rtr and Rau are winding resistance of the transformer and auxiliary inductor, respec-
tively, which are constants. Irms represents the root mean square of the current iL.

Iron loss of magnetic components is mainly composed of hysteresis loss, eddy current
loss, and residual loss. The calculation formula is as follows:

Piron =
2m fsμ2

0N2Ve

g2 I2
rms (19)

where m is the iron loss coefficient, μ0 is the vacuum permeability, g is the air gap, N is the
turns of the coil, and Ve is the effective volume. These parameters can be found from the
parameter table [23].

3.3. Optimal Efficiency Calculation Model

According to Formulas (14)–(19), the switching loss PSW, conduction loss PCON, and
transformer and auxiliary inductance loss PTA of the IBDC converter can be obtained, so
the total loss Ploss can be obtained. The detailed formula derivation is reflected in the
Appendix A.
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Ploss = PSW + PCON + PTA (20)

Therefore, the total loss Ploss under the control of DPS is related to the internal shift
ratio D1 and the external shift ratio D2. This paper establishes an optimal efficiency model
to select the optimal parameters D1 and D2 for a specific transmission power.

The efficiency of IBDC converter is defined as the percentage of the ratio of output
power to input power:

η =
P

P + Ploss
(21)

It can be seen from Formula (13) that the given transmission power P0 can be obtained
by various combinations of D1 and D2, but the total loss of the converter is different under
each combination, so its efficiency is also different. In order to obtain the combination of
D1, D2 corresponding to the minimum total loss of the converter, the Lagrange function
can be established:

L(D1, D2, λ) = Ploss(D1, D2) + λ[P(D1, D2)− P0] (22)

Formula (22) is solved to find the optimal total loss value. The calculation formula is
as follows: ⎧⎪⎨

⎪⎩
∂L

∂D1
= ∂PSW

∂D1
+ ∂pCON

∂D1
+ ∂pTA

∂D1
+ λ

∂p
∂D1

= 0
∂L

∂D2
= ∂PSW

∂D2
+ ∂PCON

∂D2
+ ∂PTA

∂D2
+ λ ∂P

∂D2
= 0

∂L
∂λ = P(D1, D2)− P0 = 0

(23)

By substituting Formulas (13) and (19) into Formula (23) and solving the root of the
above equations, the optimal combination (D1, D2), and the efficiency of the IBDC converter
reaches the maximum.

4. Orderly Charging Model of EV Considering IBDC Converter Optimal Efficiency

At the load layer, this paper takes the electric vehicles under the switch station as
the research object. In this paper, a double-layer optimal scheduling model for EVs is
established based on the distributed scheduling architecture.

4.1. Multi-Level Information Interaction Mechanism

The principle of distributed scheduling is as follows: each switch station can further
decompose all transformer area into several areas according to their geographic location,
each area is dispatched by aggregators, and all aggregators accept the instructions of the
dispatch center.

As shown in Figure 7, under the switch station, electric vehicle aggregators spanning
multiple transformer areas are set up as an information bridge between a single electric
vehicle and the dispatch center. It not only implements the instructions of the upper-level
dispatch center, but also guides the lower-level specific electric vehicle charging time. The
aggregators autonomy model facilitates centralized management of electric vehicles in the
same area, avoiding the problems of low efficiency and huge data volume caused by the
direct dispatch of each electric vehicle by the dispatch center.

The steps of the multi-level interaction mechanism are as follows:
Step 1: The user’s charging pile uploads the daily time when the electric vehicle is

connected to the system, the state of charge at the time of connection, and the time when
the user is expected to leave the system to the aggregator.

Step 2: Each aggregator obtains information about all electric vehicles in the area
under its jurisdiction, and the dispatch center formulates demand targets according to the
data integration of each aggregator so as to issue a dispatch plan for each time period to
each aggregator.

Step 3: Based on the data uploaded by each electric vehicle, each aggregator’s schedul-
ing goal not only requires the minimum variance of the load level under the switch station,
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but also requires the minimum sum of deviations between the actual scheduling results of
each aggregator and the scheduling plan determined by the scheduling center.

Step 4: Under each aggregator, by controlling the charging time of all electric vehicles
in the area, the deviation between the upper-level scheduling plan and the actual scheduling
results of the lower-level electric vehicles is minimized, and step 4 is returned until the
given convergence condition is reached.

 

Figure 7. Distributed scheduling structure diagram.

4.2. Upper-Level Dispatch Model Considering Load Balance under the Switch Station

The upper-level dispatch model fully considers the overall load fluctuation level under
the switch station, and realizes peak-shaving and valley-filling by formulating a reasonable
dispatch plan. Therefore, for the topological structure of the branch layer, the upper-level
objective function is established. The specific expression is as follows:

Fup =
1
T

T

∑
t=1

(
PL,t +

N

∑
j=1

xj,t − 1
T

T

∑
t=1

(
PL,t +

N0

∑
j=1

xj,t

))2

+ λ
N

∑
j=1

(
T

∑
t=1

(
Pj,t − xj,t

)2
)

(24)

where PL,t represents the original load level at time t in the network; xj,t represents the
scheduling plan of the j-th aggregator at the branch layer at time t; Pj,t represents the actual
scheduling result of j-th aggregator; N represents the total number of aggregators in a
certain switch station; and λ represents the penalty coefficient, which is used to restrict the
deviation between the actual scheduling result and the scheduling plan.

In addition to satisfying power flow equation constraints and voltage constraints, the
other upper-level model constraints are as follows:

0 ≤ xj,t ≤
n

∑
i=1

Pj,i,chyj,i,t ∀t ∈ [1, T] (25)

where Pj,i,ch represents the charging power of the i-th electric vehicle under the j-th aggrega-
tor; yj,i,t represents the state of the i-th electric vehicle under the j-th aggregator connecting
to the network at time t; the value is 1 when it is connected (may participate in the operation
of the distribution network or not), and 0 when it is not connected.

4.3. Lower-Level Scheduling Model

In the lower-level dispatch model, this article considers the transmission power
loss of the IBDC converter, and selects the optimal parameters D1 and D2 for a specific
transmission power. In addition, the target of the lower model is taken as a part of the
objective function of the upper-level. Each aggregator receives the dispatching instructions
from the dispatch center, and the objective is to minimize the deviation between the actual
dispatching results of all electric vehicles, which under the jurisdiction of each aggregator
and the dispatching plan. For the j-th aggregator, the objective function is as follows:

Flow =
T

∑
t=1

(
n

∑
i=1

Pj,i,chyj,i,t − xj,t

)2

(26)
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where Pj,i,ch represents the rated charging power of the i-th electric vehicle under the
j-th aggregator; yj,i,t represents whether the i-th electric vehicle under the j-th aggregator
participates in the dispatching of the distribution network at time t.

The constraints are as follows:

yj,i,t = 0 t > tj,i,dep ‖ t < tj,i,arr (27)

where tj,i,dep and tj,i,arr, respectively, represent the time when the i-th electric vehicle
under the j-th aggregator is connected to the system on the same day (may participate
in the distribution network operation or not), and the time when it is off the grid the
next day is used to restrict off-grid electric vehicles from participating in distribution
network dispatching.

Sj,i,tdep
≥ 0.9Sev,max (28)

0 � Sj,i,t � Sev,max (29)

where Sev,max represents the maximum capacity of electric vehicles. Formula (28) is to meet
the next day’s driving capacity demand, and Formula (29) is to prevent electric vehicles
from overcharging.

Sj,i,t+1 = Sj,i,t + ηchPj,i,chΔt (30)

where Sj,i,t represents the SOC of the i-th electric vehicle at time t; Δt represents a period of
time, the value is 1; ηch represents the charging efficiency, and this parameter is determined
by Formula (23) in Section 3. With a given transmission power, find the optimal D1 and
D2 to minimize the power transmission loss of the IBDC converter and obtain the optimal
efficiency ηch.

4.4. Overall Flow Chart of Hierarchical and Partitioned Optimization

This paper proposes an EV double-layer scheduling model based on the IBDC con-
verter optimal efficiency model, and establishes the hierarchical and partitioned optimiza-
tion model of the feeder–branch–load layer. The specific flow chart is shown in Figure 8:

Figure 8. Electric vehicle dispatching strategy diagram considering dynamic topology.
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5. Case Study

In order to verify the effectiveness of the proposed dynamic reconfiguration and
electric vehicle scheduling model, this paper analyzes the cases in Figures 9 and 10 on
MATLAB R2014b. The system structure diagram is 10 kV medium voltage distribution
network diagram. In Figure 9, the power point is 35 kV substation, and the shadow part is
different switching stations. The network contains five switches on the main feeder. In the
initial state, the black switch represents the closed state, and the white switch represents
the breaking state. In Figure 10, the switch station contains 13 segmented switches and
three tie switches, and three dispatching aggregators are configured. The dispatching
aggregators manage 100 electric vehicles, respectively, and the tie switches 14, 15, and 16
are all disconnected before optimization.

S

S S S
S

S
S S

Figure 9. Topology structure of 10 kV feeder layer.

Figure 10. Structure diagram under a switch station.

The parameters of electric vehicle are as follows: the average charging power is 12 kW,
the charging efficiency is 90%, the average battery capacity is 60 kWh, the upper limit of
battery SOC is 95%, and the lower limit is 5%. For the calculation process and results of the
orderly charging model of electric vehicles, this paper adopts the per unit (pu) value to
facilitate calculation and explanation.

5.1. Optimization Results of Feeder Layer Reconstruction

The structure is powered by T-type series connection, and the Gurobi solver is called
for optimization by analyzing the total load of each switch station in each period. In the
actual simulation, the switch station near the substation is generally not used as the transfer
object. The final switching operation number is 8, which can achieve load balancing of
three substations. The results are shown in Table 1. Therefore, the load balancing level
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is improved by adjusting the switching state between switching stations, and the load
difference of the three substations is minimized in one day.

Table 1. Comparison of feeder layer load balance.

Scenes Time Load Balance Degree Switch State

Before optimization 10:00 26.285 MW —

20:00 28.466 MW —

After optimization 10:00 24.922 MW S2, S7 closed
S3, S6 open

20:00 16.235 MW S3, S6 closed
S2, S7 open

5.2. Topology Reconstruction Results under Switch Station

Population sizepop = 100; iteration number N = 100; inertia weight is dynamic param-
eters. The threshold value is 0.1. It can be seen from Table 2 that after optimization, the
switches 13, 14, and 15 are open during the period of 5:00 to 12:00, the switches 5, 10, and
15 are open during the period of 12:00 to 21:00, and the switches 11, 15, and 16 are open
during the period of 21:00~24:00.

Table 2. Switch action before and after reconstruction.

Scenes Time Open Switch Number

Before reconfiguration whole day 14, 15, 16

5:00 14, 15, 12

After reconfiguration 12:00 5, 10, 15

21:00 11, 15, 16

Assuming that the load connected to the lines numbered 4 and 5 in the original
diagram are office buildings and other loads, the load is large during the day, so the
network loss on lines 4 and 5 during the period after 12:00 is relatively large. At this time,
it is necessary to open the line switch and the part of the load is transferred to the rest of
the line for power supply.

Table 3 shows the changes in the network loss before and after optimization. The
network loss is reduced by 17.42%, which shows that the network loss of the branch layer
can also be reduced by adjusting the switch state.

Table 3. Switch action before and after reconstruction.

Scenes Value of Network Loss Improvement Rate

Before reconfiguration 202.5193 kWh —

After reconfiguration 139.5191 kWh 31.11%

It can be seen from Figure 11 that the traditional particle swarm optimization algorithm
may fall into local optimum and the iteration speed is slow. However, in the case of
increasing the population size, the algorithm proposed in this paper makes iterative speed
faster by deleting individuals with a higher degree of sharing. The average number of
iterations can reach convergence at about 10 times. Moreover, while ensuring the speed, the
global optimal solution is ensured by adding a mixed disturbance near the group extreme
value. Therefore, the improved algorithm in this paper is more accurate and efficient.
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Figure 11. Algorithm iteration number comparison chart.

5.3. Orderly Charging Results of Electric Vehicles

The simulation parameters of the converter in this article are as follows: load R = 100 Ω,
DC capacitance C1 = C2 = 2200 μF, switching frequency fs = 20 kHz, and transformer leak-
age inductance L = 7.7 μH. It can be seen from Figure 12 that when the power of 60 kW
is given, D1 = 0.14, and the efficiency reaches the highest. The output voltage of electric
vehicle is 300 V in this paper, so the optimal efficiency in the ordered charging model in
this paper is 96.2%.

Figure 12. Comparison of converter efficiency under different controls.

The switch station is mostly residential areas. It can be seen from the Figure 13 that
electric vehicles were originally charged from 16:00 to 22:00, that is, the electric vehicles are
charged immediately when residents arrive home. At this time, it is superimposed with
other original loads, resulting in a large load under the switch station during this period of
time. In addition, residents use less electricity at night, and electric vehicles are already
fully charged, so the load is very small from 0:00 to 5:00, resulting in a large peak-to-valley
difference in a day. After optimization, it can be seen from Figure 13 that the peak–valley
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difference is reduced from the original 16.5026 to 13.3174, which greatly improves the load
stability of the branch layer and alleviates the phenomenon of adding peaks on the peak.

Figure 13. Load level changes before and after EV orderly charging.

Figure 14 shows the initial capacity and the capacity after the final optimization of all
electric vehicles in aggregator 1. In this paper, the travel scenarios of electric vehicles are
divided into three types by analyzing the arrival time and expected travel time of electric
vehicles. Figure 14 illustrates that no matter when the electric vehicle is connected, the
optimization model in this article can guarantee the travel demand of the electric vehicle
the next day.

 
Figure 14. EV capacity variation in aggregator 1.

After the aggregator receives the dispatching instruction from the dispatch center,
through double-layer optimization iteration, the actual dispatch results of the three ag-
gregators is shown in Figure 15. The low cost of electricity at night and low load levels
cause the charging behavior to be more frequent from 0:00 to 10:00 and after 22:00. By
formulating a reasonable orderly charging strategy, the original disordered state of “plug
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and play” is changed. On the premise of meeting the demand of all EVs on the next day,
the EVs connected during the peak power consumption period are arranged to be charged
at night, which not only improves the load level at night, but also eases the power shortage
during the peak power consumption period.

Figure 15. The actual scheduling results of three aggregators.

6. Conclusions

With the access of large-scale EVs in the future, it will inevitably increase the network
loss of the medium-voltage distribution network and aggravate the imbalance of the
distribution network load. In order to improve this situation, this paper proposes a three-
layer optimization model from the perspectives of network structure and load itself. Each
layer has its own findings with different priorities. The specific conclusions are as follows.

Firstly, at the feeder layer, this paper takes the connection relationship between switch-
ing stations as the research object, and establishes the dynamic reconstruction model
between stations. By solving this model, it realizes the equalization of the load carried by
the substation and avoids the occurrence of continuous heavy load in a certain substation.
Secondly, at the branch layer, this paper takes the topology structure under a certain switch
station as the research object, and a dynamic reconstruction plan is formulated for the
topology structure. By solving this model, the branch layer network loss is effectively
reduced, and the loss reduction rate reaches 31.11%. At the same time, this paper adopts the
CNPSO algorithm to adapt to the larger branch topology scale in the future. This algorithm
avoids the algorithm trapped in local optimum and improves the iterative speed by nearly
20%. Finally, at the load layer, this paper takes the electric vehicles under the switch station
as the research object. The first step is to establish an IBDC converter optimal efficiency
model, accurately calculating the charging power of electric vehicles in each period. The
second step is to establish a double-layer distributed optimization scheduling model, which
not only effectively reduces the difficulty of directly dispatching large-scale electric vehi-
cles by dispatch center, but also formulates a reasonable charging strategy, achieving a
19.3% reduction in peak-to-valley difference. The findings of this paper are based on the
consideration of all the major links in the medium-voltage distribution network, including
branch layer network loss and optimal charging efficiency, which are rarely studied before.
All of these should be present when solving the problems of medium-voltage distribution
network loss and load fluctuation.
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Appendix A

The detailed formulas the switching loss PSW, conduction loss PCON, and transformer
and auxiliary inductance loss PTA are as follows:

⎧⎪⎨
⎪⎩

PSW = m1{m2[k(1 − D1) + 2D2 − 1] + m3[k(D1 − 2D2 + 1)− m4D1 + m5(D1 − 1)]}
PCON = h1

[
h2D2

1 + h3D2
2 + h4D2(1 − D1 − D2) + h5(1 − D2)(D2 − D1) + 2D2

]
PTA = w1

[
(k − 1)2(1 + 2D1)(1 − D1)

2 − 4kD2
2(3D1 + D2 − 3) + 4k(D1 − D2)

3
] (A1)

where m1–m5, h1–h5 and w1 are constants that obtained by formulas (14)–(19).⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

m1 = nV2
4L

m2 = 2(V1 + VF)to f f
m3 = n(V2 + VF)
m4 = 2kto f f
m5 = to f f + ton

(A2)

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

h1 = nV2
2 fs L

h2 = (n+1)k
4

h3 = (1 − k)VF
h4 = (k + 1)(Vsat + nVF)
h5 = 2n(k − 1)

(A3)

w1 =
n2V2

2

48 fsL2

(
Rtr + Rau +

2m fsμ0
2N2Ve

g2

)
(A4)

where toff and ton are switch turn-off time and turn-on time, respectively, and VF is the
forward voltage drop of diode. Rtr and Rau are winding resistance of the transformer and
auxiliary inductor, respectively. Ve is the effective volume. Vsat represents the on-state
voltage drop of IGBT. The remaining parameters are the device’s own parameters, which
have also been explained in the main text.

Appendix B

The value of the inertia weight value will affect the particle motion state. In order
to prevent falling into the local optimum, it is necessary to continuously adjust the value
according to the particle fitness value to increase the diversity of the particles. The specific
steps are as follows:

Step 1: Calculate the fitness value of all particles, from which the entropy value
between the particles is calculated, which is used to evaluate the distribution state between
the particles. The formula for solving the entropy is as follows:
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Δ =
n

∑
i=1

(
f it(xi)− E( f it)

pu

)
(A5)

where fit(x) represents the fitness function; E(fit) represents the average fitness value of all
particles; and pu is the normalization factor.

Step 2: When the entropy value is less than a given value, the concentration of particles
is large, and the inertia weight needs to be adjusted to reduce the particle concentration.
The update formula is as follows:

ω(t) =

⎧⎪⎨
⎪⎩

S(t) = 1 − 1

1+e
t
T

ωmax − (ωmax − ωmin)× S(t) Δ > 0.5
ωmax − (ωmax − ωmin)× S(t) + ω × r Δ ≤ 0.5

(A6)

where T is the maximum number of iterations; t is the current iteration; ω is the average of
the maximum and minimum inertia weights.
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Abstract: The power quality of the Electrical Power System (EPS) is greatly affected by electrical
harmonics. Hence, accurate and proper estimation of electrical harmonics is essential to design
appropriate filters for mitigation of harmonics and their associated effects on the power quality of
EPS. This paper presents a novel statistical (Least Square) and meta-heuristic (Grey wolf optimizer)
based hybrid technique for accurate detection and estimation of electrical harmonics with minimum
computational time. The non-linear part (phase and frequency) of harmonics is estimated using
GWO, while the linear part (amplitude) is estimated using the LS method. Furthermore, harmonics
having transients are also estimated using proposed harmonic estimators. The effectiveness of the
proposed harmonic estimator is evaluated using various case studies. Comparing the proposed
approach with other harmonic estimation techniques demonstrates that it has a minimum mean
square error with less complexity and better computational efficiency.

Keywords: grey wolf optimizer; electrical harmonics; harmonic estimation; total harmonic distortion

1. Introduction

Recently, estimation and mitigation of electrical harmonics have attained much atten-
tion due to excessive integration of non-linear, power electronic components and renewable
energy sources in an Electrical Power System (EPS) [1,2]. Harmonics can be described as
distortion in the fundamental voltage/current waveform of the electrical signal. In an
EPS, a higher value of Total Harmonic Distortion (THD) can cause various drawbacks
like deterioration of electrical components, increased power loss, and interferences for
communication systems. The power quality of EPS is directly influenced by electrical
harmonics. Hence, it is necessary to properly estimate and mitigate the electrical harmonics
for smooth and stable operation of EPS. Moreover, various regulations and standards have
been developed for harmonic levels by authorized organizations like the International
Electrotechnical Commission (IEC) and Institute of Electrical and Electronics Engineers
(IEEE) [3,4].

So far, various studies have been performed to model, eliminate, measure, and esti-
mate electrical harmonics to mitigate their adverse effects. The essential problem among
mentioned studies is the estimation of electrical harmonics, and different methodologies
were proposed in literature to solve this issue. The accurate approximation of electrical
harmonics in EPS is an extremely complex and multimodal problem [5]. Moreover, electri-
cal harmonics are getting more prominent due to the continuous integration of non-linear
power electronics equipment. Time varying noisy environment makes this problem even
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more complex and dynamic. So, the solution to the harmonic estimation (HE) problem
needs to be upgraded [6,7]. The harmonic estimation problem deals with two types of
approximations. The first one is the detection of harmonics amplitude and the second one
is the detection of the harmonics phase. Amplitude estimation of particular harmonics is a
linear problem, while phase and frequency estimation of particular harmonics is a nonlin-
ear problem [8,9]. Frequency estimation of power system harmonics and their transient
analysis are also sometimes resolved in harmonic estimation problem [4,10,11].

In literature, researchers solved HE problem via various mathematical, statistical, and
heuristic methodologies stated in Figure 1. Initially, mathematical techniques like Fourier
transform, fast Fourier transform, and discrete Fourier transform are applied, but their
disadvantages, like spectral leakage, picket fence, and those which were only applicable for
static signals, lead the researchers to explore more efficient tools for HE problem [12–14].
Partial accuracy was achieved by applying Hilbert and wavelet transformation [11,15].
To achieve greater accuracy, artificial intelligence techniques like Fuzzy Logic, Neural
Network, Expert systems, and ADALINE are also used [16,17]. Although they had accurate
results but their computational efficiency is very low.
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• 

• 

• 
• 

• 
• 
• 

• 
• 
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• 
• 
• 

Figure 1. Classification of methodologies used for HE problem.

To enhance computational efficiency, several statistical techniques like Kalman filter
(KF), Least square (LS), Least mean square (LMS), Recursive least square (RLS), and
Least average value (LAV) were adopted to solve HE problem [18–22]. These techniques
had a simple structure, linear behavior, and higher efficiency than mathematical and AI
techniques. However, their flaws, like requirement of system information and fine-tuning
of the system make them difficult to be utilized.

Recently, hybrid statistical and nature inspired meta-heuristic techniques have ac-
quired huge attention of researchers due to their self-adaptive nature, less computational
efficiency, smooth structure, and solving complex engineering problems. Different strate-
gies were reported in literature for addressing HE problem, i.e., Local Ensemble Kalman
filter (LETKF) [23,24], Kalman filter and least error square (KFLES) [25], Phase-locked
loop (PLL) [24,26], Particle swarm-Passive congregation (PSOPC) [27,28], Genetic Algo-
rithm (GA) [29], Bacterial Foraging-Recursive (BFO-RLS) [30,31], Bacterial Swarming [32],
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Firefly algorithm (FFALS) [33], Artificial bee (ABCLS) [34], Biogeography-RLS [35], Differ-
ential search [36], Gravity search-RLS [37], A modified ABC (MABC) [3], and Frequency
shifting-filtering method (FSF) [38]. GWO equipped with evolutionary operators [39] is
also implemented for HE problems but it has large computational time due to the addition
of tournament, selection, crossover, and mutation operators. Although the accuracy and
computational efficiency of the aforementioned techniques are better but they offer complex
structures with large controlling parameters. Moreover, above-mentioned studies have
not estimated the frequency component of the signals, and the effectiveness of proposed
estimators have been validated only on steady state conditions. However, few studies in
the literature estimate the frequency component of the electrical signals [40,41], but they
have not included transient conditions to authenticate the performance of HE estimator.
While there is a dearth of studies [4,10,11] that considered transient conditions in HE prob-
lem, the methodologies utilized in the referred studies are based on statistical techniques
that provide better accuracy, but their computational efficiency is very low. The accurate
estimation of harmonics in an electrical signal (both in steady and transient state) can be
further improved with the latest advancements in solution tools.

From the literature survey, it could be observed that each methodology implemented
on the HE problem has its own pros and cons. Some techniques had optimal results
but poor computational efficiency and some provide great computational efficiency but
compromise accuracy. The authenticity of the literature harmonic estimators in the dynamic
and composite power system, tends to be lessening. The investigators are advancing
towards an updated estimator that can perform well in both steady and transient conditions
with less complexity level, more accuracy, and low computational efficiency. So, it still
needs a proper solution that can tackle the HE problem with better accuracy, having less
computational time than the state-of-the-art techniques. The major contribution of this
paper is as follows:

• A novel Grey Wolf Optimizer (GWO) and LS-based hybrid estimator is proposed for
accurate estimation of harmonics in EPS.

• The proposed GWO-LS has the ability to cope with HE problems timely in the modern
dynamic and complex smart grid/system.

• GWO is utilized for accurate estimation of non-linear part, and LS is used for accurate
estimation of the linear part of HE problems.

• GWO is also utilized for the accurate estimation of frequency components of integral,
sub, and inter harmonics.

• The transient analysis of the case studies is done to ascertain the effectiveness of the
proposed GWO-LS harmonic estimator.

• The proposed harmonic estimator performed better in dynamic and noisy signals,
reduces complexity level, and improves the presented harmonic estimator’s computa-
tional efficiency and accuracy.

• The effectiveness of the proposed estimator is evaluated on standard test systems used
by various researchers.

The rest of the manuscript is organized as: Section 2 discusses the HE problem
formulation; Section 3 describes the proposed harmonic estimator. Various case studies are
stated in Section 4, the final conclusion is given in Section 5, and future suggestions are
conferred in Section 6.

2. Problem Formulation of Harmonic Estimation

The estimation of electrical voltage or current signals having electrical harmonics of
dynamic nature is computed in two stages. The first stage deals with the non-linear approx-
imation of harmonic’s phase and frequency by GWO, while the second stage deals with the
harmonic’s amplitude approximation. Generally, an electrical signal containing harmonics
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is represented by the summation of sine-cosine functions having higher frequencies values
that are integral multiples of the fundamental frequency and is given as [3],

Y(t) =
I

∑
i=1

Kisin(ωit + ϕi) + Kdcexp(−γdct) (1)

where i represents harmonic order, Ki shows harmonic amplitude, ωi indicates angular
frequency while ϕi states harmonic’s phase. DC offset is shown by Kdcexp(−γdct) and ωi
is given as,

ωi = 2π × f (2)

The entire model of a signal having noise is given by [37]:

Y(t) =
I

∑
i=1

Kisin(ωit + ϕi) + Kdcexp(−γdct) + Nt (3)

here, Nt stands for total noise in a specific signal. The digital representation of the above
signal is represented as:

Y(sTs) =
I

∑
i=1

Kisin(ωisTs + ϕi) + Kdcexp(−γdcsTs) + NsTs (4)

where s shows sample number and Ts represents sampling time. Applying trigonometric
identity on the above equation yields:

Y(s) =
I

∑
i=1

[Kisin(ωisTs)cosϕi + Kicos(ωisTs)sinϕi] + Kdcexp(−γdcsTs) + NsTs (5)

Expanding decaying offset and neglecting higher frequency terms update the above
equation as,

Y(s) =
I

∑
i=1

[Kisin(ωisTs)cosϕi + Kicos(ωisTs)sinϕi] + Kdc − KdcγdcsTs + NsTs (6)

The equation to be estimated for the estimated signal becomes:

∧
Y(s) = X.S(s)T (7)

X = (K1cosϕ1, K1sinϕ1 · · · · · · Kicosϕi, Kisinϕi, Kdc, Kdcγdc, 1) (8)

S(s)T =
l

∑
i=1

[sin(ω1sTs), cos(ω1sTs) · · · · · · sin(ωisTs), cos(ωisTs)], 1,−sTs, NsTs (9)

where S(s)T and X is the matrix of known and unknown parameters, respectively, while

X is updated successfully to approximate signal
∧
Y(s). The amplitude and phase of an

unknown ith harmonic with the decaying dc component after the X matrix is updated can
be as:

Ki =
√

ϕ2
2i + ϕ2

2i−1 (10)

ϕi = tan−1(
ϕ2i

ϕ2i−1
) (11)

Kdc = ϕ2i+1 (12)

ϕdc =

(
ϕ2i+2

ϕ2i+1

)
(13)
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Finally, the objective function for the harmonic estimation problem is formulated
as [6]:

S = min
I

∑
i=1

MSE2
i (i) = min

l

∑
i=1

[
Y(s)−

∧
Y(s)

]2
(14)

here, Y(s) is our actual power signal while
∧
Y(s) is the final approximated signal by GWO-LS.

3. Proposed Methodology

3.1. Grey Wolf Optimizer

GWO is a nature inspired-heuristic algorithm proposed by Seyed Ali Mirjalili [42]
and is widely employed to obtain the optimal solution for various optimization problems.
GWO is inspired by the social behavior of grey wolves; naturally, they live in a group form
called packs, and the members of each group vary from 5 to 12. Strong social hierarchy is a
unique feature of grey wolves. This social hierarchy is based on four ranks of wolves that
are termed as alpha (α), beta (β), delta (δ), and omega (ω) wolf. The ‘α’ is the superior of
all because of its leadership quality, managerial skills, and decision-making power, while
‘β’ wolf is inferior to α and acts as its adviser but discipliner for the rest of the pack. The
third level belongs to delta wolves, and they submit themselves to both alpha and beta
wolves. They are also helpful in hunting, care-taking of the whole pack. The lowest level
of the pack is an omega wolf having lethargic nature.

Another fascinating phenomenon of grey wolves is their unique hunting mechanism,
which undergoes five steps: (1) tracking, (2) chasing, (3) encircling, (4) harassing, and
(5) attacking. Figure 2 displays the complete hunting process of grey wolves. Figure 2A
shows the wolf tracking and chasing, while Figure 2B–D reveals how wolves encircle and
harass their prey. Similarly, the attacking behavior of wolves is depicted in Figure 2E. The
encircling behavior of the grey wolf is modeled using the following equations.

D =

∣∣∣∣→C .
→
P p(y)−

→
P(y)

∣∣∣∣ (15)

→
P(y + 1) =

→
P p(y)−

→
A ×→

D (16)

where y presents the current iteration, D shows the distance between specific wolf and

prey while
→
A and

→
C are the control variables for updating iteration.

→
P indicates the best

location of grey wolves (Local best) while
→
P p depicts the position of prey with respect to

the grey wolf (Global best). The coefficient vectors
→
A and

→
C are computed as follows:

→
A = 2

→
a .c1 −→

a (17)

→
C = 2.c2 (18)

where
→
a is computed using

→
a = 2 − 1 ∗ (2/max_iter), and its value decreases from 2 to 0.

→
C is a control variable having a value in the range of 0–2 while c1 and c2 are two random
numbers between [0, 1]. The hunting mechanism of the grey wolf is modeled by:

→
Dα =

∣∣∣∣→C1.
→
Pα −

→
P
∣∣∣∣ (19)

→
Dβ =

∣∣∣∣→C1.
→
Pβ −

→
P
∣∣∣∣ (20)

→
Dδ =

∣∣∣∣→C1.
→
Pδ −

→
P
∣∣∣∣ (21)
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→
P1 =

∣∣∣∣→Pα −
→
A1.

→
Dα

∣∣∣∣ (22)

→
P2 =

∣∣∣∣→Pβ −
→
A1.

→
Dβ

∣∣∣∣ (23)

→
P3 =

∣∣∣∣→Pδ −
→
A1.

→
Dδ

∣∣∣∣ (24)

→
P(y + 1) =

→
P1 +

→
P2 +

→
P3

3
(25)

here, Pα and Dα represent the position of α from the prey and distance between α and
prey, respectively. Similarly, Pβ, Pδ, Dβ, and Dδ describe the position and distance of
respective wolves. The grey wolves terminate the hunting step by attacking the prey, and
the attacking phenomenon relates to the exploitation phase of the GWO algorithm. The
value of a decreases from 2 to 0 to model the attacking behavior. The position vector A
is a random value in the range of [−2a, 2a]. When the value of variable A lies in [−1, 1],
the new position of the searching agent can be generated at any point between its current
location and the prey location. If |A| < 1 (convergence), this value compels the wolf
for attacking the prey, while if |A| > 1 (divergence) wolves search more for the better
prey (exploration process) as shown in Figure 3. Another coefficient vector C supports the
searching mechanism of GWO, and it describes the obstacles which can occur in nature
during the hunting step. The value of C allows the wolf to prevent obstacles and approach
the prey. Therefore, we can say that A and C are the control variables here.

 

Figure 2. Prey Hunting mechanism of Grey Wolves [42]. (A) tracking and chasing (B–D) encircling
and harassing and (E) attacking.

 
Figure 3. Exploration and Exploitation in GWO.
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3.2. Hybrid GWO-LS Harmonic Estimator

In this paper, a hybrid of statistical technique Least square method (LSM) [43] and
a meta-heuristic technique GWO is proposed to solve the HE problem. The purpose of
hybridizing two different nature techniques is to minimize the computational burden,
increasing computational efficiency and accurate estimation of harmonics. The prominent
feature of GWO is its social hierarchy and is well adapted for solving complex problems,
and its working methodology is explained in the previous section, while the selection of
LSM to develop the proposed harmonic estimator is based on various reasons. Firstly, it
reduces the computational time of the GWO. Secondly, it moves to an exact solution as a
statistical technique rather than trapping in local optima. So, it provides accurate results in
linear estimation (Estimation of harmonic amplitude) of the HE problem. Thirdly it reduces
the computational burden of the GWO and improves the convergence characteristics of
GWO-LS as a whole. In the proposed hybrid harmonic estimator, LSM is utilized for
accurate estimation of the linear part (harmonic amplitude) of the HE problem, while
GWO is utilized for a proper approximation of the non-linear part (harmonic phase and
frequency) of the HE problem.

For proper estimation of harmonics in the desired signal, Ht which is a matrix of
grey wolves having t number of searching agents are initialized according to a number of
power system harmonics to be estimated. The objective function of the HE problem is to
minimize Mean Square Error (MSE). First of all, a matrix of t number of searching agents
(Grey Wolves) is defined where the location of a single searching agent consists of t number
of harmonics.

Hi =
(

Hi
1, Hi

2, Hi
3 · · · · · · , Hi

n

)
(26)

Numerous searching agents combine to form an agent matrix Ht.

Ht =

⎡
⎢⎢⎢⎢⎢⎣

H1
1 H1

2 H1
3 · · · H1

i
H2

1 H2
2 H2

3 · · · H2
i

H3
1 H3

2 H3
3 · · · H3

i
...

...
...

...
...

Ht
1 Ht

2 Ht
3 · · · Ht

i

⎤
⎥⎥⎥⎥⎥⎦ (27)

here, t indicates the population size of grey wolves, and i is the total harmonics number
in a single search agent. A single searching agent consists of various locations, and these
locations are equal to the total number of harmonics in a signal. The location of each search
agent is initialized randomly as follows:

Ht
i = BL + rand(BU − BL) (28)

where BL and BU are the lower and upper bounds specified by the HE problem, respectively.
The GWO-LS estimator aims to properly approximate the harmonics’ amplitude and phase
of the harmonics in a time-varying noisy environment.

The error signal, which is obtained by the comparison of the actual signal and ap-
proximated signal, is fed to the optimization framework. This framework operates to
derogate the estimation error until best result is obtained. The proposed harmonic estima-
tor GWO-LS is said to be the least complex estimator due to the smaller number of control
variables. It has only two control variables irrespective of GA-LS having four, PSO-LS
having five, BFO having four, F-BFO-LS having six, BFO-RLS having four, BBO-RLS having
four, GSA-RLS having five, and MABC having four controlling variables that improve the
computational time ultimately. The detail description of GWO-LS tuning parameters is
given in Table 1 while the detailed flowchart of GWO-LS is depicted in Figure 4.
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Table 1. Tuning Parameters for GWO-LS framework.

Control Variables Range Description

a (2–0) Linearly decreased 2 to 0 over the course of iterations

A (−2a, 2a)
A is the random value in the interval [−2a, 2a].
If A < 1, then the Exploitation process occurs;
otherwise, exploration process.

C (0–2)
It supports the exploration process and models the
obstacles which can occur in nature during the
hunting step.

Figure 4. Flowchart of GWO-LS Harmonic Estimator.

3.3. Computational Procedure

The proposed methodology to solve the HE problem comprises of following steps:

• Load input database.
• A signal named “original signal” is formulated by utilizing an input database.
• Initialization of HE and GWO-LS parameters.
• GWO-LS is applied for updating unknown parameters.
• Formation of estimated signal by updated parameters.
• Comparison of the original signal and estimated signal to evaluate objective func-

tion (MSE).

172



Energies 2021, 14, 2587

4. Simulation Results and Discussion

In this paper, two case studies are utilized to validate the effectiveness of the proposed
harmonic estimator. These case studies are widely used in literature for the comparative
analysis of the HE problem and are given as:

1. Test System I: Estimating integral harmonics without including Sub and Inter harmonics in
time-varying noisy environments.

2. Test System II: Estimation of integral harmonics including Sub and Inter harmonics in a
time-varying noisy environment.

The signal-to-noise ratio levels are selected as 10 dB, 20 dB, and 40 dB for a fair
comparison of the proposed estimator with literature available estimators. In addition to
creating time varying noisy environment, the constructed signals are made more complex
for estimation by including transients at different time intervals. Moreover, three different
performance indicators are utilized to examine the performance of the proposed GWO-LS
estimator in comparison with the state-of-the-art estimator available in the literature. The
selected performance indicators are given as:

• Mean Square Error (MSE) which can be computed using (13).
• Residual Sum of Squares (RSS) and is calculated as:

RSS = ∑
[

Y(s)−
∧
Y(s)

]2
(29)

• Performance Index (PER) is another evaluation indicator used in this study for the
comparison of GWO-LS with the state of art techniques and is determined as:

PER =
∑
[

Y(s)−
∧
Y(s)

]2

Y2 × 100% (30)

The simulation work is carried out in MATLAB 2019a programming environment on
a personal computer having Windows 8 operating system with a 2.30 GHz processor and
6GB RAM.

4.1. Test System I: Estimation of Integral Harmonics without Including Sub and Inter Harmonics
in Time-Varying Noisy Environment

The test signals generated by variable frequency drives (VFDs), electric arc furnaces,
and power electronics devices are used for the estimation of integral harmonics in the
current study. These signals are extensively used in literature for the comparative analysis
of various harmonic estimators. The data of frequency, phase, and amplitude required
for these signals is given in Table 2. The original test signal, which is a continuous signal,
is generated using data provided in Table 1 [3,39]. The test signal is modeled and dis-
cretized by a renowned Nyquist criterion having 64 samples in one cycle, and the sampling
frequency is set to be 3.2 kHz. The GWO-LS framework has been applied to estimate
harmonics in this test signal having multiple levels of adaptive noise with the inclusion of
decaying DC offset. The time-varying noisy environment is created by adding the different
random noises and DC offset values in the original signal. To validate the performance of
presented estimator in approximating dynamic parameters, a short transient is produced
in 5th harmonic from 0.12 s to 0.26 s.
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Table 2. Harmonic Contents of Actual Signal.

Harmonics Number Frequency (Hz) Amplitude (p.u) Phase (Degree)

1 50 1.5 80
3 150 0.5 60
5 250 0.2 45
7 350 0.15 36

11 550 0.1 30

The simulation parameters for the HE problem and GWO-LS are stated in Table 3.
These values are taken from the literature harmonic estimators [3,39,43]. Moreover, the
parametric values of Table 3 are selected in such a way so that a fair comparison between
the proposed and literature harmonic estimator can be performed. The searching agent is
an important simulation parameter. Its value is selected as 50 because the MSE comes out
to be least for this value. The variation of Evaluation parameters with respect to searching
agents is shown in Figure 5.

Table 3. Case Study I Parameters for Simulation.

Model Parameters Parametric Value

Number of Iterations 1000
Grey wolves (Searching Agents) 50

Number of trials 25
Nyquist Criterion Samples per cycle 64

Sampling frequency 3.2 kHz
Noise levels in dB 40, 20, 10

DC Offset 0.5 exp (−5t)
Number of Iterations 1000

 
Figure 5. Variation of evaluation parameters of RSS, PER and MSE with respect to searching agents.

Two signals are generated using the proposed harmonic estimator; the first one is
the actual original signal made from input data with five integral harmonics. The second
signal is an approximated one that is obtained by GWO-LS containing the approximated
harmonics amplitudes and phases. These two signals are compared via MSE. The actual
and approximated harmonics are then compared with respect to the percentage error.
The simulation is carried out on four signals which are actual signals with no noise, a
signal having 40 dB, 20 dB, and 10 dB noises (SNRs). The output values of best and worst
harmonics amplitudes and phases with their percentage errors from actual harmonic values
are tabulated in Table 4.
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Table 4. Case Study I Parameters after Simulation.

Model Parameters Parametric Value

Best MSE 2.01×10−5

Worst MSE 2.31×100

Average MSE 3.16×10−1

Standard deviation 6.47×10−1

Total Harmonic Distortion 1.43×10−1

The comparison of actual and estimated signals is shown in Figure 6 at different SNRs.
It is evident from Figure 6a that the estimated signal using GWO-LS exactly matches the
original signal. However, it can be observed from Figure 6c,d that the signals become
corrupted with the addition of different noise levels and decaying DC offset. In the presence
of a 40 dB noise level, the proposed GWO-LS estimator accurately approximates the original
signal while small deviations are observed in the original and the approximated signal
when added noise is 20 dB. The estimation of the signal is more difficult in the presence of
a 10 dB noise level, but a comparison of results from Table 5 indicates that the GWO-LS
estimator outclasses the state of art techniques in such complex signal estimation.

Figure 6. Actual and Estimated signal comparison (a) non-noisy, (b) 40 dB noise level, (c) 20 dB noise level, and (d) 10 dB
noise level.
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Table 5. GWO-LS Numerical Comparison for Case Study I.

Techniques Parameter
1st

Harmonic
3rd

Harmonic
5th Harmonic 7th Harmonic

11th
Harmonic

Computational
Time (s)

Test Signal

Frequency
(Hz) 50 150 250 350 550

-
Amplitude
(per unit) 1.5 0.5 0.20 0.15 0.1

Phase
(degree) 80 60 45 36 30

F-BFO-LS

Amplitude
(per unit) 1.49 × 100 4.89 × 10−1 2.08 × 10−1 1.47 × 10−1 1.02 × 10−1

10.532Percentage
Error (%) 7.33 × 10−1 4.89 × 10−1 4.00 × 100 2.13 × 100 1.90 × 100

Phase
(degree) 7.99 × 101 6.12 × 101 4.72 × 101 3.67 × 101 3.05 × 101

Percentage
Error (%) 1.75 × 10−1 1.93 × 100 4.93 × 100 1.83 × 100 1.73 × 100

BFO-RLS

Amplitude
(per unit) 1.50 × 100 4.92 × 10−1 2.01 × 10−1 1.48 × 10−1 1.02 × 10−1

9.345Percentage
Error (%) 1.95 × 10−1 1.59 × 100 4.54 × 10−1 1.41 × 100 1.48 × 100

Phase
(degree) 7.99 × 101 5.91 × 101 4.63 × 101 3.64 × 101 3.01 × 101

Percentage
Error (%) 1.06 × 10−1 1.54 × 100 2.84 × 100 1.24 × 100 2.14 × 10−1

BBO-RLS

Amplitude
(per unit) 1.50 × 100 5.00 × 10−1 2.01 × 10−1 1.49 × 10−1 9.99 × 10−2

5.852Percentage
Error (%) 1.05 × 10−1 7.85 × 10−2 4.45 × 10−1 9.56 × 10−1 1.00 × 10−1

Phase
(degree) 8.00 × 101 5.95 × 101 4.55 × 101 3.61 × 101 3.00 × 101

Percentage
Error (%) 6.25 × 10−2 7.45 × 10−1 1.16 × 100 3.28 × 10−1 4.10 × 10−2

GSA-RLS

Amplitude
(per unit) 1.50 × 100 5.00 × 10−1 2.01 × 10−1 1.50 × 10−1 9.99 × 10−2

5.6545Percentage
Error (%) 9.45 × 10−2 5.52 × 10−2 3.55 × 10−1 7.56 × 10−1 9.00 × 10−2

Phase
(degree) 8.00 × 100 5.96 × 101 4.55 × 101 3.61 × 101 3.00 × 101

Percentage
Error (%) 5.15 × 10−2 6.55 × 10−1 1.11 × 100 3.08 × 10−1 3.25 × 10−2

MABC

Amplitude
(per unit) 1.50 × 100 5.00 × 10−1 2.00 × 10−1 1.50 × 10−1 1.00 × 10−1

1.0110Percentage
Error (%) 5.30 × 10−2 4.41 × 10−2 1.39 × 10−1 3.19 × 10−2 1.84 × 10−2

Phase
(degree) 8.00 × 101 6.01 × 101 4.52 × 101 3.60 × 101 3.00 × 101

Percentage
Error (%) 2.50 × 10−2 2.09 × 10−1 3.64 × 10−1 3.60 × 10−3 1.40 × 10−1

GWO-LS

Amplitude
(per unit) 1.50 × 100 4.99 × 10−1 2.00 × 10−1 1.50 × 10−1 9.99 × 10−2

0.571Percentage
Error (%) 2.17 × 10−2 1.83 × 10−2 7.65 × 10−2 1.33 × 10−2 3.50 × 10−3

Phase
(degree) 8.00 × 101 6.00 × 101 4.50 × 101 3.60 × 101 3.00 × 101

Percentage
Error (%) 7.70 × 10−3 1.48 × 10−2 6.60 × 10−2 2.70 × 10−3 8.33 × 10−2

The convergence characteristics of the proposed GWO-LS estimator using selected
indicators at different noisy signals are shown in Figure 7. The proposed estimator con-
verges in less than 120 iterations for a non-noisy signal estimation. Similarly, GWO-LS
takes 145, 162, and 184 iterations to converge for the 40 dB, 20 dB and 10 dB signal, re-
spectively. Figure 7 indicates that the number of iterations to converge increases as the
signal’s noise level increases. It is evident from this Figure that the proposed harmonic
estimator takes a higher time for the convergence of signal having a higher noise level.
The computational time comparison of GWO-LS with the literature techniques is given
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in Table 6. It can be observed that the computational efficiency of the proposed harmonic
estimator is much higher.

Figure 7. The convergence characteristics of the GWO-LS framework for the case study I (a) non-noisy signal (b) 40 dB (c)
20 dB and (d) 10 dB.

The convergence behavior of GWO-LS for estimation of integral harmonic’s amplitude
and phases is shown in Figure 8. It can be seen from Figure 8a that the proposed harmonic
estimator speedily converges for the first harmonic, whereas a large number of iterations
are required to converge for the seventh harmonic. Figure 8b depicts that the proposed
GWO-LS framework requires almost the same number of iterations for all harmonics. The
estimation of amplitude and phase of the seventh harmonic is much more complex than
the rest of the harmonic contents under a non-noisy and noisy environment within the
framework of time-varying nature.
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Table 6. GWO-LS Numerical Comparison for Case Study II.

Techniques Parameter Sub Harmonic
1st Inter

Harmonic
2nd Inter
Harmonic

Computational
Time (s)

Test Signal

Frequency
(Hz) 20 180 230

-
Amplitude (per unit) 0.505 0.25 0.35

Phase (degree) 75 65 20

F-BFO-LS

Amplitude (per unit) 5.21 × 10−1 2.61 × 10−1 3.71 × 10−1

13.253
Percentage Error (%) 3.25 × 100 4.40 × 100 6.00 × 100

Phase
(degree) 7.46 × 101 6.43 × 101 1.97 × 101

Percentage Error (%) 5.20 × 10−1 1.03 × 100 1.39 × 100

BFO-RLS

Amplitude (per unit) 5.11 × 10−1 2.58 × 10−1 3.64 × 10−1

12.837
Percentage Error (%) 1.19 × 100 3.24 × 100 3.97 × 100

Phase
(degree) 7.48 × 101 6.53 × 101 1.99 × 101

Percentage Error (%) 2.53 × 10−1 5.30 × 10−1 6.61 × 10−1

BBO-RLS

Amplitude (per unit) 4.94 × 10−1 2.46 × 10−1 3.50 × 10−1

6.7525
Percentage Error (%) 1.13 × 100 1.65 × 100 7.88 × 10−2

Phase
(degree) 7.49 × 101 6.52 × 101 2.00 × 101

Percentage Error (%) 9.05 × 10−2 2.63 × 10−1 1.12 × 10−1

GSA-RLS

Amplitude (per unit) 4.94 × 10−1 2.03 × 10−1 3.50 × 10−1

6.1575
Percentage Error (%) 1.11 × 100 1.45 × 100 6.58 × 10−2

Phase
(degree) 7.49 × 101 6.50 × 101 2.00 × 101

Percentage Error (%) 7.55 × 10−2 2.25 × 10−1 1.04 × 10−1

MABC

Amplitude (per unit) 5.05 × 10−1 2.50 × 10−1 3.50 × 10−1

1.4860
Percentage Error (%) 4.68 × 10−2 1.33 × 10−2 1.10 × 10−1

Phase
(degree) 7.50 × 101 6.49 × 101 2.00 × 101

Percentage Error (%) 6.15 × 10−2 9.64 × 10−2 2.00 × 10−1

GWO-LS

Amplitude (per unit) 5.05 × 10−1 2.50 × 10−1 3.50 × 10−1

1.17976
Percentage Error (%) 2.16 × 10−2 9.11 × 10−3 1.11 × 10−3

Phase
(degree) 7.50 × 101 6.50 × 101 2.00 × 101

Percentage Error (%) 1.90 × 10−2 4.07 × 10−2 1.62 × 10−1

 
Figure 8. Variation in estimated (a) amplitude and (b) phase in the course of iterations for the first
5 odd harmonics.
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To evaluate the proposed GWO-LS harmonic estimator’s effectiveness, the obtained
results are compared with available harmonic estimators in literature, including F-BFO-LS,
BFO-RLS, and BBO-RLS GSA-RLS and MABC in terms of percentage error and computa-
tional time. The comparison of GWO-LS with literature techniques is tabulated in Table 5.
The percentage error of GWO-LS for the 1st, 3rd, 5th, 7th, and 11th harmonic phase are
7.70×10−3, 1.48×10−2, 6.60×10−2, 2.7×10−3, and 8.33×10−2, respectively. The minimum
error is achieved for 1st, 3rd, 5th, 7th, and 11th using GWO-LS in comparison with other
harmonic estimators. The comparison between the proposed and literature harmonic
estimator in case of harmonics amplitude and phase can be better seen in Figures 9 and 10.
It is clear from both the Figures that the proposed GWO-LS estimator has the least per-
centage error for all the harmonic contents. The behavior of the proposed estimator for
approximating frequency components of integral harmonics is demonstrated by Figure 11.
It can be clearly seen from Figure 11 that GWO-LS takes a greater number of iterations for
estimating frequency than the harmonics amplitude and phase estimation. The proposed
harmonic estimators approximate the fundamental frequency in 284 iterations, frequency
of 3rd, 5th, 7th, and 11th harmonic in 266, 257, 261, and 276 number of iterations, respec-
tively. It indicates that estimation of fundamental frequency takes higher iterations in
case of integral harmonics approximation. It can be concluded form the pictorial and
tabular analysis that GWO-LS accurately estimates the frequency components of integral
harmonics along with the amplitude and phase of the harmonics.

 

Figure 9. Comparison of amplitudes error for case study I.
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Figure 10. Comparison of phase errors for case study I.

Figure 11. Frequency estimation for case study I.
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Figure 12 demonstrates the GWO-LS behavior for estimating the amplitude of the
harmonics in both steady and transient conditions. It is evident from Figure 12 that
GWO-LS gives accurate estimation results in steady-state cases while a slight variation is
observed for the transient case. The proposed estimator shows estimation variation from
0.17 s to 0.20 s clearly visible in Figure 12b. Similarly, the computational time of GWO-LS to
accurately estimate a signal is 0.572 s. It can be observed from Table 5 that the time required
to estimate a signal in a noisy environment is minimum for GWO-LS in comparison with
all other techniques and it estimates the harmonic amplitudes and phases accurately in the
least computational time.

 
Figure 12. Estimation in harmonics amplitude (a) steady state condition (b) transient in 5th harmonic.

4.2. Test System II: Estimation of Integral Harmonics Including Sub and Inter Harmonics in a
Time-Varying Noisy Environment

In this test system, the power signal is made more complex and distorted by the
inclusion of sub and inter harmonics. These sub and inter harmonics have amplitude
magnitudes of 0.505, 0.25, and 0.35, respectively, while their phase are 75, 65, and 20, having
the frequency of 20, 180, and 230 Hz, respectively [3,38]. The resultant power signal is
simulated under both noisy and non-noisy environments. All the other harmonic contents
(Amplitudes and phases of integral harmonics) and model evaluation setup remains the
same as presented in the previous case study. However, to validate the performance of the
presented estimator in approximating dynamic parameters, a short transient is produced
in 1st inter harmonic from 0.38 s to 0.5 s.

The numerical values obtained after simulation for this case study are presented in
Table 7. If we compare this Table with Table 4 we can see that all values of MSE become
higher after considering sub and inter harmonics which indicates that consideration of
such harmonics is difficult to estimate. The variation of MSE for the case study for different
values of searching agents is presented in Figure 13. It can be seen that the minimum value
of MSE is achieved for the 50 number of searching agents. The MSE for this case study is
greater than that of case study I due to the inclusion of sub and inter harmonics.
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Table 7. Case Study II Parameters after Simulation.

Model Parameters Parametric Value

Best MSE 4.30235×10−5

Worst MSE 4.05 × 100

Average MSE 3.89 × 10−1

Standard deviation 9.06 × 10−1

Figure 13. Searching agents for case study-II.

The pictorial form of the original and estimated signal for the GWO-LS estimator
can be seen in Figure 14. It can be observed that the power signal is completely changed
after the inclusion of sub and inters harmonics. The GWO-LS estimates the non-noisy and
40 dB signal exactly with great accuracy, as shown in Figure 14. The power signal having
10 dB noise is much difficult to estimate than the others due to higher noise. However, still
proposed estimator provides better results than estimators presented in the literature.

The convergence characteristics for this case study are shown in Figure 15. Figure 15
indicates that the number of iterations to converge increases as the signal’s noise level
increases. It is evident from this Figure that the proposed harmonic estimator takes a
higher time for the convergence of signal having a higher noise level. Moreover, the
presented harmonic estimator takes greater time to converge when compared to case study
I. The GWO-LS takes fewer iterations, i.e., 136, to converge for non-noisy signal, but the
number of iterations increases with the addition of sub and inter harmonics. GWO-LS
takes maximum iterations for 10 dB noisy cases that are 190 iterations.
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Figure 14. Actual and Estimated signal comparison (a) non-noisy, (b) 40 dB noise level, (c) 20 dB noise level and (d) 10 dB
noise level.

The convergence behavior of GWO-LS estimator for the approximation of sub and
inter harmonics over the course of iterations is described in Figure 16. The amplitude
and phase of subharmonic take more iteration to converge and more difficult than the
amplitude and phase of inter harmonics. Sub and inter harmonics are hard to approximate
due to their fractional frequency nature. The amplitudes of subharmonics and second inter
harmonic converge in 314 and 323 iterations, while first inter harmonic takes 289 iterations
to converge. The phase of sub and inter harmonics converge in 300, 272, and 288 iterations,
respectively. The presented estimator takes more iterations to converge for approximating
sub and inter harmonics amplitudes and phases than the integral harmonics under time
varying noisy environment but still it gives better results than the state of art techniques.
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Figure 15. The convergence characteristics of the GWO-LS framework for case study II (a) non-noisy signal (b) 40 dB (c)
20 dB and (d) 10 dB.

Figure 16. Variation in estimated (a) amplitude and (b) phase in the course of iterations for the sub and inter harmonics.
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The behavior of the proposed estimator for approximating frequency components of
sub and inter harmonics is demonstrated by Figure 17. It can be clearly seen from Figure 17
that GWO-LS takes a greater number of iterations for estimating frequency than the har-
monics amplitude and phase estimation. The proposed harmonic estimators approximate
the sub frequency in 317 iterations, frequency of first and second inter harmonics in 298 and
264 number of iterations, respectively. It reveals that estimation of sub harmonic frequency
takes higher iterations while considering all harmonics. Figure 18 demonstrates the GWO-
LS behavior for estimating the amplitude of the harmonics in both steady and transient
conditions. It is evident from Figure 18 that GWO-LS gives accurate estimation results in
steady state cases while a slight variation is observed for the transient case. The proposed
estimator shows estimation variation from 0.45 to 0.5 s clearly visible in Figure 18b.

 
Figure 17. Frequency estimation for case study II.

The comparison of the GWO-LS framework with the literature techniques in terms of
percentage error between original and approximated harmonic amplitudes and phases is
plotted in Figures 19 and 20. Both the Figures demonstrate that the proposed estimator
has the minimum percentage error while estimating integral, sub and inter harmonics.
Moreover, the comparison of the results of the GWO-LS estimator is also stated in tabular
form as Table 6. It is evident from the Table 6 analysis that GWO-LS harmonic estimator is
computationally far better than literature estimators by taking 1.17976 s for the approxi-
mation of power signal having a sub and inter harmonics. The percentage error between
the original harmonic amplitude and phase and the GWO-LS also proved the proposed
methodology’s effectiveness. The performance comparison of the presented harmonic
estimator with the state of art techniques in terms of performance index also proved the
effectiveness of the GWO-LS in the estimation of the sub, inter, and integral harmonics
demonstrated in Figure 21 and Table 8. It can be derived from Table 8 and Figure 21
that the proposed estimator has 3.11×10−4, 2.61×10−2, 1.83×10−1 performance indexes
for the 40 dB, 20 dB, and 10 dB cases; respectively, which are better than the literature
results. Hence, we can conclude that the given harmonic estimator gave promising results
in harmonic parameters estimation (sub, inter, and integral harmonics) under a highly
noisy and time-varying environment.
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Figure 18. Estimated harmonic amplitude (a) steady state condition and (b) transient in 1st inter harmonic.

Figure 19. Comparison of amplitudes erros for case study II.
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Figure 20. Comparison of phase error for case study-II.

Figure 21. Comparison of performance index for case study II.
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Table 8. PER comparison of GWO-LS with Literature harmonics estimator for Noisy signals.

Harmonics Number
Frequency (Hz) Amplitude (p.u) Phase (Degree)

40 dB 20 dB 10 dB

GA-LS 1.83 × 10−1 1.20 × 100 1.07 × 101

PSO-LS 1.57 × 10−1 9.55 × 10−1 7.36 × 100

BFO 1.38 × 10−1 8.07 × 10−1 5.25 × 100

F-BFO-LS 1.12 × 10−1 8.02 × 10−1 5.19 × 100

BFO-RLS 9.23 × 10−2 7.87 × 10−1 4.55 × 100

BBO-RLS 7.50 × 10−2 5.74 × 10−1 3.86 × 100

GSA-RLS 6.52 × 10−2 5.48 × 10−1 3.65 × 100

MABC 9.54 × 10−4 9.54 × 10−2 9.54 × 10−1

GWO-LS 3.11 × 10−4 2.61 × 10−2 1.83 × 10−1

5. Conclusions

In this paper, a hybrid harmonic estimator GWO-LS is proposed to estimate harmonics
in a power signal. In the proposed harmonic estimator, GWO and LS estimate the non-linear
part (phase and frequency) and linear part (amplitude) of a power signal, respectively. For
validation of the proposed estimator, two test systems are adopted, among which the first
test system contains power harmonics while the second test system considers sub and inter
harmonics. Moreover, three different performance indicators are utilized to examine the
effectiveness of the proposed approach. The obtained results were compared with recently
developed harmonic estimators BFO, F-BFO-LS, ABC-LS, BBO-RLS, GSA-RLS, and MABC.
Comparative evaluation of results in terms of percentage error, performance index, and
computational time depicts that the proposed GWO-LS estimator estimates the harmonics
in a power signal more accurately. The proposed estimator provides less computational
complexity, which is essential for the detection of harmonics timely to maintain power
quality. The proposed GWO-LS estimator requires 43.5% and 20.6% less time to accurately
estimates harmonics in comparison with MABC. Moreover, the obtained percentage error
for phase and amplitude indicates that GWO-LS estimates harmonics in a power signal
with better accuracy. Furthermore, the proposed estimator accurately estimates harmonics
having transient at different time intervals. In addition, the proposed estimator’s PER
values are much smaller than the state of art techniques, which clearly verifies that the
developed methodology performs the HE problem more accurately and rapidly with a
simple structure having fewer controlling parameters.

6. Future Recommendations

• Practical and industrial implementation of proposed research for accurate estimation
of electrical harmonics amplitude and phase.

• Proposed harmonic estimator can be helpful in designing active filters to nullify the
effects of harmonics thus improving power quality.

• Determine the emission level of higher harmonic components and identifying the
source of voltage distortion in the power supply system of industrial enterprises.

• Detailed Analysis of the Steady and transient Conditions of the electrical signals
having sub, inter, and integral harmonics.
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Abstract: This paper applies the emerging hybrid active third-harmonic current injection converter
(H3C) to the battery energy storage system (BESS), forming a novel H3C-BESS structure. Compared
with the commonly used two-stage VSC-BESS, the proposed H3C-BESS has the capability to reduce
the passive components and switching losses. The operation principle of the H3C-BESS is analyzed
and the mathematical model is derived. The closed-loop control strategy and controller design are
proposed for different operation modes of the system, which include the battery current/voltage
control and the injected harmonic current control. In particular, active damping control is realized
through the grid current control, which could suppress the LC-filter resonance without the need
of passive damping resistors. Simulation results show that the proposed topology and its control
strategy have fast dynamic response, with a setup time of less than 4 ms. In addition, the total
harmonic distortions of battery current and grid currents are only 2.54% and 3.15%, respectively. The
amplitude of the injected harmonic current is only half of the grid current, indicating that the current
injection circuit generates low losses. Experimental results are also provided to verify the validity of
the proposed solution.

Keywords: battery energy storage system; third-harmonic current injection; high efficiency; ac-
tive damping

1. Introduction

1.1. Background

With the massive penetration of renewable energy resources such as the photovoltaic
and wind power, the grid voltage and frequency stability are being threatened because of
the high volatility of the renewable energy [1,2]. The battery energy storage system (BESS)
has been suggested as a promising solution to suppress the power fluctuations and thus
enables more integration of renewable energy [3,4]. In addition, the BESS could also be
used to protect important loads from grid fault conditions. Due to these merits, the BESS
has attracted tremendous attention worldwide [5,6].

1.2. Motivation

The power conversion system (PCS) is one of the key components of the BESS. The
classic PCS solution is the two-stage topology composed of a bidirectional DC–DC converter
and a voltage source converter (VSC) [7], as shown in Figure 1. The DC–DC converter
enables a flexible combination of low-voltage batteries and the VSC is able to control
the active and reactive power at the grid side. In applications where galvanic isolation
is required, the DC–DC converter can be implemented by dual active-bridge (DAB) or
resonant converters with high-frequency transformers [8,9]. Due to its good controllability
at both the grid side and the battery side, the two-stage VSC-BESS is widely adopted
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in practical applications. However, it suffers from relatively high power loss since both
the DC–DC converter and VSC work in high-frequency chopping mode. The single-stage
VSC-BESS can be applied to reduce the loss, which directly connects batteries to the DC-link
of VSC and eliminates the DC–DC converter [10]. Nevertheless, due to the high voltage
at the DC-link of VSC, the single-stage VSC-BESS lacks the flexibility to match different
battery voltage level and requires a large number of battery cells in series. The VSC
shown in Figure 1 is a two-level topology, which can be replaced with the three-level VSC
(3L-VSC) so as to reduce the loss to some extent [11]. For the medium- and high-voltage
applications, the cascaded H-bridge converter (CHB) [12–14] and modular multilevel
converter (MMC) [15–18] are possible solutions. Batteries can be installed at the DC-link
of the sub-modules of CHB or MMC. Benefiting from the modularity and low-switching
operation, the reliability and efficiency of CHB and MMC are high. However, they are not
cost-efficient solutions for low-voltage applications.

 
Figure 1. System topology of the conventional two-stage VSC-BESS.

Current source converter (CSC), which is also known as AC–DC matrix converter
(MC), has been suggested as a novel solution for BESS. CSC is a buck-type converter
from the grid side to the DC-link with a wide DC voltage control range [19]. Similar to
the two-stage VSC-BESS, CSC-BESS could also adapt to batteries with different voltages
but avoid the need of an additional DC–DC converter. CSC eliminates the large DC-link
capacitors and bulky grid side filter inductors, which helps to improve the power density of
BESS. In particular, the switching loss of CSC-BESS is much lower than VSC-BESS, because
of the single-stage conversion and low voltage stress under commutation, making it a
highly efficient solution. When galvanic isolation is required, CSC is also able to output
both positive and negative voltages at the primary side of high-frequency transformers,
eliminating the need of an additional primary DC–AC converter [20]. However, the
extendibility of CSC is relatively low when multi-battery modules need to be integrated.

1.3. Related Work

In recent years, the hybrid active third-harmonic current injection converter (H3C) [21],
which is also a buck-type AC–DC converter, has attracted attention. Like CSC, H3C
also requires much smaller passive components. Moreover, only a few semiconductor
devices work in high-frequency chopping mode while the rest are commutated at very low
frequency. In addition, the semiconductor devices on the current path of H3C are less than
CSC. Therefore, the achievable efficiency of H3C is much higher than CSC and VSC [22]. To
date, H3C is mainly used in unidirectional rectifier applications or the AC–AC conversion
system [21–26], while its application in BESS has seldom been explored. The existing
studies mainly focus on the control performance at the load side, and the active power
is mainly flowing through the grid to the load. However, the BESS application requires
sufficient bidirectional power flow control capability. In particular, satisfactory control
performance in the dynamic process and at the steady state is desired both at the battery
side and the grid side. In addition, like other current source converters with a grid-side LC
filter [27], the H3C could suffer from filter resonance. Active damping control is preferable
to achieve high performance at the grid side, especially for the BESS application. However,
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the grid side converter of H3C is not fully controllable. As a result, the active damping
control has not been practically realized in the literature.

1.4. Contribution of This Paper

Therefore, this paper utilizes the merits of H3C to construct a highly compact and
efficient solution for BESS applications. This paper focuses on the operating principle
and control strategy of the H3C-BESS, considering the bidirectional power flow and the
requirement of control performance at both the battery side and the grid side. In addition,
a novel control structure is proposed to achieve the active damping control at the grid
side, which is realized both in simulation and experimental results. The proposed active
damping control is able to suppress the filter resonance without the need of a passive
damping resistor.

The rest of this paper is organized as follows. The system operation principle is
analyzed in detail and the mathematical model is derived, which are the main contents
of Section 2. The system control strategy regarding the operation mode is proposed and
formulated in Section 3. Simulation and experimental results are provided in Section 4
for verifying the effectiveness of this new system associated with the control strategy.
Conclusions are drawn in Section 5.

2. Operation Principle and Mathematical Model of H3C-BESS

2.1. System Description

Topology of the H3C-BESS is shown in Figure 2, which is composed of a bidirectional
DC–DC converter at the battery side, a third harmonic injection circuit, a grid voltage
selector (GVS), and the LC filter at the grid side. The harmonic injection circuit includes
a half-bridge and an inductor. The GVS is composed of three-phase bridges and three
bidirectional switches. Like the conventional two-stage VSC-BESS, several battery modules
can be easily connected to the DC-link of GVS by extending multi-DC–DC converters.
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Figure 2. System topology of the proposed H3C-BESS.

In Figure 2, Spx and Snx denote the upper switch and lower switch of the bridge x
(x = e, m, A, B, C) separately. SyA, SyB, SyC represent the bidirectional switch. Lb is the filter
inductor at the battery side, Lmid is the filter inductor for the injected harmonic current, Lf
is the filter inductor at the grid side, while Cf is the filter capacitor at the GVS side. ub and
ib are the battery voltage and current, respectively, while ue is the output voltage of the
DC–DC converter. udc is the DC-link voltage and idc is the current flowing into the DC–DC
converter. ucA, ucB, and ucC are the capacitor voltages while icA, icB and icC are the currents
flowing into the filter capacitor Cf. ugA, ugB, and ugC are the three-phase grid voltages,
while igA, igB, and igC represent the grid currents. ihA, ihB, and ihC are the three-phase
currents at the GVS side. imax, imid, and imin correspond to the currents flowing out of the
GVS.
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2.2. Operation Principles

As the input of GVS is a voltage source imposed by the filter capacitor Cf, the three-
phase bridges in the GVS actually work as a three-phase bidirectional synchronous rectifier.
This means that the maximum value (umax) and minimum value (umin) of capacitor voltages
(ucA, ucB, ucC) should always be imposed on the positive and negative DC-link, respectively.
Accordingly, only the bidirectional switch corresponding to the middle value umid of
capacitor voltages can be switched on. The three-phase currents are also determined by the
switching states of the GVS, as shown in Table 1, where the sector division is determined
by the relationships among the capacitor voltages shown in Figure 3.

Table 1. Switching states of the GVS.

Sector On Switches umax umid umin ihA ihB ihC

I SpA SyB SnC ucA ucB ucC imax imid imin
II SyA SpB SnC ucB ucA ucC imid imax imin
III SnA SpB SyC ucB ucC ucA imin imax imid
IV SnA SyB SpC ucC ucB ucA imin imid imax
V SyA SnB SpC ucC ucA ucB imid imin imax
VI SpA SnB SyC ucA ucC ucB imax imin imid

i i i

u u u

i
i i

i

i

u

i

p u i

ϕ
0 π/ 2π/ π 4π/ 5π/ 2π

Figure 3. Key waveforms (in p.u.) of the GVS and the third harmonic injection circuit. The word
“ave” in the subscript denotes the low-frequency component of the corresponding variable in each
switching period. ϕuc is the phase angle of the capacitor voltage vector.
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As can be found from Figure 1, Figure 3, and Table 1, only the phase current corre-
sponding to the middle phase voltage can be directly controlled through the third harmonic
injection circuit, and the remaining two-phase currents are passively determined by the
positive and negative DC-link currents of GVS. In addition, it can also be known that the
three-phase bridges in GVS are line-commuted, which means their semiconductor devices
are switched at the fundamental grid frequency. Similarly, the bidirectional switches in GVS
are switched at twice the grid frequency. The half-bridge in the third harmonic injection
circuit is switched on/off at the middle current imid, while imid has the minimum absolute
value. Therefore, the switching loss of the H3C-BESS is much lower than the VSC-BESS.

The DC-link voltage udc of H3C-BESS is equal to umax–umin, which has large fluctu-
ations even under ideal grid voltages. However, through the real-time correction of the
duty cycle of the DC–DC converter, the battery current ib can be regulated at the desired
value. Therefore, the DC-link current idc at the buck-converter side also fluctuates while
the DC-link active power pdc maintains constant, as shown in Figure 3.

Due to the absence of DC-link passive components, grid currents have to be passively
determined by the battery current and the injected harmonic current. However, the battery
current is also determined by the control of itself. As a result, the key point of H3C is
how to generate sinusoidal grid currents by controlling the third harmonic injection circuit,
considering the fact that the transferred instantaneous active power is constant. Under
balanced and sinusoidal grid conditions, the three-phase sinusoidal capacitor voltages can
be expressed as ⎧⎨

⎩
ucA = ucm cos

(
ωgt

)
ucB = ucm cos

(
ωgt − 2π/3

)
ucC = ucm cos

(
ωgt + 2π/3

) (1)

where ucm is the capacitor voltage amplitude. The desired low-frequency components of
the GVS currents are expressed as

⎧⎨
⎩

ihA, ave = ihd cos ωgt + ihq sin ωgt
ihB, ave = ihd cos

(
ωgt − 2π/3

)
+ ihq sin

(
ωgt − 2π/3

)
ihC, ave = ihd cos

(
ωgt + 2π/3

)
+ ihq sin

(
ωgt + 2π/3

) (2)

where ihd and ihq are the active and reactive components of GVS currents, respectively.
Take Sector I as an example to illustrate how H3C can generate sinusoidal grid currents,

namely ωgt in (1) is within [0, π/3]. In this case, umax, umid and umin satisfy:

umax = ucA, umid = ucB, umin = ucC (3)

Therefore, the DC-link voltage and current are:{
udc = umax − umin = ucA − ucC

idc, ave =
pdc, ave

udc
=

pdc, ave
ucA−ucC

(4)

where Pdc, ave is the average instantaneous active power transferred from the DC–DC
converter.

Since umax ≥ umid ≥ umin, the half-bridge in the third harmonic injection circuit is
fully controllable and the actual current imid flowing through the inductor Lmid can be
considered equal to its reference. In this case, it is:

imid = ihB, ave (5)

Supposing the duty cycle of the upper switch Spm in the half-bridge is dm, the fol-
lowing equation is obtained based on the voltage-second balance of Lmid at the steady
state:

dmumax + (1 − dm)umin = umid (6)
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and thus:
dm =

umid − umin

umax − umin
(7)

According to Figure 2, the current imax satisfies:

imax = idc − dmimid (8)

To achieve sinusoidal grid currents, imax in this case should be equal to its reference
ihA, ave:

imax = ihA, ave = ihd cos ωgt + ihq sin ωgt (9)

By substituting (1)–(8) into (9), the condition for (9) is resolved:

ihd =
2pdc, ave

3ucm
(10)

Therefore, only if the active component ihd of GVS currents is set based on (10) and
the current imid is controlled to its reference value shown in (5), both the phase A and B
currents can reach sinusoidal, and phase C is naturally sinusoidal because the sum of ihA,
ihB and ihC is always 0. Note that (10) is irrespective with ihq, which means that the reactive
power can be theoretically controlled to any desired value. When the capacitor voltages
fall into other sectors, the operation principle can be analyzed in a similar way.

2.3. Mathematical Model

Equations presented in Part B of this section are sufficient to analyze the operation
principle, but they do not include the dynamic behavior of the system. In order to formulate
the system closed-loop control strategy, the mathematical model of H3C-BESS is developed.

According to Figure 2, the battery current ib satisfies:

Lb
dib
dt

= de(umax − umin)− Rbib − ub (11)

where de is the duty cycle of the upper switch Spe of the DC–DC converter; Rb is the parasitic
resistance of the filter inductor Lb. The DC-link current idc at the DC–DC converter side is
thus expressed as

idc = deib (12)

The current imid in the third harmonic injection circuit satisfies:

Lmid
dimid

dt
= (umid − umin)− (umax − umin)dm − Rmidimid (13)

where Rmid is the parasitic resistance of the filter inductor Lmid. The current imax can
thereby be expressed as

imax = idc − dmimid (14)

The current imin always satisfies:

imin = −(imax + imid) (15)

The GVS currents ihA, ihB, and ihC are determined by imax, imid, and imin according
to the switching states of GVS listed in Table 1. Grid currents (igA, igB, igC) and capacitor
voltages (ucA, ucB, ucC) satisfy:{

Lf
digX
dt = ucX − ugX − RfigX

Cf
ducX

dt = ihX − igX
, X ={A, B, C} (16)

where Rf is the parasitic resistance of the filter inductor Lf. Together with Table 1, (11)–
(16) construct the mathematical model of the proposed H3C-BESS, which can be used for

196



Energies 2021, 14, 3140

designing the closed-loop control strategy. It should be noted that the relations shown in
Table 1 make the H3C-BESS highly nonlinear. Therefore, only the piecewise linear model is
available. Additionally, approximation needs to be applied when designing the controllers.

2.4. Comparison with Two-Stage VSC-BESS

The two-stage VSC-BESS has been widely adopted in practice. Therefore, it is neces-
sary to compare the novel H3C-BESS with the VSC-BESS, so as to highlight its features. As
it can be seen from Figures 1 and 2, the H3C-BESS has the following differences from the
view of topology:

• The H3C-BESS does not need large capacitors at the DC-link of H3C-BESS [21], while
a bulky capacitor is required at the DC-link of VSC-BESS;

• The grid side filter of H3C-BESS is a second-order LC filter, which is also much smaller
than the filter inductor of VSC-BESS [28];

• An additional inductor Lmid is required in H3C-BESS. However, the maximum current
flowing through it is only half of the grid current amplitude, as shown in Figure 3;

• The H3C-BESS requires 14 transistors (each bidirectional switch requires two transis-
tors in practice). The VSC-BESS requires only eight transistors.

Therefore, the H3C-BESS requires more components and semiconductor chip area than
the two-stage VSC-BESS. However, H3C-BESS could reduce the volume and weight of passive
components. Moreover, the switching loss of H3C-BESS is much lower than VSC-BESS:

• Under the same input voltage, battery voltage and current, the DC–DC converter in
H3C-BESS generates less switching loss than H3C-BESS, because the DC-link voltage
of H3C-BESS is smaller than H3C-BESS [21];

• The GVS part in H3C-BESS transfers the main power. However, the switching fre-
quency is quite low, only the fundamental or twice the grid frequency. Compared
with the VSC operating at high switching frequency, the switching loss generated by
GVS is ignorable [23];

• Although the half-bridge in the harmonic injection circuit works in chopping mode,
the maximum chopped current is only half of the grid current amplitude. Therefore,
the generated switching loss is also very small [21].

In summary, compared with the two-stage VSC-BESS, the H3C-BESS has the advan-
tages of high power density and high efficiency if optimally designed, especially when
the battery voltage is low. However, its drawback is the requirement of more components,
which could result in higher cost in practice.

3. Proposed Control Strategy for H3C-BESS

3.1. Control Block Diagram

Subject to the power requirement of the grid and the state of charge (SOC) of batteries,
the H3C-BESS could operate at three modes: constant current (CC), constant voltage (CV),
and constant power (CP). In CP mode, the SOC of the battery is in the normal range (e.g.,
20%–80%), and the battery can transfer active power to or absorb from the grid. CC and
CV modes are activated to prevent battery damage due to excessive charge or discharge.

In contrast to the conventional two-stage VSC-BESS in which the large DC-link ca-
pacitor is able to isolate the battery and grid, the H3C-BESS directly couples the battery
and grid. Therefore, the grid active power is always equal to that generated or absorbed
by the battery, if the power loss could be ignored. The harmonic injection circuit has few
influences on the transmitted active power but is able to make grid currents sinusoidal by
changing the active power distribution among three phases.

Based on the operation principle analyzed in Section II, the system closed-loop control
strategy is proposed for H3C-BESS, as shown in Figure 4. The proposed strategy measures
grid voltages and further determines the switching states SGVS of GVS based on Table 1.
The sorted grid voltages umax, umid, and umin are also selected based on Table 1. The battery
current control is always the dominant loop of the system control strategy, irrespective
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of the operation mode, while the reference current ib* is set based on the operation mode.
In CC mode, ib* is constant. In CV mode, ib* is generated from the closed-loop control of
the battery voltage. In CP mode, ib* is calculated with the desired grid active power Pg

*.
The closed-loop control of battery current generates the active current reference ihd

*. The
reactive current reference ihq

* could be fixed at zero for simplicity. In particular, active
damping control is realized by regulating the grid currents with proper controllers, which
generates signals ihd

* and ihq
* to modify the references of battery current and injected

harmonic current. The remaining parts of this section will describe the proposed control
strategy in detail.
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Figure 4. Control block diagram of the H3C-BESS.

3.2. Control of Battery Current and Voltage

The single-loop current control is applied to the battery in CC mode, where the refer-
ence ib* is set constant. In CV mode, the double-loop voltage and current control is applied,
and thus ib* is generated from the voltage control. In CP mode, ib* is calculated with the
desired grid active power Pg

* with the converter efficiency taken into consideration:

i∗b =

⎧⎨
⎩

ηP∗
g

ugm
, P∗

g ≥ 0
P∗

g
ηugm

, P∗
g < 0

(17)

where positive Pg
* means the battery absorbs active power from the grid while negative

Pg
* indicates the inverse direction.

The control structure at the battery side is similar to the two-stage VSC-BESS. The
typical proportional–integral (PI) controllers can be utilized to regulate the battery current
and voltage, namely controllers Bi(s) and Bu(s) are expressed as

Bi(s) = Kpbi + Kibi/s (18)

Bu(s) = Kpbu + Kibu/s (19)

where Kpbi and Kipi are the static gain and integral gain of the current controller; Kpbu and
Kipu are the static gain and integral gain of the voltage controller. The control parameters
can be tuned based on the typical first-order system, which is mature for power converters.

However, the DC-link voltage in H3C-BESS is not constant as that in two-stage VSC-
BESS, and thus feedforward control is indispensable when calculating the duty cycle of
the DC–DC converter. The output of Bi(s) represents the reference voltage drop on Lb.
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Accordingly, adding the output of Bi(s) and the battery voltage ub generates the reference
voltage ue

* that the DC–DC converter should output. The duty cycle de of the switch Spe is
further calculated by

de =
u∗

e
udc

=
u∗

e
umax − umin

(20)

The typical PWM technique for the DC–DC converter is then applied to generate the
gate signals of Spe and Sne.

It should be noted that the feedforward control is able to suppress the influence of
DC-link voltage fluctuation on the battery current. Therefore, any grid voltage disturbance
(such as unbalance or distortions) can be prevented from transferring into the battery.

3.3. Control of Injected Harmonic Current

For the harmonic injection circuit, the reference current imid
* is selected from the

reference GVS currents (ihA
*, ihB

*, ihC
*) according to Table 1. The reference GVS currents

can be obtained based on (2), where ihd
* is calculated from the reference active power

generated by the closed-loop control of battery current:

i∗hd =

⎧⎨
⎩

2i∗bu∗
e

3ηugm
, i∗b ≥ 0

2ηi∗bu∗
e

3ugm
, i∗b<0

(21)

where the capacitor voltage amplitude ucm is approximated by the grid voltage amplitude
ugm. As it is shown in Figure 3, the reference current imid

* is similar to a triangular wave
with the frequency of 3 ωg, which means it contains harmonics with frequencies of 3ωg,
9ωg, 15ωg, etc. To regulate such a kind of harmonic current, the controller Gh(s) is designed
as N vector-proportional–integral (VPI) controllers in parallel:

Gh(s) =
N

∑
n=1

Kphns2 + Kihns

s2 +
[
3(2n − 1)ωg

]2 (22)

where Kphn and Kihn are the static gain and resonant gain of the nth VPI controller. It can
be known from Fourier series of the triangular wave that the content of the harmonic at the
frequency of 21ωg or higher is less than 2% which has quite a limited effect on the grid
current. Therefore, three VPI controllers (i.e., n = 3) are sufficient to regulate the injected
harmonic current without generating observable steady-state errors.

The output of Gh(s) represents the reference voltage drop Δum
* on the inductor Lmid,

and thus the duty cycle of switch Spm can be calculated based on (13):

dm =
umid − umin − Δu∗

m
umax − umin

(23)

The typical PWM technique for the half-bridge is then applied to generate the gate
signals of Spm and Snm.

The closed-loop control structure of the injected harmonic current is shown in Figure 5,
where GPWM(s) = 1/(1.5Tss+1) and Ts denotes the sampling time. Similar to the design
criteria of the typical PI controller which realizes zero-pole cancellation, parameters of the
VPI are set as

Kphn =
Lmid
3Ts

, Kihn =
Rmid
3Ts

(24)

Note that the expression of the VPI controller is similar to the common resonant
controller (CRC). VPI and CRC have the same poles at the desired frequencies but have
different numerators. Frequency responses of the closed-loop transfer function with VPI
and CRC are shown in Figure 5b. It can be seen that, with CRC, undesired resonant
peaks around the central frequencies are generated. In practice, the utility grid usually
has a frequency variation up to 0.2 Hz. Therefore, such undesired peaks will result in the
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inaccurate control of the injected harmonic current and further undesired low-frequency
harmonics in the grid currents. On the contrary, the frequency response with VPI is quite
smooth around the central frequencies, without any undesired peaks. Therefore, VPI is
more robust than CRC in practice considering the grid frequency variation.

G s G s L s RΔui i

Figure 5. (a): Closed-loop control structure of the injected harmonic current; and (b) frequency
response of the closed-loop transfer function.

It can be known from (21), generating the reference of the injected harmonic current is
an open-loop method. In practice, precise parameters are unavailable, especially consider-
ing that the converter efficiency is variable with the working conditions. Under parameter
uncertainties, the obtained reference of the injected harmonic current could be inaccurate. It
can be inferred from Part B Section 2 that the inaccurate injected harmonic current directly
leads to the deviation of the grid currents from the desired sinusoidal currents. As a result,
the actual grid currents are distorted, reducing the power quality. Figure 6 shows the
grid currents under different inaccuracies of injected harmonic current. It is clear that the
inaccuracies directly result in grid current distortions. It should be noted that, the effect of
input LC filter is ignored in Figure 6. The LC filter in practice could enlarge the harmonics
in grid currents, leading to higher distortions.

Figure 6. Grid currents considering the inaccurate reference of injected harmonic current: (a) 0%
inaccuracy; (b) −0.5% inaccuracy; and (c) 0.5% inaccuracy. Distortion is indicated with circles.
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3.4. Active Damping Control

Theoretically, according to the active power balance principle of H3C, grid currents
could always be indirectly regulated without a closed-loop control. This helps to reduce
the tuning effort of the controller. However, it is still beneficial to incorporate a closed-loop
control of grid currents, so as to achieve an active damping function.

According to Figure 4, the transfer function from the GVS currents ihd and ihq to the
grid currents igd and igq is determined by the grid-side LC filter, expressed as

GLC(s) =
1

LfCfs2 + RfCfs + 1
(25)

where Rf is the parasitic resistance of the filter inductor. In practice, Rf is usually quite
small, making GLC(s) a weakly damped second-order system. The frequency response of
GLC(s) is shown in Figure 7. It is clear that without additional damping control, GLC(s)
has a very high resonant peak. The PWM control of the converter could easily inspire the
resonance of the grid-side filter, which deteriorates the input power quality.

Figure 7. Frequency responses of the transfer function of the grid current control. The curve with
Ka = 0 is for the GLC(s) without additional damping control. The other curves are for the HLC(s) with
the proposed active damping control.

Therefore, additional damping control is indispensable for H3C. Usually, paralleling a
damping resistor with the filter inductor Lf has good damping performance. However, the
passive damping resistor generates power loss and increases the high-frequency harmonics
in grid currents. As a result, it is preferable to adopt active damping control which
suppresses the filter resonance through the control strategy.

In the proposed control strategy shown in Figure 4, the active damping function is
realized by the closed-loop control of grid currents, where the controller is termed as Ga(s).
The closed-loop control structure of grid currents is shown in Figure 8. It can be noted
that the controller Ga(s) is located at the feedback path rather than the forward path. From
Figure 8, the closed-loop transfer function is obtained:

HLC(s) =
GLC(s)

1 + GLC(s)Ga(s)
(26)

G i

G

i

Figure 8. Closed-loop control structure of the d axis grid current. Q axis grid current has the same
control structure. The dq axis coupling terms are ignored.

201



Energies 2021, 14, 3140

Clearly, by designing proper Ga(s), it is possible to reshape the frequency response of
GLC(s). In this paper, Ga(s) is designed as

Ga(s) =
Kas

Tas + 1
(27)

where the differential term with the coefficient Ka at the numerator contributes to the active
damping function. As the differential operation could enlarge the high-frequency noise
and harmonics in practice, it is necessary to include the low-pass filter in (27) with the
time constant as Ta. Frequency responses of HLC(s) with different values of Ka and Ta are
plotted in Figure 7. It can be concluded that the larger Ka and the smaller Ta are, the better
damping performance is achieved. However, large Ka and small Ta mean large feedback
signal, which could affect the normal operation of H3C-BESS. Therefore, trade-off should
be made when selecting the values of Ka and Ta in practice.

As shown in Figure 4, controllers Ga(s) at the dq axis generate the additional reference
signals Δihd

* and Δihq
*. Theoretically, Δihd

* and Δihq
* should be used to modify the GVS

current references ihd
* and ihq

*. However, as presented in Section II, the injected harmonic
current can only influence parts of the GVS current. For the complete realization of the
active damping function, the reference battery current should also be modified with:

Δi∗b =
1.5Δi∗hdugm

ub
(28)

where the converter efficiency is assumed to be unity for simplicity.

4. Simulation and Experimental Verification

4.1. Prototype and Parameters

To verify the effectiveness of the H3C-BESS associated with the proposed system
control strategy, a prototype of H3C is constructed. A photograph of the prototype is
shown in Figure 9 and the experimental parameters are listed in Table 2. The GVS uses
an intelligent power module (IPM) with part number PM25RLA120, while the switching
frequency is 50 Hz. The DC–DC converter and the harmonic circuit shares one IPM with the
same part number and their switching frequency is 16 kHz. The bidirectional switches are
constructed using the discrete IGBT with part number IKW15N120H3 which are switched
at 100 Hz. The digital signal processor (DSP) is TMS320F28379D with dual cores, which is
powerful enough to handle all the computation. A large capacitor (5 mF) is used to emulate
the behavior of the battery. The control parameters are optimally designed according to the
filter parameters.

 
Figure 9. The H3C prototype used in the experiments.

202



Energies 2021, 14, 3140

Table 2. System parameters.

Variables Description Values

Ugm Grid Voltage Amplitude 100 V
f g Grid Frequency 50 Hz
Lf Grid Filter Inductor 0.5 mH
Rf Resistance of Lf 35 mΩ
Cf Grid Filter Capacitor 6.9 μF

Lmid Filter Inductor of Third Harmonic Circuit 2.5 mH
Rmid Resistance of Lmid 150 mΩ

Lb Battery Filter Inductor 4.9 mH
Rb Resistance of Lb 135 mΩ
Ub Normal Battery Voltage 100 V
Cb Equivalent Capacitance 5 mF
Ka Gain of Active Damping Controller 15 μ

Ta Time Constant of Active Damping Controller 10 μs
Fs Switching Frequency of Chopping Switches 16 kHz

The corresponding simulation model was built in Matlab/Simulink. The simulation
parameters are the same with those used in experiments, as listed in Table 2. A capacitor
serves as the battery in CC and CV mode and is replaced with a constant voltage source in
the CP mode, which is conducive to shorten the simulation time.

4.2. Simulation Results

The simulation results are shown in Figure 10. From 0.00 s to 0.06 s, the H3C-BESS
works in CC mode with reference battery current ib* fixed at 4 A. From 0.06 s to 0.18 s, the
system works in CV mode with the reference battery voltage fixed at 100 V. Between 0.18 s
and 0.30 s, the system works in CP mode, with grid current reference stepping from 1.34 A
to 2.68 A (the battery current stepping from 2 A to 4 A accordingly). During the remaining
0.06 s, the system is maintained in CP mode but the active damping function is removed.

As it is shown in Figure 10, the battery current ib can always track its reference ib*

during the steady state and the dynamic response is very fast with few overshoots. The
setup time of the battery current is less than 4 ms. As for the battery voltage, it can
also reach its reference with the expected trajectory. This indicates that the satisfactory
performance of battery current and voltage control can be achieved by the H3C-BESS with
the proposed system control structure. Note that the total harmonic distortion (THD) of
the battery current ripple during the steady state is 2.54%, which can be further reduced by
increasing the filter inductor Lb or switching frequency.

As is the case for the battery current, the injected harmonic current imid can also tract
its reference imid

* without steady-state error and with a fast dynamic response. This shows
that the adoption of multi-VPI controllers has achieved the desired control performance.
Note that the amplitude of the low-frequency component of imid is only half of the grid
current. As the switching loss of the power converter is proportional to the operating
current, it can be expected that the third harmonic injection circuit generates only a few
switching losses. In addition, increasing the filter inductor Lmid or the switching frequency
is also able to reduce the high-frequency ripple of imid.

The grid currents automatically vary with the working operation modes and the
current demands. Moreover, the grid current amplitude responds very fast and smoothly
to its reference. The setup time is also less than 4 ms. The THD of grid currents is 3.15%.
This demonstrates that the H3C-BESS exhibits satisfactory control performance at the grid
side, without the need for PI controllers to regulate the grid current. This is an evidence
that the H3C-BESS has lower control complexity than the two-stage VSC-BESS which must
have multi-loop control for grid currents. It can be observed from the waveforms that
the grid currents have some distortions at the sector boundary. This is a common issue of
the H3C based converter system and could be addressed with rearranged filters and an
additional control [29].
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Figure 10. Simulation results of H3C-BESS under different working modes with and without active damping function.
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In CC mode, the battery current is maintained as constant through the closed-loop
control, while the battery voltage is increasing. Therefore, the active power flow to the
battery is always increasing in CC mode, resulting in the increase in grid currents and the
injected harmonic current. In practice, to avoid overcharging the batteries, CV control must
be applied when the battery voltage reaches the predefined threshold. In CV mode, the
battery voltage still increases and finally reaches the reference value. The battery current is
maintained as constant firstly and then dropped gradually to zero until the battery voltage
reaches the steady state. As a result, the transferred active power, grid currents and the
injected harmonic current also increase firstly and then drop to zero. Therefore, all the
waveforms in Figure 10 are consistent with the theoretical analysis.

With the proposed active damping control, the grid currents are very smooth and
sinusoidal. The generated additional signals Δihd

* and Δihq
* are very small compared with

ib and imid, and thus have few influences on the normal operation of H3C-BESS. When
the active damping control is disabled, significant oscillations are contained in the grid
currents. This proves that additional damping control is necessary for the H3C-BESS and
the proposed active damping control works correctly.

4.3. Experimental Results

In experiments, it was found that the overcurrent protection scheme of the prototype
is easily triggered when the active damping function is disabled. Therefore, the active
damping control is always included in the algorithm. The experimental results in CC mode
and CV mode are shown in Figure 11. When the CC mode is activated, the reference battery
current ib* is fixed at 4A. The actual battery current ib reaches ib* very quickly without
overshoot. In the CV mode, the voltage control loop is activated, which generates ib*. Due
to the saturation of the PI controller, ib* is maintained at 4A for a short time and then
decreases gradually to zero. Waveforms in the experimental results are almost the same
with those obtained in simulation, which is another evidence that the H3C-BESS with the
proposed control strategy works correctly in CC mode and CV mode.

u

i

u

u

i

i

 
Figure 11. Experimental results of H3C-BESS in CC and CV modes.

Experimental results in the CP mode are shown in Figure 12. In this mode, the
reference battery current ib* is calculated from the grid current reference igd

* in an open-
loop way. ib* steps between 2 A and 4 A. It can be found that, in CP mode, both the battery
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current and the grid currents have a fast and relatively smooth dynamic response, proving
that the proposed control strategy achieves good dynamic performance. Compared with
the simulation results, more harmonics are contained in the grid currents. As presented in
Part C Section 3, this is mainly because the reference value of the injected third harmonic
current is calculated in an open-loop way. The inaccurate system parameters (especially
the efficiency) result in the error of the reference harmonic current, which generates the
distortion in grid currents. This is a common issue for this kind of converters. In previous
publications [21,23], it can also be found that the grid currents are more or less distorted.
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i
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i

i

 
Figure 12. Experimental results of H3C-BESS in CP mode.

The measured efficiency of the prototype is about 92%, which can be improved by
optimizing the selection of active and passive components. In summary, waveforms of the
harmonic current are consistent with the theoretical analysis, demonstrating the operation
principle of H3C-BESS.

5. Conclusions

This paper successfully applied the H3C to the BESS applications, forming a novel
H3C-BESS. Compared with the commonly used two-stage VSC-BESS, the H3C-BESS has
the capability to reduce the passive components and switching losses. The operating
principle of H3C-BESS was analyzed in detail. The system control structure is proposed
for the H3C-BESS. In particular, active damping control was realized through the grid
current control, which could suppress the LC-filter resonance without the need of passive
damping resistors. Simulation results proved that the proposed solution has a fast dynamic
response with a setup time of less than 4 ms. In addition, the steady-state performance
was also satisfactory with THDs of battery current and grid currents at 2.54% and 3.15%,
respectively. The amplitude of the injected harmonic current is only half of the grid current,
indicating that the corresponding circuit could generate low losses. Experimental results
provided in this paper have also demonstrated the effectiveness of the H3C-BESS with the
proposed system control strategy. It can be expected that the proposed H3C-BESS will be a
promising solution in the BESS applications.

Closed-loop generation of the reference harmonic current is helpful to reduce the grid
current distortions. In addition, the comprehensive comparison between H3C-BESS and
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the typical two-stage VSC-BESS is necessary to further demonstrate the advantages of
H3C-BESS. These are all meaningful works in future studies.
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