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#### Abstract

One of the fastest known general techniques for computing permanents is Ryser's formula On this note, we show that this formula over Sylvester Hadamard matrices of order $2^{m}, H_{m}$, can be carried out by enumerating $m$-variable Boolean functions with an arbitrary Walsh spectrum. As a consequence, the quotient $\operatorname{per}\left(H_{m}\right) / 2^{2^{m}}$ might be a measure of the "density" of $m$-variable Boolean functions with high nonlinearity.
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## 1. Introduction

The theory of Boolean functions is a fascinating area of research in discrete mathematics with applications to cryptography and coding theory. Claude Shannon's properties of confusion and diffusion are fundamental concepts for achieving security in cryptosystems. The notion of diffusion is related to the degree to which the influence of a single input plaintext bit is spread throughout the resulting ciphertext, and the notion of confusion is related to the complexity of the relationship between the secret key and ciphertext. Boolean functions with high nonlinearity can be used to provide confusion in block encryption algorithms [1,2]. Nonlinearity is the minimum number of bits which must change in the truth table of a Boolean function to become an affine function. The Walsh transform is the most important mathematical tool for the analysis of cryptographic properties of Boolean functions. The understanding of the Walsh transform of a Boolean function uniquely determines the function; therefore, working fully with the Walsh transform is possible.

Here we study a connection between the Walsh spectrum of $m$-variable Boolean functions and Ryser's formula of the permanent for Sylvester Hadamard matrices of order $2^{m}$.

In 1812, Cauchy and Binet independently introduced the notion of the permanent as a matrix function.

Definition 1. Let $N$ be the set $\{1, \ldots, n\},\left(n \in \mathbf{Z}^{+}\right)$. The symmetric group $S_{n}$ is the group of all $n!$ permutations of $N$. The permanent of an $n \times n$ matrix $A=\left[a_{i j}\right]$ is defined by

$$
\operatorname{per}(A)=\sum_{\sigma \in S_{n}} \prod_{i=1}^{n} a_{i, \sigma(i)}
$$

At first glance, it seems to be a straightforward version of the determinant, but this is a misleading impression. For instance, the determinant of an arbitrary matrix can be evaluated efficiently using Gaussian elimination; however, the computation of the permanent is much more complicated. Valiant [3] proved that it belongs to the class of $\sharp$ P-complete problems, which basically means that there is almost no possibility of
finding a polynomial time deterministic algorithm for computing the permanent in general. Precisely, the central problem studied in arithmetic complexity theory is the permanent versus determinant problem, which is considered the arithmetic analogue of the NP vs. P problem (see [4]).

There are wide applications of the permanent of certain matrices, such as 0,1 and / or sparse matrices with special structures. Especially in combinatorial counting and graph theory [5]. For instance, if $G$ is a balanced (the two parts have equal size) bipartite graph and $M_{G}$ is its adjacency matrix, the per $\left(M_{G}\right)$ counts perfect matchings in $G$. Nevertheless, as far as we know, there is not any clear combinatorial interpretation of the permanent of Hadamard matrices. Here we give some ideas towards an interpretation of the permanent of the Sylvester Hadamard matrices in terms of Boolean functions with high nonlinearity.

Notation. Throughout the article, we make use of - for -1 and 1 for +1 . We write $H_{m}$ for a Sylvester Hadamard matrix of order $2^{m}$. The cardinality of a set $S$ is denoted $\sharp S$. We use $I_{n}$ for the identity matrix of order $n$ and $M^{T}$ for the transpose of $M$. The Galois field with two elements is denoted by $G F(2)$ and the $m$-dimensional vector space over $G F(2)$, equipped with the canonical basis by $G F(2)^{m} .\left\langle g_{i}, g_{j}\right\rangle$ means the usual inner product for $g_{i}, g_{j} \in G F(2)^{n}$.

## 2. Preliminaries

Basic concepts and results on Hadamard matrices and Boolean functions will be reviewed. We refer the reader to [6] for more details about Hadamard matrices and see [7] and the references therein for some of the theories of Boolean functions.

### 2.1. Hadamard Matrices

A Hadamard matrix $H$ of order $n$ is an $n \times n$ matrix with entries $\pm 1$ and $H H^{T}=n I$. If a Hadmard matrix has its first row and column all $1 s$ are said to be normalized. A Hadamard matrix can always be normalized by multiplying rows and columns by -1 . It is wellknown that $n$ can only be either 2 or a multiple of 4 and it is conjectured that Hadamard matrices exist for every $n \equiv 0 \bmod 4($ see $[6])$.

It was observed by Sylvester in 1867 that, if $H$ is a Hadamard matrix of order $n$, then

$$
\left[\begin{array}{rr}
H & H \\
H & -H
\end{array}\right]
$$

is a Hadamard matrix of order $2 n$. Matrices of this configuration are called Sylvester Hadamard and are defined for all powers of 2. The Sylvester Hadamard matrix of order 2 is given as

$$
H_{1}=\left[\begin{array}{cc}
1 & 1 \\
1 & -
\end{array}\right]
$$

Sylvester Hadamard matrices of $2^{k}$ denoted by $H_{k}$ can be formed by $H_{1}{ }^{k-\text { copies }}$ the Kronecker product of $k$ copies of $H_{1}$. These matrices have many interesting properties (see [8]), for instance $H_{m}=\left[(-1)^{\left\langle g_{i}, g_{j}\right\rangle}\right]_{g_{i}, g_{j} \in G F(2)^{m}}$.

Two Hadamard matrices $H$ and $H^{\prime}$ are said to be equivalent when one can be acquired from the other by a series of row and/or column interchanges and row and/or column negations. The question of classifying Hadamard matrices of order $n \geq 36$ remains unanswered and only partial results are known.

We recollect that Hadamard proved that $n^{n / 2}$ is an upper bound for the absolute value of the determinant of an $n \times n$ matrix with entries from the unic disc, and this bound is attainable by matrices with entries $\pm 1$ if and only if they are Hadamard. However, the permanent of a Hadamard matrix has hardly been worked on, and it is considered a very difficult problem. From what we know, the permanents for all Hadamard matrices of orders smaller or equal to 28 were calculated in [9], but for orders greater than 28 the
permanent remains unknown in general. The permanent of the Sylvester Hadamard matrix of order 32 is 6829323892021002240 ([10]).

### 2.2. Boolean Functions

A Boolean function is a mapping

$$
f: G F(2)^{m} \rightarrow G F(2)
$$

We denote by $\mathbf{B}_{m}$ the set of all $m$-variable Boolean functions. Since there are $2^{m}$ possible inputs of length $m, \sharp \mathbf{B}_{m}=2^{2^{m}}$.

Example 1. $f(x)=\langle x, g\rangle+c$ where $g \in G F(2)^{m}$ and $c \in G F(2)$ represent a Boolean function, the so-called affine function. In particular, if $c=0$ then $f(x)$ is called a linear function. We denoted by $\mathbf{A}_{m}$ the set of m-variable affine functions and $\sharp \mathbf{A}_{m}=2^{m+1}$.

A Boolean function can be displayed in several ways. One prospect is to simply list all values in a fixed order. To this end we denote $g_{i}$ as the binary representation of the integer $i-1$ with $m$ bits. For instance, $g_{1}=(0,0, \ldots, 0)$ and $g_{2}=(0, \ldots, 0,1)$, hence this list $g_{1}, g_{2}, \ldots, g_{2^{m}}$ contains all the elements of $G F(2)^{m}$. The vector

$$
\left[f\left(g_{1}\right), f\left(g_{2}\right), \ldots, f\left(g_{2^{m}}\right)\right]
$$

is called the truth table (TT) of a Boolean function $f$. The support of $f$ is the set $S_{f}=$ $\left\{g \in G F(2)^{m}: f(g)=1\right\}$, and the weight of $f, w t(f)$, is the cardinality of the support, i.e., $w t(f)=\sharp S_{f}$.

The Hamming distance between two Boolean functions $f$ and $h$ on $G F\left(2^{m}\right)$ is defined as $w t(f+h)$. The nonlinearity of $f$ and denoted by $N_{f}$ is the minimum distance between $f$ and the set of all affine functions. This concept has several applications in cryptography and coding theory. For instance, nonlinearity can be utilized as a measure of the strength of cryptosystems (see [11]). The Walsh-Hadamard transform is the main tool to study the nonlinearity of Boolean functions, which is defined for an $m$-variable Boolean function $f$, such as

$$
W_{f}(g)=\sum_{x \in G F(2)^{m}}(-1)^{f(x)+\langle x, g\rangle}, \quad g \in G F(2)^{m}
$$

The vector $\left[W_{f}\left(g_{1}\right), W_{f}\left(g_{2}\right), \ldots, W_{f}\left(g_{2^{n}}\right)\right]$ is called the Walsh spectrum (WS) of a Boolean function $f$. Each component $W_{f}(g)$ of WS is called a Walsh coefficient. Its magnitude is the correlation between $f$ and the corresponding linear function $l_{g}(x)=\langle x, g\rangle$ for $g, x \in G F(2)^{m}$.

Now, we recall some results involving the Sylvester Hadamard matrix and the WS of a Boolean function.

Proposition 1. Assuming that $f$ is an m-variable Boolean function and $H_{m}=\left[h_{i, j}\right]$ is the Sylvester Hadamard matrix of order $2^{m}$. The following identities hold,

1. $\left[F\left(g_{1}\right), F\left(g_{2}\right), \ldots, F\left(g_{2^{m}}\right)\right] H_{m}=\left[W_{f}\left(g_{1}\right), W_{f}\left(g_{2}\right), \ldots, W_{f}\left(g_{2^{m}}\right)\right]$, where $F(g)=(-1)^{f(g)}$.
2. $\sum_{i \in S_{f}} h_{i, k}=2^{m-1} \delta_{g_{1}}^{g_{k}}-\frac{1}{2} W_{f}\left(g_{k}\right), \quad k=1, \ldots, 2^{m}$ where $\delta_{g_{1}}^{g_{k}}$ is Kronecker's symbol.

Proof. The first identity follows from the fact that $H_{m}=\left[(-1)^{\left\langle g_{i}, g_{j}\right\rangle}\right]_{g_{i}, g_{j} \in G F(2)}^{m}$. For the second, we have to take into account the following facts:

- $W_{f}\left(g_{k}\right)=\sum_{i \in \bar{S}_{f}} h_{i, k}-\sum_{i \in S_{f}} h_{i, k}$ where $\bar{S}_{f}=\left\{1,2, \ldots, 2^{m}\right\} \backslash S_{f}$.
- $\quad \sum_{i=1}^{2^{m}} h_{i, k}= \begin{cases}2^{m} & k=0 \\ 0 & 0<k \leq 2^{m}\end{cases}$


## 3. Ryser's Formula for $H_{m}$ and the Walsh Spectrum of Boolean Functions

H.J. Ryser found the following alternative method to evaluate the permanent of a matrix $A=\left[a_{i j}\right]$ of order $n$,

$$
\begin{equation*}
\operatorname{per}(A)=(-1)^{n} \sum_{r=1}^{n}(-1)^{r} \sum_{\alpha \in Q_{r, n}} \prod_{j=1}^{n} \sum_{i \in \alpha} a_{i, j}, \tag{1}
\end{equation*}
$$

where $Q_{r, n}$ denotes the set of all strictly increasing sequences of $r$ integers taken from the set $\{1,2, \ldots, n\}$. This is one of the fastest known general algorithms for computing a permanent.By counting multiplications it has an efficiency of $O\left(2^{n} n\right)$ (see pp. 31-11 [12]).

Proposition 2. Assuming that $H_{m}=\left[h_{i, j}\right]$ is the Sylvester Hadamard matrix of order $2^{m}, f$ an arbitary m-variable Boolean function and $\Phi(f)=\prod_{j=2}^{2^{m}} \sum_{i \in S_{f}} h_{i, j}$. Then,

1. $\Phi(f)=-2^{1-2^{m}} \prod_{j=2}^{2^{m}} W_{f}\left(g_{j}\right)$.
2. $\operatorname{per}\left(H_{m}\right)=\sum_{r=1}^{2^{m}}(-1)^{r} r \sum_{s_{f} \in Q_{r, 2}{ }^{m}} \Phi(f)$.

Proof. The first identity follows from Proposition 1 and the second one is immediate.
The following result studies some properties of the function $\Phi$ that we will use later.
Lemma 1. 1. Let $f$ be an arbitrary $f \in \mathbf{B}_{m-1}$ and $h=[f \mid f]$ be the result of concatenating the TT of $f$ to itself. Then $\Phi(h)=0$.
2. Let $l \in \mathbf{A}_{m-1}, f \in \mathbf{B}_{m-1}$ and $h=[f \mid l]$. If $\Phi(f)=0$ then $\Phi(h)=0$. For instance, $\Phi(h)=0$ when wt $(f)=2$ or 4 .
3. Let $l(x)=\left\langle x, g_{j}\right\rangle+c \in \mathbf{A}_{m}, f \in \mathbf{B}_{m}$ and $h=l+f$. Then $\Phi(h)=\frac{\left(2^{m}-2 w t(f)\right)}{W_{f}\left(g_{j}\right)}(-1)^{c} \Phi(f)$.

Proof. Identities 1 and 2 follow from

$$
W_{h}\left(g_{k}\right)= \begin{cases}W_{f_{1}}\left(g_{k}\right)+W_{f_{2}}\left(g_{k}\right) & 1 \leq k \leq 2^{m-1} \\ W_{f_{1}}\left(g_{k}\right)-W_{f_{2}}\left(g_{k}\right) & 2^{m-1}+1 \leq k \leq 2^{m}\end{cases}
$$

for $h=\left[f_{1} \mid f_{2}\right]$ and $W_{l}\left(g_{k}\right)$ is null for some $k>1$. For identity 3 , we have to take into account that $W_{h}\left(g_{k}\right)=(-1)^{c} W_{f}\left(g_{j}+g_{k}\right)$.

In the sequel, we will try to extract some consequences of the Proposition 2. Firstly, it may help in finding an interpretation of the permanent of $H_{m}$ in terms of nonlinearity.

Since

$$
W_{f}(g)=2^{m}-2 \mathrm{wt}\left(f+l_{g}\right)
$$

the nonlinearity of $f$ is computed from the Walsh sprectrum by

$$
N_{f}=2^{m-1}-\frac{1}{2} \max _{g \in G F(2)^{m}}\left|W_{f}(g)\right|
$$

If a maximum absolute value of $W_{f}$ occurs at $g_{k}$, then either $l_{g_{k}}$ is the best linear approximation of $f$ (when $W_{f}\left(g_{k}\right)>0$ ) or its complement, the affine function $1+l_{g_{k}}$, is as good as, or better than, the best linear approximation (when $W_{f}\left(g_{k}\right)<0$ ).

It is a simple corollary of Parseval's identity,

$$
\sum_{i=1}^{2^{m}} W_{f}\left(g_{i}\right)^{2}=2^{2 m}
$$

that

$$
\begin{equation*}
\max _{i}\left|W_{f}\left(g_{i}\right)\right| \geq 2^{\frac{m}{2}} \tag{2}
\end{equation*}
$$

Therefore, for any Boolean function in $m$ variables,

$$
N_{f} \leq 2^{m-1}-2^{\frac{m}{2}-1}
$$

and this bound is achieved only when $m$ is even and $\left|W_{f}\left(g_{i}\right)\right|=2^{\frac{m}{2}}, \quad \forall i$. Hence,

$$
\mathrm{wt}(f)=\frac{2^{m}-2^{m / 2}}{2} \text { or } \frac{2^{m}+2^{m / 2}}{2}
$$

An $m$-variable Boolean function with $m$ even and maximum nonlinearity is called bent. Furthermore, if $f$ is bent then $|\Phi(f)|=2^{m 2^{m-2}}$. This is the maximum of $|\Phi|$ in $\mathbf{B}_{m}$ and $\Phi(f)<0$.

The affine functions are the other extreme, with respect to the Walsh spectrum. There is only one non-null Walsh coefficient for an affine function, and its value is either $2^{m}$, when it is linear, or $-2^{m}$ otherwise. Therefore,

$$
\Phi\left(l_{g_{k}}+c\right)=0
$$

By Parseval's identity, if some of the Walsh coefficients are smaller than average in absolute value, especially if some are 0 , then the others must be larger. Thus, if $f$ is a Boolean function with a small $N_{f}$ and $w t(f)$ even then it can be expected that $\Phi(f)$ will be null. For $w t(f)$ odd and after carrying out some computer searches up to $m=5$, we found that $\Phi$ more often takes positive than negative values.

Although the formula for nonlinearity is sign free, the quotient $\frac{\operatorname{per}\left(H_{m}\right)}{\sharp \mathbf{B}_{m}}$ could provide some information of the "global" nonlinearity of the whole set $m$-variable Boolean functions. Especially, when $\frac{\operatorname{per}\left(H_{m}\right)}{\sharp \mathbf{B}_{m}}<\frac{\operatorname{per}\left(H_{m^{\prime}}\right)}{\sharp \mathbf{B}_{m^{\prime}}}$ could indicate a better density of Boolean functions with high nonlinearity in $\mathbf{B}_{m}$ than in $\mathbf{B}_{m^{\prime}}$. For $m=2$ and 4 , this is confirmed with the behaviour of the quotient between the number of bent functions in $m$ variables between the number of Boolean functions (see [2], Chapter 7). Attending to our observation we also claim the following.

Conjecture 1. If $m$ is even, then

$$
2^{(m-2) 2^{m-4}} \leq \operatorname{per}\left(H_{m}\right) \leq 2^{m 2^{m-2}}
$$

and if $m$ is odd, then

$$
2^{(m-1) 2^{m-2}} \leq \operatorname{per}\left(H_{m}\right) \leq 2^{(m+1) 2^{m-2}}
$$

Secondly, we will try to take advantage of computing the permanent of a Sylvester Hadamard matrix from partitioning $\mathbf{B}_{m}$ in classes under the affine equivalence relationship.

Definition 2 ([2]). Two m-variable Boolean functions $f$ and $h$ are said to be affine equivalent if there exists an invertible matrix $A$ with entries in $G F(2)$ and a constant $b \in G F(2)^{m}$ such that for all $x \in G F(2)^{m}$ it holds that

$$
f(x)=h(A(x)+b)
$$

The following Lemma studies the Walsh spectra of affine equivalent Boolean functions $f$ and $h$. As immediate consequence, we have $N_{f}=N_{h}$.

Lemma 2 ([13]). Let $f$ and $h$ be two affine equivalent $m$-variable Boolean functions, $f(x)=$ $h(A(x)+b)$, then

$$
W_{f}(g)=(-1)^{\left\langle b,\left(A^{-1}\right)^{T}(g)\right\rangle} W_{h}\left(\left(A^{-1}\right)^{T}(g)\right)
$$

Another important consequence is,
Proposition 3. If $f$ and $h$ are affine equivalent m-variable Boolean functions then

$$
\Phi(f)=\Phi(h)
$$

Proof. This follows from Proposition 2 and Lemma 2. Since $\left(A^{-1}\right)^{T}(g)$ runs over all the elements of $G F(2) \backslash\{0\}$ when $g$ runs over all the elements of $G F(2) \backslash\{0\}$ and the number of times that $\left\langle b,\left(A^{-1}\right)^{T}(g)\right\rangle=1 \bmod 2$ is even for any fixed $b \in G F(2)$ when when $g$ runs over all the elements of $G F(2) \backslash\{0\}$. This last statement is due to the fact that the number of elements of $G F(2)^{m}$ with concrete values in certain positions divides $2^{m}$.

Now, the formula for the permanent of $H_{m}$ can be rewritten in terms of classes under the affine equivalence relation for the set of $m$-variable Boolean functions.

## Proposition 4.

$$
\begin{equation*}
\operatorname{per}\left(H_{m}\right)=\sum_{r=1}^{2^{m-1}-1}(-1)^{r}\left(2 r-2^{m}\right) \sum_{i=1}^{\sharp \Omega_{r, m}} \sharp\left[X_{i}^{r}\right] \Phi\left(f_{X_{i}^{r}}\right) . \tag{3}
\end{equation*}
$$

where $\Omega_{r, m}$ is the set of classes under the affine equivalence for the $m$-variable Boolean functions of weight $r, f_{X_{i}^{r}}$ is a representative of the class $X_{i}^{r} \in \Omega_{r, m}, r=w t\left(f_{X_{i}^{r}}\right)$.

Proof. It is immediate from Proposition 2, Proposition 3 and the fact that $\sum_{i \in \alpha} h_{i, j}=$ $-\sum_{i \in \bar{\alpha}} h_{i, j}, j \geq 2$; where $\alpha \cup \bar{\alpha}=\left\{1,2, \ldots, 2^{m}\right\}$.

Example 2. Now we are going to compute per $\left(\mathrm{H}_{3}\right)$ using formula (3),

$$
H_{3}=\left[\begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & - & 1 & - & 1 & - & 1 & - \\
1 & 1 & - & - & 1 & 1 & - & - \\
1 & - & - & 1 & 1 & - & - & 1 \\
1 & 1 & 1 & 1 & - & - & - & - \\
1 & - & 1 & - & - & 1 & - & 1 \\
1 & 1 & - & - & - & - & 1 & 1 \\
1 & - & - & 1 & - & 1 & 1 & -
\end{array}\right]
$$

Taking into account that $\Phi(f)=0$ for any 3-variable Boolean function with wt $(f)$ even. Then,

$$
\operatorname{per}\left(H_{3}\right)=(-1)^{1}(2-8) \sum_{i=1}^{\sharp \Omega_{1,3}} \sharp\left[X_{i}^{1}\right] \Phi\left(f_{X_{i}^{1}}\right)+(-1)^{3}(6-8) \sum_{i=1}^{\sharp \Omega_{3,3}} \sharp\left[X_{i}^{3}\right] \Phi\left(f_{X_{i}^{3}}\right)
$$

(Using Table 1, we get)

$$
=6 \times(8 \times 1)+2 \times(56 \times 3)=384
$$

Therefore, the problem of computing the permanent of a Sylvester Hadamard matrix of order $2^{m}$ can be carried out by enumerating $m$-variable Boolean functions with an arbitrary Walsh spectrum. This enumeration problem, although of interest in cryptography [14], requires a huge amount of computational resources. For instance, the number of bent functions (those Boolean functions with flat spectrum) so far has only been known for dimensions up to and including 8 (see [15]). Thus, Formula (3) only has a theoretical interest.

Finally, we give another formula for the permanent of $H_{m}$ as a straightforward consequence of some results from $[16,17]$. Let $\operatorname{Sym}(E)$ be the group of permutations on the set $E$ and $\varepsilon(\sigma)$ be the parity +1 or -1 of $\sigma$ for each $\sigma \in \operatorname{Sym}(E)$. Then, $\Gamma(f)$ is defined as the set $\left\{\sigma \in \operatorname{Sym}\left(G F(2)^{m}\right): \forall a \in G F(2)^{m}, f(a+\sigma(a))=1\right\}$.

Now, taking into account the following facts:

1. Theorem 1 of [16] proves that the Walsh spectrum of $f$ coincides with the spectrum of $G_{f}$, the Cayley graph associated to $f$, where the vertex set of $G_{f}$ is equal to $G F(2)^{m}$, while the edge set $E_{f}$ is defined as follows:

$$
E_{f}=\left\{\left(g_{i}, g_{j}\right) \mid f\left(g_{i}+g_{j}\right)=1\right\}
$$

This connects the problem of analyzing the spectral coefficients of Boolean functions with the framework of spectral analysis of graphs. Let us denote by $w_{f}\left(g_{i}\right)$ the eigenvalues of the adjacency matrix of the Cayley graph associated to $f$.
2. Corollary 2 of [17] proves that the product $\prod_{i=1}^{2^{m}} w_{f}\left(g_{i}\right)=\sum_{\sigma \in \Gamma(f)} \varepsilon(\sigma)$.

Therefore, the formula for the permanent of $H_{m}$ given in Proposition 2 can be rewritten as

$$
\operatorname{per}\left(H_{m}\right)=\sum_{r=1}^{2^{m}}(-1)^{r+1} r \sum_{s_{f} \in Q_{r, 2 m}} \frac{\sum_{\sigma \in \Gamma(f)} \varepsilon(\sigma)}{2^{2^{m}-1} w_{f}\left(g_{1}\right)}
$$

Table 1. Number of inequivalent $m$-variable Boolean functions of weight $r$ under the affine equivalence for $m=3$ and $r=1,3$.

| $\mathbf{r}$ | \# Inequivalent 3-Variable Boolean Functions | \# Orbits |
| :---: | :---: | :---: |
| 1 | 1 | 8 |
| 3 | 1 | 56 |

## 4. Conclusions

The paper demonstrates a connection between two different mathematical areas: Boolean functions and permanents. Firstly, Ryser's formula for computing the permanent of Sylvester Hadamard matrices has been rewritten in terms of the Walsh spectrum of $m$-variable functions. Although this formula does not represent a real shortcut for computing the permanent of $H_{m}$, it suggested the bounds given in Conjecture 1, since $\left|\prod_{j=2}^{2^{m}} W_{f}\left(g_{j}\right)\right|=2^{m 2^{m-2}}$ when $f$ is bent. Secondly, we show that the quotient $\operatorname{per}\left(H_{m}\right) / 2^{2^{m}}$ provides information about the density of $m$-variable Boolean functions with high nonlinearity (i.e., Boolean functions with linearity close to the minimum). We have checked until $m=5$ that $\operatorname{per}\left(H_{m}\right) / 2^{2^{m}}$ is a strictly increasing function and the quotient between the number of bent functions in $m$ variables and the number Boolean functions $\left(2^{2^{m}}\right)$ is a strictly decreasing function (up to $m=8$ ) which means that density Boolean functions with high nonlinearity are worse when $m$ increase. Finally, let us point out the following asymptotic result about the linearity of random Boolean functions due to Olejár and Stanek.

Theorem 1 ([18]). There is a constant $c$, such that if m is big enough, then for almost every Boolean function in $m$ variables

$$
N_{f} \geq 2^{m-1}-c \sqrt{m} 2^{m / 2}
$$
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#### Abstract

Since Horadam and de Launey introduced the cocyclic framework on combinatorial designs in the 1990s, it has revealed itself as a powerful technique for looking for (cocyclic) Hadamard matrices. Ten years later, the series of papers by Kotsireas, Koukouvinos and Seberry about Hadamard matrices with one or two circulant cores introduced a different structured approach to the Hadamard conjecture. This paper is built on both strengths, so that Hadamard matrices with cocyclic cores are introduced and studied. They are proved to strictly include usual Hadamard matrices with one and two circulant cores, and therefore provide a wiser uniform approach to a structured Hadamard conjecture.
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## 1. Introduction

Hadamard matrices are square matrices of order $n$ with entries from $\{-1,1\}$ such that their rows are pairwise orthogonal. They were identified as the extremal solutions of the maximal determinant problem for square matrices with entries from the unit disc [1].

It may be straightforwardly checked that, regardless of the elemental cases $n=1$ and $n=2$, as soon as three rows have to be mutually orthogonal, this implies that $n$ is necessarily a multiple of 4. Unexpectedly, the converse assertion (that there exists a Hadamard matrix for every order $n=4 w$ ), remains one of the most famous open centuryold problems in mathematics, the Hadamard Conjecture.

The techniques for constructing Hadamard matrices are usually organized into three types: multiplication theorems, "plug-in" methods and direct constructions [2,3]. Nevertheless, none of them has succeeded to provide a uniform method for constructing these matrices.

The cocyclic approach, as introduced in [4], tries to cast new light on this purpose. A cocyclic matrix (over a group $G$ ) consists of a matrix $(\psi(i, j))$ constructed from a binary (2-)cocycle over $G, \psi: G \times G \rightarrow\{-1,1\}$, so that:

$$
\begin{equation*}
\psi(a, b) \psi(a, b \cdot c) \psi(a \cdot b, c) \psi(b, c)=1, \tag{1}
\end{equation*}
$$

for all $a, b, c \in G$. It is called a 2-coboundary if a map $\phi: G \rightarrow G$ exists such that $\psi(a, b)=\phi(a) \phi(b) \phi(a b)$, for every $a, b \in G$.

Accordingly, checking whether a cocyclic matrix is Hadamard translates into checking if the summation of each row (but the first) is zero [5]. This is not the only advantage of this approach. It endows the matrix with an enriched structure, which is being successfully exploited to look for Hadamard matrices [2,6,7]. Nowadays, this framework is broadening its expected horizons, since more recently even quasigroups [8] and Latin rectangles [9] have come into play.
(Cocyclic) Hadamard matrices are intimately related to other combinatorial objects, such as designs, (almost) difference sets and (almost) perfect sequences. We next briefly recall these notions and relations, as they are introduced in [2,10], since they will be relevant in the exposition of the paper. For further information, the interested reader is referred to $[2,10]$ and the references therein.

A $(v, k, \lambda)$-design is a pair $\mathcal{D}=(P, B)$ consisting of a $v$-set $P=\left\{p_{1}, \ldots, p_{v}\right\}$ of points and a $v$-set $B=\left\{B_{1}, \ldots, B_{v}\right\}$ of $k$-blocks, $1<k<v$, such that each pair of distinct points is contained in exactly $\lambda$ blocks.

If $G$ is an automorphism group of $\mathcal{D}$ such that for each pair of points $p_{i}, p_{j}$ there is a unique $g \in G$ such that $g\left(p_{i}\right)=p_{j}$, and similarly for blocks, the design $\mathcal{D}$ is called regular with respect to $G$, and $G$ is called a regular group for $\mathcal{D}$.

Matricially, $\mathcal{D}$ is easily represented by its $v \times v$ incidence matrix $A_{\mathcal{D}}=\left(a_{i j}\right)$, rows and columns in correspondence with blocks and points, respectively, such that $a_{i j}=1$ if and only if $p_{j} \in B_{i}$, and 0 otherwise.

It may be straightforwardly checked that a $v \times v$ square matrix $A$ with entries 0,1 is an incidence matrix of a $(v, k, \lambda)$-design if and only if $A A^{T}=(k-\lambda) I+\lambda J$ and $A J=k J$, for $I$ the identity matrix and $J$ the all 1 s matrix.

In particular, there exists a Hadamard matrix $H$ of order $4 w$ if and only if there exists a square $(4 w-1,2 w-1, w-1)$-design $\mathcal{D}$. Actually, noting $A^{\prime}=2 A_{\mathcal{D}}-J$, the matrix obtained from $A_{\mathcal{D}}$ by replacing 0 s by -1 s, then $H=\left(\begin{array}{cc}1 & \mathbf{1} \\ \mathbf{1}^{T} & A^{\prime}\end{array}\right)$, is a Hadamard matrix, and vice versa.

Other combinatorial structures intimately related to Hadamard matrices and designs are difference sets.

A $(v, k, \lambda)$-difference set in a group $(G, \cdot)$ of order $v$ is a $k$-subset $D \subset G$ such that the $k(k-1)$-list of quotients $d_{1} d_{2}^{-1}$ of distinct elements $d_{1}, d_{2}$ of $D$ contains each non-identity element of $G$ exactly $\lambda$ times. The order of the difference set is $n=k-\lambda$. The difference set is called cyclic or abelian, if $G$ has the respective property.

Remark 1. Notice that if $D$ is a $(v, k, \lambda)$-difference set, then $G \backslash D$ defines $a(v, v-k, v-2 k+\lambda)$ difference set, the so-called complementary difference set of $D$.

Let $G$ be a group of $v$ elements, and $D \subset G$ a $k$-subset, $1<k<v$. Then $D$ is a $(v, k, \lambda)$-difference set in $G$ if and only if $\mathcal{D}=(G,\{g D: g \in G\})$ is a $(v, k, \lambda)$-design with regular group $G$, and vice versa. Therefore, as soon as a $(4 w-1,2 w-1, w-1)$-difference set exists, there exists a Hadamard matrix of order $4 w$ in turn.

Now we turn our interest to (almost) perfect sequences, as introduced in [10].
Consider a cyclic binary sequence $\left(a_{i}\right)$ with entries from $\{-1,1\}$ of period $v$, such that $a_{i+v}=a_{i}$, for $i \geq 0$. The autocorrelation of $\left(a_{i}\right)$ for shift $t$ is defined as the sum $c_{t}\left(a_{i}\right)=\sum_{i=0}^{v-1} a_{i} a_{i+t}$.

A sequence $\left(a_{i}\right)$ is called perfect when $c_{t}\left(a_{i}\right)=r$ is constant for $0<t \leq v-1$, and equals the smallest possible max $\left|c_{t}\left(a_{i}\right)\right| \in\{0,1,2\}$, since $c_{t}(a) \equiv v \bmod 4$.

Remark 2. Notice that a perfect periodic sequence with period $v, k$ positive entries per period and autocorrelation $c_{t}\left(a_{i}\right)=r, 0<t \leq v-1$, is equivalent to a cyclic ( $\left.v, k, \lambda\right)$-difference set: it suffices to take $D=\left\{i: a_{i}=1,0 \leq i \leq v-1\right\}$, so that $|D \cap(D+t)|=\lambda$ and $r=v-4(k-\lambda)$.

Depending on the value $c_{t}\left(a_{i}\right)=r \in\{0, \pm 1, \pm 2\}$, the existence of perfect sequences $\left(a_{i}\right)$ is summarized in [10]. In particular:

- The case $r=0$ corresponds to circulant Hadamard matrices of order $v$, which are conjectured to exist just for $v=4$.
- The case $r=1$ corresponds to $\left(2 u^{2}+2 u+1, u^{2}, \frac{u^{2}-u}{2}\right)$-cyclic difference sets, which are conjectured to exist just for $u=1,2$.
- There is no known example for the case $r=2$, and experimental results suggest that none might exist.
- The case $r=-2$ gives just one difference set, the ( $2,1,0$ ) -difference set.
- The case $r=-1$ gives the so-called Paley-Hadamard difference sets, with parameters ( $v, \frac{v-1}{2}, \frac{v-3}{4}$ ), whose existence implies in turn the existence of Hadamard matrices of order $v+1$. These include very well known families of difference sets [10].

Remark 3. The case $r=-1$ is of particular interest in this paper, since it includes the so-called Hadamard matrices with one circulant core [11], of the form $\left(\begin{array}{ll}1 & \mathbf{1} \\ \mathbf{1} & \text { A }\end{array}\right)$, for A being a circulant matrix whose first row consists of a perfect sequence $\left(a_{i}\right)$ with $c_{t}\left(a_{i}\right)=-1,0<t \leq 4 w-2$, and $\sum_{i=0}^{4 w-2} a_{i}=-1$.

When relaxing some conditions, the combinatorial structures described above may be generalized, in some sense.

For instance, given a $k$-subset $D$ of a group $(G, \cdot)$ of order $v$, it might occur that the number of occurrences of each non identity element in $G$ among the list of quotients $d_{1} d_{2}^{-1}$ of distinct elements $d_{1} \neq d_{2} \in D$ is either $\lambda$ or $\lambda+1$, not just $\lambda$. Then $D$ defines a $(v, k, \lambda, s)$-almost difference set, where $s$ denotes the amount of elements of $G \backslash\{1\}$ that appears precisely $\lambda$ times in the list $d_{1} d_{2}^{-1}$, the remaining $v-s-1$ elements of $G$ appearing exactly $\lambda+1$ times.

Almost difference sets are related to almost perfect sequences, in the following manner.
A sequence $\left(a_{i}\right)$ is called almost perfect when two possible values $r_{1}, r_{2}$ are allowed for $c_{t}\left(a_{i}\right)$, for $0<t \leq v-1$, with $\left|r_{1}\right|+\left|r_{2}\right|=4$. As noted in [10], this is equivalent to $D=\left\{i: a_{i}=1,0 \leq i \leq v-1\right\}$ being an $\left(v, k, k-\left\lfloor\frac{v}{4}\right\rfloor-1, k v-k^{2}-(k-1)\left\lfloor\frac{v}{4}\right\rfloor\right)$ almost difference set, for $k=|D|$.

As claimed in [10], computer experimentation seems to suggest that balanced (i.e., half of the entries are of opposite sign) almost perfect sequences might exist for every $v \equiv 1(\bmod 4)$. As soon as two such balanced sequences $\left(a_{i}\right)$ and $\left(b_{i}\right)$ combine to give $c_{t}\left(a_{i}\right)+c_{t}\left(b_{i}\right)=-2$, for $0<t \leq 2 w-2$, a Hadamard matrix of order $4 w$ would exist in turn: this is one of the most prolific techniques for constructing Hadamard matrices of order $4 w$, the so-called two circulant cores "plug-in" method $[3,12,13]$.

Actually, the Hadamard matrix would consist in:

$$
\left(\begin{array}{rrrr}
-1 & -1 & \mathbf{1} & \mathbf{1}  \tag{2}\\
-1 & 1 & \mathbf{1} & -\mathbf{1} \\
\mathbf{1} & \mathbf{1} & A & B \\
\mathbf{1} & -\mathbf{1} & B^{T} & -A^{T}
\end{array}\right),
$$

for $A$ and $B$ being the circulant matrices based on $\left(a_{i}\right)$ and $\left(b_{i}\right)$, respectively.
As a matter of fact, among the most prominent "plug-in" methods for constructing Hadamard matrices, precisely the two circulant cores technique and the Goethals-Seidel arrays [14] were the only ones that remain out of the cocyclic framework, as indicated in [15]. Actually, Goethals-Seidel arrays have been recently characterized as (pseudo)cocyclic matrices over quasigroups in [16].

Finally, we now recall the characterization of cocyclic Hadamard matrices in terms of certain difference sets and designs, as introduced in Theorem 2.4 of [17], and which is used in [6] to provide an exhaustive classification of cocyclic Hadamard equivalent matrices of orders less than 40 . For the sake of simplicity and readability, we will not detail the definition of these particular combinatorial structures, as they are not needed for the comprehension of the paper.

Theorem 1. [17] The following statements are equivalent:

1. There is a cocyclic Hadamard matrix over $G,|G|=4 w$.
2. There is a (normal) relative $(4 w, 2,4 w, 2 w)$-difference set in a central extension of $\langle-1\rangle$ by $G$, relative to $\langle-1\rangle$.
3. There is a divisible $(4 w, 2,4 w, 2 w)$-design, class regular with respect to $\langle-1\rangle$, and with central extension of $\langle-1\rangle$ by $G$ as a regular group of automorphisms.

The aim of this paper is to settle a theoretical background for the study of Hadamard matrices consisting of cocyclic cores, instead of circulant cores. Actually, Hadamard matrices with a cocyclic core will be shown to be placed in some sense halfway from full cocyclic Hadamard matrices and usual Hadamard matrices, as $4 w \times 4 w$ Hadamard matrices with a cocyclic core will be proven to exist if and only if there exist ( $4 w-1,2 w-$ $1, w-1$ )-difference sets (Theorem 2), which are already known to imply the existence of full Hadamard matrices, as commented before.

The paper is organized as follows. In Section 2, we characterize the existence of Hadamard matrices with a $(4 w-1) \times(4 w-1)$ cocyclic core, in terms of some perfect sequences and difference sets. Section 3 is devoted to the characterization of Hadamard matrices with a $(4 w-2) \times(4 w-2)$ cocyclic core, in terms of certain almost perfect sequences and almost difference sets.

## 2. Hadamard Matrices with a $(4 w-1) \times(4 w-1)$ Cocyclic Core

As introduced in Section 1, Hadamard matrices with one circulant core consist of matrices of the type $\left(\begin{array}{cc}1 & \mathbf{1} \\ \mathbf{1} & A\end{array}\right)$, for $A$ being a circulant matrix whose first row consists of a perfect binary sequence $\left(a_{i}\right)$ with $c_{t}\left(a_{i}\right)=-1,0<t \leq 4 w-2$, and $\sum_{i=0}^{4 w-2} a_{i}=-1$. They were extensively studied in [11].

In this section we study the conditions under which a cocyclic (instead of a simply circulant) matrix $M_{\psi}$ (for $\psi$ as in (1)) may be plugged in a structure of the type:

$$
\left(\begin{array}{cc}
? & ?  \tag{3}\\
\alpha & M_{\psi}
\end{array}\right)
$$

in order to provide a Hadamard matrix as well, for $\alpha=\left(\alpha_{g_{0}}, \ldots, \alpha_{g_{4 w-2}}\right)$, given an ordering $\left\{g_{0}=1, \ldots, g_{4 w-2}\right\}$ of $G$.

Notice that the first row of such a structure is not of interest, since every partial Hadamard matrix of size $(4 w-z) \times 4 w, 1 \leq z \leq 7$, is known to be extendable to a full $4 w \times 4 w$ Hadamard matrix [18].

Theorem 2. There exists a Hadamard matrix of order $4 w$ with a $(4 w-1) \times(4 w-1)$ cocyclic core if and only if there exists a $(4 w-1,2 w, w)$-difference set (or, equivalently, a $(4 w-1,2 w-$ $1, w-1)$-difference set).

The following sequence of lemmas will help in the task of proving this result.
Lemma 1. The first row (and column) of $M_{\psi}$ consists of a common single value, either 1 or -1 .
Proof. This is a common fact of cocyclic matrices, and it may be straightforwardly derived from Equation (1): as soon as one fixes $a=b=1 \in G$, it follows that $\psi(1,1) \cdot \psi\left(1, g_{k}\right)=1$, for every $g_{k} \in G$.

A similar argument applies to the first column, taking $b=c=1$ in (1) instead.
Remark 4. Cocylic matrices $M_{\psi}$ for which $\psi(1, j)=\psi(j, 1)=1$ are usually termed normalized.

The following result is at the very heart of the usual cocyclic test for Hadamard matrices [2,5]. However, we will rather state it and reproduce its proof explicitly, since both of them will be extensively used in the paper.

Lemma 2. For every $g_{i}, g_{j} \in G$, the dot product of rows indexed by $g_{i}$ and $g_{j}$ in $M_{\psi}$ consists of:

$$
\sum_{g_{k} \in G} \psi\left(g_{i}, g_{k}\right) \psi\left(g_{j}, g_{k}\right)=\psi\left(g_{i} g_{j}^{-1}, g_{j}\right) \sum_{g_{k} \in G} \psi\left(g_{i} g_{j}^{-1}, g_{k}\right)
$$

Proof. Actually, this is an alternative way to read the usual cocyclic Hadamard test of [5]. From (1), taking $a=g_{i} g_{j}^{-1}, b=j$ and $c=g_{k}$, it follows that:

$$
\psi\left(g_{i} g_{j}^{-1}, g_{j}\right) \cdot \psi\left(g_{i} g_{j}^{-1}, g_{j} g_{k}\right)=\psi\left(g_{i}, g_{k}\right) \cdot \psi\left(g_{j}, g_{k}\right)
$$

Therefore, the dot product of rows indexed by $g_{i}$ and $g_{j}$ in $M_{\psi}$ consists of:

$$
\sum_{g_{k} \in G} \psi\left(g_{i}, g_{k}\right) \psi\left(g_{j}, g_{k}\right)=\sum_{g_{k} \in G} \psi\left(g_{i} g_{j}^{-1}, g_{j}\right) \psi\left(g_{i} g_{j}^{-1}, g_{j} g_{k}\right)=\psi\left(g_{i} g_{j}^{-1}, g_{j}\right) \sum_{g_{k} \in G} \psi\left(g_{i} g_{j}^{-1}, g_{k}\right)
$$

Lemma 3. Assume that the matrix in (3) is Hadamard. Then $\sum_{g_{k} \in G} \alpha_{g_{k}}= \pm 1$.
Proof. From Remark 4 we know that $\psi\left(g_{k}, 1\right)$ is constant (for both 1 and -1 ) for every $g_{k} \in G$. Therefore, the dot product of columns 1 and 2 of the matrix in (3) consists of:

$$
0= \pm 1 \pm \sum_{g_{k} \in G} \alpha_{g_{k}}
$$

and the result follows.
Lemma 4. Assume that the matrix in (3) is Hadamard. Then $\sum_{g_{k} \in G} \psi\left(g_{i}, g_{k}\right)=-\psi\left(g_{i}, 1\right) \cdot \alpha_{1} \cdot \alpha_{g_{i}}$, for every $g_{i} \in G \backslash\{1\}$.

Proof. Taking $g_{j}=1 \in G$ in Lemma 2, it follows that the dot product of rows indexed by $g_{i}$ and 1 in (3) consists of:

$$
0=\alpha_{g_{i}} \cdot \alpha_{1}+\psi\left(g_{i}, 1\right) \sum_{g_{k} \in G} \psi\left(g_{i}, g_{k}\right),
$$

from which the asserted result derives at once.
Lemma 5. Assume that the matrix in (3) is Hadamard. Then $\psi\left(g_{i}, g_{j}\right)=\psi\left(g_{i}, 1\right) \cdot \alpha_{1} \cdot \alpha_{g_{i}} \cdot \alpha_{g_{j}}$. $\alpha_{g_{i} g_{j}}$, for every $g_{i}, g_{j} \in G$.

Proof. From Lemma 2, the dot product of the rows indexed by $g_{i} g_{j}$ and $g_{j}$ in (3) consists of:

$$
0=\alpha_{g_{i} g_{j}} \cdot \alpha_{g_{j}}+\psi\left(g_{i}, g_{j}\right) \sum_{g_{k} \in G} \psi\left(g_{i}, g_{k}\right)
$$

Consequently, taking into account Lemma 4,

$$
0=\alpha_{g_{i} g_{j}} \cdot \alpha_{g_{j}}-\psi\left(g_{i}, 1\right) \cdot \alpha_{1} \cdot \alpha_{g_{i}} \psi\left(g_{i}, g_{j}\right),
$$

so that $\psi\left(g_{i}, g_{j}\right)=\psi\left(g_{i}, 1\right) \cdot \alpha_{1} \cdot \alpha_{g_{i}} \cdot \alpha_{g_{j}} \cdot \alpha_{g_{i} g_{j}}$.
In the circumstances above, the following results may be straightforwardly derived.

Corollary 1. $\psi$ is completely characterized as a 2-coboundary $\psi\left(g_{i}, g_{j}\right)=\phi\left(g_{i}\right) \phi\left(g_{j}\right) \phi\left(g_{i} g_{j}\right)$, for $\phi: G \rightarrow\{-1,1\}$ defined as $\phi\left(g_{i}\right)=\phi\left(g_{1}\right) \cdot \alpha_{1} \cdot \alpha_{g^{\prime}} \phi\left(g_{1}\right)= \pm 1$.

Remark 5. Notice that it is irrelevant whether one fixes $\phi\left(g_{1}\right)$ to be either 1 or -1 . This just has to be with the (un)normalized character of the related 2-cocycle, as noted in Remark 4.

Corollary 2. $\sum_{g_{j} \in G} \alpha_{g_{j}} \alpha_{g_{i} g_{j}}=-1$, for every $g_{i} \in G$.
Proof. From Lemma $5, \psi\left(g_{i}, g_{j}\right)=\alpha_{1} \alpha_{g_{i}} \alpha_{g_{j}} \alpha_{g_{i} g_{j}}$. Adding as $g_{j}$ runs on $G$, we obtain:

$$
-\alpha_{1} \alpha_{g_{i}}=\sum_{g_{j} \in G} \psi\left(g_{i}, g_{j}\right)=\alpha_{1} \alpha_{g_{i}} \sum_{g_{j} \in G} \alpha_{g_{j}} \alpha_{g_{i} g_{j}},
$$

from which the result derives at once.
Lemma 6. Assume that $\left(\alpha_{g_{k}}\right)$ and $M_{\psi}$ are given so that rows from 2 to $4 w$ in (3) are pairwise orthogonal. Then this matrix may be completed to a full Hadamard matrix, in essentially one way (up to negation of the row).

Proof. Let $\left(s_{1}, s_{2}, \ldots, s_{4 w}\right)$ be the unknown entries of the first row of (3).
Lemma 1 guarantees that the first column in $M_{\psi}$ consists of a common constant, $\psi(1,1)$. Take $s_{2}=\psi(1,1)$, so that the second column of (3) consists of a common constant.

From the orthogonality law, the dot product of column $i \neq 2$ with the second column has to be zero. Consequently, since the second column is formed by a common constant, the summation of each column $i \neq 2$ of (3) has to be zero, as well. This characterizes uniquely the first row of the matrix (once $s_{2}$ has been fixed).

We can now prove Theorem 2.
Proof. We first prove the sufficient condition.
Assume that a Hadamard matrix of the form (3) exists, with a cocyclic core consisting of $M_{\psi}$.

In these circumstances, notice that $\left(\alpha_{g_{k}}\right)$ defines a generalized perfect sequence, in the sense that:

- It is balanced, as Lemma 3 indicates.
- A generalized autocorrelation function for $\left(\alpha_{g_{i}}\right)$ may be defined, so that shift $g_{t}$ depends on the right action of $g_{t}$ by means of the group law of $G: c_{t}\left(\alpha_{g_{k}}\right)=\sum_{g_{k} \in G} \alpha_{g_{k}} \alpha_{g_{k} g_{t}}$.
- Corollary 2 shows that $\left(\alpha_{g_{k}}\right)$ is perfect.

In these circumstances, the set $D=\left\{g_{k}: \alpha_{g_{k}}=1\right\}$ defines a difference set, as noted in Remark 2.

Since the sequence is balanced, it follows that $|D|=2 w$ or $|D|=2 w-1$. Furthermore, it may be straightforwardly checked that $\left|D \cap D \cdot g_{t}\right|=|D|-w$. No matter what the concrete value of $|D|$ is, a couple of complementary difference sets with parameters ( $4 w-$ $1,2 w, w)$ and ( $4 w-1,2 w-1, w-1$ ) are thus defined (see Remark 1).

Conversely, starting from such a difference set, as noted in Remark 2, the process works the other way around, and the proof ends, as soon as the matrix so obtained may be extended to a full Hadamard matrix, attending to Lemma 6.

Example 1. Consider the multiplicative cyclic group of order 3, $G=\left(C_{3}, \cdot\right)=\left\langle a: a^{3}=1\right\rangle$, endowed with the natural ordering $\left\{1, a, a^{2}\right\}$.

The subset $D=\left\{a, a^{2}\right\}$ defines $a(3,2,1)$-difference set in $G$, since $a \cdot a^{-2}=a^{2}$ and $a^{2} \cdot a^{-1}=a$.

Let us consider the sequence $\alpha=\left(\alpha_{g}\right)_{g \in D}=(-1,1,1)$, such that $\alpha_{g}=1$ if $g \in D$, and $\alpha_{g}=-1$ otherwise.

By construction, $\left(\alpha_{g}\right)$ defines a perfect sequence. Actually:

- $\quad \alpha_{1} \cdot \alpha_{1 \cdot a}+\alpha_{a} \cdot \alpha_{a \cdot a}+\alpha_{a^{2}} \cdot \alpha_{a^{2} \cdot a}=-1$.
- $\quad \alpha_{1} \cdot \alpha_{1 \cdot a^{2}}+\alpha_{a} \cdot \alpha_{a \cdot a^{2}}+\alpha_{a^{2}} \cdot \alpha_{a^{2} \cdot a^{2}}=-1$.

Consider the map $\phi:\left(C_{3}, \cdot\right) \rightarrow\{-1,1\}$ defined as $\phi(1)=1, \phi(a)=\alpha_{1} \cdot \alpha_{a}=-1$, $\phi\left(a^{2}\right)=\alpha_{1} \cdot \alpha_{a^{2}}=-1$. Let $\psi: C_{3} \times C_{3} \rightarrow\{-1,1\}$ be the 2-coboundary defined as $\psi(i, j)=$ $\phi(i) \phi(j) \phi(i \cdot j)$, so that $M_{\psi}$ reads as:

$$
\left(\begin{array}{rrr}
1 & 1 & 1 \\
1 & -1 & 1 \\
1 & 1 & -1
\end{array}\right)
$$

Plugging this matrix in (3), we get:

$$
\left(\begin{array}{r|rrr}
? & ? & ? & ? \\
\hline-1 & 1 & 1 & 1 \\
1 & 1 & -1 & 1 \\
1 & 1 & 1 & -1
\end{array}\right)
$$

This matrix may be completed to form a full Hadamard matrix, as soon as one takes its first row to be $(-1,1,-1,-1)$, attending to Lemтa 6.

Remark 6. Notice that if one negates both of the third and fourth rows and columns of the Hadamard matrix of Example 1, one obtains the Hadamard equivalent matrix:

$$
\left(\begin{array}{r|rrr}
-1 & 1 & 1 & 1 \\
\hline-1 & 1 & -1 & -1 \\
-1 & -1 & -1 & 1 \\
-1 & -1 & 1 & -1
\end{array}\right)
$$

which is indeed a Hadamard matrix with a back-circulant core. This may be transformed into a Hadamard equivalent matrix consisting of a usual circulant core, as soon as rows are permuted accordingly. This is not a casual fact, as the following result asserts.

Proposition 1. Any Hadamard matrix with a circulant core is Hadamard equivalent to a Hadamard matrix with a cocyclic core.

Proof. As noted in Remark 3 (see [11] for details), any $4 w \times 4 w$ Hadamard matrix $H$ with a circulant core $H_{C}$ is in one-to-one correspondence with the cyclic $(4 w, 2 w, w)$-difference set $D=\left\{a^{i}: H_{C}(1, i-1)=1\right\} \subset\left(C_{4 w-1}, \cdot\right)$, consisting of the elements that correspond to the positions at which the 1 s of the first row of $H_{C}$ are located.

As illustrated in Example 1, starting from such a cyclic difference set, application of the constructive proof of Theorem 2 provides a Hadamard matrix with a cocyclic core $M_{\psi}$ Furthermore, Corollary 1 shows that the map $\phi$ underlying $M_{\psi}$, as defined, provides a cocyclic core, which is Hadamard equivalent to the initial circulant core. To check this, it suffices to negate both the sets of rows and columns indexed by the elements in $D$, and reorder the rows from bottom to top.

A question arises in a natural way: is there any advantage in looking for Hadamard matrices with cocyclic cores instead of Hadamard matrices with circulant cores?

Proposition 2. Hadamard matrices with cocyclic cores strictly include Hadamard matrices with one circulant core.

Proof. Hadamard matrices of order $4 w$ with a circulant core are in one-to-one correspondence with cyclic ( $4 w-1,2 w-1, w-1$ )-difference sets.

However, Hadamard matrices or order $4 w$ with a cocyclic core are in one-to-one correspondence with $(4 w-1,2 w-1, w-1)$-difference sets, which are not necessarily cyclic.

Actually, there are orders $4 w$ for which no such cyclic difference sets exist, but as yet, general difference sets do exist.

Example 2. Consider the case $4 w=28$, for instance.
On the one hand, Theorem 2 in [11] states that there are no $28 \times 28$ Hadamard matrices with a circulant core. Consequently, no cyclic $(27,13,6)$-different set can exist.

On the other hand, $(27,13,6)$-difference sets do exist: as noted in [19],

$$
D=\left\{1, a, a^{2}, b, a b, b^{2}, c, a c, b c, a c^{2}, a^{2} b c^{2}, b^{2} c^{2}, a^{2} b^{2} c^{2}\right\}
$$

constitutes a $(27,13,6)$-difference set in $G=\left(C_{3} \times C_{3} \times C_{3}, \cdot\right)=\left\langle a, b, c: a^{3}=b^{3}=c^{3}=1\right\rangle$, with ordering $a^{i_{1}} b^{j_{1}} c^{k_{1}}<a^{i_{2}} b^{j_{2}} c^{k_{2}}$ if and only if $k_{1}<k_{2}$, or $k_{1}=k_{2}$ and $j_{1}<j_{2}$, or $\left(j_{1}, k_{1}\right)=$ $\left(j_{2}, k_{2}\right)$ and $i_{1}<i_{2}$.

Let us consider the sequence $\alpha=\left(\alpha_{g}\right)_{g \in D}$, such that $\alpha_{g}=1$ if $g \in D$, and $\alpha_{g}=-1$ otherwise.

Since $\alpha_{1}=1$, consider the map $\phi: G \rightarrow\{-1,1\}$ defined as $\phi(g)=\alpha_{g}$, for $g \in G$. Let $\psi: G \times G \rightarrow\{-1,1\}$ be the 2-coboundary defined as $\psi(i, j)=\phi(i) \phi(j) \phi(i \cdot j)$. Plugging $\left(\alpha_{g}\right)$ and $M_{\psi}$ in (3) and completing with regards to Lemma 6 leads to a $28 \times 28$ Hadamard matrix with a cocyclic core.

## 3. Hadamard Matrices with a $(4 w-2) \times(4 w-2)$ Cocyclic Core

Hadamard matrices with two circulant cores [3,12,13] come from a new "plug-in" technique, which extends the underlying idea applied when constructing Hadamard matrices with one circulant core. In this occasion, properly fixing two rows and columns, a full Hadamard matrix may be constructed as soon as two $(2 w-1) \times(2 w-1)$ circulant matrices $A$ and $B$ exist, satisfying the constraint:

$$
A A^{T}+B B^{T}=4 w I_{2 w-1}-2 J_{2 w-1}
$$

in which case the matrix:

$$
\left(\begin{array}{rrrr}
-1 & -1 & \mathbf{1} & \mathbf{1}  \tag{4}\\
-1 & 1 & \mathbf{1} & -\mathbf{1} \\
\mathbf{1} & \mathbf{1} & A & B \\
\mathbf{1} & -\mathbf{1} & B^{T} & -A^{T}
\end{array}\right)
$$

would be Hadamard.
As commented in Section 1, this is the case if and only if the first rows of $A$ and $B$, $\left(a_{i}\right)$ and $\left(b_{i}\right)$, define two balanced almost perfect sequences with $c_{t}\left(a_{i}\right)+c_{t}\left(b_{i}\right)=-2$, for $0<t \leq w-1$.

In this section we study the conditions under which a cocyclic matrix $M_{\psi}$ (for $\psi$ as in (1)) may be plugged in a structure of the type:

$$
\left(\begin{array}{ccc}
? & ? & ?  \tag{5}\\
\alpha & \beta & M_{\psi}
\end{array}\right)
$$

in order to provide a Hadamard matrix as well, for $\alpha=\left(\alpha_{g_{0}}, \ldots, \alpha_{g_{4 w-3}}\right)$ and $\beta=\left(\beta_{g_{0}}, \ldots, \beta_{g_{4 w-3}}\right)$, given an ordering $\left\{g_{0}=1, \ldots, g_{4 w-3}\right\}$ of $G$.

As noted in Section 1, as soon as the rows from 3 to $4 w$ are pairwise orthogonal, the matrix can be completed to a full Hadamard matrix [18]. Therefore we will focus on the rows from 3 to $4 w$ in (5).

In what follows, the notation used in Section 2 still applies, so that the rows from 3 to $4 w$ in (5) will be indexed by the corresponding elements in $G$. In particular, it is remarkable that the row indexed by $1 \in G$ corresponds to the third row in (5).

Furthermore, attending to Hadamard equivalence, up to negation of columns 1 or 2 in (5), without loss of generality we may assume that $\alpha_{1}=\beta_{1}=\psi(1,1)$, so that the third row in (5) (that is indexed by $1 \in G$ ) consists of the constant vector $\psi(1,1) \cdot \mathbf{1}$.

We now determine a collection of necessary and sufficient conditions for (5) being a Hadamard matrix with a cocyclic core.

Lemma 7. Assume that (5) is a Hadamard matrix with a cocyclic core $M_{\psi}$. Then $\sum_{g \in G} \psi(h, g) \in$ $\{-2,0,2\}$, for all $h \in G \backslash\{1\}$. Moreover,

- $\sum_{g \in G} \psi(h, g)=0$ if and only if $\left(\alpha_{h}, \beta_{h}\right)=(-1,1) \cdot s_{h}$, for some (undetermined by now) $s_{h} \in\{1,-1\}$.
- $0 \neq \sum_{g \in G} \psi(h, g)= \pm 2$ if and only if $\left(\alpha_{h}, \beta_{h}\right)=(-1,-1) \cdot s_{h}$, for $s_{h}=\frac{1}{2} \sum_{g \in G} \psi(h, g)$.

Proof. Let $h \in G \backslash\{1\}$.
Taking into account the orthogonality constraint, it follows that the dot product $\langle$ row $h$, row 1$\rangle$ of rows indexed by $h$ and $1 \in G$ in (5) must be zero. Therefore, from Lemma 2,

$$
0=\alpha_{h} \alpha_{1}+\beta_{h} \beta_{1}+\psi(h, 1) \cdot \sum_{g \in G} \psi(h, g) .
$$

Since $\alpha_{1}=\beta_{1}=\psi(1,1)=\psi(h, 1)$, we get $\sum_{g \in G} \psi(h, g)=-\alpha_{h}-\beta_{h}$ and the result follows.

Corollary 3. Assume that (5) is a Hadamard matrix with a cocyclic core $M_{\psi}$, such that $\sum_{g \in G} \psi(h, g)$ $\in\{-2,2\}$, for all $h \in G \backslash\{1\}$. Then $\psi$ is a 2-coboundary and $w=1$.

Proof. For every $g, h \in G$, attending to Lemma 2, the dot product of rows indexed by $g h$ and $h$ is:

$$
0=2 s_{g h} s_{h}+\psi(g, h) s_{g},
$$

so that $\psi(g, h)=-s_{g} s_{h} s_{g h}$ is actually a 2-coboundary $(\psi(g, h)=\phi(g) \phi(h) \phi(g h)$, for $\phi: G \rightarrow\{1,-1\}$ defined as $\left.\phi(g)=-s_{g}\right)$.

Furthermore, the summation of the row indexed by $g$ in $M_{\psi}$ is $2 s_{g}=\sum_{h \in G} \psi(g, h)=$ $-s_{g} \sum_{h \in G} s_{h} s_{g h}$, so that $\sum_{h \in G} s_{h} s_{g h}=-2$ and $\left(s_{g}\right)_{g \in G}$ defines a perfect sequence. It is known (see [10] for instance) that the only difference set corresponding to a perfect sequence of this type is the trivial $(2,1,0)$-difference set, and hence $w=1$.

Remark 7. Consequently, from now on, we assume that there are elements $h \in G$ for which $\sum_{g \in G} \psi(h, g)=0$. Actually, in these circumstances, notice that $\psi$ becomes a quasi-orthogonal cocycle, as introduced in [20].

Lemma 8. In the circumstances above, the elements in $G \backslash\{1\}$ may be organized into two subsets, $S_{0}=\left\{h \in G \backslash\{1\}: \sum_{g \in G} \psi(h, g)=0\right.$, and $\bar{S}_{0}=(G \backslash\{1\}) \backslash S_{0}$, such that:

1. $\quad h \in S_{0} \Longleftrightarrow h^{-1} \in S_{0}$. Accordingly, $h \in \bar{S}_{0} \Longleftrightarrow h^{-1} \in \bar{S}_{0}$.
2. For all $g \in S_{0}, g \cdot S_{0} \subseteq G \backslash S_{0}$. Therefore, $\left|S_{0}\right| \leq\left|G \backslash S_{0}\right|$.
3. For all $g \in G \backslash S_{0}, g \cdot\left(G \backslash S_{0}\right) \subseteq G \backslash S_{0}$. Therefore, $\left|G \backslash S_{0}\right| \leq\left|S_{0}\right|$.
4. For all $g \in S_{0}, g \cdot\left(G \backslash S_{0}\right) \subseteq S_{0}$ and $\left(G \backslash S_{0}\right) \cdot g \subseteq S_{0}$.

Proof. We proceed with the demonstration point by point.

1. For every $h \in G \backslash\{1\}$, since 〈row 1, row $h\rangle=\langle$ row $h$, row 1$\rangle$. Therefore $\psi\left(h^{-1}, h\right) \sum_{g \in G} \psi\left(h^{-1}, g\right)=\psi(h, 1) \sum_{g \in G} \psi(h, g)$, and the result follows.
2. Let $g, h \in S_{0}$. Then $h^{-1} \in S_{0}$ as well. Now:

$$
0=\left\langle\text { row } g, \text { row } h^{-1}\right\rangle=\alpha_{g} \alpha_{h^{-1}}+\alpha_{g} \alpha_{h^{-1}}+\psi(g h, h) \cdot \sum_{k \in G} \psi(g h, k)
$$

Therefore $g h \in G \backslash S_{0}$.
3. Let $g, h \in G \backslash S_{0}$. Then $h^{-1} \in G \backslash S_{0}$ as well. Now:

$$
0=\left\langle\text { row } g \text {, row } h^{-1}\right\rangle=\alpha_{g} \alpha_{h^{-1}}+\alpha_{g} \alpha_{h^{-1}}+\psi(g h, h) \cdot \sum_{k \in G} \psi(g h, k)
$$

Therefore $g h \in G \backslash S_{0}$.
4. Let $g \in S_{0}$ and $h \in G \backslash S_{0}$. Then $h^{-1} \in G \backslash S_{0}$ as well. Now:

$$
0=\left\langle\text { row } g, \text { row } h^{-1}\right\rangle=\alpha_{g} \alpha_{h^{-1}}-\alpha_{g} \alpha_{h^{-1}}+\psi(g h, h) \cdot \sum_{k \in G} \psi(g h, k)
$$

Therefore, $g h \in S_{0}$.

Corollary 4. In the circumstances above, $\left|S_{0}\right|=\left|G \backslash S_{0}\right|=2 w-1, G \backslash S_{0}$ is a normal subgroup of $G$ and $G /\left(G \backslash S_{0}\right) \simeq C_{2}$.

Proof. This is a straightforward consequence of Lemma 8.
Remark 8. In the circumstances above, one may define a new ordering for the elements in $G$, such that the last $2 w-1$ elements correspond to $S_{0}$. For instance, when any $g \in S_{0}$ are fixed, such an ordering would be $\left\{1=n_{1}, \ldots, n_{2 w-1}, g, g n_{2}, \ldots, g n_{2 w-1}\right\}$.

Corollary 5. In the circumstances above, for $h \in \bar{S}_{0}$ and $g \in G, \psi(h, g)=-s_{h} s_{g} s_{h g}$. Furthermore, $\sum_{g \in G} s_{g} s_{h g}=-2$.

Proof. Let $h \in \bar{S}_{0}$ and $g \in G$. Consider the dot product of rows indexed by $h g$ and $g$ in (5). From Lemma 8, depending on whether:

- $g \in G \backslash S_{0}$, then $h g \in G \backslash S_{0}$. Attending to Lemma 7, then:

$$
0=\langle\text { row } h g, \text { row } g\rangle=2 s_{h g} s_{g}+\psi(h, g) \sum_{k \in G} \psi(h, k)=2 s_{h g} s_{g}+2 s_{h} \psi(h, g)
$$

- $g \in S_{0}$, then $h g \in S_{0}$. Attending to Lemma 7, then:

$$
0=\langle\text { row } h g, \text { row } g\rangle=2 s_{h g} s_{g}+\psi(h, g) \sum_{k \in G} \psi(h, k)=2 s_{h g} s_{g}+2 s_{h} \psi(h, g)
$$

Whichever is the case, for $h \in \bar{S}_{0}$ and $g \in G$, it is satisfied that $\psi(h, g)=-s_{h} s_{g} s_{h g}$. Taking a summation as $g$ runs in $G$, we get $2 s_{h}=\sum_{g \in G} \psi(h, g)=-s_{h} \sum_{g \in G} s_{g} s_{h g}$. The result follows immediately.

We next summarize these results.
Theorem 3. Let (5) be a matrix with a cocyclic core $M_{\psi}$ over $G$. Then it is Hadamard if and only if the following conditions are satisfied:

- $G$ contains a normal subgroup $N$ such that $G / N \simeq C_{2}$.
- There is a binary sequence $\left(s_{g}\right)_{g \in G}$ such that:
- For every $h \in N, \psi(h, g)=-s_{h} s_{g} s_{h g}$, and $\sum_{g \in G} s_{g} s_{h g}=-2$.
- For every $k \in G \backslash N, \psi(k, g)=-s_{k} s_{g} s_{k g} \varphi(k, g)$ (for some 2-cocycle $\varphi: G \times G \rightarrow$ $\{1,-1\}$ such that $\varphi(h, g)=1$ for all $h \in N)$, and $\sum_{g \in G} s_{g} s_{k g} \varphi(g, k)=0$.

Even though it might seem difficult to meet the hypothesis described in Theorem 3 altogether, we next describe a family of Hadamard matrices with a cocyclic core.

Proposition 3. Hadamard matrices with two circulant cores are Hadamard equivalent to Hadamard matrices with a cocyclic core over $D_{4 w-2}$.

Proof. Consider the group $D_{4 w-2}=\left\langle a, b: a^{2 w-1}=b^{2}=(a b)^{2}=1\right\rangle$, with ordering $G=\left\{1, a, \ldots, a^{2 w-2}, b, \ldots, a^{2 w-2} b\right\}$. Notice that $N=\langle a\rangle$ is a normal subgroup of $G$, and that every element $k \in G \backslash N$ is of order 2 , that is $k^{2}=1$. Consider the 2 -cocycle $\varphi: G \times G \rightarrow\{1,-1\}$ defined as $\varphi(h, g)=-1$ if and only if both $h, g \in G \backslash N$, and 1 otherwise.

Attending to the description of cocyclic matrices over $D_{4 w-2}$ developed in [21,22], it may be straightforwardly derived that the two-circulant core structure of (2) is Hadamard equivalent to a cocyclic matrix over $D_{4 w-2}$.

More concretely, consider two balanced sequences $\left(a_{i}\right)$ and $\left(b_{i}\right)$ such that $\sum a_{i} \cdot a_{i+t}+$ $\sum b_{i} \cdot b_{i+t}=-2$, for $0<t \leq w-1$. Take $s_{a^{i}}=-a_{i}$ and $s_{a^{i} b}=-b_{i}$, for $0 \leq i \leq 2 w-2$.

Now, consider the subset $C \subset G$ of indices at which the positive entries of the sequence $\left(s_{i}\right)$ (i.e., negative entries of $\left.\left(\left(a_{i}\right) \mid\left(b_{i}\right)\right)\right)$ occur, and select the corresponding subset of elementary coboundaries $\partial_{c}$, so that $\psi=\varphi \cdot \prod_{c \in C} \partial_{c}$. For the sake of convenience, it might be appropriate to recall that these elementary coboundaries are commonly defined as $\partial_{g}(h, k)=\delta_{g}(h) \delta_{g}(k) \delta_{g}(h k)$, for $\delta_{i}(j)=-1$ if and only if $i=j$, and 1 otherwise.

Actually, as indicated in [21,22], the process of successively negating the row and column indexed by $c \in C$ in $M_{\psi}$, ends in a Hadamard equivalent matrix with two back circulant cores similar to (2). Permuting the rows accordingly, the proper core of the matrix (2) may be obtained.

Now, consider the conditions $\sum a_{i} \cdot a_{i+t}+\sum b_{i} \cdot b_{i+t}=-2$, for $0<t \leq w-1$, which guarantee the orthogonal constraint of (2) in [12,13]. These are straightforwardly translated to the conditions $\sum_{g \in G} s_{g} s_{h g}=-2$, for every $h \in N$, of Theorem 3 .

Notice that, as defined, the constraints $\sum_{g \in G} s_{g} s_{k g} \varphi(g, k)=0$, for every $k \in G \backslash N$, are naturally satisfied. Actually,

$$
\sum_{g \in G} s_{g} s_{k g} \varphi(g, k)=\sum_{h \in N} s_{h} s_{k h}-\sum_{g \in G \backslash N} s_{g} s_{k g}=0,
$$

since there is a one-to-one correspondence from $N$ to $k N=G \backslash N$, taking $h \in N$ on $g_{h}=k h$; so that each term $s_{h} s_{k h}$ on the left-hand side of the equation cancels with the corresponding term on the right-hand side, as $-s_{g_{h}} s_{k g_{h}}=-s_{k h} s_{k^{2} h}=-s_{k h} s_{h}$.

Example 3. For instance, consider the $8 \times 8$ Hadamard matrix with two circulant cores of the form (2), which arises from the sequences $\left(a_{i}\right)=\left(b_{i}\right)=(1,1,-1)$, with $a_{0} a_{1}+a_{1} a_{2}+a_{2} a_{0}=-1$ :

$$
H=\left(\begin{array}{rr|rrr|rrr}
-1 & -1 & 1 & 1 & 1 & 1 & 1 & 1 \\
-1 & 1 & 1 & 1 & 1 & -1 & -1 & -1 \\
\hline 1 & 1 & 1 & 1 & -1 & 1 & 1 & -1 \\
1 & 1 & -1 & 1 & 1 & -1 & 1 & 1 \\
1 & 1 & 1 & -1 & 1 & 1 & -1 & 1 \\
\hline 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
1 & -1 & 1 & 1 & -1 & -1 & -1 & 1 \\
1 & -1 & -1 & 1 & 1 & 1 & -1 & -1
\end{array}\right) .
$$

Consider the dihedral group $\left.D_{6}=\angle a, b: a^{3}=b^{2}=(a b)^{2}=1\right\rangle$, with ordering $\left\{1, a, a^{2}, b, a b, a^{2} b\right\}$, normal subgroup $N=\left\{1, a, a^{2}\right\}$ and the subset $S_{0}=\left\{b, a b, a^{2} b\right\}$. Let $C=\left\{a^{2}, a^{2} b\right\}$ and consider the 2-cocycle $\psi: D_{6} \times D_{6} \rightarrow\{1,-1\}$ given by $\psi=\phi \varphi$, for $\phi=\partial_{a^{2}} \partial_{a^{2} b}$ and $\varphi(g, h)=-1$ if and only if both $g, h \in S_{0}$. The related cocyclic matrix is then:

$$
M_{\psi}=\left(\begin{array}{rrrrrr}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & -1 & 1 & -1 & -1 \\
1 & -1 & 1 & 1 & -1 & 1 \\
1 & -1 & -1 & -1 & 1 & 1 \\
1 & 1 & 1 & -1 & -1 & -1 \\
1 & -1 & 1 & -1 & 1 & -1
\end{array}\right)
$$

Since $\phi=\partial_{a^{2}} \partial_{a^{2} b}$, we define $s_{1}=-1, s_{a}=-1, s_{a^{2}}=1, s_{b}=-1, s_{a b}=-1, s_{a^{2} b}=1$, which is consistent with Lemma 7 and Proposition 3.

We may therefore extend $M_{\psi}$ to a full Hadamard matrix of the form (5) with a cocyclic core $M_{\psi}$, as soon as one takes $\alpha=\left(-s_{1},-s_{a},-s_{a^{2}},-s_{b},-s_{a b},-s_{a^{2} b}\right)=(1,1,-1,1,1,-1)$ and $\beta=\left(-s_{1},-s_{a},-s_{a^{2}}, s_{b}, s_{a b}, s_{a^{2} b}\right)=(1,1,-1,-1,-1,1)$ :

$$
H_{\psi}=\left(\begin{array}{rr|rrr|rrr}
1 & -1 & 1 & 1 & -1 & 1 & 1 & -1 \\
-1 & 1 & 1 & 1 & -1 & -1 & -1 & 1 \\
\hline 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & -1 & -1 & 1 & -1 & -1 \\
-1 & -1 & 1 & -1 & 1 & 1 & -1 & 1 \\
\hline 1 & -1 & 1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & 1 & 1 & -1 & -1 & -1 \\
-1 & 1 & 1 & -1 & 1 & -1 & 1 & -1
\end{array}\right) .
$$

Notice that starting from $H_{\psi}$ and negating both rows and columns 5 (indexed by $a^{2}$ ) and 8 (indexed by $a^{2} b$ ), and then permuting rows $(4,5)$ to be ordered as $(5,4)$, ends with the matrix $H$ above, as claimed in Proposition 3.

Nevertheless, Hadamard matrices with a cocyclic core strictly include those Hadamard matrices with a circulant core. For the sake of completeness, we conclude the paper by describing an example of a Hadamard matrix with a cocyclic core over a group not isomorphic to any dihedral group, which supports this claim.

Example 4. Consider the group $G=C_{3} \times C_{2}=\left\langle a, b: a^{3}=b^{2}=1\right\rangle$. The subgroup $N=\langle a\rangle$ is normal in $G$.

Take $\left(s_{i}\right)_{i \in G}=(-1,-1,1,-1,-1,1)$. It may be readily checked that:

- $\sum_{g \in G} s_{g} s_{a \cdot g}=s_{1} s_{a}+s_{a} s_{a^{2}}+s_{a^{2}} s_{1}+s_{b} s_{a b}+s_{a b} s_{a^{2} b}+s_{a^{2} b} s_{b}=-2$.
- $\sum_{g \in G} s_{g} s_{a^{2} \cdot g}=s_{1} s_{a^{2}}+s_{a} s_{1}+s_{a^{2}} s_{a}+s_{b} s_{a^{2} b}+s_{a b} s_{b}+s_{a^{2} b} s_{a b}=-2$.
- $\quad \sum_{g \in G} s_{g} s_{b \cdot g}=s_{1} s_{b}+s_{a} s_{a b}+s_{a^{2}} s_{a^{2} b}-s_{b} s_{1}-s_{a b} s_{a}-s_{a^{2} b^{2}} s_{a^{2}}=0$.
- $\sum_{g \in G} s_{g} s_{a b \cdot g}=s_{1} s_{a b}+s_{a} s_{a^{2} b}+s_{a^{2}} s_{b}-s_{b} s_{a}-s_{a b} s_{a^{2}}-s_{a^{2} b} s_{1}=0$.
- $\sum_{g \in G} s_{g} s_{a^{2} b \cdot g}=s_{1} s_{a^{2} b}+s_{a} s_{b}+s_{a^{2}} s_{a b}-s_{b} s_{a^{2}}-s_{a b} s_{1}-s_{a^{2} b} s_{a}=0$.

Accordingly, consider the 2-cocycle $\psi=\varphi \cdot \partial_{a^{2}} \partial_{a^{2} b}$, for $\varphi(g, h)=-1$ if and only if both $g, h \in G \backslash N$. By construction, the matrix $M_{\psi}$ may be extended to a full Hadamard matrix with a cocyclic core,

$$
\left(\begin{array}{rr|rrrrrr}
1 & -1 & 1 & 1 & -1 & -1 & -1 & 1 \\
-1 & -1 & 1 & 1 & -1 & 1 & 1 & -1 \\
\hline 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & -1 & -1 & 1 & -1 & -1 \\
-1 & -1 & 1 & -1 & 1 & 1 & -1 & 1 \\
-1 & 1 & 1 & 1 & 1 & -1 & -1 & -1 \\
-1 & 1 & 1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1
\end{array}\right) .
$$

## 4. Conclusions and Further Work

In this paper we have explored the notion of Hadamard matrices with a cocyclic core, inspired by a series of papers [3,11-13] on Hadamard matrices with circulant cores.

Actually, we have described two new "plug-in" techniques for constructing Hadamard matrices, which strictly include those based on circulant cores. They depend on the existence of certain (almost) perfect sequences and (almost) difference sets, which will be our concern in the future.
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#### Abstract

The classical design of cocyclic Hadamard matrices has recently been generalized by means of both the notions of the cocycle of Hadamard matrices over Latin rectangles and the pseudococycle of Hadamard matrices over quasigroups. This paper delves into this topic by introducing the concept of the pseudococycle of a partial Hadamard matrix over a Latin rectangle, whose fundamentals are comprehensively studied and illustrated.
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## 1. Introduction

A (binary) Hadamard matrix is a square matrix $H$ of order $n$ with entries in the set $\{-1,1\}$ such that $H H^{t}=n I_{n}$. As such, all its rows (equivalently, columns) are pairwise orthogonal, and hence, its order must be 1, 2, or a multiple of 4 . The Hadamard conjecture [1] ensures the existence of Hadamard matrices for every order multiple of 4. It has remained open for more than a century [2].

In 1993, as a new way for generating combinatorial designs that generalizes the group development method, in combinatorial design theory, Horadam and de Launey [3] (see also $[4,5]$ ) introduced the fundamentals of the so-called cocyclic development over finite groups. In this context, a matrix with entries in the set $\{-1,1\}$ is said to be cocyclic over a finite group $(G, \cdot)$ if there exists a map $\phi: G \times G \rightarrow\{-1,1\}$ satisfying the so-called cocycle equation:

$$
\begin{equation*}
\phi(i \cdot j, k) \phi(i, j) \phi(j, k) \phi(i, j \cdot k)=1, \tag{1}
\end{equation*}
$$

for all $i, j, k \in G$, so that the matrix under consideration is Hadamard equivalent to the cocyclic matrix $M_{\phi}:=(\phi(i, j))_{i, j \in G}$. That is, they are equal up to permutation or negation of rows and columns. The map $\phi$ is a cocycle [3,6] over the group. A cocyclic matrix necessarily has a constant row and a constant column. According to the cocyclic test [6], it is Hadamard whenever the summation of all the entries of each row is zero, except for the ones in its constant row. As such, determining whether a cocyclic matrix is Hadamard is computationally much faster than checking the definition of a Hadamard matrix.

In 1995, Horadam and de Launey [6] proved that this cocyclic framework provides an excellent structural approach for dealing with the Hadamard conjecture, which would be a consequence of the so-called cocyclic Hadamard conjecture [3], for which a cocyclic Hadamard matrix of order $4 t$ exists for every positive integer $t$. It is so that many known families of Hadamard matrices are cocyclic over certain groups: Sylvester matrices [7], Paley matrices [1], Williamson matrices [8], or Ito's type Q matrices [9] (see also [2,10-14] for some constructions in this regard). Nevertheless, the cocyclic framework turned out to fail [12] for two of the most prolific families of Hadamard matrices: the two-circulant core Hadamard matrices [15] and the Goethals-Seidel arrays [16].

Very recently, a new approach introduced by the authors of [17] has successfully dealt with a cocyclic development of Goethals-Seidel arrays, not over a group, but over a family of Moufang loops. This approach is comprehended in the new theory of cocyclic development over quasigroups and Latin rectangles, which has also recently been introduced by the authors in [18]. More specifically, a cocycle $\phi$ over a quasigroup $(Q, \cdot)$ is a map $\phi: Q \times Q \rightarrow\{-1,1\}$ satisfying the cocycle Equation (1) for all $i, j, k \in Q$. If an ordering of the elements of $Q$ is established, then the cocycle $\phi$ is uniquely represented by the cocyclic matrix $M_{\phi}:=(\phi(i, j))_{i, j \in Q}$. In particular, the quasigroup $(Q, \cdot)$ must be a loop whenever the matrix $M_{\phi}$ is Hadamard. Moreover, the cocyclic Hadamard test also holds in this case.

The main aspect of this new approach is the fact that associativity is no longer a necessary condition for dealing with any of the concepts and results that are usually involved in the cocyclic development over finite groups. It is so thatthe existence of coboundaries over non-associative loops has already been proved [17]. In this regard, we remind the reader that a cocycle $\phi$ over a quasigroup $(Q, \cdot)$ is called a coboundary if there exists a map $\partial: Q \rightarrow\{-1,1\}$ such that

$$
\begin{equation*}
\phi(i, j)=\partial(i) \partial(j) \partial(i j), \text { for all } i, j \in Q \tag{2}
\end{equation*}
$$

This coboundary $\phi$ is said to be elementary if there exists an element $h \in Q$ such that $\partial=\partial_{h}$, where $\partial_{h}(i)=-1$, if $i=h$, and $\partial_{h}(i)=1$ otherwise. From the cocycle equation, it is equivalent to say that

$$
i(j k)=h \Leftrightarrow(i j) k=h,
$$

holds for all $i, j, k \in Q$. It is straightforwardly satisfied in the case where $(Q, \cdot)$ is a group. Moreover, the cocycle equation has turned out not to be necessary in the quasigroup development theory. In this regard, a pseudocoboundary over the quasigroup $(Q, \cdot)$ is defined as any map $\psi_{h}: Q \times Q \rightarrow Q$ with $h \in Q$, satisfying Equation (2) for some $\partial_{h}$ described as above. By extension, a pseudococycle is any map $\psi=\left(\prod_{h \in H \subseteq Q} \psi_{h}\right) \phi$ that is obtained as the product of some pseudocoboundaries $\psi_{h}$ with $h \in H \subseteq Q$ and a cocycle $\phi$, all of them over a given quasigroup $(Q, \cdot)$. It is represented by the pseudococyclic matrix $M_{\psi}:=(\psi(i, j))_{i, j \in Q}$. If it is Hadamard equivalent to a given matrix, then the latter is called a pseudococyclic Hadamard matrix. Unlike the cocyclic framework over finite groups, every Goethals-Seidel array constitutes a pseudococyclic Hadamard matrix over a Moufang loop [17].

This last assertion corroborates the relevant role that non-associative quasigroups play in the generalization of the cocyclic framework over groups. This paper delves into this topic by focusing on the fundamentals of the pseudococyclic framework not only over quasigroups, but also over Latin rectangles. It enables us to generalize the classical notion of the cocycle of Hadamard matrices over groups to that of the pseudococycle of partial Hadamard matrices over Latin rectangles. We remind the reader in this regard that a partial Hadamard matrix is an $r \times n$ (binary) matrix $H$ with $r \leq n$ such that $H H^{t}=n I_{r}$. The recent implementation of these types of matrices in cryptography [19], experimental design [20], and quantum information [21] has awakened the interest in describing different ways of constructing them [22-25]. In addition, Latin rectangles may be implemented in Internet of Things (IoT) studies [26], coding theory [27,28], and modern 5G wireless networks [29]. Of particular interest in our study, the relevant role that quasigroups with few associative triples play in cryptography $[30,31]$ is remarkable. It is so that quasigroups with a high amount of non-associative triples are receiving particular attention [32-36].

The paper is organized as follows. In Section 2, we review some preliminary concepts and results on quasigroups and Latin rectangles that are used throughout the paper. In Section 3, we introduce and illustrate the notions of both the pseudocoboundary and pseudococycle over Latin rectangles. Then, we deal with the following two open problems concerning the pseudocoboundary framework over Latin rectangles. Both of them are completely answered in Section 4.

Problem 1. Under which conditions may we ensure the existence of a partial Hadamard matrix that is a pseudocoboundary over a given Latin rectangle?

Problem 2. Under which conditions is a given partial Hadamard matrix a pseudocoboundary over a Latin rectangle?

We also deal with the problem of determining under which conditions we may ensure the existence of a partial Hadamard matrix that is pseudococyclic over a given Latin rectangle. In this regard, Sections 5 and 6 focus respectively on the pseudococyclic framework associated with trivial cocycles and the pseudococyclic framework related to non-trivial cocycles. Finally, since this paper has a high dependence on notation, a glossary of symbols is shown in Appendix A.

## 2. Preliminaries

Let us review some of the basic concepts and results on quasigroups and Latin rectangles that are used throughout the paper. We refer the reader to [18,37] for more details about these topics.

A quasigroup [38] of order $n$ is a pair $(Q, \cdot)$ formed by a finite set $Q$ of $n$ elements that is endowed with a product • so that any two of the three elements $i, j, k \in Q$ in the equation $i \cdot j=k$ uniquely determine the third element. That is to say, the product • makes possible both the left and the right division in $Q$. A loop is a quasigroup ( $Q, \cdot$ ) with a unit element $e$ such that $i \cdot e=e \cdot i=i$ for all $i \in Q$. Every associative quasigroup is a group.

The Cayley table of a quasigroup of order $n$ constitutes a Latin square of the same order; that is, an $n \times n$ array with entries in a set of $n$ distinct symbols so that each symbol occurs exactly once per row and exactly once in each column. The removal of at least one row of a Latin square constitutes a Latin rectangle. More specifically, an $r \times n$ Latin rectangle, with $r \leq n$, is an $r \times n$ array with entries in a set of $n$ distinct symbols so that each symbol occurs exactly once per row and at most once in each column. From here on, let $\mathcal{R}_{r, n}$ denote the set of $r \times n$ Latin rectangles with entries in the set $[n]:=\{1, \ldots, n\}$. Further, $L[i, j]$ denotes the symbol contained in the cell $(i, j)$ of a Latin rectangle $L \in \mathcal{R}_{r, n}$.

Let $L \in \mathcal{R}_{r, n}$. If one defines the subset of symbols

$$
\mathcal{S}(L):=[r] \cup\{L[i, j] \mid 1 \leq i, j \leq r\} \subseteq[n]
$$

then a cocycle over $L$ is any function $\phi: \mathcal{S}(L) \times[n] \rightarrow\{-1,1\}$ satisfying the cocycle equation

$$
\begin{equation*}
\phi(L[i, j], k) \phi(i, j) \phi(j, k) \phi(i, L[j, k])=1, \tag{3}
\end{equation*}
$$

for all positive integers $i, j \leq r$ and $k \leq n$. It is termed trivial if $\phi(i, j)=1$ for all $(i, j) \in \mathcal{S}(L) \times[n]$. Notice that the negation $-\phi$ of a cocycle $\phi$ over $L$ is also a cocycle over $L$. Further, every cocycle $\phi$ over $L$ is uniquely represented by the cocyclic matrix

$$
M_{\phi}:=(\phi(i, j))_{(i, j) \in \mathcal{S}(L) \times[n]} .
$$

The following example illustrates all these concepts. From here on, we represent, respectively, the symbols -1 and 1 in any given binary array with the symbols + and - .

Example 1. Let us consider the $2 \times 4$ Latin rectangle

$$
L \equiv \begin{array}{ll|l|l|}
1 & 2 & 4 & 3 \\
3 & 1 & 2 & 4 \\
\hline
\end{array}
$$

where we have highlighted those cells that are used to define the subset of symbols $\mathcal{S}(L)=\{1,2,3\}$. There exist exactly four cocycles over the Latin rectangle $L$ : the trivial one and the function $\phi: \mathcal{S}(L) \times[4] \rightarrow\{-1,1\}$, which are represented by the following matrix, together with their respective negations.

$$
M_{\phi} \equiv \begin{array}{|c|c|c|c|}
\hline+ & + & + & + \\
\hline+ & + & + & - \\
\hline+ & + & - & + \\
\hline
\end{array}
$$

In particular, let us check that the function $\phi$ satisfies the cocycle Equation (3).

- If $i=1$, then $L[i, j]=j$ for all $j \in\{1,2\}$, and hence, the cocycle equation holds readily from the fact that the first row of the matrix $M_{\phi}$ is constant.
- If $(i, j)=(2,1)$, then $\phi(3, k) \phi(2,1) \phi(1, k) \phi(2, L[1, k])=\phi(3, k) \phi(2, L[1, k])=1$ for all $k \leq 4$.
- If $(i, j)=(2,2)$, then $\phi(1, k) \phi(2,2) \phi(2, k) \phi(2, L[2, k])=\phi(2, k) \phi(2, L[2, k])=1$ for all $k \leq 4$.


## 3. Pseudocoboundaries and Pseudococycles over Latin Rectangles

In this section, we introduce the notions of both the pseudocoboundary and pseudococycle over a Latin rectangle as a natural generalization of the similar concepts described over quasigroups in [17] by keeping in mind, to this end, the concepts introduced in [18]. Firstly, let us define the types of Latin rectangles where such a generalization is feasible.

Let $r$ and $n$ be two positive integers such that $r \leq n$, and let $L \in \mathcal{R}_{r, n}$ be such that

$$
\begin{equation*}
L[L[i, j], k] \neq L[i, L[j, k]] \tag{4}
\end{equation*}
$$

for some triple $(i, j, k) \in[r] \times[r] \times[n]$ such that $L[i, j] \leq r$. We apply the term "nonassociative" to any such triple satisfying Condition (4). Let $N S(L)$ denote from here on the set of such non-associative triples within the Latin rectangle $L$. The cardinality of this set is the index of non-associativity of $L$, which is denoted by $n s(L)$. If $r=n$, then Condition (4) implies that the associative property does not hold for the triple ( $i, j, k$ ) in the non-associative quasigroup with $L$ as its Cayley table. In this case, the index $n s(L)$ measures the associativity of that quasigroup. This index has been studied for different types of algebraic structures [39-42] since it was introduced in 1947 by Climescu [43] for any given multiplicative system. Particularly, it is easily verified [44] that $n s(L) \leq n^{3}-n$ for every Latin square $L$ of order $n$. This upper bound has recently been proved [32] to be sharp for order $n>1$. Furthermore, it is also known [45] that $16 n-64 \leq n s(L)$ for every Latin square of even order $n \geq 168$. The reader is also referred to $[46,47]$ for some other studies dealing with the number of non-associative triples of a Latin square.

In this paper, we are interested in the Latin rectangles $L \in \mathcal{R}_{r, n}$ such that $n s(L)>0$. The following lemma characterizes the case of $r=1$.

Lemma 1. Let $L \in \mathcal{R}_{1, n}$. Then, $n s(L)>0$ if and only if $L[1,1]=1$ and there exists a positive integer $k \leq n$ such that $L[1, k] \neq k$.

Proof. Notice from Condition (4) that every non-associative triple of the $1 \times n$ Latin rectangle $L$ would be of the form $(1,1, k)$ for some positive integer $k \leq n$ satisfying that $L[L[1,1], k] \neq L[1, L[1, k]]$. In addition, Condition (4) also implies that $L[1,1]=1$ and, hence, $L[1, k] \neq L[1, L[1, k]]$. As a consequence, $L[1, k] \neq k$.

Let $L \in \mathcal{R}_{r, n}$ be such that $n s(L)>0$. Every non-associative triple $(i, j, k) \in N S(L)$ is related to two distinct positive integers $h_{1}, h_{2} \leq n$ such that $h_{1}=L[L[i, j], k] \neq L[i, L[j, k]]=$ $h_{2}$. From here on, let $\mathcal{H}(L)$ denote the set of positive integers $h \leq n$ such that

$$
\begin{equation*}
\{h\} \subset\{L[L[i, j], k], L[i, L[j, k]]\} \tag{5}
\end{equation*}
$$

for some $(i, j, k) \in N S(L)$. It is readily verified that $n s(L)=0$ whenever $n \leq 2$. So, from now on, we suppose that $n>2$ throughout the paper. Notice also that every Latin square in $\mathcal{R}_{n, n}$ with $n s(L)>0$ is the Cayley table of a non-associative quasigroup of order $n$. The case $r<n$ is illustrated by the following example.

Example 2. Let us consider the Latin rectangle $L$ that is described in Example 1. Then,

$$
N S(L)=\{(1,1,3),(1,1,4),(1,2,1),(1,2,4),(2,2,1),(2,2,2),(2,2,3),(2,2,4)\} .
$$

Hence, $n s(L)=8$. In addition, $\mathcal{H}(L)=[4]$. To prove it, take, for instance, the triples $(2,2,1)$ and $(1,2,1)$ in $N S(L)$.

Let $L \in \mathcal{R}_{r, n}$ be such that $n s(L)>0$ and let $h \in \mathcal{H}(L)$. We define the $h$-pseudocoboundary over the Latin rectangle $L$ as the map $\psi_{L ; h}:[r] \times[n] \rightarrow\{-1,1\}$, which is described so that

$$
\begin{equation*}
\psi_{L ; h}(i, j):=\partial_{h}(i) \partial_{h}(j) \partial_{h}(L[i, j]), \tag{6}
\end{equation*}
$$

for all positive integers $i \leq r$ and $j \leq n$, where

$$
\partial_{h}(k):=\left\{\begin{aligned}
-1, & \text { if } k=h \\
1, & \text { otherwise }
\end{aligned}\right.
$$

In addition, we apply the term " $h$-pseudocoboundary matrix" over $L$ to the $r \times n$ matrix $M_{\psi_{L ; h}}:=\left(\psi_{L ; h}(i, j)\right)_{(i, j) \in[r] \times[n]}$. When we want to refer to any $h$-pseudocoboundary (matrix) over $L$, we omit the prefix $h$. As such, the concept of the pseudocoboundary over a Latin rectangle constitutes a generalization of that over a quasigroup [17], which arises when $r=n$. In any case, the following result establishes that the pseudococyclic framework over Latin rectangles is not included in the cocyclic framework over such arrays. Hence, it constitutes a new proposal that has to be independently studied.

Lemma 2. Let $L \in \mathcal{R}_{r, n}$ be such that $n s(L)>0$ and let $h \in \mathcal{H}(L)$. The $h$-pseudococycle $\psi_{L ; h}$ is not a cocycle over $L$.

Proof. Let us see that the $h$-pseudocycle $\psi_{L ; h}$ does not hold the cocycle Equation (3). To this end, let $(i, j, k) \in N S(L)$ be such that Condition (5) holds. Then,

$$
\psi_{L ; h}(L[i, j], k) \psi_{L ; h}(i, j) \psi_{L ; h}(j, k) \psi_{L ; h}(i, L[j, k])=\partial_{h}(L[L[i, j], k]) \partial_{h}(L[i, L[j, k]])=-1 .
$$

Let us illustrate all of these concepts with a series of examples.
Example 3. Let $L$ be the Latin rectangle described in Example 1. According to Example 2, we can define four pseudocoboundaries over $L$, which are represented by the following matrices.

$M_{\psi_{L ; 1}} \equiv$| - | - | - | - |
| :---: | :---: | :---: | :---: |
| - | - | + | + |



$M_{\psi_{L, 2}} \equiv$| + | + | + | + |
| :---: | :---: | :---: | :---: |
| - | + | + | - |

$$
M_{\psi_{L ; 4}} \equiv \begin{array}{|c|c|c|c|}
\hline+ & + & - & - \\
\hline+ & + & + & + \\
\hline
\end{array}
$$

The following example enables us to ensure that, unlike the cocyclic development over quasigroups, there exist Hadamard matrices that are pseudocoboundary matrices over quasigroups that are not loops.

Example 4. Let us consider the Latin square

$$
L \equiv \begin{array}{|l|l|l|l|}
\hline 1 & 2 & 4 & 3 \\
\hline 2 & 1 & 3 & 4 \\
\hline 3 & 4 & 1 & 2 \\
\hline 4 & 3 & 2 & 1 \\
\hline
\end{array}
$$

We have that $n s(L)=32$ and $\mathcal{H}(L)=[4]$. In order to prove this last end, take, for instance, the subset $\{(1,1,3),(1,3,3)\} \subset N S(L)$. It is simply verified that every $h$-pseudocoboundary matrix of $L$ with $1 \leq h \leq 4$ is Hadamard.


Observe that all the pseudocoboundary matrices shown in Examples 3 and 4 constitute (partial) Hadamard matrices. Proposition 2 described in Section 4 enables us to ensure that this condition does not hold in general. Finally, the following example enables us to ensure the existence of Hadamard matrices that are not cocyclic over any Latin rectangle, but that are pseudocoboundary matrices over a Latin square.

Example 5. It is known ([18] Example 41) that the following Hadamard matrix is not cocyclic over any Latin rectangle.

$$
M \equiv\left(\begin{array}{cccc}
+ & + & + & + \\
- & + & + & - \\
- & - & + & + \\
+ & - & + & -
\end{array}\right)
$$

Nevertheless, it constitutes a 2-pseudocoboundary matrix over the Latin square

$$
L \equiv \begin{array}{|l|l|l|l|}
\hline 1 & 2 & 3 & 4 \\
\hline 3 & 4 & 2 & 1 \\
\hline 2 & 1 & 4 & 3 \\
\hline 4 & 3 & 1 & 2 \\
\hline
\end{array}
$$

Let us finish this section by introducing the notion of a pseudococycle over a Latin rectangle as a generalization of both the concepts of a cocycle over a Latin rectangle [18] and a pseudococycle over a quasigroup [17]. To this end, we take into account the previously described notion of a pseudocoboundary over Latin rectangles. Thus, we define a pseudococycle over a given Latin rectangle $L \in \mathcal{R}_{r, n}$ with $n s(L)>0$ as any map

$$
\psi=\left(\prod_{h \in S \subseteq \mathcal{H}(L)} \psi_{h}\right) \phi
$$

that is obtained as the product of some $h$-pseudocoboundaries with $h \in S \subseteq \mathcal{H}(L)$ and a cocycle $\phi$, all of them over the Latin rectangle $L$. It is represented by the pseudococyclic matrix $M_{\psi}:=(\psi(i, j))_{(i, j) \in[r] \times[n]}$. In particular, notice from this definition that every pseudocoboundary over a Latin rectangle is a pseudococycle over the latter by means of the trivial cocycle. Further, if $S=\varnothing$, then all of these concepts refer to the cocyclic framework over Latin rectangles, whose fundamentals were comprehensively studied in [18].

In a similar way, if $r=n$, then they refer to the pseudococyclic framework over quasigroups, which has only been briefly dealt with in [17]. This paper focuses, therefore, on the fundamentals of the case $S \neq \varnothing$, whatever the positive integer $r \leq n$ is. The following example illustrates this case.

Example 6. Let $L$ be the Latin rectangle described in Example 1. Then, the following assertions are readily verified from the cocyclic matrix $M_{\phi}$ described in that example, together with the pseudocoboundary matrices $M_{\psi_{L ; 3}}$ and $M_{\psi_{L ; 4}}$ described in Example 3.

- The pseudococyclic matrix over $L$ that is associated with the pseudococycle $\psi_{L ; 3} \psi_{L ; 4}$ is partial Hadamard.

$$
M_{\psi_{L ; 3} \psi_{L ; 4}} \equiv \begin{array}{|c|c|c|c|}
\hline+ & + & + & + \\
\hline- & + & - & + \\
\hline
\end{array}
$$

- The pseudococyclic matrix over $L$ that is associated with the pseudococycle $\psi_{L ; 3} \psi_{L ; 4} \phi$ is not a pseudococyclic partial Hadamard matrix.

$$
M_{\psi_{L ; 3} \psi_{L ; 4} \phi} \equiv \begin{array}{|c|c|c|c|}
\hline+ & + & + & + \\
\hline- & + & - & - \\
\hline
\end{array}
$$

## 4. Pseudocoboundary Partial Hadamard Matrices over Latin Rectangles

Let us start our study by dealing with Problem 1 concerning the conditions under which we can ensure the existence of pseudocoboundary partial Hadamard matrices over a given Latin rectangle $L \in \mathcal{R}_{r, n}$ with $n s(L)>0$. Firstly, we focus on the case $r=1$.

Proposition 1. There always exists a pseudocoboundary partial Hadamard matrix over a Latin rectangle $L \in \mathcal{R}_{1, n}$ satisfying that $n s(L)>0$.

Proof. Let $L \in \mathcal{R}_{1, n}$ be such that $n s(L)>0$. From Lemma 1 , it must be $L[1,1]=1$ and $L[1, j]=h$ for some positive integers $j, h \leq n$ such that $1 \neq j \neq h \neq 1$. Hence, the Latin rectangle condition of no repetition of symbols in each row implies that $L[L[1,1], j]=h \neq$ $L[1, h]=L[1, L[1, j]]$. Thus, $(1,1, j) \in N S(L)$ and $h \in \mathcal{H}(L)$. The matrix $\psi_{L ; h}$ is trivially partial Hadamard over $L$.

Let us focus now on the case $r>1$. Since $n s(L)=0$ for all $L \in \mathcal{R}_{2,2}$, we also suppose that the number $n \geq r$ of columns is a multiple of 4 . We start with a preliminary lemma that describes the entries within each row and column of any pseudocoboundary partial Hadamard matrix over a given Latin rectangle. Particularly, it characterizes the rows and columns that are uniformly signed.

Lemma 3. Let $r$ and $n$ be two positive integers such that $2 \leq r \leq n$. Further, let $\psi_{L ; h}$ be the $h$-pseudocoboundary over a Latin rectangle $L \in \mathcal{R}_{r, n}$ with $n s(L)>0$ and $h \in \mathcal{H}(L)$. Then, the following assertions hold.

1. Let $i \leq r$ be such that $L[i, h] \neq h$. Then,

$$
\psi_{L ; h}(i, j)=\left\{\begin{array}{cl}
-\partial_{h}(i), & \text { if either } j=h \text { or } L[i, j]=h \\
\partial_{h}(i), & \text { otherwise } .
\end{array}\right.
$$

2. Let $j \leq n$. Then,

$$
\psi_{L ; h}(i, j)=\left\{\begin{array}{cl}
-\partial_{h}(j), & \text { if }\left\{\begin{array}{l}
h \leq r, L[h, j] \neq h \text { and either } i=h \text { or } L[i, j]=h \\
h>r \text { and } L[i, j]=h,
\end{array}\right. \\
\partial_{h}(j), & \text { otherwise } .
\end{array}\right.
$$

3. The ith row of the $h$-pseudocoboundary matrix $M_{\psi_{L, h}}$ with $i \leq r$ is uniformly signed if and only if $L[i, h]=h$. In such a case, $\psi_{L ; h}(i, j)=\partial_{h}(i)$ for all $j \leq n$. As a consequence, there always exists at most one uniformly signed row.
4. Let $j \leq n$. If $h>r$, then the $j$ th column of $M_{\psi_{h}}$ is uniformly signed if and only if $L[i, j] \neq h$ for every positive integer $i \leq r$. Otherwise, if $h \leq r$, then the $j$ th column of $M_{\psi_{h}}$ is uniformly signed if $L[h, j]=h$. If $r>2$, then this sufficient condition is also necessary. In any case,
$\psi_{L ; h}(i, j)=\partial_{h}(j)$ for all $i \leq r$. Furthermore, there exists exactly one uniformly signed column if $h \leq r$ and $r>2$.

Proof. The first two assertions and the sufficient conditions of the last two assertions follow from the Definition (6). Let us focus now on the proof of the necessary condition of the third assertion (that one of the four statements follows similarly). Thus, let us suppose the existence of a positive integer $i \leq r$ such that the $i$ th row of the $h$-pseudocoboundary matrix $M_{\psi_{L, h}}$ is uniformly signed. Then, the mentioned Definition (6) implies that either $\partial_{h}(L[i, j])=\partial_{h}(j)$ or $\partial_{h}(L[i, j])=-\partial_{h}(j)$ for all $j \leq n$. Nevertheless, since $n>2$, the definition of the map $\partial_{h}$, together with the Latin rectangle condition of no repetitions of symbols per row, implies that the second option is not possible. Hence, it must be $L[i, h]=h$. The final consequence described in the third assertion holds straightforwardly from the Latin rectangle condition of no repetitions of symbols in each column.

Concerning the last sentence of the fourth assertion, the definition of the map $\partial_{h}$, together with (6) and the Latin rectangle condition of no repetitions of symbols per row, implies the existence of exactly one uniformly signed column when $r>2$.

Example 7. Let $L$ be the Latin rectangle described in Example 1. The third assertion of Lemma 3 explains, for instance, the uniformity of signs of the first row of both matrices $M_{\psi_{L ; 1}}$ and $M_{\psi_{L ; 2}}$ and also of the second row of the matrix $M_{\psi_{L ; 4}}$ all of them described in Example 3. In addition, it also explains that there does not exist any uniformly signed row in the matrix $M_{\psi_{L ; 3}}$.

The fourth assertion of Lemma 3 explains, for instance, the uniformity of signs of the first column of $M_{\psi_{L ; 1}}$ and the third column of $M_{\psi_{L ; 2}}$. It also explains the two uniformly signed columns of both matrices $M_{\psi_{L ; 3}}$ and $M_{\psi_{L ; 4}}$. Nevertheless, this fourth assertion of Lemma 3 does not explain the uniformity of signs of the second columns of $M_{\psi_{L ; 1}}$ and $M_{\psi_{L ; 2}}$, which follows indeed from the second assertion of this lemma. It illustrates, in particular, the exceptional case $r=2$ that was discarded therein. The case $r>2$ is illustrated by the existence of exactly one uniformly signed column in any of the Latin squares described in Examples 4 and 5.

The following result characterizes the Latin rectangles over which a pseudocoboundary partial Hadamard matrix exists. As such, it constitutes, together with Proposition 1, the answer to Problem 1.

Proposition 2. Let $r$ and $n$ be two positive integers such that $2 \leq r \leq n$. Further, let $\psi_{L ; h}$ be the h-pseudocoboundary over a Latin rectangle $L \in \mathcal{R}_{r, n}$ with $n s(L)>0$ and $h \in \mathcal{H}(L)$. Then, the pseudocoboundary matrix $M_{\psi_{L ; h}}$ is partial Hadamard if and only if $n=4$.

Proof. Lemma 3 enables us to ensure that the $h$-pseudocoboundary $\psi_{L ; h}$ has at least $r-2$ rows with precisely two negative entries. Hence, the pseudocoboundary matrix $M_{\psi_{L ; h}}$ cannot be Hadamard if $n>4$. Concerning the case $n=4$, let us remind the reader that there exist 576 Latin squares of order four, from which only 16 of them constitute the Cayley table of an associative quasigroup. A simple and exhaustive computation enables us to ensure that $\mathcal{H}(L)=[4]$ for all of the 560 remaining Latin squares $L \in \mathcal{R}_{4,4}$, and also that all of their related $h$-pseudocoboundary matrices are partial Hadamard, whatever the positive integer $h \leq 4$ is. As a consequence, every $h$-pseudocoboundary matrix of an $r \times 4$ Latin rectangle is partial Hadamard, whatever the two positive integers $h, r \leq 4$ are.

For Latin squares of any given order, the following result holds as an immediate consequence of Lemma 3, once it is noticed that its two last assertions always hold in the case of $L$ being a Latin square. It is illustrated by any of the pseudocoboundary matrices described in Examples 4 and 5.

Proposition 3. Let $\psi_{L ; h}$ be the $h$-pseudocoboundary over a Latin square of order $n>2$ with $n s(L)>$ 0 and $h \in \mathcal{H}(L)$. Then, the h-pseudocoboundary matrix $M_{\psi_{L ; h}}$ contains exactly one uniformly signed row and exactly one uniformly signed column.

Let us finish this section by focusing on Problem 2 concerning the conditions under which a given partial Hadamard matrix is a pseudocoboundary over some Latin rectangle $L \in \mathcal{R}_{r, n}$ with $n s(L)>0$. From Proposition 2, we may assume $n=4$. Firstly, we focus on the case $r=1$. Notice in this regard that every $1 \times n$ binary array trivially constitutes a partial Hadamard matrix by itself.

Lemma 4. Let $M=\left(m_{1 j}\right)$ be a $1 \times 4$ partial Hadamard matrix. It is a pseudocoboundary matrix over a Latin rectangle if and only if $m_{11}=1$ and it contains exactly two negative entries.

Proof. In order to prove the necessary condition, let us suppose that the partial Hadamard matrix $M$ is an $h$-pseudocoboundary over a Latin rectangle $L \in \mathcal{R}_{1,4}$ with $h \in \mathcal{H}(L) \neq \varnothing$. From Lemma 1, it must be $L[1,1]=1$, and then, the Latin rectangle condition of no repetitions of symbols in each row implies that $(1,1,1) \notin N S(L)$ and $1 \notin \mathcal{H}(L)$. Hence, $h \neq 1$ and $m_{11}=1$. In addition, since every non-associative triple in $N S(L)$ is of the form $(1,1, k)$ with $k \in\{2,3,4\}$ and $h \in \mathcal{H}(L)$, it should be $\{h\} \subset\left\{L\left[L[1,1], k_{0}\right], L\left[1, L\left[1, k_{0}\right]\right]\right\}=$ $\left\{L\left[1, k_{0}\right], L\left[1, L\left[1, k_{0}\right]\right]\right\}$ for some positive integer $k_{0} \in\{2,3,4\}$. If $k_{0}=h$, then we get $\{h\} \subset\{h\}$, which is a contradiction. So, $L[1, h] \neq h$, and hence, the matrix $M$ contains exactly two negative entries. More specifically, $m_{1 k_{0}}=m_{1 h}=-1$.

Now, in order to prove the sufficient condition, let us suppose that $m_{11}=1$ and let $h, i, j \in[4] \backslash\{1\}$ be three distinct positive integers such that $m_{1, h}=m_{1, i}=-1$ and $m_{1, j}=1$. Then, let $L \in \mathcal{R}_{1,4}$ be defined so that $L[1,1]=1, L[1, h]=j, L[1, i]=h$, and $L[1, j]=i$. Then, $L[L[1,1], h]=j \neq i=L[1, L[1, h]]$. Hence, $(1,1, h) \in N S(L)$ and $h \in \mathcal{H}(L)$. It is straightforwardly verified that the partial Hadamard matrix $M$ is an $h$-pseudocoboundary over $L$.

Let us focus now on the case $2 \leq r \leq 4$. The following preliminary lemma holds straightforwardly from the definition (6) of a pseudocoboundary.

Lemma 5. Let $r \in\{2,3,4\}$ and let $M=\left(m_{i j}\right)$ be an $r \times 4$ partial Hadamard matrix such that there exists a Latin rectangle $L \in \mathcal{R}_{r, 4}$ with $n s(L)>0$, over which $M$ is an h-pseudocoboundary matrix for some $h \in \mathcal{H}(L)$. The following assertions hold.

1. The ith row of the partial Hadamard matrix $M$ with $i \leq r$ is uniformly signed if and only if $L[i, h]=h$. In such a case, $m_{i j}=\partial_{h}(i)$ for all $j \leq 4$.
2. If $h \leq r$ and $L[h, h]=h$, then $m_{i h}=-1$ for all $i \leq r$. Moreover, if $m_{i j}=-1$ with $i \neq h \neq j$ then $L[i, j]=h$.
3. If $L[i, h]=h$ for some $i \in[r] \backslash\{h\}$, then $m_{j h}=-\partial_{h}(j)$ for all $j \in[r] \backslash\{i\}$. Moreover, if $m_{j k}=-\partial_{h}(j)$ for some $j \in[r] \backslash\{i\}$ and $k \in[4] \backslash\{h\}$, then $L[j, k]=h$.

Example 8. Let us consider the following four partial Hadamard matrices.

$M_{1} \equiv$| - | - | - | - |
| :---: | :---: | :---: | :---: |
| + | - | - | + |

$$
M_{3} \equiv \begin{array}{|c|c|c|c|}
\hline+ & + & + & + \\
\hline+ & + & - & - \\
\hline
\end{array}
$$

$$
\begin{aligned}
& M_{2} \equiv \begin{array}{|c|c|c|c|}
\hline- & - & - & - \\
\hline- & - & + & + \\
\hline
\end{array} \\
& M_{4} \equiv \begin{array}{|c|c|c|c|}
\hline+ & + & + & + \\
\hline- & + & - & + \\
\hline
\end{array}
\end{aligned}
$$

Let $N=\left(n_{i j}\right) \in\left\{M_{1}, M_{2}\right\}$. The first statement of Lemma 5 enables us to ensure that, if the matrix $N$ were an h-pseudocoboundary over some Latin rectangle $L \in \mathcal{R}_{2,4}$ with $h \in \mathcal{H}(L) \neq \varnothing$, then it should be $h=1$ and $L[1,1]=1$. However, then, the second statement of the mentioned lemma implies that $n_{2,1}=-1$, which is not the case when $N=M_{1}$. As a consequence, the partial Hadamard matrix $M_{1}$ is not a pseudocoboundary over any Latin rectangle. Further, concerning the case $N=M_{2}$, the second statement of Lemma 5 also enables us to ensure that $L[2,2]=1$. Thus, for instance, it is readily verified that the matrix $M_{2}$ is a 1-pseudocoboundary over the Latin rectangle

$$
L \equiv \begin{array}{|l|l|l|l|}
\hline 1 & 4 & 2 & 3 \\
\hline 2 & 1 & 3 & 4 \\
\hline
\end{array}
$$

In particular, $(2,1,3) \in N S(L)=\{(1,1,2),(1,1,3),(1,1,4),(2,1,2),(2,1,3),(2,1,4)$, $(2,2,2),(2,2,3),(2,2,4)\}$ and $1 \in \mathcal{H}(L)=[4]$. More specifically, $L[L[2,1], 3]=3 \neq 1=$ $L[2, L[1,3]]$.

Notice also that the partial Hadamard matrices $M_{3}$ and $M_{4}$ are, respectively, 2-pseudocoboundaries over the Latin rectangles

$$
L^{\prime} \equiv \begin{array}{|l|l|l|l|}
\hline 3 & 2 & 1 & 4 \\
\hline 2 & 4 & 3 & 1 \\
\hline
\end{array} \quad \quad \text { and } \quad L^{\prime \prime} \equiv \begin{array}{|l|l|l|l|}
\hline 1 & 2 & 3 & 4 \\
\hline 3 & 1 & 4 & 2 \\
\hline
\end{array}
$$

In particular, $(2,1,3) \in N S\left(L^{\prime}\right)=\{(1,2,3),(1,2,4),(2,1,1),(2,1,3)\}$ and $2 \in \mathcal{H}\left(L^{\prime}\right)=$ $\{1,2,3\}$. More specifically, $L^{\prime}\left[L^{\prime}[2,1], 3\right]=3 \neq 2=L^{\prime}\left[2, L^{\prime}[1,3]\right]$. Further, concerning the Latin rectangle $L^{\prime \prime}$, we have that $(2,2,2) \in N S\left(L^{\prime \prime}\right)=\{(2,2,1),(2,2,2),(2,2,3),(2,2,4)\}$ and $2 \in \mathcal{H}\left(L^{\prime \prime}\right)=[4]$. In fact, $L^{\prime \prime}\left[L^{\prime \prime}[2,2], 2\right]=2 \neq 3=L^{\prime \prime}\left[2, L^{\prime \prime}[2,2]\right]$.

The following result characterizes the partial Hadamard matrices that have a uniformly signed row with all its entries being negative, which are pseudocoboundaries over a Latin rectangle. Its constructive proof is illustrated by the matrix $M_{2}$ and the Latin rectangle $L$ described in Example 8.

Proposition 4. Let $M=\left(m_{i j}\right)$ be an $r \times 4$ partial Hadamard matrix with $r>1$ such that $m_{h j}=-1$ for some $h \leq r$ and all $j \leq 4$. It is a pseudocoboundary matrix over a Latin rectangle if and only if $m_{i h}=-1$ for all $i \leq r$.

Proof. The necessary condition follows from Lemma 5. Now, in order to prove the sufficient condition, let $i \in[r] \backslash\{h\}$ and $j \in[4] \backslash\{h\}$ be such that $m_{i j}=-1$. It always exists because $M$ is an $r \times 4$ partial Hadamard matrix with $r>1$. In addition, let $k \in[4] \backslash\{h\}$ be such that $i \neq k \neq j$. Finally, let $L$ be any $r \times 4$ Latin rectangle satisfying that $L[h, h]=L[i, j]=h$, $L[h, k]=j, L[i, h]=i$, and $L[i, k]=k$. Moreover, it must be $L\left[i^{\prime}, j^{\prime}\right]=h$ for all $i^{\prime} \in[r] \backslash\{h\}$ and $j^{\prime} \in[4] \backslash\{h\}$ such that $m_{i^{\prime} j^{\prime}}=-1$. In particular, $L[L[i, h], k]=k \neq h=L[i, L[h, k]]$. Hence, $(i, h, k) \in N S(L)$ and $h \in \mathcal{H}(L)$. It is simply verified that the partial Hadamard matrix $M$ is $h$-pseudocoboundary over $L$.

In a similar way, the next result characterizes the partial Hadamard matrices have a uniformly signed row with all its entries being positive, which are pseudocoboundaries over a Latin rectangle. The two subcases described in its constructive proof are respectively illustrated by the matrices $M_{3}$ and $M_{4}$, together with the Latin rectangles $L^{\prime}$ and $L^{\prime \prime}$, which are described in Example 8.

Proposition 5. Let $M=\left(m_{i j}\right)$ be an $r \times 4$ partial Hadamard matrix with $r>1$ such that $m_{i j}=1$ for some positive integer $i \leq r$ and all $j \leq 4$. It is a pseudocoboundary matrix over a Latin rectangle if and only if there exists a positive integer $h \in[r] \backslash[i]$ such that $m_{j h}=-\partial_{h}(j)$ for all $j \in[r] \backslash\{i\}$.

Proof. Again, the necessary condition follows from Lemma 5. Now, in order to prove the sufficient condition, let $j \in[4] \backslash\{h\}$ be such that $m_{h j}=1$. It always exists because $M$ is an $r \times 4$ partial Hadamard matrix with $r>1$. The following two cases arise.

- If $j=i$, then let $k \in[4] \backslash\{h, i\}$ and let $L$ be any $r \times 4$ Latin rectangle satisfying that $L[i, h]=L[h, i]=h, L[i, k]=i$ and $L[h, k]=k$. In addition, it must be $L\left[i^{\prime}, j^{\prime}\right]=h$ for all $i^{\prime} \in[r] \backslash\{i\}$ and $j^{\prime} \in[4] \backslash\{h\}$ such that $m_{i^{\prime} j^{\prime}}=-\partial_{h}\left(i^{\prime}\right)$. Then, $L[L[h, i], k]=k \neq$ $h=L[h, L[i, k]]$.
- If $j \neq i$, then let $L$ be any $r \times 4$ Latin rectangle satisfying that $L[i, h]=L[h, j]=h$, $L[h, h]=i$, and $L[h, i]=j$. Again, we also impose that $L\left[i^{\prime}, j^{\prime}\right]=h$ for all $i^{\prime} \in[r] \backslash\{i\}$ and $j^{\prime} \in[4] \backslash\{h\}$ such that $m_{i^{\prime} j^{\prime}}=-\partial_{h}\left(i^{\prime}\right)$. Then, $L[L[h, h], h]=h \neq j=L[h, L[h, h]]$.
In any case, $h \in \mathcal{H}(L)$, and thus, the partial Hadamard matrix $M$ is an $h$-pseudocoboundary over $L$.

Finally, in order to give a complete answer to Problem 2, the following result characterizes the $r \times 4$ partial Hadamard matrices with $r>1$ and without uniformly signed rows, which are pseudocoboundaries over a Latin rectangle. Example 9 illustrates its constructive proof.

Proposition 6. Let $M=\left(m_{i j}\right)$ be an $r \times 4$ partial Hadamard matrix with $r>1$ and without uniformly signed rows. Then, the following assertions hold.

1. If $r=4$, then the matrix $M$ is not a pseudocoboundary over any Latin square of order four.
2. If $r \in\{2,3\}$, then the matrix $M$ is pseudocoboundary over an $r \times 4$ Latin rectangle if and only if the following two conditions hold.
(a) There exists a positive integer $h \leq 4$ such that $m_{i h}=-\partial_{h}(i)$ for all $i \leq r$.
(b) For each positive integer $i \leq r$, there exists exactly one positive integer $j_{i} \in[4] \backslash\{h\}$ such that $m_{i, j_{i}}=m_{i, h}$. Moreover, the set $\left\{j_{1}, \ldots, j_{r}\right\}$ is formed by $r$ distinct positive integers.
If this is the case, then the matrix $M$ is indeed an h-pseudocoboundary over an $r \times 4$ Latin rectangle.

Proof. Let us suppose that the partial Hadamard matrix $M$ is an $h$-pseudocoboundary over a Latin rectangle $L \in \mathcal{R}_{r, 4}$ with $n s(L)>0$ and $h \in \mathcal{H}(L)$. From the first assertion of Lemma 5, the non-existence of uniformly signed rows within $M$ implies that $L[i, h] \neq h$ for every positive integer $i \leq r$. It constitutes a contradiction when $r=4$ because of the Latin rectangle condition of no repetitions of symbols per column. Hence, the first assertion holds. Further, if $r \in\{2,3\}$, then $m_{\text {ih }}=\psi_{L ; h}(i, h)=\partial_{h}(i) \partial_{h}(h) \partial_{h}(L[i, h])=-\partial_{h}(i)$ for every positive integer $i \leq r$. Similarly, it is readily proven that the elements $j_{i}$ described in Condition (2b) refer to the columns in which the symbol $h$ appears in the $i$ th row of $L$. That is, $L\left[i, j_{i}\right]=h$ for all $i \leq r$. Notice that all these columns are pairwise distinct from the Latin rectangle condition of no repetition of symbols in each column.

In order to prove the sufficient condition of the second assertion, let us suppose that both Conditions (2a) and (2b) hold. Then, let $L$ be any $r \times 4$ Latin rectangle satisfying that $L[i, h] \neq h=L\left[i, j_{i}\right]$ for every positive integer $i \leq r$. The following two cases arise.

- If $h \leq r$, then let us consider a positive integer $i \in[r] \backslash\{h\}$. It exists because $r \geq 2$. The following two subcases arise.
- If $i=j_{i}$, then let us impose that $L\left[i, j_{h}\right]=j_{h}$. Then, $L\left[L[i, i], j_{h}\right]=h \neq j_{h}=$ $L\left[i, L\left[i, j_{h}\right]\right]$.
- If $i \neq j_{i}$, then let us impose that $L[i, h]=i, L\left[i, j_{h}\right]=j_{i}$ and $L\left[h, j_{i}\right]=j_{h}$. Under such assumptions, we have that $L\left[L[i, h], j_{i}\right]=h \neq j_{i}=L\left[i, L\left[h, j_{i}\right]\right]$.
- If $h>r$, then let us consider a pair of distinct positive integers $i_{1}, i_{2} \leq r$. Notice again to this end that $r \geq 2$. Similarly to the previous case, the following two subcases arise.
- Firstly, let us suppose the existence of a positive integer $i \in\left\{i_{1}, i_{2}\right\}$ such that $i=j_{i}$. Without loss of generality, we can suppose that $i_{1}=j_{i_{1}}$. Then, let us impose that $L\left[i_{2}, i_{1}\right]=i_{1}$ and $L\left[i_{2}, h\right]=i_{2}$. Under such assumptions, we have that $L\left[L\left[i_{2}, i_{1}\right], i_{1}\right]=h \neq i_{2}=L\left[i_{2}, L\left[i_{1}, i_{1}\right]\right]$.
- Otherwise, let us suppose that $i_{1} \neq j_{i_{1}}$ and $i_{2} \neq j_{i_{2}}$. Then, let us impose that $L\left[i_{1}, i_{1}\right]=i_{1}$ and $L\left[i_{1}, h\right]=i_{2}$. Under such assumptions, we have that $L\left[L\left[i_{1}, i_{1}\right], j_{i_{1}}\right]=h \neq i_{2}=L\left[i_{1}, L\left[i_{1}, j_{i_{1}}\right]\right]$.

In any case, $h \in \mathcal{H}(L)$, and thus, the partial Hadamard matrix $M$ is an $h$-pseudocoboundary over $L$.

Example 9. Let us consider the following six partial Hadamard matrices.

$M_{1} \equiv$| + | - | + | + |
| :---: | :---: | :---: | :---: |
| + | - | - | - |
| + | + | + | - |


$M_{3} \equiv$| - | - | + | + |
| :---: | :---: | :---: | :---: |
| - | + | + | - |
| + | - | + | - |


$M_{5} \equiv$| - | + | + | - |
| :---: | :---: | :---: | :---: |
| + | + | - | - |
| + | - | + | - |


$M_{2} \equiv$| + | - | + | + |
| :---: | :---: | :---: | :---: |
| + | + | + | - |
| + | - | - | - |


$M_{4} \equiv$| + | - | - | + |
| :---: | :---: | :---: | :---: |
| - | + | - | + |
| - | - | + | + |


$M_{6} \equiv$| + | + | - | - |
| :---: | :---: | :---: | :---: |
| - | + | + | - |
| + | - | + | - |

Condition (2a) in Proposition 6 implies that $M_{1}$ is not a pseudocoboundary over any $3 \times 4$ Latin rectangle. It also enables us to ensure that the only possibility to get $M_{2}$ to be an $h$-pseudocoboundary over some $3 \times 4$ Latin rectangle for some positive integer $h \leq 4$ is by considering $h=2$. However, then, Condition (2b) implies that it neither is an option because, for instance, the first row only contains one negative sign.

On the other hand, the partial Hadamard matrix $M_{3}$ is a 2-pseudocoboundary over the Latin rectangle

$$
L \equiv \begin{array}{|l|l|l|l|}
\hline 2 & 1 & 3 & 4 \\
\hline 1 & 4 & 2 & 3 \\
\hline 4 & 3 & 1 & 2 \\
\hline
\end{array} .
$$

Here, $n s(L)=20,(1,1,3) \in N S(L)$, and $2 \subset \mathcal{H}(L)=[4]$. More specifically, $L[L[1,1], 3]=$ $2 \neq 3=L[1, L[1,3]]$.

Further, the partial Hadamard matrices $M_{4}$ and $M_{5}$ are, respectively, 2- and 4-pseudocoboundaries over the Latin rectangle

$$
L^{\prime} \equiv \begin{array}{|l|l|l|l|}
\hline 4 & 1 & 2 & 3 \\
\hline 1 & 3 & 4 & 2 \\
\hline 2 & 4 & 3 & 1 \\
\hline
\end{array} .
$$

In particular, $n s\left(L^{\prime}\right)=16,\{(1,2,3),(2,1,1)\} \subset N S\left(L^{\prime}\right)$, and $\{2,4\} \subset \mathcal{H}\left(L^{\prime}\right)=[4]$. More specifically, $L^{\prime}\left[L^{\prime}[1,2], 3\right]=2 \neq 3=L^{\prime}\left[1, L^{\prime}[2,3]\right]$ and $L^{\prime}\left[L^{\prime}[2,1], 1\right]=4 \neq 2=$ $L^{\prime}\left[2, L^{\prime}[1,1]\right]$.

Finally, the partial Hadamard matrix $M_{6}$ is a 4-pseudocoboundary over the Latin rectangle

$$
L^{\prime \prime} \equiv \begin{array}{|c|c|c|c|}
\hline 1 & 3 & 4 & 2 \\
\hline 4 & 1 & 2 & 3 \\
\hline 2 & 4 & 3 & 1 \\
\hline
\end{array}
$$

Particularly, $n s\left(L^{\prime \prime}\right)=18,(1,1,3) \in N S(L)$, and $4 \in \mathcal{H}\left(L^{\prime \prime}\right)=[4]$. More specifically, $L^{\prime \prime}\left[L^{\prime \prime}[1,1], 3\right]=4 \neq 2=L^{\prime \prime}\left[1, L^{\prime \prime}[1,3]\right]$.

## 5. Pseudococyclic Partial Hadamard Matrices Associated with the Trivial Cocycle

Let us focus now on the characterization of the Latin rectangles $L \in \mathcal{R}_{r, n}$ with $n s(L)>0$ over which there exists a pseudococyclic partial Hadamard matrix. As a first stage, we focus in this section on the pseudococycles associated with the trivial cocycle; that is, on the pseudococycles of the form $\prod_{h \in S \subseteq \mathcal{H}(L)} \psi_{L ; h}$. Of course, the case $|S|=1$ corresponds to the pseudocoboundary framework that has already been studied in the previous subsection. It is so that we start with a generalization of Lemma 3 that describes the rows and columns of the pseudococyclic matrix associated with one such pseudococycle. To this end, for each
given subset $S \subseteq \mathcal{H}(L)$ and each pair of positive integers $i \leq r$ and $j \leq n$, we previously define the sets

$$
\mathcal{D}_{L}^{-}(S, i):=\{k \in[n]: L[i, k] \in S\} \quad \text { and } \quad \mathcal{D}_{L}^{+}(S, j):=\{k \in[r]: L[k, j] \in S\}
$$

If $r=n$, then the sets $\mathcal{D}_{L}^{-}(S, i)$ and $\mathcal{D}_{L}^{+}(S, i)$ constitute, respectively, the left division of $S$ by $i$ and the right division of $S$ by $j$, both of them within the quasigroup with the Latin square $L$ as its Cayley table. In addition, for all $r \leq n$, the Latin rectangle condition of no repetitions of symbols per row implies that $\left|\mathcal{D}_{L}^{-}(S, i)\right|=|S|$. Further, let $A \Delta B$ denote from here on the symmetric difference between two given sets $A$ and $B$.

Lemma 6. Let $\psi=\prod_{h \in S \subseteq \mathcal{H}(L)} \psi_{L ; h}$ be a pseudococycle over a Latin rectangle $L \in \mathcal{R}_{r, n}$ with $n s(L)>0$. Then, the following assertions hold.

1. Let $i \in[r]$. Then,

$$
\psi(i, j)=\left\{\begin{array}{cl}
-\prod_{h \in S} \partial_{h}(i), & \text { if } j \in S \Delta \mathcal{D}_{L}^{-}(S, i), \\
\prod_{h \in S} \partial_{h}(i), & \text { otherwise } .
\end{array}\right.
$$

2. Let $j \in[n]$. Then,

$$
\psi(i, j)=\left\{\begin{array}{cl}
-\prod_{h \in S} \partial_{h}(j), & \text { if } i \in(S \cap[r]) \Delta \mathcal{D}_{L}^{+}(S, i) \\
\prod_{h \in S} \partial_{h}(j), & \text { otherwise }
\end{array}\right.
$$

3. Let $i \in[r]$. The ith row of the pseudococyclic matrix $M_{\psi}$ is uniformly signed if and only if one of the following two conditions hold.
(a) $S \Delta \mathcal{D}_{L}^{-}(S, i)=\varnothing$, in whose case, $\psi(i, j)=\prod_{h \in S} \partial_{h}(i)$, for all $j \leq n$.
(b) $\quad S \Delta \mathcal{D}_{L}^{-}(S, i)=[n]$, in whose case, $\psi(i, j)=-\prod_{h \in S} \partial_{h}(i)$, for all $j \leq n$.
4. Let $j \in[n]$. The $j$ th column of the pseudocyclic matrix $M_{\psi}$ is uniformly signed if and only if one the following two conditions hold.
(a) $\quad(S \cap[r]) \Delta \mathcal{D}_{L}^{+}(S, i)=\varnothing$, in which case $\psi(i, j)=\prod_{h \in S} \partial_{h}(j)$ for all $i \leq r$.
(b) $\quad(S \cap[r]) \Delta \mathcal{D}_{L}^{+}(S, i)=[r]$, in which case $\psi(i, j)=-\prod_{h \in S} \partial_{h}(j)$ for all $i \leq r$.

Proof. The first two assertions and both sufficient conditions of the last two assertions follow readily from the definition (6). So, let us focus on the necessary condition of the third statement (that one of the last statements follows similarly). Thus, let us suppose the existence of a positive integer $i \leq r$ such that the $i$ th row of the pseudococyclic matrix $M_{\psi}$ is uniformly signed. Then, the mentioned definition (6) implies that either $\prod_{h \in S} \partial_{h}(j)=\prod_{h \in S} \partial_{h}(L[i, j])$ or $\prod_{h \in S} \partial_{h}(j)=-\prod_{h \in S} \partial_{h}(L[i, j])$ for all $j \leq n$. In the first case, $j \in S$ if and only if $L[i, j] \in S$, and hence, Condition (3a) holds. In the second case, $j \in S$ if and only if $L[i, j] \notin S$, and hence, Condition (3b) holds. In any case, the result follows then from the Latin rectangle condition of no repetitions of symbols in each row.

Example 10. Let L be the Latin rectangle described in Example 1. The third assertion of Lemma 6 explains, for instance, the uniformity of signs of the first row of the pseudococyclic matrix $M_{\psi_{L ; 3} \psi_{L ; 4}}$ appearing in Example 6 . More specifically, if we consider the subset $S=\{3,4\}$, then $\mathcal{D}_{L}^{-}(S, 1)=S$. That is, the the first row of $L$ satisfies the condition described in Lemma 6. (3a).

The third assertion of Lemma 6 also implies that $S=[4]$ is the only way to get a pseudococyclic matrix related to a pseudococycle $\psi=\prod_{h \in S \subseteq[4]} \psi_{L ; h}$ of $L$, whose rows are all uniformly signed. In such a case, all the signs within $M_{\psi}$ are negative.

Further, the fourth assertion of Lemma 6 explains, for instance, the uniformly signed columns of the following two pseudococyclic matrices.

$$
M_{\psi_{L ; 1} \psi_{L ; 2}} \equiv \begin{array}{|c|c|c|c|}
\hline- & - & - & - \\
\hline+ & - & + & - \\
\hline
\end{array}
$$

$M_{\psi_{L, 2} \psi_{L ; 3}} \equiv$| + | + | - | - |
| :---: | :---: | :---: | :---: |
| + | + | - | - |

Thus, concerning the first pseudococyclic matrix, we have that, if $S=\{1,2\}$, then $\mathcal{D}_{L}^{+}(S, 2)=$ $S$ and $\mathcal{D}_{L}^{+}(S, 4)=\varnothing$. Concerning the second pseudococyclic matrix, we have that, if $S=$ $\{2,3\}$, then $\mathcal{D}_{L}^{+}(S, 1)=\mathcal{D}_{L}^{+}(S, 3)=\{2\}=S \cap[2]$ and $(S \cap[2]) \cap \mathcal{D}_{L}^{+}(S, 2)=(S \cap[2]) \cap$ $\mathcal{D}_{L}^{+}(S, 3)=\varnothing$.

Finally, the last statement of the fourth assertion of Lemma 6 explains, for instance, the uniformity of signs of the second and fourth columns of the pseudococyclic matrix $M_{\psi_{L ; 3}} M_{\psi_{L ; 4}}$, which is described in Example 6. Here, if $S=\{3,4\}$, then $\mathcal{D}_{L}^{+}(S, 2)=\varnothing$ and $\mathcal{D}_{L}^{+}(S, 4)=\{1,2\}$.

The following result characterizes the Latin rectangles $L \in \mathcal{R}_{r, n}$ with $r>1$ and $n s(L)>0$ over which a pseudococycle $\prod_{h \in S \subseteq \mathcal{H}(L)} \psi_{L ; h}$ exists, so that its related pseudococyclic matrix is partial Hadamard.

Proposition 7. Let $\psi=\prod_{h \in S \subseteq \mathcal{H}(L)} \psi_{L ; h}$ be a pseudococycle over a Latin rectangle $L \in \mathcal{R}_{r, n}$ with $r>1$ and $n s(L)>0$. The pseudococyclic matrix $M_{\psi}$ is partial Hadamard if and only if, for each pair of distinct positive integers $i_{1}, i_{2} \leq r$,

$$
\left|\mathcal{D}_{L}^{-}\left(S, i_{1}\right) \Delta \mathcal{D}_{L}^{-}\left(S, i_{2}\right)\right|=\frac{n}{2}
$$

Proof. Since the pseudococyclic matrix $M_{\psi}$ is partial Hadamard, all its rows are pairwise orthogonal and, hence, $\sum_{j \leq n} \psi\left(i_{1}, j\right) \psi\left(i_{2}, j\right)=0$. Then, the first statement of Lemma 6 implies that

$$
\left|\left(S \Delta \mathcal{D}_{L}^{-}\left(S, i_{1}\right)\right) \cap\left(S \Delta \mathcal{D}_{L}^{-}\left(S, i_{2}\right)\right)\right|+\left|\left([n] \backslash\left(S \Delta \mathcal{D}_{L}^{-}\left(S, i_{1}\right)\right)\right) \cap\left([n] \backslash\left(S \Delta \mathcal{D}_{L}^{-}\left(S, i_{2}\right)\right)\right)\right|=\frac{n}{2}
$$

Equivalently, after all the set operations are done and simplified, we have that

$$
\left|[n] \backslash\left(\mathcal{D}_{L}^{-}\left(S, i_{1}\right) \Delta \mathcal{D}_{L}^{-}\left(S, i_{2}\right)\right)\right|=\frac{n}{2}
$$

and the result follows straightforwardly.
The worst-case complexity of the implicit algorithm described in Proposition 7 corresponds to a Latin square of order $n$. Thus, the time complexity of this algorithm is $\mathcal{O}\left(n^{4}\right)$, which is required for the computation of all the difference sets under consideration (notice that the computation of all the sets $\mathcal{D}_{L}^{-}(S, i)$ with $i \leq n$ only requires a time complexity of $\mathcal{O}\left(n^{3}\right)$ ).

Example 11. Let $L$ be the Latin rectangle defined in Example 1, and let us consider the pseudococyclic matrix associated with the pseudococycle $M_{\psi_{L ; 2}} M_{\psi_{L ; 4^{\prime}}}$ which is partial Hadamard.

$$
M_{\psi_{L ; 2}} M_{\psi_{L ; 4}} \equiv \begin{array}{|c|c|c|c|}
\hline+ & + & - & - \\
\hline- & + & + & - \\
\hline
\end{array}
$$

If we consider the subset $S=\{2,4\}$, then we have that $\mathcal{D}_{L}^{-}(S, 1)=\{2,3\}$ and $\mathcal{D}_{L}^{-}(S, 2)=$ $\{3,4\}$. Hence, $\mathcal{D}_{L}^{-}(S, 1) \Delta \mathcal{D}_{L}^{-}(S, 2)=\{2,4\}$, which is formed by two elements, as is required by Proposition 7.

Proposition 7 establishes a lower bound of the cardinality of $\mathcal{H}(L)$ for any $r \times n$ Latin rectangle $L$ with $r>1$ over which a pseudococyclic partial Hadamard matrix associated with the trivial cocycle exists.

Theorem 1. Let $\psi=\prod_{h \in S \subseteq \mathcal{H}(L)} \psi_{L ; h}$ be a pseudococycle over a Latin rectangle $L \in \mathcal{R}_{r, n}$ with $r>1$ and $n s(L)>0$ such that $|\mathcal{H}(L)|<\frac{n}{4}$. Then, the pseudococyclic matrix $M_{\psi}$ is not partial Hadamard.

Proof. For each positive integer $i \leq r$, we have already indicated that $\left|\mathcal{D}_{L}^{-}(S, i)\right|=|S|$. As a consequence, $\left|\mathcal{D}_{L}^{-}\left(S, i_{1}\right) \Delta \mathcal{D}_{L}^{-}\left(S, i_{2}\right)\right| \leq 2 \cdot|S| \leq 2 \cdot|\mathcal{H}(L)|<\frac{n}{2}$ for all $i_{1}, i_{2} \leq r$. Then, the result follows straightforwardly from Proposition 7.

The following example illustrates how the bound described in Theorem 1 does not constitute a necessary condition for ensuring the non-existence of pseudococyclic partial Hadamard matrices associated with the trivial cocycle.

Example 12. Let us consider the following $2 \times 12$ Latin rectangle.

$L \equiv$| 1 | 2 | 4 | 3 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 4 | 3 | 1 | 6 | 5 | 8 | 7 | 10 | 9 | 12 | 11 |

It is easily verified that $N S(L)=\{(1,1,3),(1,1,4),(1,2,2),(1,2,3),(2,1,3),(2,1,4)\}$, and $\mathcal{H}(L)=\{1,3,4\}$. In addition, we have that

$$
\begin{array}{ll}
\mathcal{D}_{L}^{-}(\{1\}, 1) \Delta \mathcal{D}_{L}^{-}(\{1\}, 2)=\{1,4\}, & \mathcal{D}_{L}^{-}(\{3\}, 1) \Delta \mathcal{D}_{L}^{-}(\{3\}, 2)=\{3,4\}, \\
\mathcal{D}_{L}^{-}(\{4\}, 1) \Delta \mathcal{D}_{L}^{-}(\{4\}, 2)=\{2,3\}, & \mathcal{D}_{L}^{-}(\{1,3\}, 1) \Delta \mathcal{D}_{L}^{-}(\{1,3\}, 2)=\{1,3\}, \\
\mathcal{D}_{L}^{-}(\{1,4\}, 1) \Delta \mathcal{D}_{L}^{-}(\{1,4\}, 2)=\{1,2,3,4\}, & \mathcal{D}_{L}^{-}(\{3,4\}, 1) \Delta \mathcal{D}_{L}^{-}(\{3,4\}, 2)=\{2,4\}
\end{array}
$$

and $\mathcal{D}_{L}^{-}(\{1,3,4\}, 1) \Delta \mathcal{D}_{L}^{-}(\{1,3,4\}, 2)=\{1,2\}$. Thus, $\left|\mathcal{D}_{L}^{-}(S, 1) \Delta \mathcal{D}_{L}^{-}(S, 2)\right| \neq 6$ for all $S \subseteq$ $\mathcal{H}(L)$, and hence, no pseudococyclic partial Hadamard matrix associated with the trivial cocycle over L exists.

The next result deals with the pseudococyclic partial Hadamard matrices that have a uniformly signed row.

Theorem 2. Let $\psi=\prod_{h \in S \subseteq \mathcal{H}(L)} \psi_{L ; h}$ be a pseudococycle over a Latin rectangle $L \in \mathcal{R}_{r, n}$ with $n s(L)>0$ so that the pseudococyclic matrix $M_{\psi}$ is partial Hadamard. Then, there exists at most one positive integer $i \leq r$ such that $S \Delta \mathcal{D}_{L}^{-}(S, i) \in\{\varnothing,[n]\}$. If it exists, then $\left|S \Delta \mathcal{D}_{L}^{-}\left(S, i^{\prime}\right)\right|=\frac{n}{2}$ for all $i^{\prime} \in[r] \backslash\{i\}$. Moreover, $\frac{n}{4} \leq|S| \leq \frac{3 n}{4}$, and hence, $|\mathcal{H}(L)| \geq \frac{n}{4}$.

Proof. Since the partial Hadamard matrix $M_{\psi}$ can only have at most one uniformly signed row, the third statement of Lemma 6 implies the existence of at most one positive integer $i \leq r$ such that $S \Delta \mathcal{D}_{L}^{-}(S, i) \in\{\varnothing,[n]\}$. Thus, $\mathcal{D}_{L}^{-}(S, i) \in\{S,[n] \backslash S\}$. Now, let us consider a positive integer $i^{\prime} \in[r] \backslash\{i\}$. The following two cases arise.

- If $\mathcal{D}_{L}^{-}(S, i)=S$, then Proposition 7 implies that

$$
\frac{n}{2}=\left|\mathcal{D}_{L}^{-}(S, i) \Delta \mathcal{D}_{L}^{-}\left(S, i^{\prime}\right)\right|=\left|S \Delta \mathcal{D}_{L}^{-}\left(S, i^{\prime}\right)\right|
$$

- If $\mathcal{D}_{L}^{-}(S, i)=[n] \backslash S$, then Proposition 7 implies that

$$
\frac{n}{2}=\left|\mathcal{D}_{L}^{-}(S, i) \Delta \mathcal{D}_{L}^{-}\left(S, i^{\prime}\right)\right|=\left|([n] \backslash S) \Delta \mathcal{D}_{L}^{-}\left(S, i^{\prime}\right)\right|=n-\left|S \Delta \mathcal{D}_{L}^{-}\left(S, i^{\prime}\right)\right|
$$

Hence, $\left|S \Delta \mathcal{D}_{L}^{-}\left(S, i^{\prime}\right)\right|=\frac{n}{2}$. The rest of the result follows easily from the fact that the Latin rectangle condition of no repetitions of symbols per row implies that $\left|\mathcal{D}_{L}^{-}(S, i)\right|=|S|$.

The worst-case complexity of the implicit algorithm in Theorem 2 corresponds to a Latin square of order $n$. Thus, the time complexity of this algorithm is $\mathcal{O}\left(n^{3}\right)$, which is required for computing all the sets $\mathcal{D}_{L}^{-}(S, i)$ with $i \leq n$, and also for computing all the difference sets under consideration.

The following example illustrates the sharpness of both bounds concerning the cardinality of the subset $S$ in Theorem 2.

Example 13. Let $L$ be the Latin rectangle defined in Example 1. In order to illustrate that the upper bound described in Theorem 2 is sharp, it is enough to consider the pseudococyclic matrix over $L$

$$
M_{\psi_{L ;} 1} \psi_{L, 2} \psi_{L ; 3} \equiv \begin{array}{|c|c|c|c|}
\hline- & - & + & + \\
\hline- & - & - & - \\
\hline
\end{array} .
$$

Thus, if we consider the subset $S=\{1,2,3\}$, then $\mathcal{D}_{L}^{-}(S, 2)=S$, and hence, $S \Delta \mathcal{D}_{L}^{-}(S, 2)=$ $\varnothing$. In addition, $\mathcal{D}_{L}^{-}(S, 1)=\{1,2,4\}$, and thus, $S \Delta \mathcal{D}_{L}^{-}(S, 1)=\{3,4\}$. That is, $\left|S \Delta \mathcal{D}_{L}^{-}(S, 1)\right|=2$.

Now, in order to illustrate the sharpness of the lower bound described in Theorem 2, we can make use of any of the h-pseudocoboundary matrices over $L$ with $h \in\{1,2,4\}$ that are described in Example 3. Thus, for instance, if we consider $S=\{1\}$, then $\mathcal{D}_{L}^{-}(S, 1)=S$ and $S \Delta \mathcal{D}_{L}^{-}(S, 2)=\{1,2\}$.

In order to illustrate the sharpness of this lower bound, but now avoiding the purely pseudocoboundary framework, let us consider the following $2 \times 8$ Latin rectangle.

$$
L^{\prime} \equiv \begin{array}{|l|l|l|l|l|l|l|l|}
\hline 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
\hline 4 & 3 & 1 & 2 & 6 & 5 & 8 & 7 \\
\hline
\end{array}
$$

It is easily verified that $N S\left(L^{\prime}\right)=\{(1,1,3),(1,1,4),(1,2,1),(1,2,2)\}$, and $\mathcal{H}\left(L^{\prime}\right)=$ $\{3,4\}$. If we consider the subset $S=\{3,4\}$, then we have that $\mathcal{D}_{L^{\prime}}^{-}(S, 1)=S$ and $S \Delta \mathcal{D}_{L^{\prime}}^{-}(S, 2)=$ $\{1,2,3,4\}$. Then, the pseudococyclic matrix over $L^{\prime}$ associated with the pseudococycle $\psi_{L^{\prime} ; 3} \psi_{L^{\prime} ; 4}$ is partial Hadamard.

$$
M_{\psi_{L^{\prime} ; 3} \psi_{L^{\prime} ; 4}} \equiv \begin{array}{|c|c|c|c|c|c|c|c|}
\hline+ & + & + & + & + & + & + & + \\
\hline- & - & - & - & + & + & + & + \\
\hline
\end{array}
$$

## 6. Pseudococyclic Partial Hadamard Matrices Associated with Non-Trivial Cocycles

Let us finish our study by focusing on the pseudococycles $\prod_{h \in S \subseteq \mathcal{H}(L)} \psi_{L ; h} \phi$ over a given Latin rectangle $L \in \mathcal{R}_{r, n}$ with $n s(L)>0$ where the cocycle $\phi$ over $L$ is not trivial. The following result generalizes Proposition 7 by characterizing the Latin rectangles over which one such pseudococycle exists so that its related pseudococyclic matrix is partial Hadamard.

Proposition 8. Let $\psi=\prod_{h \in S \subseteq \mathcal{H}(L)} \psi_{L ; h} \phi$ be a pseudococycle over a Latin rectangle $L \in \mathcal{R}_{r, n}$ with $n s(L)>0$ for some cocycle $\phi$ over $L$. The pseudococyclic matrix $M_{\psi}$ is partial Hadamard if and only if, for each pair of positive integers $i_{1}, i_{2} \leq r$, the set

$$
\begin{equation*}
\left\{j \in \mathcal{D}_{L}^{-}\left(S, i_{1}\right) \Delta \mathcal{D}_{L}^{-}\left(S, i_{2}\right): \phi\left(i_{1}, j\right)=\phi\left(i_{2}, j\right)\right\} \cup\left\{j \notin \mathcal{D}_{L}^{-}\left(S, i_{1}\right) \Delta \mathcal{D}_{L}^{-}\left(S, i_{2}\right): \phi\left(i_{1}, j\right)=-\phi\left(i_{2}, j\right)\right\} \tag{7}
\end{equation*}
$$

has cardinality $\frac{n}{2}$.
Proof. The result follows in a similar way to the proof of Proposition 7, once it is observed that $\sum_{j \leq n} \psi\left(i_{1}, j\right) \psi\left(i_{2}, j\right)=0$ if and only if

$$
\sum_{j \in \mathcal{D}_{L}^{-}\left(S, i_{1}\right) \Delta \mathcal{D}_{L}^{-}\left(S, i_{2}\right)} \phi\left(i_{1}, j\right) \phi\left(i_{2}, j\right)=\sum_{j \notin \mathcal{D}_{L}^{-}\left(S, i_{1}\right) \Delta \mathcal{D}_{L}^{-}\left(S, i_{2}\right)} \phi\left(i_{1}, j\right) \phi\left(i_{2}, j\right) .
$$

Keeping in mind the observation made just after Proposition 7, the time complexity of the implicit algorithm described in Proposition 8 is $\mathcal{O}\left(n^{5}\right)$, which corresponds once more to the Latin square case.

Example 14. Let L be the Latin rectangle defined in Example 1 and let us consider the pseudococyclic matrix $M_{\psi_{L_{2} ; 3} \psi_{L_{2} ; 4}} \phi_{2}$ described in Example 6, which is not partial Hadamard. If we again take $S=\{3,4\}$, then we have that $\mathcal{D}_{L}^{-}(S, 1)=\{3,4\}$ and $\mathcal{D}_{L}^{-}(S, 2)=\{1,4\}$. Hence, $\mathcal{D}_{L}^{-}(S, 1) \Delta \mathcal{D}_{L}^{-}(S, 2)=\{1,3\}$. In this case, the set defined in (7) concerning the pseudococycle $\psi_{L ; 3} \psi_{L ; 4} \phi_{2}$ is the set $\{2,3,4\}$, which is not formed by two elements, as is required by Proposition 8 .

Example 15. Let us consider the Latin rectangle $L \in \mathcal{R}_{2,12}$ that is described in Example 12, and let us define the cocycle $\phi$ over $L$ that is represented by the matrix

$M_{\phi} \equiv$| + | + | + | + | + | + | + | + | + | + | + | + |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| + | + | + | + | - | - | + | + | + | + | + | + |
| + | + | + | + | + | + | + | + | + | + | + | + |

Notice here that the third row of this cocyclic matrix corresponds to the positive integer $4 \in \mathcal{S}(L)=\{1,2,4\}$. The pseudococyclic matrix associated with the pseudococycle $\psi_{L ; 1} \psi_{L ; 4} \phi$ is

$$
M_{\psi_{L ;} \psi_{L ;} \phi} \equiv \begin{array}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline- & - & + & + & - & - & - & - & - & - & - & - \\
\hline- & - & + & + & - & - & + & + & + & + & + & + \\
\hline
\end{array}
$$

which is partial Hadamard. If we consider the subset $S=\{1,4\}$, then we have that $\mathcal{D}_{L}^{-}(S, 1) \Delta \mathcal{D}_{L}^{-}$ $(S, 2)=[4]$. Moreover, the set defined in (7) concerning the pseudococycle $\psi_{L ; 1} \psi_{L ; 4} \phi$ is the set $\{1,2,3,4,5,6\}$, which is formed by six elements, as is required by Proposition 8.

The pseudococyclic partial Hadamard matrix in Example 15 shows that Theorem 1 cannot be generalized for pseudococycles associated with non-trivial cocycles. Concerning the possible generalization of Theorem 2, the following result deals with the case of a pseudocycle related to a non-trivial cocycle whose pseudococyclic partial Hadamard matrix contains a uniformly signed row.

Proposition 9. Let $\psi=\prod_{h \in S \subseteq \mathcal{H}(L)} \psi_{L ; h} \phi$ be a pseudococycle over a Latin rectangle $L \in \mathcal{R}_{r, n}$ with $n s(L)>0$ for some cocycle $\phi$ over $L$. If the $p$ seudococyclic matrix $M_{\psi}$ is partial Hadamard, then there exists at most one positive integer $i \leq r$ and an integer $a \in\{-1,1\}$ such that

$$
\phi(i, j)=\left\{\begin{aligned}
a, & \text { if } j \in S \Delta \mathcal{D}_{L}^{-}(S, i) \\
-a, & \text { if } j \notin S \Delta \mathcal{D}_{L}^{-}(S, i) .
\end{aligned}\right.
$$

Proof. Since the pseudococyclic matrix $M_{\psi}$ is partial Hadamard, it can only have at most one uniformly signed row. Hence, there exists at most one positive integer $i \leq r$ such that $\psi\left(i, j_{1}\right)=\psi\left(i, j_{2}\right)$ for all pairs of positive integers $j_{1}, j_{2} \leq n$. The result then follows from the third statement of Lemma 6, together with the definition of the cocycle $\phi$.

Example 16. Let us consider the Latin rectangle $L \in \mathcal{R}_{2,12}$ that is described in Example 12 and let us consider the cocycle $\phi$ over $L$ that is represented by the matrix

$$
M_{\phi} \equiv \begin{array}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline- & - & + & + & - & - & - & - & - & - & - & - \\
\hline+ & + & - & - & - & - & - & - & - & - & - & - \\
\hline+ & + & + & + & + & + & + & + & + & + & + & + \\
\hline
\end{array}
$$

Further, let us consider the subset $S=\{1,4\}$. Then, $S \Delta \mathcal{D}_{L}^{-}(S, 1)=\{3,4\}$ and $S \Delta \mathcal{D}_{L}^{-}(S, 2)=$ $\{1,2\}$. According to Proposition 9, the pseudococyclic matrix $M_{\psi_{L ; 1} \psi_{L ; 4} \phi}$ over $L$ is not partial Hadamard. In fact,

$$
M_{\psi_{L ; 1} \psi_{L ;} \psi} \equiv \begin{array}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline+ & + & + & + & + & + & + & + & + & + & + & + \\
\hline- & - & - & - & - & - & - & - & - & - & - & - \\
\hline
\end{array} .
$$

## 7. Conclusions and Further Work

In this paper, we have introduced the concepts of both the pseudocoboundary and pseudococycle over a Latin rectangle (see Section 3) as a natural generalization of the similar notions recently described in [17] over quasigroups. To this end, we have made use of the cocyclic framework over Latin rectangles previously introduced by the authors in [18]. Both cocyclic and pseudococyclic developments over Latin rectangles together
constitute a much more general framework than the classical cocyclic framework over groups. Its potential has already been illustrated in the mentioned papers by means of examples of (pseudo)cocyclic Hadamard matrices over quasigroups that are not cocyclic over any group. This paper constitutes a step forward in this regard. Thus, for instance, Example 5 illustrates a pseudocoboundary Hadamard matrix over a Latin square that is not cocyclic over any Latin rectangle.

Let us remark that this paper is conceived as an introductory stage concerning the fundamentals of both the pseudocoboundary and the pseudococyclic frameworks over Latin rectangles. Particularly, in Section 4, we completely answered both Problems 1 and 2 concerning the conditions under which we may ensure either the existence of a partial Hadamard matrix that is a pseudocoboundary over a given Latin rectangle or, reciprocally, the existence of a Latin rectangle over which a given partial Hadamard matrix is a pseudocoboundary. More specifically, Propositions 1 and 2 give the answer of the first question, whereas the second one is answered by Lemma 1, together with Propositions 4-6.

Furthermore, we have also dealt with the problem of determining under which conditions we may ensure the existence of a partial Hadamard matrix that is pseudococyclic over a given Latin rectangle. To this end, we have distinguished two distinct frameworks (see Sections 5 and 6), depending on whether we make use of trivial cocycles or not. The reciprocal problem concerning the conditions under which we may ensure the existence of a Latin rectangle over which a given partial Hadamard matrix is pseudococyclic is established as future work. Once this last question is solved, the next natural stage would be the construction of pseudococyclic partial Hadamard matrices of higher dimensions in order to deal with the Hadamard conjecture described in the introductory section, which indeed constitutes the keystone of the theory of Hadamard matrices.

The following open questions are also established as future work. They generalize similar ones described for the cocyclic development of Hadamard matrices over Latin rectangles [18].

Problem 3. Let $M$ be an $r \times n$ partial Hadamard matrix that is not pseudococyclic over any Latin rectangle. Does there exist, however, a partial Hadamard equivalent matrix in the same equivalence class of $M$ for which one such Latin rectangle can be found?

Problem 4. Let us consider an equivalence class of Hadamard matrices such that none of them are cocyclic over any finite group. Does there exist, however, a Hadamard matrix within such a class that is pseudococyclic over a Latin rectangle?

Pseudococycles over Latin rectangles have been introduced in this paper as the product of a cocycle with some pseudocoboundaries. A possible generalization of this notion consists of enabling the product of a cocycle not only with pseudocoboundaries (related to non-associative triples), but also with elementary coboundaries (related to associative triples). This would constitute a more general framework that puts together both cocyclic and pseudococyclic frameworks over Latin rectangles. Its formal description and characterization is also proposed as future work.

Finally, another question to take into consideration for further study is the following one. Both the pseudocoboundary and the pseudococyclic frameworks over Latin rectangles described in this paper are based on the existence of non-associative triples within a Latin rectangle. As was already indicated in the introductory section and in Section 3, the study of this type of triple in the case of dealing with Latin squares has received particular attention in the recent literature [32-36] because of its possible application in different areas as cryptography [30,31]. A comprehensive study of non-associative triples in the case of dealing with Latin rectangles instead of Latin squares is established, therefore, as natural further work.
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## Appendix A. Glossary of Symbols

$\mathcal{H}(L) \quad$ The set of positive integers satisfying Condition (5).
$M_{\psi_{L ; h}} \quad$ The $h$-pseudocoboundary matrix associated to a Latin rectangle $L \in \mathcal{R}_{r, n}$, with $h \in \mathcal{H}(L)$.
$[n] \quad$ The set $\{1, \ldots, n\}$.
$n s(L) \quad$ The non-associative index of a Latin rectangle $L$.
$N S(L)$ The set of non-associative triples of a Latin rectangle $L$.
$\mathcal{R}_{r, n} \quad$ The set of $r \times n$ Latin rectangles with entries in [n].
$\mathcal{S}(L) \quad$ The subset of symbols describing the rows of a cocyclic matrix over a Latin rectangle $L$.
$\psi_{L ; h} \quad$ The $h$-pseudocoboundary over a Latin rectangle $L$, with $h \in \mathcal{H}(L)$.
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#### Abstract

This communication provides a discussion of a scheme originally proposed by Falcón in a paper entitled "Latin squares associated to principal autotopisms of long cycles. Applications in cryptography". Falcón outlines the protocol for a cryptographical scheme that uses the $\mathfrak{F}$-critical sets associated with a particular Latin square to generate access levels for participants of the scheme. Accompanying the scheme is an example, which applies the protocol to a particular Latin square of order six. Exploration of the example itself, revealed some interesting observations about both the structure of the Latin square itself and the autotopisms associated with the Latin square. These observations give rise to necessary conditions for the generation of the $\mathfrak{F}$-critical sets associated with certain autotopisms of the given Latin square. The communication culminates with a table which outlines the various access levels for the given Latin square in accordance with the scheme detailed by Falcón.
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## 1. Introduction and Preliminaries

A Latin square of order $n$ is an $n \times n$ array comprising of $n$ distinct elements, such that each element occurs exactly once in each row and column [1,2]. A partial Latin square is an $n \times n$ array with all entries of the array belonging to the set $\{0,1, \ldots, n-1\}$. There can be blank entries within a partial Latin square, but each element of the set $\{0,1, \ldots, n-1\}$ must only occur once in each row and column [3]. Partial Latin squares can be considered substructures of Latin squares, as such; a partial Latin square can be completed to form a Latin square by replacing the blank entries of the partial Latin square with elements of the set $\{0,1, \ldots, n-1\}$ in such a way that each element in the set only occurs once in each row and column [3]. A partial Latin square is said to be uniquely completable if it only has one possible completion [3]. We consider two mechanisms by which a partial Latin square $P$ can be (uniquely) completed to a Latin square $L$. A triple $(i, j ; k) \in P$ denotes an entry within a partial Latin square such that $i$ is the row component, $j$ is the column component and $k$ denotes the symbol in the cell $(i, j)$. A triple $(i, j ; k)$ in a partial Latin square $P$ is forced if the cell $(i, j)$ is the only empty cell in either the $i$ th row or $j$ th column and the symbol $k$ is the only symbol not appearing in the respective row or column. Similarly a triple is forced if the symbol $k$ appears in every row and column of $L$ except the $i$ th row and $j$ th column [4].

The second mechanism considered is applying autotopisms to the set of triples of a partial Latin square $P$ to generate a Latin square $L$, on occasion this may additionally require the application of forced moves. Before defining an autotopism, it is important to define the notion of a quasigroup; a set $S$ is a quasigroup if there exists a binary operator * such that $\forall a, b \in S a * x=b$ and $y * a=b$ have exactly one solution. The multiplication table of a quasigroup forms a Latin square [1,2]. An autotopism is formally defined [1,2,5];

Definition 1. Let $(B, \cdot)$ and $(C, *)$ be two quasigroups. An isotopism is an ordered triple of row, column and symbol permutations, $\theta=(\alpha, \beta, \gamma)$ that maps $(B, \cdot)$ onto $(C, *)$, providing that $\forall i, j \in$ $B, i, j$ denote a pair of row and column coordinates $(\alpha(i)) *(\beta(j))=\gamma(i \cdot j)$. An autotopism is an isotopism that maps a quasigroup onto itself.

Let $\operatorname{Atop}(L)$ denote the set of all autotopisms associated with a Latin square $L$. Atop $(L)$ constitutes a group under the composition of permutations; this is know as the autotopism group of $L$ [4]. As stated in [4], each autotopism $\theta=(\alpha, \beta, \gamma) \in \operatorname{Atop}(L)$ generates a subgroup of $\operatorname{Atop}(L)$, denoted $\langle\theta\rangle$. This may be extended to the set generated by $\theta_{1}, . ., \theta_{q} \in$ $\operatorname{Atop}(L)$, which will also form a subgroup of $\operatorname{Atop}(L)$, denoted $\left\langle\theta_{1}, \ldots, \theta_{p}\right\rangle$.

As in [4], let $\operatorname{Ent}(P)$ denote the set of non-empty cells of a partial Latin square $P$. Further, Reference [4] defines the $\theta$-orbit of a triple $(i, j ; k) \in \operatorname{Ent}(\mathrm{L})$, for some autotopism $\theta=(\alpha, \beta, \gamma) \in \operatorname{Atop}(L)$, as the set

$$
\operatorname{Orb}_{\theta}((i, j ; k))=\left\{\left(\alpha^{m}(i), \beta^{m}(j) ; \gamma^{m}(k): m \geq 0\right\} \subseteq \operatorname{Ent}(\mathrm{L})\right.
$$

This idea can be extended to $\mathfrak{F}$-orbits [4]. For a collection of autotopisms $\mathfrak{F} \subseteq \operatorname{Atop}(L)$, the $\mathfrak{F}$-orbit of a triple $(i, j ; k) \in \operatorname{Ent}(\mathrm{L})$ is the set

$$
\operatorname{Orb}_{\mathfrak{F}}((i, j ; k))=\bigcup_{\theta \in \mathfrak{F}}\left\{\left(\alpha^{m}(i), \beta^{m}(j) ; \gamma^{m}(k): m \geq 0\right\} \subseteq \operatorname{Ent}(\mathrm{L})\right.
$$

We are interested in using $\mathfrak{F}$-orbits to determine $\mathfrak{F}$-critical sets. A critical set is formally defined [5]:

Definition 2. A critical set $C$ in a Latin square, $L$, is a set

$$
C=\{(i, j ; k): i, j, k \in\{0,1, \ldots, n-1\}\}
$$

where:

1. $L$ is the only Latin square of order $n$ which has the symbol $k$ in the cell $(i, j)$ for each $(i, j ; k) \in C$. 2. No proper subset of $C$ has property 1 .

Furthermore, we define a partial Latin square $P$ to be $\mathfrak{F}$-completable to a Latin square $L$, with $\mathfrak{F} \subseteq \operatorname{Atop}(\mathrm{P})$, if there exists a partial Latin square $Q$ that is completable to $L$ such that;

$$
\operatorname{Ent}(Q)=\bigcup_{t \in \operatorname{Ent}(P)} \operatorname{Orb}_{\mathfrak{F}}(t)
$$

We can say that $P$ is uniquely $\mathfrak{F}$-completable if $L$ is unique, and moreover, $P$ is an $\mathfrak{F}$-critical set of the Latin square $L$ if no proper subset of $\operatorname{Ent}(P)$ is $\mathfrak{F}$-completable to $L$ [4].

The paper by Falcón [6], on which this communication is based, looks at building a secret sharing scheme using $\mathfrak{F}$-critical sets.

A secret sharing scheme is a cryptographical scheme in which $k$ participants are each given a part of a secret key K, called a share [7]. In secret sharing schemes, certain shares may be combined to generate the original secret key $K$. These are referred to as authorised groups. All unauthorised groups will be unable to recover the secret key K [6]. The access structure $\Gamma$ defines the set of authorised groups of shares [6]. Throughout this communication, the term access level will be used to refer to each minimal authorised group.

A previous secret sharing scheme based on critical sets in Latin squares was proposed by Cooper et al [8]. In this secret sharing scheme, a particular Latin square $K$ of order $n$ is chosen as the secret key. The $k$ shares distributed to participants in this scheme are triples of $\operatorname{Ent}(K)$. The access structure for this scheme is the set $\Gamma=\{S \mid \operatorname{Ent}(\mathrm{C}) \subseteq \operatorname{Ent}(\mathrm{S}) \subseteq$ $\operatorname{Ent}(\mathrm{K})$, where C is a critical set of K$\}$.

The scheme proposed by Falcón, seeks to extend the scheme proposed by Cooper et al. to $\mathfrak{F}$-critical sets of Latin squares. The secret key for the scheme proposed in [6] is also a Latin square $K$. However, in this scheme there are two types of shares that may be distributed to the $k$ participants of the scheme; a group of the shares will be
autotopisms $\theta \in \mathfrak{F}$, such that $\mathfrak{F} \subseteq \operatorname{Atop}(K)$ and the remaining shares will be triples $T_{i} \in$ $\operatorname{Ent}(K)$. Formally, the access structure for the scheme is then the set $\Gamma=\{S \mid \operatorname{Ent}(\mathrm{C}) \subseteq$ $\operatorname{Ent}(S) \subseteq \operatorname{Ent}(K)$, where $C$ is an $\mathfrak{F}$-critical set of $K\}$.

Below, an overview of the scheme proposed in [6] is given:

## Overview of the secret sharing scheme:

- A Latin Square $K$ of order $n$ is selected as the key for the scheme. The order $n$ of the Latin Square $K$ is made public, whilst $K$ is kept private.
- A set of $T$ triples, where $\operatorname{Ent}(T) \subset \operatorname{Ent}(K)$ is selected, along with a collection of $\mathfrak{F}$ autotopisms associated with $K$.
- The triples of $\operatorname{Ent}(T)$ and autotopisms in $\mathfrak{F}$ associated with $K$ are distributed to the $k$ participants in the secret sharing scheme in such a way that when a group of $t$ participants come together, the union of whose shares form an $\mathfrak{F}$-critical set of $K$. They are thus able to combine their shares in order to find the key $K$.
In [6], Falcón provides an example to accompany the scheme, which demonstrates how the secret sharing scheme may be applied to a particular Latin square of order 6. The example is detailed below.

Example 1. The Latin square $K$ is chosen as the key for the secret sharing scheme, where;

$K=$| 0 | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 0 | 4 | 5 | 3 |
| 2 | 0 | 1 | 5 | 3 | 4 |
| 3 | 4 | 5 | 0 | 1 | 2 |
| 4 | 5 | 3 | 1 | 2 | 0 |
| 5 | 3 | 4 | 2 | 0 | 1 |

The $k$ participants in the scheme will be assigned autotopisms belonging to $\mathfrak{F}$ and triples belonging to a partial Latin square $T$, where $\operatorname{Ent}(T) \subset \operatorname{Ent}(K)$. In this example, the set $\mathfrak{F}$ consists of the four autotopisms $\mathfrak{F}=\left\{\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}\right\}$ associated with the Latin square $K$. These are defined;

$$
\begin{aligned}
& \theta_{1}=((012)(345),(0)(1)(2)(3)(4)(5),(021)(354)) \\
& \theta_{2}=((0)(1)(2)(3)(4)(5),(012)(345),(021)(354)) \\
& \theta_{3}=((03)(14)(25),(03)(14)(25),(0)(1)(2)(3)(4)(5)) \\
& \theta_{4}=((0)(1)(2)(3)(4)(5),(03)(14)(25),(03)(14)(25))
\end{aligned}
$$

There are 11 triples in the partial Latin square $T$. Each triple in the set $T=\left\{T_{1}, \ldots, T_{11}\right\}$ is defined;

$$
\begin{gathered}
T_{1}=(0,4 ; 4), T_{2}=(1,1 ; 2), T_{3}=(1,5 ; 3), T_{4}=(2,2 ; 1), T_{5}=(2,4 ; 3), T_{6}=(3,1 ; 4), T_{7}=(3,2 ; 5), T_{8}=(3,3 ; 0), \\
T_{9}=(4,0 ; 4), T_{10}=(5,3 ; 2), T_{11}=(5,5 ; 1)
\end{gathered}
$$

The autotopisms and $T$ triples are assigned to participants within the scheme in accordance with Table 1, where Table 1 provides examples of access levels for the autotopisms and $T$ triples given in Example 1. Note that $m$ in Table 1 denotes the number of shares within each access level. There has also been a change in notation from the original example in [6]; the notation $\langle\ldots\rangle$ has been used in Table 1 in place of the notation $\{\ldots\}$. This is to highlight more clearly that the autotopisms in each access level will generate a subgroup of $\operatorname{Atop}(K)$.

Table 1. Access level definitions in [6].

| $m$ | Permutations | Triples of $\boldsymbol{P}$ | $m$ | Permutations | Triples of $\boldsymbol{P}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | - | $T$ | 6 | $\left\{\theta_{1}, \theta_{2}\right\}$ | $\left\{T_{1}, T_{2}, T_{6}, T_{8}\right\}$ |
| 11 | $\left\langle\theta_{4}\right\rangle$ | $T \backslash\left\{T_{9}\right\}$ | 6 | $\left\langle\theta_{1}, \theta_{4}\right\rangle$ | $\left\{T_{2}, T_{3}, T_{7}, T_{9}\right\}$ |
| 10 | $\left\langle\theta_{3}\right\rangle$ | $T \backslash\left\{T_{1}, T_{11}\right\}$ | 6 | $\left\langle\theta_{2}, \theta_{3}\right\rangle$ | $\left\{T_{3}, T_{6}, T_{8}, T_{10}\right\}$ |
| 10 | $\left\langle\theta_{3}, \theta_{4}\right\rangle$ | $T \backslash\left\{T_{1}, T_{9}, T_{11}\right\}$ | 6 | $\left\langle\theta_{1}, \theta_{3}, \theta_{4}\right\rangle$ | $\left\{T_{2}, T_{4}, T_{8}\right\}$ |
| 9 | $\left\langle\theta_{1}\right\rangle$ | $T \backslash\left\{T_{5}, T_{7}, T_{10}\right\}$ | 5 | $\left\langle\theta_{1}, \theta_{2}, \theta_{3}\right\rangle$ | $\left\{T_{1}, T_{2}\right\}$ |
| 9 | $\left\langle\theta_{2}\right\rangle$ | $T \backslash\left\{T_{1}, T_{7}, T_{10}\right\}$ | 5 | $\left\langle\theta_{2}, \theta_{3}, \theta_{4}\right\rangle$ | $\left\{T_{1}, T_{2}\right\}$ |
| 7 | $\left\langle\theta_{1}, \theta_{3}\right\rangle$ | $\left\{T_{2}, T_{3}, T_{4}, T_{6}, T_{9}\right\}$ | 5 | $\left\langle\theta_{1}, \theta_{2}, \theta_{4}\right\rangle$ | $\left\{T_{2}, T_{4}\right\}$ |
| 7 | $\left\langle\theta_{2}, \theta_{4}\right\rangle$ | $\left\{T_{1}, T_{2}, T_{4}, T_{6}, T_{9}\right\}$ | 5 | $\left\langle\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}\right\rangle$ | $\left\{T_{1}\right\}$ |

To give an example of how these access levels work; take the set of shares $\theta_{3}$ and $T \backslash\left\{T_{1}, T_{11}\right\}$. Table 1, shown above, states that the union of $\mathfrak{F}$-orbits for each triple in the set $T \backslash\left\{T_{1}, T_{11}\right\}$, should form an $\mathfrak{F}$-critical set, when $\mathfrak{F}$ is the subgroup of autotopisms generated by $\left\langle\theta_{3}\right\rangle$. The autotopisms within this subgroup are;

$$
\begin{gathered}
I d=((0)(1)(2)(3)(4)(5),(0)(1)(2)(3)(4)(5),(0)(1)(2)(3)(4)(5)) \\
\theta_{3}=((03)(14)(25),(03)(14)(25),(0)(1)(2)(3)(4)(5))
\end{gathered}
$$

This subgroup of Atop $(K)$ will generate the following $\mathfrak{F}$-orbits for the shares $T \backslash\left\{T_{1}, T_{11}\right\}$;

$$
\begin{aligned}
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{2}\right)=\operatorname{Orb}_{\mathfrak{F}}((1,1 ; 2))=\{(1,1 ; 2),(4,4 ; 2)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{3}\right)=\operatorname{Orb}_{\mathfrak{F}}((1,5 ; 3))=\{(1,5 ; 3),(4,2 ; 3)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{4}\right)=\operatorname{Orb}_{\mathfrak{F}}((2,2 ; 1))=\{(2,2 ; 1),(5,5 ; 1)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{5}\right)=\operatorname{Orb}_{\mathfrak{F}}((2,4 ; 3))=\{(2,4 ; 3),(5,1 ; 3)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{6}\right)=\operatorname{Orb}_{\mathfrak{F}}((3,1 ; 4))=\{(3,1 ; 4),(0,4 ; 4)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{7}\right)=\operatorname{Orb}_{\mathfrak{F}}((3,2 ; 5))=\{(3,2 ; 5),(0,5 ; 5)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{8}\right)=\operatorname{Orb}_{\mathfrak{F}}((3,3 ; 0))=\{(3,3 ; 0),(0,0 ; 0)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{9}\right)=\operatorname{Orb}_{\mathfrak{F}}((4,0 ; 4))=\{(4,0 ; 4),(1,3 ; 4)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{10}\right)=\operatorname{Orb}_{\mathfrak{F}}((5,3 ; 2))=\{(5,3 ; 2),(2,0 ; 2)\}
\end{aligned}
$$

$$
\operatorname{Ent}\left(Q_{1}\right)=\bigcup_{T_{i} \in T \backslash\left\{T_{1}, T_{11}\right\}} \operatorname{Orb}_{\mathfrak{F}}\left(T_{i}\right) .
$$

Let $q_{1}=\operatorname{Ent}\left(Q_{1}\right)$ be a partial Latin square, where;

$q_{1}=$| 0 |  |  |  | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | 2 |  | 4 |  | 3 |
| 2 |  | 1 |  | 3 |  |
|  | 4 | 5 | 0 |  |  |
| 4 |  | 3 |  | 2 |  |
|  | 3 |  | 2 |  | 1 |

Observe that the partial Latin square $q_{1}$ is uniquely completable, hence applying the subgroup of $\operatorname{Atop}(K)$ generated by $\left\langle\theta_{3}\right\rangle$ to the set of triples $T \backslash\left\{T_{1}, T_{11}\right\}$ will give a uniquely $\mathfrak{F}$-completable set. Notice that the removal of any $\mathfrak{F}$-orbit of Ent $\left(Q_{1}\right)$ will generate a partial Latin square $q_{1}=\operatorname{Ent}\left(Q_{1}\right)$ that is not uniquely completable to $K$. This demonstrates that $\mathfrak{F}$-orbits of $T \backslash\left\{T_{1}, T_{11}\right\}$ under the autotopism $\theta_{3}$ form an $\mathfrak{F}$-critical set. As the set is a minimal collection of shares that combine to generate the secret key $K$, it is an access level for the scheme.

## 2. Interesting Observations about Uniquely Completable Partial Latin Squares and the Applications of These Observations to the Example

The Applications of These Observations to the Example in [6], In this section, we will consider further substructures of Latin squares and demonstrate how the existence of these substructures within a Latin square $L$ informs how the $\mathfrak{F}$-critical sets of $L$ may be constructed.

Definition 3. [9] A Latin subsquare of a Latin square is an $m \times m$ submatrix of (not necessarily adjacent) entries that is itself a Latin square. Note that a Latin subsquare has order at least 2.

Definition 4. [9] An intercalate of order 2 is a Latin subsquare of order 2.
Example 2. Observe that the four quadrants of the Latin square $K$ given in the example in [6] form four Latin subsquares of order 3 , which will form a set $S=\left\{S_{(0,0)}, S_{(0,3)}, S_{(3,0)}, S_{(3,3)}\right\}$, where $S_{(i, j)}=\{(i, j ; k),(i, j+1 ; k+1),(i, j+2 ; k+2),(i+1, j ; k+1),(i+1, j+1 ; k+2),(i+1, j+$ $2 ; k),(i+2, j ; k+2),(i+2, j+1 ; k),(i+2, j+2 ; k+1)\}$ for $i, j, k \in\{0,3\}$. There are also nine $i n-$ tercalates of the form $I_{(i, j)}=\{(i, j ; k),(i+3, j ; k+3),(i, j+3 ; k+3),(i+3, j+3 ; k)\}$ for $i, j, k \leq$ 2 within $K$. The set of intercalates will be denoted $I=\left\{I_{(0,0)}, I_{(0,1)}, I_{(0,2)}, I_{(1,0)}, I_{(1,1)}, I_{(1,2)}\right.$, $\left.I_{(2,0)}, I_{2,1)}, I_{(2,2)}\right\}$.

Lemma 1. All Latin squares of order $n \geq 2$ contain critical sets.
Proof. Let $L$ be a Latin square of order $n \geq 2$. Removing the triple $(i, j ; k)$ from $L$ will generate a partial Latin square $P$ in which the cell $(i, j)$ is empty, but all other cells within $P$ are non-empty. Hence, $P$ is a uniquely completable to the Latin square $L$ and $P \subset L$.

The empty partial Latin square $P^{\prime}$ of order $n \geq 2$ is not uniquely completable to any Latin square of order $n$.

Therefore, every Latin square $L$ of order $n$ contains a non-empty partial Latin square $P$ that is uniquely completable to $L$ and a partial Latin square that is not uniquely completable to $L$. Therefore, there exists a minimal partial Latin square $P^{*}$ that is uniquely completable to $L$, such that every subset of $P^{*}$ is not uniquely completable to $L$. Hence, every Latin square of order $n \geq 2$ contains a critical set.

Corollary 1. For each Latin subsquare $Q$ of order $m \geq 2$ there exists a partial Latin square $A$ such that $A$ is not uniquely completable to $Q$.

Proof. A Latin subsquare $Q$ is a Latin square of order $m$ within a Latin square of order $n$. By Lemma 1, as $Q$ has order $m \geq 2$, it has a critical set and hence there will be some partial Latin square $A$ such that $A$ is not uniquely completable to $Q$.

Lemma 2. Let $Q$ be a Latin subsquare of order $m \geq 2$ contained within a Latin square $L$ and let $A$ be a partial Latin square that is not uniquely completable to the Latin subsquare $Q$. If a partial Latin square P contains A and no other elements of Ent( $Q$ ), then $P$ will not be uniquely completable to $L$.

Proof. By Corollary 1, every Latin subsquare $Q$ of order $m$, where $|m| \geq 2$, contains a partial Latin square $A$, where $A$ is not uniquely completable to $Q$. Note, when Q is an intercalate, $A$ is the empty partial Latin square. Let $P$ denote a partial Latin square, such that $P \subset L$. If a partial Latin square $P$ contains $A$ and no other triples in Ent $(Q)$, then the partial Latin square $P$ will not force the entries of the Latin subsquare $Q$. As $Q \subset L$ and the triples of $Q$ are not forced from the triples of $P$, then $P$ is not uniquely completable to L.

Although Lemma 2 does not imply that a partial Latin square $P$ will always be uniquely completable to a Latin square $L$ if it contains a critical set of each Latin subsquare
$Q \in L$, it does imply that if this condition is not met, then $P$ will not be uniquely completable to $L$.

To relate this to $\mathfrak{F}$-critical sets in the example in [6]; if the $\mathfrak{F}$-orbits for some partial Latin square $P$ do not intersect with the critical sets of each Latin subsquare within $S_{(i, j)}, I_{(i, j)} \in K$, then the partial Latin square $P$ will not be an $\mathfrak{F}$-critical set of $K$. Example 3 details the more specific implications of Lemma 2 to the example in [6].

Example 3. In [4], it was demonstrated that the critical sets of Latin squares of order 3 either consist of two triples $\left(i_{1}, j_{1} ; k_{1}\right)$ and $\left(i_{2}, j_{2} ; k_{2}\right)$, where $i_{1} \neq i_{2}, j_{1} \neq j_{2}$ and $k_{1} \neq k_{2}$, or a critical set of a Latin square of order 3 consists of a set of three triples such that each pair of triples in this set share exactly one common $i$ th, $j$ th or $k$ th component. The key observation here is that critical sets of Latin squares of order 3 must contain entries in at least two distinct rows, two distinct columns and the critical sets contain two sets of distinct symbols. By Lemma 2, a partial Latin square P is not uniquely completable to the Latin square $K$ if it does not contain a critical set of each Latin subsquare in K. This implies that if a partial Latin square $P$ does not contain an entry in at least two distinct rows and columns of each order 3 Latin subsquare $S_{i, j} \in K$, or if each of the Latin subsquare $S_{i, j}$ in $P$ does not contain at least two distinct symbols, then $P$ will not be uniquely completable to $K$.

Furthermore, the Latin square $K$ contains nine intercalates, each denoted by $I_{(i, j)}$ for $i, j \leq 2$. Since order 2 Latin squares have a critical set of size 1, if a partial Latin square does not contain at least one entry in each intercalate $I_{(i, j)} \in K$, then $P$ will not be uniquely completable to $K$.

## 3. Interesting Observations about the Autotopisms $\theta_{1}, \theta_{2}, \theta_{3}$ and $\theta_{4}$ in the Example

Interesting Observations about the Autotopisms $\theta_{1}, \theta_{2}, \theta_{3}$ and $\theta_{4}$ in the Example in [6]. Each individual autotopism $\theta \subseteq \operatorname{Atop}(L)$ for some Latin square $L$ will act differently on the triples of $L$. The actions of individual autotopisms on a Latin square $L$ is important in determining the structure of $\mathfrak{F}$-critical sets of $L$. It is therefore worth examining the actions of the individual autotopisms $\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4} \subseteq \operatorname{Atop}(K)$, where $K$ is the Latin square in example [6], to determine the structure of each $\mathfrak{F}$-critical set associated with each subgroup of autotopisms in the group Atop $(K)$.

Example 4. The autotopisms $\theta_{1}$ and $\theta_{2}$ permute the elements of some Latin subsquare of order 3 $S_{i} \in S$ to two other triples within the same Latin subsquare $S_{(i, j)}$. Both $\theta_{1}$ and $\theta_{2}$ map each triple $T$ in some intercalate $I_{(i, j)}$ to some intercalate $I_{\left(i^{\prime}, j^{\prime}\right)}$, where $I_{(i, j)} \neq I_{\left(i^{\prime}, j^{\prime}\right)}$.

The autotopisms $\theta_{3}$ and $\theta_{4}$ permute the sets $\{0,3\},\{1,4\}$ and $\{2,5\}$. They map triples of an intercalate $I_{(i, j)}$ to another triple within the same intercalate, and map triples in a particular Latin subsquare $S_{(i, j)}$ of order three to some Latin subsquare $S_{\left(i^{\prime}, j^{\prime}\right)}$ of order three, where $i \neq i^{\prime}$ and $j \neq j^{\prime}$.

## 4. Discussion of Example

Ref [6]. Not all autotopisms listed in example [6] are members of the autotopism group $\operatorname{Atop}(K)$. Further to this, there are some minor errors in the access levels listed in Table 1 in Section 1. Lemma 2 and the observations about the autotopisms discussed in Section 3, make it possible to modify to the example. Each amendment will be discussed in detail within this section.

### 4.1. Discussion Regarding the Autotopisms $\theta_{1}$ and $\theta_{2}$

Discussion Regarding the Autotopisms $\theta_{1}$ and $\theta_{2}$ in [6]. The first two modifications are changes to some of the autotopisms associated with the Latin square $K$ in [6]. Two of the autotopisms, $\theta_{1}$ and $\theta_{2}$, are not associated with the Latin square $K$. By definition, applying an autotopism to a Latin square that it is associated with should generate another element of that Latin square. However, applying the autotopisms $\theta_{1}$ and $\theta_{2}$ to any of the 11 chosen shares from the set $\left\{T_{1}, \ldots, T_{11}\right\}$ does not generate another element of $K$. To demonstrate this, $\theta_{1}$ and $\theta_{2}$ are applied to the share $T_{1}$;

$$
T_{1}=(0,4 ; 4) \Longrightarrow \theta_{1}\left(T_{1}\right)=(1,4 ; 3), \theta_{2}\left(T_{1}\right)=(0,5 ; 3)
$$

Observe, applying $\theta_{1}$ and $\theta_{2}$ to $T_{1}$ does not generate elements of the original Latin square, $L$. Hence, these autotopisms are not associated with $\operatorname{Atop}(K)$. It is believed that the intended autotopisms for $\theta_{1}$ and $\theta_{2}$ should be;

$$
\begin{aligned}
& \theta_{1}=((012)(345),(0)(1)(2)(3)(4)(5),(012)(345)) \\
& \theta_{2}=((0)(1)(2)(3)(4)(5),(012)(345),(012)(345))
\end{aligned}
$$

From this point in the communication, when $\theta_{1}$ and $\theta_{2}$ are referred to, they refer to the autotopisms $\theta_{1}$ and $\theta_{2}$ given above and not the autotopisms given in [6].

All subsequent suggested amendments focus on the access levels.

### 4.2. Discussion Regarding the Access Level for the Autotopisms in the Subgroup $\left\langle\theta_{4}\right\rangle$

Discussion Regarding the Access Level for the Autotopisms in the Subgroup $\left\langle\theta_{4}\right\rangle$ in [6]. The access level generated by the autotopism subgroup $\left\langle\theta_{4}\right\rangle$ was mis-recorded in [6]. According to the example in [6], combining the subgroup of Atop $(K),\left\langle\theta_{4}\right\rangle$, with all triples in the set $T \backslash\left\{T_{9}\right\}$ should generate a uniquely completable partial Latin square. However, combining $\left\langle\theta_{4}\right\rangle$ with the stated triples generates the following $\mathfrak{F}$-orbits;

$$
\begin{aligned}
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{1}\right)=\operatorname{Orb}_{\mathfrak{F}}((0,4 ; 4))=\{(0,4 ; 4),(0,1 ; 1)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{2}\right)=\operatorname{Orb}_{\mathfrak{F}}((1,1 ; 2))=\{(1,1 ; 2),(1,4 ; 5)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{3}\right)=\operatorname{Orb}_{\mathfrak{F}}((1,5 ; 3))=\{(1,5 ; 3),(1,2 ; 0)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{4}\right)=\operatorname{Orb}_{\mathfrak{F}}((2,2 ; 1))=\{(2,2 ; 1),(2,5 ; 4)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{5}\right)=\operatorname{Orb}_{\mathfrak{F}}((0,4 ; 4))=\{(2,4 ; 3),(2,1 ; 0)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{6}\right)=\operatorname{Orb}_{\mathfrak{F}}((3,1 ; 4))=\{(3,1 ; 4),(3,4 ; 1)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{7}\right)=\operatorname{Orb}_{\mathfrak{F}}((3,1 ; 4))=\{(3,2 ; 5),(3,5 ; 2)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{8}\right)=\operatorname{Orb}_{\mathfrak{F}}((3,3 ; 0))=\{(3,3 ; 0),(3,0 ; 3)\} \\
& \operatorname{Orb}_{\mathfrak{F}}\left(T_{10}\right)=\operatorname{Orb}_{\mathfrak{F}}((5,3 ; 2))=\{(5,3 ; 2),(5,0 ; 5)\} \\
& \operatorname{Orb_{\mathfrak {F}}(T_{11})=\operatorname {Orb}} \underset{\mathfrak{F}}{ }((5,5 ; 1))=\{(5,5 ; 1),(5,2 ; 4)\}
\end{aligned}
$$

The union of these $\mathfrak{F}$-orbits gives the partial Latin square $P_{1}$, where;

$P_{1}=$| $*$ | 1 | $*$ | $*$ | 4 | $*$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $*$ | 2 | 0 | $*$ | 5 | 3 |
| $*$ | 0 | 1 | $*$ | 3 | 4 |
| 3 | 4 | 5 | 0 | 1 | 2 |
| $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| 5 | $*$ | 4 | 2 | $*$ | 1 |

This partial Latin square $P_{1}$ is not uniquely completable as it only uniquely completes to the partial Latin square $P_{2}$, where;

$P_{2}=$| 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $*$ | 2 | 0 | $*$ | 5 | 3 |
| 2 | 0 | 1 | 5 | 3 | 4 |
| 3 | 4 | 5 | 0 | 1 | 2 |
| $*$ | 5 | 3 | $*$ | 2 | 0 |
| 5 | 3 | 4 | 2 | 0 | 1 |

Since there are no entries in the intercalate $I_{(1,0)}$, by Lemma $2, P_{2}$ is not uniquely completable to $L$. In order for the partial Latin square $P_{1}$ to be uniquely completable to $L$, the share $T_{9}$ needs to be included within this access level so that there is an entry in the intercalate $I_{(1,0)}$.

It is also worth noting that $\mathfrak{F}$-critical sets are supposed to be minimal. As $T_{1}$ and $T_{6}$ are both members of the intercalate $I_{(0,1)}$ and similarly $T_{4}$ and $T_{11}$ both belong to the intercalate $I_{(2,2)}$, this set is not minimal. By removing one element of each set $\left\{T_{1}, T_{6}\right\}$ and $\left\{T_{4}, T_{11}\right\}$, the access level becomes an $\mathfrak{F}$-critical set comprising of nine triples from the set $T$ and the
autotopism $\theta_{4}$; giving ten individual shares in total. An example of a viable $\mathfrak{F}$-critical set is to take the $\mathfrak{F}$-orbits of the triples $\left\{T_{1}, T_{2}, T_{3}, T_{4}, T_{5}, T_{7}, T_{8}, T_{9}, T_{10}\right\}$, where $\mathfrak{F}$ is the subgroup of $\operatorname{Atop}(K)$ generated by the autotopism $\theta_{4}$.

### 4.3. Discussion Regarding the Access Level for the Autotopisms in the Subgroup $\left\langle\theta_{3}, \theta_{4}\right\rangle$

Discussion Regarding the Access Level for the Autotopisms in the Subgroup $\left\langle\theta_{3}, \theta_{4}\right\rangle$ in [6]. Access levels can also be generated by $\mathfrak{F}$-orbits, where $\mathfrak{F}$ is a subgroup of the Atop $(K)$ generated by more than one autotopism. The first access level to be generated by a set of multiple autotopisms, is the access level generated by the $\mathfrak{F}$-orbits of the subgroup of autotopisms $\left\langle\theta_{3}, \theta_{4}\right\rangle$. This subgroup consists of the following non-trivial autotopisms;

$$
\begin{aligned}
& \theta_{3}=((03)(14)(25),(03)(14)(25),(0)(1)(2)(3)(4)(5)) \\
& \theta_{4}=((0)(1)(2)(3)(4)(5),(03)(14)(25),(03)(14)(25)) \\
& \theta_{3} \theta_{4}=((03)(14)(25),(0)(1)(2)(3)(4)(5),(03)(14)(25))
\end{aligned}
$$

The example in [6] (see Table 1 in Section 1) suggests that applying this subgroup of $\operatorname{Atop}(K)$ to the set of triples $\left\{T_{2}, T_{3}, T_{4}, T_{5}, T_{6}, T_{7}, T_{8}, T_{10}\right\}$ will generate an $\mathfrak{F}$-critical set. However, when $\mathfrak{F}$ is the subgroup of $\operatorname{Atop}(K)$ generated by $\left\langle\theta_{3}, \theta_{4}\right\rangle$, the $\mathfrak{F}$-orbits of the set of triples $\left\{T_{2}, T_{3}, T_{4}, T_{5}, T_{6}, T_{7}, T_{8}, T_{10}\right\}$ forms a partial Latin square that is not uniquely completable, as the $\mathfrak{F}$-orbits do not contain an entry in the intercalate $I_{(1,0)}$. As above, if the triple $T_{9}$ is included within the set of triples for this access level, then the resultant partial Latin square is uniquely completable to the Latin square $K$. However, adding $T_{9}$ to this set means that this access level consists of nine triples from the set $T$ and both autotopisms $\theta_{3}$ and $\theta_{4}$. This gives a total of eleven shares. As previously shown, the $\mathfrak{F}$-orbits of the triples $\left\{T_{2}, T_{3}, T_{4}, T_{5}, T_{6}, T_{7}, T_{8}, T_{9}, T_{10}\right\}$ under the subgroup of $\operatorname{Atop}(K),\left\langle\theta_{4}\right\rangle$, form an $\mathfrak{F}$-critical set of size 10 . Hence, the autotopisms $\left\langle\theta_{3}, \theta_{4}\right\rangle$ will generate a uniquely $\mathfrak{F}$-completable set that is not minimal, and therefore not an $\mathfrak{F}$-critical set. Therefore, the autotopisms $\theta_{3}$ and $\theta_{4}$ cannot be used in combination to generate an access level for this scheme.

### 4.4. Discussion Regarding the Access Level for for the Autotopisms in the Subgroup $\left\langle\theta_{2}, \theta_{3}, \theta_{4}\right\rangle$

Discussion Regarding the Access Level for for the Autotopisms in the Subgroup $\left\langle\theta_{2}, \theta_{3}, \theta_{4}\right\rangle$ in [6]. This access level uses the subgroup of $\operatorname{Atop}(K)$ generated by $\left\langle\theta_{2}, \theta_{3}, \theta_{4}\right\rangle$. As $\theta_{2}$ is an autotopism based upon length 3 cycles and $\theta_{3}$ and $\theta_{4}$ are based upon length 2 cycles, this subgroup of $\operatorname{Atop}(K)$ consists of eleven non-trivial autotopisms, these autotopisms are;

$$
\begin{aligned}
& \theta_{2}=((0)(1)(2)(3)(4)(5),(012)(345),(012)(345)) \\
& \theta_{2} \theta_{2}=((0)(1)(2)(3)(4)(5),(021)(354),(021)(354)) \\
& \theta_{3}=((03)(14)(25),(03)(14)(25),(0)(1)(2)(3)(4)(5)) \\
& \theta_{4}=((0)(1)(2)(3)(4)(5),(03)(14)(25),(03)(14)(25)) \\
& \theta_{2} \theta_{3}=((03)(14)(25),(042315),(012)(345)) \\
& \theta_{2} \theta_{2} \theta_{3}=((03)(14)(25),(051324),(021)(354)) \\
& \theta_{2} \theta_{4}=((0)(1)(2)(3)(4)(5),(042315),(042315)) \\
& \theta_{2} \theta_{2} \theta_{4}=((0)(1)(2)(3)(4)(5),(051324),(051324)) \\
& \theta_{3} \theta_{4}=((03)(14)(25),(0)(1)(2)(3)(4)(5),(03)(14)(25)) \\
& \theta_{2} \theta_{3} \theta_{4}=((03)(14)(25),(012)(345),(042315)) \\
& \theta_{2} \theta_{2} \theta_{3} \theta_{4}=((03)(14)(25),(021)(354),(051324))
\end{aligned}
$$

The example in [6] suggests that, when $\mathfrak{F}$ is generated by $\left\langle\theta_{2}, \theta_{3}, \theta_{4}\right\rangle$, the union of the $\mathfrak{F}$-orbits $\operatorname{Orb}_{\mathfrak{F}}\left(T_{1}\right)$ and $\operatorname{Orb}_{\mathfrak{F}}\left(T_{2}\right)$ should be uniquely $\mathfrak{F}$-completable to $K$. However, combining these $\mathfrak{F}$-orbits generates the partial Latin square $P_{3}$, where;

$P_{3}=$| 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 0 | 4 | 5 | 3 |
| $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| 3 | 4 | 5 | 0 | 1 | 2 |
| 4 | 5 | 3 | 1 | 2 | 0 |
| $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |

As the intercalates $I_{(2,0)}, I_{(2,1)}$ and $I_{(2,2)}$ are missing from $P_{3}$, it is not uniquely completable under the autotopism $\theta_{2}$. A triple present in any one of these intercalates will generate an $\mathfrak{F}$-orbit that spans all three intercalates under the subgroup of $\operatorname{Atop}(K)$ generated by $\left\langle\theta_{2}, \theta_{3}, \theta_{4}\right\rangle$. Hence, to make this an access level, one triple from the set $\left\{T_{4}, T_{5}, T_{10}, T_{11}\right\}$ should be included in the set of triples.

There are multiple $\mathfrak{F}$-critical sets that may be formed using this subgroup of $\operatorname{Atop}(K)$. As discussed in Section 3, each autotopism within the autotopism group Atop $(K)$ has a unique action. When multiple autotopisms are combined in an $\mathfrak{F}$-critical set, each autotopism generated by the union of any subgroup of autotopisms will also take on a unique action. Observe that in combination, the subgroup of $\operatorname{Atop}(K)$ generated by autotopisms $\left\langle\theta_{3}, \theta_{4}\right\rangle$ takes a triple $T_{i} \in I_{(i, j)}$ and maps it to every other triple within the same intercalate. The autotopism subgroup generated by $\left\langle\theta_{2}\right\rangle$ maps each $T_{i^{\prime}}=\left(i^{\prime}, j^{\prime} ; k^{\prime}\right) \in S_{(i, j)}$ to all other triples in the $i^{\prime}$ th row of the Latin subsquare $S_{(i, j)}$. This means that the combined action of the autotopism subgroup generated by $\left\langle\theta_{2}, \theta_{3}, \theta_{4}\right\rangle$ takes a triple $T_{i^{\prime}} \in K$ and maps $T_{i^{\prime}}=\left(i^{\prime}, j^{\prime} ; k^{\prime}\right)$ to all triples in $i^{\prime}$ th and $i^{\prime}+3 \bmod 6$ row of $K$. Hence, any $\mathfrak{F}$-critical set under the subgroup of autotopisms $\left\langle\theta_{2}, \theta_{3}, \theta_{4}\right\rangle$ must contain 3 triples, with one triple in either the 0th or 3rd row, one triple in either the 1st or 4th row and finally one triple in either the 2nd or 5th row. This ensures that the $\mathfrak{F}$-orbits contain a critical set of each intercalate $I_{(i, j)}$ and each Latin subsquare $S_{(i, j)}$.

Therefore, exactly one entry must be chosen from each of the following three sets; $\left\{T_{1}, T_{6}, T_{7}, T_{8}\right\},\left\{T_{2}, T_{3}, T_{9}\right\}$ and $\left\{T_{4}, T_{5}, T_{10}, T_{11}\right\}$, as each individual set contains all entries of the $i$ th and $i+3$ th rows, where $i \leq 2$.

### 4.5. Discussion Regarding the Access Level for for the Autotopisms in the Subgroup $\left\langle\theta_{1}, \theta_{2}, \theta_{4}\right\rangle$

Discussion Regarding the Access Level for for the Autotopisms in the Subgroup $\left\langle\theta_{1}, \theta_{2}, \theta_{4}\right\rangle$ in [6]. This access level uses the subgroup of $\operatorname{Atop}(K)$ generated by $\left\langle\theta_{1}, \theta_{2}, \theta_{4}\right\rangle$. As $\theta_{1}$ and $\theta_{2}$ are both autotopisms based upon length 3 cycles, and $\theta_{4}$ is an autotopism based upon length 2 cycle; this subgroup of Atop $(K)$ will consist of 17 non-trivial autotopisms. Example 4 states that autotopism $\theta_{1}$ maps a triple $T_{i} \in S_{(i, j)}$, where $T_{i}=(i, j ; k)$ to the other two triples in the $i$ th row of the Latin subsquare $S_{(i, j)} \in S$, while the autotopism $\theta_{2}$ maps each triple $T_{i} \in S_{(i, j)}$ to the other two triples in the $j$ th column of the Latin subsquare $S_{(i, j)} \in S$ and the autotopism $\theta_{4}$ maps a triple $T_{i} \in I_{(i, j)}$, where $I_{(i, j)} \in I$, to the triple $I_{(i, j+3)} \bmod 6$. This means that the subgroup of autotopisms generated by $\theta_{1}, \theta_{2}$ and $\theta_{4}$ will map a triple $T_{i} \in S_{(i, j)}$, for $S_{(i, j)} \in S$ to all other triples in the Latin subsquare $S_{(i, j)}$, as well as all triples in the Latin subsquare $S_{(i, j+3)} \bmod 6 \in S$

The access level in the example in [6] suggests that this subgroup of Atop $(K)$ should be combined with the triples $\left\{T_{1}, T_{2}\right\}$ and from here it should be possible to generate the Latin square $L$. However, when $\mathfrak{F}$ is generated by $\left\langle\theta_{1}, \theta_{2}, \theta_{4}\right\rangle, \operatorname{Orb}_{\mathfrak{F}}\left(T_{1}\right) \cup \operatorname{Orb}_{\mathfrak{F}}\left(T_{2}\right)$ is the partial Latin square $P_{4}$, where:

$P_{4}=$| 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 0 | 4 | 5 | 3 |
| 2 | 0 | 1 | 5 | 3 | 4 |
| $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |

The entries of the Latin subsquares $S_{(3,0)}$ and $S_{(3,3)}$ are missing from the partial Latin square $P_{4}$, hence by Lemma 2, $P_{4}$ is not uniquely completable to $K$. To amend this access level, either $T_{1}$ or $T_{2}$ should be removed and replaced with a triple from the set $\left\{T_{6}, T_{7}, T_{8}, T_{9}, T_{10}, T_{11}\right\}$.

There are multiple pairs of $\mathfrak{F}$-orbits that constitute an $\mathfrak{F}$-critical set when $\mathfrak{F}$ is the subgroup of $\operatorname{Atop}(K)$ generated by $\left\langle\theta_{1}, \theta_{2}, \theta_{4}\right\rangle$. As an $\mathfrak{F}$-orbit of a triple $T_{i}$ under these autotopisms will span two adjacent Latin subsquares $S_{(i, j)}$ and $S_{(i, j+3)} \bmod 6$, when $T_{i} \in$ $S_{(i, j)}$ each $\mathfrak{F}$-orbit contains a critical set of each intercalate $I_{(i, j)} \in I$. Therefore, a second $\mathfrak{F}$-orbit is only required to ensure that the union of $\mathfrak{F}$-orbits contains a critical set of the Latin subsquares $S_{(i+3, j)} \bmod 6$ and $S_{(i+3, j+3)} \bmod 6$. Hence, any two triples $T_{i}, T_{j} \in T$, where $T_{i} \neq T_{j}$ will generate an $\mathfrak{F}$-critical set under the autotopisms $\theta_{1}, \theta_{2}$ and $\theta_{4}$ providing that if $T_{i}$ is a triple in some Latin subsquare $S_{(i, j)} \in S$, then the triple $T_{j}$ is either in the Latin subsquare $S_{(i+3, j)}$ or the Latin subsquare $S_{(i+3, j+3)}$. All triples in the set $\left\{T_{1}, T_{2}, T_{3}, T_{4}, T_{5}\right\}$ belong either to the Latin subsquare $S_{(0,0)}$ or the Latin subsquare $S_{(0,3)}$, while triples in the set $\left\{T_{6}, T_{7}, T_{8}, T_{9}, T_{10}, T_{11}\right\}$ belong either to the Latin subsquare $S_{(3,0)}$ or the Latin subsquare $S_{(3,3)}$. Therefore, if $T_{i} \in\left\{T_{1}, T_{2}, T_{3}, T_{4}, T_{5}\right\}$ and $T_{j} \in\left\{T_{6}, T_{7}, T_{8}, T_{9}, T_{10}, T_{11}\right\}$ then the union of the $\mathfrak{F}$-orbits $\operatorname{Orb}_{\mathfrak{F}}\left(T_{i}\right) \cup \operatorname{Orb}_{\mathfrak{F}}\left(T_{j}\right)$ will be an $\mathfrak{F}$-critical set, when $\mathfrak{F}$ is generated by $\left\langle\theta_{1}, \theta_{2}, \theta_{4}\right\rangle$.

### 4.6. Discussion Regarding the Access Level for the Autotopisms in the Subgroup $\left\langle\theta_{1}, \theta_{3}\right\rangle$

Discussion Regarding the Access Level for the Autotopisms in the Subgroup $\left\langle\theta_{1}, \theta_{3}\right\rangle$ in [6]. Whereas other access levels given in the example in [6] contain too little information, the access level specified for the subgroup of $\operatorname{Atop}(K)$ generated by $\left\langle\theta_{1}, \theta_{3}\right\rangle$ gives too much information.

The subgroup $\left\langle\theta_{1}, \theta_{3}\right\rangle$ consists of 5 non-trivial autotopisms, these are autotopisms denoted by; $\theta_{1}, \theta_{1} \theta_{1}, \theta_{3}, \theta_{1} \theta_{3}$ and $\theta_{1} \theta_{1} \theta_{3}$. The example suggests that the $\mathfrak{F}$-orbits, where $\mathfrak{F}$ is generated $\left\langle\theta_{1}, \theta_{3}\right\rangle$, for the triples $\left\{T_{2}, T_{3}, T_{4}, T_{6}, T_{9}\right\}$ should be an $\mathfrak{F}$-critical set. However, the union $\mathfrak{F}$-orbits of these triples is the partial Latin square $P_{5}$, where;

$P_{5}=$| $*$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $*$ | 2 | 0 | 4 | 5 | 3 |
| $*$ | 0 | 1 | 5 | 3 | 4 |
| 3 | 4 | 5 | $*$ | 1 | 2 |
| 4 | 5 | 3 | $*$ | 2 | 0 |
| 5 | 3 | 4 | $*$ | 0 | 1 |

Observe that $P_{5}$ is uniquely completable to $L$, however, access levels are supposed to provide the minimal amount of information required to generate the original key. Note that if either one of the shares $T_{3}$ or $T_{6}$ were to be removed from this access level, then one is still able to generate a uniquely $\mathfrak{F}$-completable partial Latin square, hence the specified set of triples is not an $\mathfrak{F}$-critical set when $\mathfrak{F}$ is generated by $\left\langle\theta_{1}, \theta_{3}\right\rangle$. To amend this, each access level should be defined in such a way that only one triple from the set $\left\{T_{3}, T_{6}\right\}$ is included.

### 4.7. Summary of Findings

The above subsections discuss amendments to particular errors in the example in [6]. Following this, it is possible to generalise sets of triples of $T$ that can be combined with each possible subgroup of the autotopism group $\operatorname{Atop}(K)$ generated by some collection of the autotopisms $\theta_{1}, \theta_{2}, \theta_{3}$ and $\theta_{4}$. Using the results discussed in Sections 2 and 3 , it is possible to generalise combinations of triples that form $\mathfrak{F}$-critical sets under the subgroups of $\operatorname{Atop}(K)$ defined by the autotopisms $\theta_{1}, \theta_{2}, \theta_{3}$ and $\theta_{4}$. Table A1 in Appendix A details the combinations of triples that will generate a $\mathfrak{F}$-critical set when combined with the autotopisms stated in the same row of the table. Reasoning behind the constructions of certain $\mathfrak{F}$-critical sets in Table A1 in Appendix A is outlined in Section 4. Table A2 in

Appendix A provides an example of an $\mathfrak{F}$-critical set for each subgroup of autotopisms generated by elements of the set $\left\{\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}\right\}$.

## 5. Conclusions

In this correspondence, minor errors in the original definitions of the $\mathfrak{F}$-critical sets detailed within the paper [6] are amended. The importance of Lemma 2 in determining both critical sets and $\mathfrak{F}$-critical sets within a Latin square is highlighted.

Lemma 2 states that if a partial Latin square $P$ does not contain a critical set for each Latin subsquare $Q \in L$, where $L$ is a Latin square, $P$ is not be uniquely completable to $L$. Further, let a partial Latin square $P \subset L$, where $L$ is a Latin square and let $\mathfrak{F}$ denote a subgroup of the autotopism group of $L$. If the $\mathfrak{F}$-orbits of a partial Latin square $P$, do not contain a critical set for each Latin subsquare $Q \in L$, then the combination of these triples and autotopisms do not form an $\mathfrak{F}$-critical set. Lemma 2 can therefore be used to eliminate several partial Latin squares that are not $\mathfrak{F}$-critical sets of a Latin square $L$.

By considering $\mathfrak{F}$-orbits that satisfy Lemma $2, \mathfrak{F}$-critical sets of a Latin square $K$ can be generated, where:

$K=$| 0 | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 0 | 4 | 5 | 3 |
| 2 | 0 | 1 | 5 | 3 | 4 |
| 3 | 4 | 5 | 0 | 1 | 2 |
| 4 | 5 | 3 | 1 | 2 | 0 |
| 5 | 3 | 4 | 2 | 0 | 1 |

The $\mathfrak{F}$-critical sets detailed within the correspondence use subgroups of the autotopism group of $K$ to generate all possible combinations of the autotopisms $\theta_{1}, \theta_{2}, \theta_{3}$ and $\theta_{4}$, where;

$$
\begin{aligned}
& \theta_{1}=((012)(345),(0)(1)(2)(3)(4)(5),(012)(345)) \\
& \theta_{2}=((0)(1)(2)(3)(4)(5),(012)(345),(012)(345)) \\
& \theta_{3}=((03)(14)(25),(03)(14)(25),(0)(1)(2)(3)(4)(5)) \\
& \theta_{4}=((0)(1)(2)(3)(4)(5),(03)(14)(25),(03)(14)(25))
\end{aligned}
$$

The $\mathfrak{F}$-critical sets generated by the $\mathfrak{F}$-orbits of the triples $(0,4 ; 4),(1,1 ; 2),(1,5 ; 3),(2,2 ; 1)$, $(2,4 ; 3),(3,1 ; 4),(3,2 ; 5),(3,3 ; 0),(4,0 ; 4),(5,3 ; 2),(5,5 ; 1) \subseteq \operatorname{Ent}(K)$ are listed in Table A1 of Appendix A. For comparison, the suggested $\mathfrak{F}$-critical sets for the example in [6] are listed in Table 1 in Section 1.

If a partial Latin square $P$ satisfies Lemma 2, this does not guarantee that $P$ is uniquely completable to a Latin square $L$; however, Lemma 2 does provide a necessary condition, that if not met, means a partial Latin square $P$ is not uniquely completable. Lemma 2 can then be applied to all partial Latin squares $P$ of order $n$. In other words, by looking at all Latin subsquares of order $m$ within a Latin square $L$ of order $n$, where $m<n$, one can ascertain the critical sets of each Latin subsquare $Q$ within $L$. Each partial Latin square $P$ that is uniquely completable to $L$ then contains some combination of critical sets of Latin subsquares of $L$, hence by determining the Latin subsquares of $L$, the problem of generating the critical sets of $L$ is reduced in size. This approach may similarly be applied to $\theta$-critical sets or $\mathfrak{F}$-critical sets.

Further work is needed to determine necessary conditions for ensuring that a partial Latin square $P$ is a critical set of a Latin square $L$, but by the application of Lemma 2, it may be possible for larger Latin squares of order $n$ to be analysed.
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## Appendix A

Table A1 details the newly defined access levels, generated by results in this communication. Note that $m$ the number of individual shares in each access level.

Observe, that the access level defined by the autotopisms $\left\langle\theta_{3}, \theta_{4}\right\rangle$ has been removed from Table A1, as it is shown that these autotopisms cannot form an $\mathfrak{F}$-critical set.

Table A2 gives specific examples of $\mathfrak{F}$-critical sets for the Latin square $K$ under the autotopisms $\left\{\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}\right\}$. Each $\mathfrak{F}$-critical set is constructed in accordance with the specifications of Table A1.

Table A1. Redefined access levels based upon results of this communication.

| $m$ | Permutations | Triples of $P$ |
| :---: | :---: | :---: |
| 11 | - | T |
| 10 | $\left\langle\theta_{3}\right\rangle$ | $T$ exluding one entry from each of the sets $\left\{T_{1}, T_{6}\right\}$ and $\left\{T_{4}, T_{11}\right\}$ |
| 10 | $\left\langle\theta_{4}\right\rangle$ | $T$ exluding one entry from each of the sets $\left\{T_{1}, T_{6}\right\}$ and $\left\{T_{4}, T_{11}\right\}$ |
| 9 | $\left\langle\theta_{1}\right\rangle$ | $T$ excluding one entry from each of the sets $\left\{T_{1}, T_{5}\right\},\left\{T_{8}, T_{10}\right\}$ and $\left\{T_{6}, T_{7}, T_{9}\right\}$ |
| 9 | $\left\langle\theta_{2}\right\rangle$ | $T$ excluding one entry from each of the sets $\left\{T_{6}, T_{7}\right\},\left\{T_{10}, T_{11}\right\}$ and $\left\{T_{1}, T_{3}, T_{5}\right\}$ |
| 7 | $\left\langle\theta_{2}, \theta_{4}\right\rangle$ | Exactly one entry from five out of the following six sets; $\left\{T_{1}\right\},\left\{T_{2}, T_{3}\right\},\left\{T_{4}, T_{5}\right\},\left\{T_{6}, T_{7}, T_{8}\right\},\left\{T_{9}\right\},\left\{T_{10}, T_{11}\right\}$ |
| 6 | $\left\langle\theta_{1}, \theta_{3}\right\rangle$ | To ensure that two distinct columns of $S_{(0,3)}$ and $S_{(3,0)}$ contain two entries, one triple should be selected from two of the following three sets $\left\{T_{1}, T_{5}, T_{6}\right\},\left\{T_{3}, T_{7}\right\},\left\{T_{9}\right\}$, to ensure two distinct columns of $S_{(0,0)}$ and $S_{(3,3)}$ contain entries, two of the three sets; $\left\{T_{2}\right\},\left\{T_{4}, T_{11}\right\},\left\{T_{8}, T_{10}\right\}$ should be selected. To ensure each intercalate contains at least one entry, at least one element from the following sets should be chosen; $\left\{T_{1}, T_{2}, T_{5}, T_{6}\right\},\left\{T_{3}, T_{4}, T_{7}, T_{11}\right\},\left\{T_{8}, T_{9}, T_{10}\right\}$ |
| 6 | $\left\langle\theta_{1}, \theta_{2}\right\rangle$ | Exactly one entry should be chosen from each of the sets $\left\{T_{1}, T_{3}, T_{5}\right\},\left\{T_{2}, T_{4}\right\}$, $\left\{T_{6}, T_{7}, T_{9}\right\}$ and $\left\{T_{8}, T_{10}, T_{11}\right\}$. |
| 6 | $\left\langle\theta_{1}, \theta_{4}\right\rangle$ | To ensure that two distinct columns of $S_{(0,0)}$ and $S_{(0,3)}$ contain entries, one triple should be selected from both of the following sets $\left\{T_{1}, T_{2}, T_{5}\right\},\left\{T_{3}, T_{4}\right\}$, to ensure two distinct columns of $S_{(0,0)}$ and $S_{(3,3)}$ contain entries, one entry from two of the sets; $\left\{T_{6}\right\},\left\{T_{7}, T_{11}\right\},\left\{T_{8}, T_{9}, T_{10}\right\}$ should be selected. To ensure each intercalate contains at least one entry, at least one element from the following sets should be chosen; $\left\{T_{1}, T_{2}, T_{5}, T_{6}\right\},\left\{T_{3}, T_{4}, T_{7}, T_{11}\right\},\left\{T_{8}, T_{9}, T_{10}\right\}$ |
| 6 | $\left\langle\theta_{2}, \theta_{3}\right\rangle$ | To ensure that two distinct columns of $S_{(0,3)}$ and $S_{(3,0)}$ contain entries, one triple should be selected from two of the following three sets $\left\{T_{1}, T_{6}, T_{7}\right\}\left\{T_{3}, T_{9}\right\},\left\{T_{5}\right\}$, to ensure two distinct columns of $S_{(0,0)}$ and $S_{(3,3)}$ contain entries, two of the three sets; $\left\{T_{2}\right\}\left\{T_{4}, T_{10}, T_{11}\right\},\left\{T_{8}\right\}$ should be selected. To ensure each intercalate contains at least one entry, at least one element from the following sets should be chosen; $\left\{T_{1}, T_{6}, T_{7}, T_{8}\right\},\left\{T_{2}, T_{3}, T_{9}\right\},\left\{T_{4}, T_{5}, T_{10}, T_{11}\right\}$ |
| 6 | $\left\langle\theta_{1}, \theta_{3}, \theta_{4}\right\rangle$ | One entry from each of the sets $\left\{T_{1}, T_{2}, T_{5}, T_{6}\right\},\left\{T_{3}, T_{4}, T_{7}, T_{11}\right\}$ and $\left\{T_{8}, T_{9}, T_{10}\right\}$ |
| 6 | $\left\langle\theta_{2}, \theta_{3}, \theta_{4}\right\rangle$ | One entry from each of the sets $\left\{T_{1}, T_{6}, T_{7}, T_{8}\right\},\left\{T_{2}, T_{3}, T_{9}\right\}$ and $\left\{T_{4}, T_{5}, T_{10}, T_{11}\right\}$ |
| 5 | $\left\langle\theta_{1}, \theta_{2}, \theta_{3}\right\rangle$ | One entry from each of the sets $\left\{T_{1}, T_{3}, T_{5}, T_{6}, T_{7}, T_{9}\right\}$ and $\left\{T_{2}, T_{4}, T_{8}, T_{10}, T_{11}\right\}$ |
| 5 | $\left\langle\theta_{1}, \theta_{2}, \theta_{4}\right\rangle$ | One entry from each of the sets $\left\{T_{1}, T_{2}, T_{3}, T_{4}, T_{5}\right\}$ and $\left\{T_{6}, T_{7}, T_{8}, T_{9}, T_{10}, T_{11}\right\}$ |
| 5 | $\left\langle\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}\right\rangle$ | One share of $T$ |

Table A2. Examples of access levels as outlined in Table A1.

| $\boldsymbol{m}$ | Permutations | Triples of $\boldsymbol{P}$ | $\boldsymbol{m}$ | Permutations | Triples of $\boldsymbol{P}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | - | T | 6 | $\left\langle\theta_{1}, \theta_{4}\right\rangle$ | $\left\{T_{1}, T_{4}, T_{6}, T_{10}\right\}$ |
| 10 | $\left\langle\theta_{3}\right\rangle$ | $T \backslash\left\{T_{1}, T_{4}\right\}$ | 6 | $\left\langle\theta_{2}, \theta_{3}\right\rangle$ | $\left\{T_{1}, T_{2}, T_{9}, T_{10}\right\}$ |
| 10 | $\left\langle\theta_{4}\right\rangle$ | $T \backslash\left\{T_{6}, T_{11}\right\}$ | 6 | $\left\langle\theta_{1}, \theta_{3}, \theta_{4}\right\rangle$ | $\left\{T_{1}, T_{3}, T_{10}\right\}$ |
| 9 | $\left\langle\theta_{1}\right\rangle$ | $T \backslash\left\{T_{5}, T_{7}, T_{10}\right\}$ | 6 | $\left\langle\theta_{2}, \theta_{3}, \theta_{4}\right\rangle$ | $\left\{T_{1}, T_{2}, T_{4}\right\}$ |
| 9 | $\left\langle\theta_{2}\right\rangle$ | $T \backslash\left\{T_{5}, T_{6}, T_{11}\right\}$ | 5 | $\left\langle\theta_{1}, \theta_{2}, \theta_{3}\right\rangle$ | $\left\{T_{1}, T_{2}\right\}$ |
| 7 | $\left\langle\theta_{2}, \theta_{4}\right\rangle$ | $\left\{T_{1}, T_{2}, T_{4}, T_{6}, T_{9}\right\}$ | 5 | $\left\langle\theta_{1}, \theta_{2}, \theta_{4}\right\rangle$ | $\left\{T_{1}, T_{6}\right\}$ |
| 6 | $\left\langle\theta_{1}, \theta_{3}\right\rangle$ | $\left\{T_{1}, T_{3}, T_{4}, T_{8}\right\}$ | 5 | $\left\langle\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}\right\rangle$ | $\left\{T_{7}\right\}$ |
| 6 | $\left\langle\theta_{1}, \theta_{2}\right\rangle$ | $\left\{T_{1}, T_{2}, T_{6}, T_{8}\right\}$ |  |  |  |
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#### Abstract

It is an important issue to search for self-orthogonal codes for construction of quantum codes by CSS construction (Calderbank-Sho-Steane codes); in quantum error correction, CSS codes are a special type of stabilizer codes constructed from classical codes with some special properties, and the CSS construction of quantum codes is a well-known construction. First, we employ hierarchical posets with two levels for construction of binary linear codes. Second, we find some necessary and sufficient conditions for these linear codes constructed using posets to be self-orthogonal, and we use these self-orthogonal codes for obtaining binary quantum codes. Finally, we obtain four infinite families of binary quantum codes for which the minimum distances are three or four by CSS construction, which include binary quantum Hamming codes with length $n \geq 7$. We also find some (almost) "optimal" quantum codes according to the current database of Grassl. Furthermore, we explicitly determine the weight distributions of these linear codes constructed using posets, and we present two infinite families of some optimal binary linear codes with respect to the Griesmer bound and a class of binary Hamming codes.
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## 1. Introduction

Quantum error-correcting codes have attracted wide attention in recent years due to their applications in quantum communications and quantum computations [1-3]. In quantum error correction, CSS codes (Calderbank-Sho-Steane) are a special type of stabilizer codes constructed from classical codes with some special properties, and the CSS construction of quantum codes is a well-known construction. As we can see from the CSS construction of quantum codes [1,3], self-orthogonal codes have been used for construction of quantum codes. Moreover, for construction of quantum codes, there have been some developments on non-stabilizer codes [4] and nonadditive quantum codes such as permutation-invariant quantum codes [5-8]; permutation-invariant quantum codes are constructed using the generator function method [5,6].

Recently, some optimal and minimal binary linear codes were constructed using simplicial complexes by Hyun et al. [9,10]. Then, Wu et al. [11,12] applied simplicial complexes to construct few-weight linear codes over $\mathbb{F}_{p}+u \mathbb{F}_{p}$ with $u^{2}=0$. Afterwards, the construction method was extended using arbitrary posets [13], and they presented some optimal and minimal binary linear codes not satisfying the condition of Ashikhmin-Barg [14]. Most recently, Wu and Lee [15] first used the difference of simplicial complexes for construction of binary linear complementary dual codes and binary self-orthogonal codes.

Note that, especially, anti-chains correspond to simplicial complexes. Inspired by the works mentioned as above, we focus on constructing binary self-orthogonal codes with new parameters and quantum codes using self-orthogonal codes. The main contributions of our paper are the following:
(1) We employ hierarchical posets with two levels for generating binary linear codes, and we explicitly determine the weight distributions of these codes (Theorem 1).
(2) We present some optimal binary linear codes (Corollary 1), and we find some necessary and sufficient conditions for the binary linear codes constructed from posets to be self-orthogonal (Theorem 3).
(3) We obtain four infinite families of binary quantum codes for which the minimum distances are three or four; this is achieved by construction of binary self-orthogonal codes (Theorem 4). We also find some (almost) optimal quantum codes; their optimality is based on the current database of Grassl.
(4) Furthermore, we obtain infinite families of binary quantum codes using these self-orthogonal codes, which include all binary quantum Hamming codes with length $n \geq 7$; some binary quantum codes with minimum distance three or four are obtained by using Theorem 4, and we confirm the optimality of the codes in the tables according to the database of Grassl [16].

As final remarks, we point out that all binary quantum Hamming codes for which the length is $n \geq 7$ (including the Steane code) are special cases of an infinite family of the binary quantum Hamming codes, which is one of the four infinite families of quantum codes in this paper (See Remark 2 for more details). Furthermore, in $[17,18]$, the authors constructed many interesting binary quantum codes with a minimum distance of three or four. There are significant differences between our results and the results in [17,18]; in Remark 4, we compare our results with the results in [17,18].

The rest of this paper is organized as follows. In Section 2, we introduce some basic concepts and notations on hierarchical posets with two levels and the CSS construction of quantum codes. In Section 3, we determine the weight distributions of binary linear codes associated with order ideals in hierarchical posets with two levels, and we also discuss the minimum distances of their dual codes and find some optimal binary linear codes. In Section 4, we obtain some binary self-orthogonal codes, and we find four infinite families of binary quantum codes and some (almost) optimal binary quantum codes. Finally, we finish this paper with some remarks in Section 4 and a conclusion in Section 5.

## 2. Preliminaries

Let $\mathbb{F}_{2}$ be the finite field of order two. For positive integers $n, k$, and $d$, an $[n, k, d]$ linear code $\mathcal{C}$ over $\mathbb{F}_{2}$ is just a $k$-dimensional subspace of $\mathbb{F}_{2}^{n}$ with the minimum Hamming distance $d$. The number of codewords in a linear code $\mathcal{C}$ with Hamming weight $i$ is denoted by $A_{i}$. Then, the weight enumerator of the code $\mathcal{C}$ is defined by $1+A_{1} z+A_{2} z^{2}+\cdots+A_{n} z^{n}$. The sequence $\left(1, A_{1}, A_{2}, \ldots, A_{n}\right)$ is called the weight distribution of the linear code $\mathcal{C}$. We say that a code $\mathcal{C}$ is $t$-weight if the number of nonzero $A_{i} \mathrm{~s}$ in the sequence $\left(A_{1}, A_{2}, \ldots, A_{n}\right)$ is equal to $t$. We say that a linear code is distance-optimal if it has the highest minimum distance with a prescribed length and dimension. An $[n, k, d]$ linear code is called almost optimal if the code $[n, k, d+1]$ is optimal [19] (Section 2). For an $[n, k, d]$ binary linear code, the Griesmer bound (see [20]) could be stated as follows:

$$
n \geq \sum_{i=0}^{k-1}\left\lceil\frac{d}{2^{i}}\right\rceil
$$

where $\lceil x\rceil$ is the ceiling function.
For a vector $\mathbf{v} \in \mathbb{F}_{2}^{n}$, the support $\operatorname{supp}(\mathbf{v})$ of $\mathbf{v}$ is defined by the set of nonzero coordinate positions. The Hamming weight $w t(\mathbf{v})$ of $\mathbf{v} \in \mathbb{F}_{2}^{n}$ is defined by the cardinality of $\operatorname{supp}(\mathbf{v})$. Let $[n]=\{1, \ldots, n\}$ and $2^{[n]}$ denote the power set of $[n]$. There is a bijection between $\mathbb{F}_{2}^{n}$ and $2^{[n]}$, defined by $\mathbf{v} \mapsto \operatorname{supp}(\mathbf{v})$. In this paper, we always identify a vector in $\mathbb{F}_{2}^{n}$ with its support. For two sets $A$ and $B$, the cardinality of $A$ is denoted by $|A|$ and the set $\{x: x \in A$ and $x \notin B\}$ is denoted by $A \backslash B$.

### 2.1. Generic Construction of Linear Codes

Let $D$ be a subset of $\mathbb{F}_{q}^{*}$, where $q$ is a power of a prime number $p$. A linear code $\mathcal{C}_{D}$ of length $|D|$ over the finite field $\mathbb{F}_{p}$ is defined by

$$
\mathcal{C}_{D}=\left\{c_{D}(\beta)=(\operatorname{Tr}(\beta \alpha))_{\alpha \in D}: \beta \in \mathbb{F}_{q}\right\}
$$

where $\operatorname{Tr}$ is the trace function from $\mathbb{F}_{q}$ to $\mathbb{F}_{p}$. The code $\mathcal{C}_{D}$ is called a trace code over $\mathbb{F}_{p}$, and the set $D$ is called the defining set of $\mathcal{C}_{D}$. This generic construction was first introduced by Ding et al. [21,22].

Zhou et al. [23] reconsidered the generic construction of linear codes as follows. Let $D=$ $\left\{\mathbf{g}_{1}, \ldots, \mathbf{g}_{\mathbf{n}}\right\} \subseteq \mathbb{F}_{p}^{m}$. We give a linear code $\mathcal{C}_{D}$ of length $n$ over $\mathbb{F}_{p}$ as follows:

$$
\begin{equation*}
\mathcal{C}_{D}=\left\{c_{\mathbf{u}}=\left(\mathbf{u} \cdot \mathbf{g}_{1}, \mathbf{u} \cdot \mathbf{g}_{2}, \ldots, \mathbf{u} \cdot \mathbf{g}_{\mathbf{n}}\right): \mathbf{u} \in \mathbb{F}_{p}^{m}\right\} \tag{1}
\end{equation*}
$$

where $x \cdot y$ denotes the Euclidean inner product of $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right)$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{m}\right)$ in $\mathbb{F}_{p}^{m}$. From the defining set $D$, we have the following $m \times n$ matrix:

$$
\begin{equation*}
G=\left[\mathbf{g}_{1}{ }^{T} \mathbf{g}_{2}{ }^{T} \cdots \mathbf{g}_{\mathbf{n}}{ }^{T}\right] \tag{2}
\end{equation*}
$$

where $T$ denotes the transpose.
Let $\mathcal{C}$ be an $[n, k]$ linear code over $\mathbb{F}_{p}$. Then, the dual $\mathcal{C}^{\perp}$ of the code $\mathcal{C}$ is defined by $\mathcal{C}^{\perp}=\{\mathbf{w} \in$ $\mathbb{F}_{p}^{n}: \mathbf{w} \cdot \mathbf{c}=0$ for all $\left.\mathbf{c} \in \mathcal{C}\right\}$. If $\mathcal{C} \subseteq \mathcal{C}^{\perp}$, then $\mathcal{C}$ is called a self-orthogonal code. If $\mathcal{C}^{\perp} \subseteq \mathcal{C}$, then $\mathcal{C}$ is called a dual-containing code.

There is a simple characterization of those linear codes defined in Equation (1) in terms of their self-orthogonality as follows:

Lemma 1 ([23] (Corollary 16)). Let $\mathcal{C}_{D}$ be the linear code in Equation (1). Then, $\mathcal{C}_{D}$ is self-orthogonal if and only if $G G^{T}=0$, where the matrix $G$ is given in Equation (2).

### 2.2. Generating Functions and Hierarchical Posets with Two Levels

A set $\mathbb{P}=([n], \preceq)$ is called a partially ordered set (abbreviated as a poset) if there is a partial order relation on $[n]$ : for all $i, j, k \in[n]$, we have that $(i) i \preceq i ;(i i) i \preceq j$ and $j \preceq i$ imply $i=j$; and (iii) $i \preceq j$ and $j \preceq k$ imply $i \preceq k$.

Let $\mathbb{P}=([n], \preceq)$ be a poset. An order ideal $I$ in $\mathbb{P}$ is exactly a nonempty subset and if $j \in I$ and $i \preceq j$ imply $i \in I$. For a given subset $S$ of $\mathbb{P},\langle S\rangle$ denotes the smallest order ideal of $\mathbb{P}$ containing $S$. For an order ideal $I$ of $\mathbb{P}$, the set of order ideals of $\mathbb{P}$ which is contained in $I$ is denoted by $I(\mathbb{P})$.

Let $X$ be a collection of $2^{[n]}$. Chang and Hyun [9] defined the generating function

$$
\mathcal{H}_{X}\left(x_{1}, x_{2} \ldots, x_{n}\right)=\sum_{\mathbf{u} \in X} \prod_{i=1}^{n} x_{i}^{u_{i}} \in \mathbb{Z}\left[x_{1}, x_{2}, \ldots, x_{n}\right]
$$

where $\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right) \in \mathbb{F}_{2}^{n}$ and where $\mathbb{Z}$ is the ring of integers.
Example 1. Let $X=\{(1,0,0),(1,1,0),(0,0,1)\}$ be a subset of $\mathbb{F}_{2}^{3}$. Then, $\mathcal{H}_{X}\left(x_{1}, x_{2}, x_{3}\right)=x_{1}+x_{1} x_{2}+x_{3}$.
Let $m$ and $n$ be positive integers with $m \leq n$. In [13], $\mathbb{H}(m, n)=([n], \preceq)$ is a hierarchical poset with two levels if $[n]$ is the disjoint union of two incomparable subsets $U=\{1, \ldots, m\}$ and $V=\{m+1, \ldots, n\}$ and $i \prec j$ whenever $i \in U$ and $j \in V$. Its Hasse diagram is given in Figure 1. $\mathbb{H}(m, m)$ is considered an anti-chain.

Lemma 2 ([13]). Every order ideal of $\mathbb{H}(m, n)$ can be expressed by $A \cup B$, where $A \subseteq[m]$ and $B \subseteq[n] \backslash[m]$ and where one of the following holds: $(i) B=\varnothing$ or (ii) $B \neq \varnothing$ and $A=[m]$.

Lemma 3 ([13]). Let $I=A \cup B$ be an order ideal of $\mathbb{P}=\mathbb{H}(m, n)$, where $A \subseteq[m]$ and $B \subseteq[n] \backslash[m]$.
(1) If $B=\varnothing$, then

$$
\mathcal{H}_{I(\mathbb{P})}\left(x_{1}, x_{2} \ldots, x_{n}\right)=\sum_{\mathbf{u} \in I(\mathbb{P})} \prod_{i=1}^{n} x_{i}^{u_{i}}=\prod_{i \in A}\left(1+x_{i}\right)
$$

In particular, we have that $|I(\mathbb{P})|=2^{|A|}$.
(2) If $B \neq \varnothing$, then

$$
\mathcal{H}_{I(\mathbb{P})}\left(x_{1}, x_{2} \ldots, x_{n}\right)=\prod_{i \in[m]}\left(1+x_{i}\right)+\prod_{i \in[m]} x_{i}\left(\prod_{j \in B}\left(1+x_{j}\right)-1\right) .
$$

In particular, we have that $|I(\mathbb{P})|=2^{m}+2^{|B|}-1$.
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Figure 1. $\mathbb{H}(m, n)$.

### 2.3. Quantum Codes and CSS Construction

A $q$-ary quantum code $Q$ with cardinality $K$ and length $n$ is exactly a $K$-dimensional subspace of the $q^{n}$-dimensional Hilbert space $\left(\mathbb{C}^{q}\right)^{\otimes n} \cong \mathbb{C}^{q^{n}}$. Let $k=\log _{q}(K)$. In the following, we always use the notation $[[n, k, d]]_{q}$ to denote a $q$-ary quantum code which has length $n$, cardinality $q^{k}$, and minimum distance $d$. For a given $[[n, k, d]]_{q}$ quantum code, it can detect any $d-1$ quantum errors and can correct any $\left\lfloor\frac{d-1}{2}\right\rfloor$ quantum errors. In the research of quantum coding theory, one of the main subjects is to construct quantum codes with the best possible minimum distance.

In recent years, there has been active research done on construction of quantum codes using classical codes; for instance, refer to [24-40]. Many permutation-invariant quantum codes have been constructed from generating functions [5,6] and from the null-space of matrices [7].

An important result on constructing quantum error-correcting codes via classical linear codes over finite fields is presented by Robert Calderbank, Peter Shor, and Andrew Steane, which is well-known as the CSS construction. The construction can be stated as follows.

Lemma 4 ([3], CSS Construction). Let $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ be $\left[n, k_{1}, d_{1}\right]$ and $\left[n, k_{2}, d_{2}\right] q$-ary linear codes, respectively, with $\mathcal{C}_{2} \subseteq \mathcal{C}_{1}$. Furthermore, let $d=\min \left\{d_{1}, d_{2}\right\}$. Then, there exists a quantum error-correcting code with parameters $\left[\left[n, k_{1}+k_{2}-n, d\right]\right]_{q}$. Moreover, if $\mathcal{C}_{1}^{\perp} \subseteq \mathcal{C}_{1}$, then there exists a quantum error-correcting code with parameters $\left[\left[n, 2 k_{1}-n, d_{1}\right]\right]_{q}$.

## 3. Weight Distributions of Binary Linear Codes

In this section, we determine the weight distribution of the code in Equation (1), which is involved with hierarchical posets of two levels.

Assume that $\mathbb{P}$ is a hierarchical poset $\mathbb{H}(m, n)$ with two levels (which was introduced in Section 2) and $D=\left(I_{1}(\mathbb{P})\right) \backslash\left(I_{2}(\mathbb{P})\right)$, where $I_{1}$ and $I_{2}$ are two distinct order ideals of $\mathbb{P}$. Recall that $D$ can be viewed as a subset of $\mathbb{F}_{2}^{n}$. We define a binary linear code associated with $D$ as follows:

$$
\begin{equation*}
\mathcal{C}_{D}=\left\{c_{D, \mathbf{u}}=(\mathbf{u} \cdot \mathbf{x})_{\mathbf{x} \in D}: \mathbf{u} \in \mathbb{F}_{2}^{n}\right\} \tag{3}
\end{equation*}
$$

Then, the length of the code $\mathcal{C}_{D}$ is $|D|$ and its dimension is at most $n$. The Hamming weight of the codeword $c_{D, \mathbf{u}}$ of $\mathcal{C}_{D}$ is given by

$$
\begin{align*}
& \operatorname{wt}\left(c_{D, \mathbf{u}}\right)=|D|-\frac{1}{2} \sum_{y \in \mathbb{F}_{2}} \sum_{\mathbf{x} \in D}(-1)^{(\mathbf{u} \cdot \mathbf{x}) y}=\frac{|D|}{2}-\frac{1}{2} \sum_{\mathbf{x} \in D}(-1)^{(\mathbf{u} \cdot \mathbf{x})} \\
= & \frac{|D|}{2}-\frac{1}{2} \sum_{\mathbf{x} \in\left(I_{1}(\mathbb{P})\right) \backslash\left(I_{2}(\mathbb{P})\right)}(-1)^{u_{1} x_{1}}(-1)^{u_{2} x_{2}} \cdots(-1)^{u_{n} x_{n}} \\
= & \frac{|D|}{2}-\frac{1}{2} \mathcal{H}_{I_{1}(\mathbb{P})}\left((-1)^{u_{1}}, \ldots,(-1)^{u_{n}}\right)+\frac{1}{2} \mathcal{H}_{I_{2}(\mathbb{P})}\left((-1)^{u_{1}}, \ldots,(-1)^{u_{n}}\right) . \tag{4}
\end{align*}
$$

In general, it is hard to compute the value in Equation (4). However, when both $I_{1}$ and $I_{2}$ are generated by a single element, we obtain the following theorem.

Theorem 1. Let $\mathbb{H}(m, n)$ be a hierarchical poset with two levels. Let $I_{1}=A_{1} \cup B_{1}$ and $I_{2}=A_{2} \cup B_{2}$ be two distinct order ideals of $\mathbb{H}(m, n)$, where $A_{i} \subseteq[m], B_{i} \subseteq[n] \backslash[m], i=1,2$, and $I_{2} \subset I_{1}$. Let $D=$ $\left(I_{1}(\mathbb{P})\right) \backslash\left(I_{2}(\mathbb{P})\right)$.
(1) If $B_{1}=\varnothing$, then the code $\mathcal{C}_{D}$ has parameters $\left[2^{\left|A_{1}\right|}-2^{\left|A_{2}\right|},\left|A_{1}\right|\right]$ and its weight distribution is given in Table 1.

Table 1. Weight distribution of the code in Theorem 1 (1).

| Weight | Frequency |
| :---: | :---: |
| 0 | 1 |
| $2^{\left\|A_{1}\right\|-1}$ | $2^{\left\|A_{1}\right\|-\left\|A_{2}\right\|}-1$ |
| $2^{\left\|A_{1}\right\|-1}-2^{\left\|A_{2}\right\|-1}$ | $2^{\left\|A_{1}\right\|}-2^{\left\|A_{1}\right\|-\left\|A_{2}\right\|}$ |

(2) If $B_{1} \neq \varnothing$ and $B_{2}=\varnothing$, then we have the following two subcases:
(2a) If $\left|A_{2}\right|=m$, then the code $\mathcal{C}_{D}$ has parameters $\left[2^{\left|B_{1}\right|}-1,1+\left|B_{1}\right|, 2^{\left|B_{1}\right|-1}-1\right]$ and its weight distribution is given in Table 2.

Table 2. Weight distribution of the code in Theorem 1 (2a).

| Weight | Frequency |
| :---: | :---: |
| 0 | 1 |
| $2^{\left\|B_{1}\right\|-1}$ | $2^{\left\|B_{1}\right\|}-1$ |
| $2^{\left\|B_{1}\right\|}-1$ | 1 |
| $2^{\left\|B_{1}\right\|-1}-1$ | $2^{\left\|B_{1}\right\|}-1$ |

(2b) If $\left|A_{2}\right|<m$, then the code $\mathcal{C}_{D}$ has parameters $\left[2^{m}+2^{\left|B_{1}\right|}-2^{\left|A_{2}\right|}-1, m+\left|B_{1}\right|\right]$ and its weight distribution is given in Table 3.

Table 3. Weight distribution of the code in Theorem 1 (2b).

| Weight | Frequency |
| :---: | :---: |
| 0 | 1 |
| $2^{\left\|B_{1}\right\|-1}$ | $2^{\left\|B_{1}\right\|}-1$ |
| $2^{m-1}-1+2^{\left\|B_{1}\right\|}$ | $2^{m-1-\left\|A_{2}\right\|}$ |
| $2^{m-1}-1+2^{\left\|B_{1}\right\|}-2^{\left\|A_{2}\right\|-1}$ | $2^{m-1}-2^{m-1-\left\|A_{2}\right\|}$ |
| $2^{m-1}-1+2^{\left\|B_{1}\right\|-1}$ | $\left(2^{\left\|B_{1}\right\|}-1\right) 2^{m-\left\|A_{2}\right\|-1}$ |
| $2^{m-1}-1+2^{\left\|B_{1}\right\|-1}-2^{\left\|A_{2}\right\|-1}$ | $\left(2^{\left\|B_{1}\right\|}-1\right)\left(2^{m-1}-2^{m-1-\left\|A_{2}\right\|}\right)$ |
| $2^{m-1}$ | $2^{m-\left\|A_{2}\right\|-1}-1$ |
| $2^{m-1}-2^{\left\|A_{2}\right\|-1}$ | $2^{m-1}-2^{m-1-\left\|A_{2}\right\|}$ |
| $2^{m-1}+2^{\left\|B_{1}\right\|-1}$ | $\left(2^{\left\|B_{1}\right\|}-1\right)\left(2^{m-1-\left\|A_{2}\right\|}-1\right)$ |
| $2^{m-1}+2^{\left\|B_{1}\right\|-1}-2^{\left\|A_{2}\right\|-1}$ | $\left(2^{\left\|B_{1}\right\|}-1\right)\left(2^{m-1}-2^{m-1-\left\|A_{2}\right\|}\right)$ |

(3) If $B_{1} \neq \varnothing$ and $B_{2} \neq \varnothing$, then the code $\mathcal{C}_{D}$ has length $2^{\left|B_{1}\right|}-2^{\left|B_{2}\right|}$ and its weight distribution is given in Table 4.

Table 4. Weight distribution of the code in Theorem 1 (3).

| Weight | Frequency |
| :---: | :---: |
| 0 | 1 |
| $2^{\left\|B_{1}\right\|-1}$ | $2^{\left\|B_{1}\right\|-\left\|B_{2}\right\|}-1$ |
| $2^{\left\|B_{1}\right\|}-2^{\left\|B_{2}\right\|}$ | 1 |
| $2^{\left\|B_{1}\right\|-1}-2^{\left\|B_{2}\right\|}$ | $2^{\left\|B_{1}\right\|-\left\|B_{2}\right\|}-1$ |
| $2^{\left\|B_{1}\right\|-1}-2^{\left\|B_{2}\right\|-1}$ | $2^{\left\|B_{1}\right\|+1}-2^{\left\|B_{1}\right\|+1-\left\|B_{2}\right\|}$ |

Proof. Let $\mathbb{P}=\mathbb{H}(m, n)$. Recall that, for $X$, a subset of $\mathbb{F}_{2}^{n}$, there is a Boolean function in $n$-variable, denoted by $\chi(\mathbf{u} \mid X)$, and $\chi(\mathbf{u} \mid X)=1$ if and only if $\mathbf{u} \cap X=\varnothing$. We also recall that, for $\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right) \in \mathbb{F}_{2}^{n}$, we can write $\mathbf{u}=(v, w)$, where $\mathbf{v}=\left(u_{1}, \ldots, u_{m}\right)$ and $\mathbf{w}=\left(u_{m+1}, \ldots, u_{n}\right)$.
(1) Let $B=\varnothing$. By Lemma 2, the length of the code $\mathcal{C}_{D}$ is $2^{\left|A_{1}\right|}-2^{\left|A_{2}\right|}$ and

$$
\begin{align*}
& \mathcal{H}_{I_{1}(\mathbb{P})}\left((-1)^{u_{1}},(-1)^{u_{2}}, \ldots,(-1)^{u_{n}}\right) \\
= & \prod_{i \in A_{1}}\left(1+(-1)^{u_{i}}\right)=\prod_{i \in A_{1}}\left(2-2 u_{i}\right)=2^{\left|A_{1}\right|} \prod_{i \in A_{1}}\left(1-u_{i}\right)=2^{\left|A_{1}\right|} \chi\left(v \mid A_{1}\right) . \tag{5}
\end{align*}
$$

By Equation (4),

$$
\mathrm{wt}\left(c_{D, \mathbf{u}}\right)=2^{\left|A_{1}\right|-1}\left(1-\chi\left(\mathbf{v} \mid A_{1}\right)\right)-2^{\left|A_{2}\right|-1}\left(1-\chi\left(\mathbf{v} \mid A_{2}\right)\right) .
$$

(2) Let $B_{1} \neq \varnothing$ and $B_{2}=\varnothing$. By Lemma 2, the length of $\mathcal{C}_{D}$ is $2^{m}+2^{\left|B_{1}\right|}-2^{\left|A_{2}\right|}-1$ and

$$
\begin{align*}
& \mathcal{H}_{I_{1}(\mathbb{P})}\left((-1)^{u_{1}}, \ldots,(-1)^{u_{n}}\right) \\
= & \prod_{i=1}^{m}\left(1+(-1)^{u_{i}}\right)+(-1)^{u_{1}+\cdots+u_{m}}\left(\prod_{j \in B_{1}}\left(1+(-1)^{u_{j}}\right)-1\right) \\
= & 2^{m} \chi(\mathbf{v} \mid[m])+(-1)^{\mathrm{wt}(\mathbf{v})}\left(2^{\left|B_{1}\right|} \chi\left(\mathbf{w} \mid B_{1}\right)-1\right) . \tag{6}
\end{align*}
$$

By Equations (4)-(6), we have

$$
\begin{aligned}
\mathrm{wt}\left(c_{D, \mathbf{u}}\right) & =\frac{|D|}{2}-\frac{1}{2} \mathcal{H}_{I_{1}(\mathbb{P})}\left((-1)^{u_{1}}, \ldots,(-1)^{u_{n}}\right)+\frac{1}{2} \mathcal{H}_{I_{2}(\mathbb{P})}\left((-1)^{u_{1}}, \ldots,(-1)^{u_{n}}\right) \\
& =2^{m-1}(1-\chi(\mathbf{v} \mid[m]))+2^{\left|B_{1}\right|-1}\left(1-(-1)^{\mathrm{wt}(\mathbf{v})} \chi\left(\mathbf{w} \mid B_{1}\right)\right) \\
& -2^{\left|A_{2}\right|-1}\left(1-\chi\left(\mathbf{v} \mid A_{2}\right)\right)-\frac{1}{2}\left(1-(-1)^{\mathrm{wt}(\mathbf{v})}\right) .
\end{aligned}
$$

(a) If $\left|A_{2}\right|=m$, then

$$
\mathrm{wt}\left(c_{D, \mathbf{u}}\right)=2^{\left|B_{1}\right|-1}\left(1-(-1)^{\mathrm{wt}(\mathbf{v})} \chi\left(\mathbf{w} \mid B_{1}\right)\right)-\frac{1}{2}\left(1-(-1)^{\mathrm{wt}(\mathbf{v})}\right) .
$$

We divide the proof into three parts as follows:
(i) If $w t(v) \equiv 0(\bmod 2)$, then $w t\left(c_{D, \mathbf{u}}\right)=2^{\left|B_{1}\right|-1}\left(1-\chi\left(\mathbf{w} \mid B_{1}\right)\right)$.
(ii) If $w t(v) \equiv 1(\bmod 2)$, then $w t\left(c_{D, \mathbf{u}}\right)=2^{\left|B_{1}\right|-1}\left(1+\chi\left(\mathbf{w} \mid B_{1}\right)\right)-1$.
(b) If $\left|A_{2}\right|<m$, then we divide the proof into three parts as follows:
(i) If $v=0$, then $\chi(\mathbf{v} \mid[m])=\chi\left(\mathbf{v} \mid A_{2}\right)=1$ and $\mathrm{wt}\left(c_{D, \mathbf{u}}\right)=2^{\left|B_{1}\right|-1}\left(1-\chi\left(\mathbf{w} \mid B_{1}\right)\right)$.
(ii) If $v \neq 0$ and $\mathrm{wt}(\mathbf{v})$ are odd, then $\chi(\mathbf{v} \mid[m])=0$ and

$$
\mathrm{wt}\left(c_{D, \mathbf{u}}\right)=2^{m-1}-1+2^{\left|B_{1}\right|-1}\left(1+\chi\left(\mathbf{w} \mid B_{1}\right)\right)-2^{\left|A_{2}\right|-1}\left(1-\chi\left(\mathbf{v} \mid A_{2}\right)\right)
$$

(iii) If $v \neq 0$ and $\mathrm{wt}(\mathbf{v})$ are even, then $\chi(\mathbf{v} \mid[m])=0$ and

$$
\mathrm{wt}\left(c_{D, \mathbf{u}}\right)=2^{m-1}+2^{\left|B_{1}\right|-1}\left(1-\chi\left(\mathbf{w} \mid B_{1}\right)\right)-2^{\left|A_{2}\right|-1}\left(1-\chi\left(\mathbf{v} \mid A_{2}\right)\right)
$$

(3) Let $B_{1} \neq \varnothing$ and $B_{2} \neq \varnothing$. By Lemma 2, the length of $\mathcal{C}_{D}$ is $2^{\left|B_{1}\right|}-2^{\left|B_{2}\right|}$.

By Equations (4) and (6), we have

$$
\begin{aligned}
\mathrm{wt}\left(c_{D, \mathbf{u}}\right) & =\frac{|D|}{2}-\frac{1}{2} \mathcal{H}_{I_{1}(\mathbb{P})}\left((-1)^{u_{1}}, \ldots,(-1)^{u_{n}}\right)+\frac{1}{2} \mathcal{H}_{I_{2}(\mathbb{P})}\left((-1)^{u_{1}}, \ldots,(-1)^{u_{n}}\right) \\
& =2^{\left|B_{1}\right|-1}-2^{\left|B_{2}\right|-1}-\frac{1}{2}(-1)^{\mathrm{wt}(\mathbf{v})}\left(2^{\left|B_{1}\right|} \chi\left(\mathbf{w} \mid B_{1}\right)-2^{\left|B_{2}\right|} \chi\left(\mathbf{w} \mid B_{2}\right)\right) .
\end{aligned}
$$

We divide the proof into two parts as follows:
(i) If $w t(v) \equiv 0(\bmod 2)$, then

$$
\mathrm{wt}\left(c_{D, \mathbf{u}}\right)=2^{\left|B_{1}\right|-1}\left(1-\chi\left(\mathbf{w} \mid B_{1}\right)\right)-2^{\left|B_{2}\right|-1}\left(1-\chi\left(\mathbf{w} \mid B_{2}\right)\right) .
$$

(ii) If $w t(v) \equiv 1(\bmod 2)$, then

$$
\mathrm{wt}\left(c_{D, \mathbf{u}}\right)=2^{\left|B_{1}\right|-1}\left(1+\chi\left(\mathbf{w} \mid B_{1}\right)\right)-2^{\left|B_{2}\right|-1}\left(1+\chi\left(\mathbf{w} \mid B_{2}\right)\right) .
$$

The frequency of each codeword can be computed by the vector $u$. This completes the proof.
Remark 1. Let us discuss the parameters of the code $\mathcal{C}_{D}$ in Theorem 1.
(1) The parameters of the code $\mathcal{C}_{D}$ in Theorem 1 (1) are $\left[2^{\left|A_{1}\right|}-2^{\left|A_{2}\right|},\left|A_{1}\right|, 2^{\left|A_{1}\right|-1}-2^{\left|A_{2}\right|-1}\right]$, and these are the same as that in [15].
(2) The parameters of the code $\mathcal{C}_{D}$ in Theorem 1 (3) are $\left[2^{\left|B_{1}\right|}-2^{\left|B_{2}\right|}, k\right]$, where $k=\left|B_{1}\right|+1$ or $\left|B_{1}\right|$. For instance, if $\left|B_{1}\right|=\left|B_{2}\right|+1$, then $2^{\left|B_{1}\right|-1}-2^{\left|B_{2}\right|}=0$, and its dimension is $\left|B_{1}\right|$ in this case.

In the following corollary, we present some (almost) optimal binary linear codes which can be obtained from Theorem 1.

Corollary 1. (1) The code in Theorem 1 (2a) has parameters $\left[2^{\left|B_{1}\right|}-1,1+\left|B_{1}\right|, 2^{\left|B_{1}\right|-1}-1\right]$ and meets the Griesmer bound with equality.
(2) If $\left|B_{1}\right|=\left|B_{2}\right|+1$, then the code in Theorem 1 (3) has parameters $\left[2^{\left|B_{2}\right|}, 2+\left|B_{2}\right|, 2^{\left|B_{2}\right|}\right]$ and meets the Griesmer bound with equality; if $\left|B_{2}\right|=1$ and $3 \leq\left|B_{1}\right|$, then the code has parameters $\left[\left.2\right|^{\left|B_{1}\right|}-2,1+\right.$ $\left.\left|B_{1}\right|, 2^{\left|B_{1}\right|-1}-2\right]$ and it is almost optimal.

Proof. (1) By Table 2, the code has parameters $\left[2^{\left|B_{1}\right|}-1,1+\left|B_{1}\right|, 2^{\left|B_{1}\right|-1}-1\right]$. By the Griesmer bound,

$$
\begin{equation*}
\sum_{i=0}^{\left|B_{1}\right|}\left[\frac{2^{\left|B_{1}\right|-1}-1}{2^{i}}\right\rceil=\left(2^{\left|B_{1}\right|-1}-1\right)+2^{\left|B_{1}\right|-2}+\cdots+2+1+1=\left(2^{\left|B_{1}\right|}-1\right)+1=2^{\left|B_{1}\right|}-1 \tag{7}
\end{equation*}
$$

(2) Let $\left|B_{1}\right|=\left|B_{2}\right|+1$. By Table 4, the code has parameters $\left[2^{\left|B_{2}\right|}, 2+\left|B_{2}\right|, 2^{\left|B_{2}\right|}\right]$. By the Griesmer bound,

$$
\sum_{i=0}^{\left|B_{2}\right|+1}\left\lceil\frac{2^{\left|B_{2}\right|}}{2^{i}}\right\rceil=2^{\left|B_{2}\right|}+2^{\left|B_{2}\right|-1}+\cdots+2+1+1=2^{\left|B_{2}\right|}
$$

If $\left|B_{2}\right|=1$ and $3 \leq\left|B_{1}\right|$, then the code has parameters $\left[2^{\left|B_{1}\right|}-2,1+\left|B_{1}\right|, 2^{\left|B_{1}\right|-1}-2\right]$. By Equation (7), the code is almost optimal.

Next, we will determine the minimum distances of the dual codes of the codes obtained in Theorem 1. In particular, we agree with the reader that the minimum distance of $\{0\}$ is infinite.

Theorem 2. Let $\mathbb{H}(m, n)$ be a hierarchical poset with two levels. Let $I_{1}=A_{1} \cup B_{1}$ and $I_{2}=A_{2} \cup B_{2}$ be two distinct order ideals of $\mathbb{H}(m, n)$, where $A_{i} \subseteq[m], B_{i} \subseteq[n] \backslash[m], i=1,2$, and $I_{2} \subset I_{1}$. Let $D=$ $\left(I_{1}(\mathbb{P})\right) \backslash\left(I_{2}(\mathbb{P})\right)$. Then, the minimum distance $d^{\perp}$ of $\mathcal{C}_{D}^{\perp}$ is given by

$$
d^{\perp}= \begin{cases}\infty & \text { if } B_{1}=\varnothing \text { and } 1 \leq\left|A_{1}\right|=\left|A_{2}\right|+1=2 \\ & \text { or } 1 \leq\left|B_{1}\right| \leq 2 \text { and } A_{2}=[m] \\ & \text { or }\left|B_{1}\right|=1 \text { and }\left|A_{2}\right|=m-1 ; \\ 4 & \text { if } B_{1}=\varnothing \text { and }\left|A_{1}\right|=\left|A_{2}\right|+1 \geq 3 \\ & \text { or }\left|B_{1}\right| \geq 3, B_{2}=\varnothing \text { and } A_{2}=[m] \\ & \text { or }\left|B_{1}\right| \geq 2, B_{2}=\varnothing \text { and }\left|A_{2}\right|=m-1 \\ & \text { or }\left|B_{1}\right| \geq 3 \text { and } B_{2} \neq \varnothing ; \\ 3 & \text { if } B_{1}=\varnothing \text { and }\left|A_{1}\right|>\left|A_{2}\right|+1 \\ & \text { or } B_{1} \neq \varnothing, B_{2}=\varnothing \text { and }\left|A_{2}\right|<m-1\end{cases}
$$

Proof. Assume that $D=\left\{\mathbf{g}_{1}, \mathbf{g}_{2}, \ldots, \mathbf{g}_{1}\right\} \subseteq \mathbb{F}_{2}^{n}$ with $l=|D|$. The generator matrix $G^{\prime}$ of the code $\mathcal{C}_{D}$ can be induced by the matrix $G$ in Equation (2) by deleting all zero row vectors in $G$. Of course, $G^{\prime}$ is the parity-check matrix of $\mathcal{C} \stackrel{\perp}{D}$. Since any two columns in $G$ are distinct, the minimum distance of $\mathcal{C} \frac{\perp}{D}$ should be greater than 2. By Theorem 1, we divide the proof into three cases.
(1) $B_{1}=\varnothing$. Note that $A_{2} \subseteq A_{1} \subseteq[m]$. It is easy to check that, if $1 \leq\left|A_{1}\right|=\left|A_{2}\right|+1 \leq 2$ and $\mathcal{C}_{\perp}^{\perp}=\varnothing$, by [15] (Theorem 1), the minimum distance of $\mathcal{C}_{D}^{\perp}$ is 4 when $\left|A_{1}\right|=\left|A_{2}\right|+1 \geq 3$ and 3 when $\left|A_{1}\right|>\left|A_{2}\right|+1$.
(2) $B_{1} \neq \varnothing$ and $B_{2}=\varnothing$. Then, we have $A_{1}=[m], A_{2} \subseteq[m]$, and the following three subcases:
(2a) $A_{2}=[m]$. Let $\mathbf{e}_{k}=\left(e_{1}, e_{2}, \ldots, e_{n}\right) \in \mathbb{F}_{2}^{n}$, where $e_{k}=1$ and $e_{l}=0$ if $l \neq k$. If $\left|B_{1}\right| \leq 2$, then $\mathcal{C} \stackrel{\perp}{D}=\varnothing$ as $\mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}$ should appear in every column in $G^{\prime}$. If $\left|B_{1}\right| \geq 3$, then for any three columns of $G^{\prime}$, they are linearly independent as $\mathbf{e}_{1}^{T}$ appears in every column of $G^{\prime}$. Suppose that $i, j, k \in B_{1}$. Then, the following four vectors in $G^{\prime}$ are linear dependent:

$$
\mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}+\mathbf{e}_{i}^{T}, \mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}+\mathbf{e}_{j}^{T}, \mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}+\mathbf{e}_{k}^{T}, \mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}+\mathbf{e}_{i}^{T}+\mathbf{e}_{j}^{T}+\mathbf{e}_{k}^{T}
$$

Therefore, the minimum distance of the dual code $\mathcal{C}_{D}^{\perp}$ is 4 .
(2b) $\left|A_{2}\right|=m-1$. If $\left|B_{1}\right|=1$, then $\mathcal{C}_{D}^{\perp}=\varnothing$. If $\left|B_{1}\right| \geq 2$, then for any three columns of $G^{\prime}$, they are linearly independent as $\mathbf{e}_{i}^{T}$ appears in every column of $G^{\prime}$ where $i \in[m] \backslash A_{2}$. Suppose that $i, j \in B_{1}$. Then, the following four vectors in $G^{\prime}$ are linear dependent:

$$
\mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}, \mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}+\mathbf{e}_{i}^{T}, \mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}+\mathbf{e}_{j}^{T}, \mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}+\mathbf{e}_{i}^{T}+\mathbf{e}_{j}^{T} .
$$

Then, the minimum distance of $\mathcal{C} \frac{\perp}{D}$ is 4 .
(2c) $\left|A_{2}\right|<m-1$. Then, there are two distinct positive integers $i$ and $j$ in $[m] \backslash A_{2}$. Then, it is easy to check that $\mathbf{e}_{i}^{T}, \mathbf{e}_{j}^{T}$, and $\mathbf{e}_{i}^{T}+\mathbf{e}_{j}^{T}$ are three distinct linearly dependent columns of $G^{\prime}$. Then, the minimum distance of $\mathcal{C}_{D}^{\perp}$ is 3 .
(3) $B_{1} \neq \varnothing$ and $B_{2} \neq \varnothing$. Then, we have $A_{1}=A_{2}=[m]$. If $\left|B_{1}\right| \leq 2$, then $\mathcal{C}_{D}^{\perp}=\varnothing$ as $\mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}$ should appear in every column in $G^{\prime}$. If $\left|B_{1}\right| \geq 3$, then for any three columns of $G^{\prime}$, they are linearly independent as $\mathbf{e}_{1}^{T}$ appears in every column of $G^{\prime}$. Assume that $i, j, k \in B_{1}$ and $i \notin B_{2}$. Then, the following four vectors in $G^{\prime}$ are linear dependent:
$\mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}+\mathbf{e}_{i}^{T}, \mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}+\mathbf{e}_{i}^{T}+\mathbf{e}_{j}^{T}, \mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}+\mathbf{e}_{i}^{T}+\mathbf{e}_{k}^{T}, \mathbf{e}_{1}^{T}+\cdots+\mathbf{e}_{m}^{T}+\mathbf{e}_{i}^{T}+\mathbf{e}_{j}^{T}+\mathbf{e}_{k}^{T}$.
Then, the minimum distance of $\mathcal{C} \frac{\perp}{D}$ is 4 .
This completes the proof.
By Theorems 1 and 2, we have the following corollary.
Corollary 2. Let $\left|A_{2}\right|=0$ and $\left|A_{1}\right|>1$ in Theorem 1 (1). Then, $\mathcal{C} \frac{\perp}{D}$ is a binary $\left[2^{\left|A_{1}\right|}-1,2^{\left|A_{1}\right|}-1-\left|A_{1}\right|, 3\right]$ Hamming code.

## 4. Self-Orthogonal Binary Linear Codes and Quantum Codes

In this section, we will present some self-orthogonal binary linear codes based on the results in Section 3 and use these codes to construct quantum codes.

Theorem 3. Let $\mathbb{H}(m, n)$ be a hierarchical poset with two levels. Let $I_{1}=A_{1} \cup B_{1}$ and $I_{2}=A_{2} \cup B_{2}$ be two distinct order ideals of $\mathbb{H}(m, n)$, where $A_{i} \subseteq[m], B_{i} \subseteq[n] \backslash[m], i=1,2$, and $I_{2} \subset I_{1}$. Let $D=$ $\left(I_{1}(\mathbb{P})\right) \backslash\left(I_{2}(\mathbb{P})\right)$. Then, the code $\mathcal{C}_{D}$ is self-orthogonal if and only if one of the following holds:
(1) $B_{1}=\varnothing, A_{2}=\varnothing$, and $3 \leq\left|A_{1}\right|$.
(2) $B_{1}=\varnothing$ and $3 \leq\left|A_{2}\right|<\left|A_{1}\right|$.
(3) $B_{1} \neq \varnothing, B_{2}=\varnothing, 3 \leq\left|B_{1}\right|, m=1$, and $A_{2}=\varnothing$.
(4) $B_{1} \neq \varnothing$ and $3 \leq\left|B_{2}\right|$.

Proof. Let $M=\left(m_{i j}\right)_{m \times m}=G G^{T}$. By [23] (Lemma 18), suppose that $\mathbf{c}_{\mathbf{i}}$ is the $i$ th row vector of matrix G. Then, $m_{i, j}=\mathbf{c}_{\mathbf{i}} \mathbf{c}_{\mathbf{j}}{ }^{T}$. Let $U_{i, j}=\left\{\mathbf{g}=\left(g_{1}, g_{2}, \ldots, g_{m}\right) \in D: g_{i}=g_{j}=1\right\}$. Then, $m_{i, j}=\left|U_{i, j}\right|$ $(\bmod 2)$. If $B_{1}=\varnothing$, then the result holds by [15] (Theorem 3). Next, we always assume that $B_{1} \neq \varnothing$. From Lemma 1, we have that $\mathcal{C}_{D}$ is self-orthogonal if and only if $G G^{T}=0$. Next, we divide the proof into some cases:
(1) $B_{2}=\varnothing$ and $A_{2}=[m]$. Then, $U_{i, i}=2^{\left|B_{1}\right|}-1 \equiv 1(\bmod 2)$ for any $i \in[m]$ and, hence, $\mathcal{C}_{D}$ could not be self-orthogonal in this case.
(2) $B_{2}=\varnothing$ and $\left|A_{2}\right|<m$. Suppose that $i \in[m] \backslash A_{2}$. Then, $U_{i, i}=2^{\left|B_{1}\right|}-1+2^{m-1}$. Hence, $\mathcal{C}_{D}$ cannot be self-orthogonal if $m \geq 2$. If $m=1$, then

$$
U_{i, j}= \begin{cases}2^{\left|B_{1}\right|} & \text { if } i=j \in[m] \\ 2^{\left|B_{1}\right|-1} & \text { if } i \in[m], j \in B_{1} \text { or } j \in[m], i \in B_{1}, \text { or } i=j \in B_{1} \\ 2^{\left|B_{1}\right|-2} & \text { if } i \neq j, i, j \in B_{1} \\ 0 & \text { otherwise }\end{cases}
$$

Hence, in this case, the code $\mathcal{C}_{D}$ is self-orthogonal if and only if $\left|B_{1}\right| \geq 3$ and $m=1$.
(3) $B_{2} \neq \varnothing$. If $\left|B_{2}\right|=1$, then we have $U_{i, i}=2^{\left|B_{1}\right|-1}-1$ for $i \in B_{2}$. If $\left|B_{2}\right|=2$, then we have $U_{i, j}=2^{\left|B_{1}\right|-2}-1$ for $i \neq j, i, j \in B_{2}$. Hence, $\mathcal{C}_{D}$ cannot be self-orthogonal if $\left|B_{2}\right| \leq 2$. Assume that $\left|B_{2}\right| \geq 3$. Then,

$$
U_{i, i}= \begin{cases}2^{\left|B_{1}\right|}-2^{\left|B_{2}\right|} & \text { if } i \in[m] \\ 2^{\left|B_{1}\right|-1}-2^{\left|B_{2}\right|-1} & \text { if } i \in B_{2} \\ 2^{\left|B_{1}\right|-1} & \text { if } i \in B_{1} \backslash B_{2} \\ 0, & \text { otherwise }\end{cases}
$$

and for $i \neq j$

$$
U_{i, j}= \begin{cases}2^{\left|B_{1}\right|}-2^{\left|B_{2}\right|} & \text { if } i, j \in[m], \\ 2^{\left|B_{1}\right|-1}-2^{\left|B_{2}\right|-1} & \text { if } i \in[m], j \in B_{2} \text { or } j \in[m], i \in B_{2} \\ 2^{\left|B_{1}\right|-1} & \text { if } i \in[m], j \in B_{1} \backslash B_{2} \text { or } j \in[m], i \in B_{1} \backslash B_{2}, \\ 2^{\left|B_{1}\right|-2} & \text { if } i \in B_{2}, j \in B_{1} \backslash B_{2} \text { or } j \in B_{2}, i \in B_{1} \backslash B_{2}, \\ 2^{\left|B_{1}\right|-2}-2^{\left|B_{2}\right|-2} & \text { if } i, j \in B_{2}, \\ 2^{\left|B_{1}\right|-2} & \text { if } i, j \in B_{1} \backslash B_{2} \\ 0 & \text { otherwise. }\end{cases}
$$

Hence, $\mathcal{C}_{D}$ is self-orthogonal in this case.
We present three examples of Theorem 3 as follows.
Example 2. Let $\mathbb{H}(3,4)$ be a hierarchical poset with two levels. Let $I_{1}=\{1,2,3\}, I_{2}=\varnothing$, and

$$
D=\left(I_{1}(\mathbb{P})\right) \backslash\left(I_{2}(\mathbb{P})\right)=\{(1,0,0,0),(0,1,0,0),(0,0,1,0),(1,1,0,0),(1,0,1,0),(0,1,1,0),(1,1,1,0)\}
$$

It is easy to check that $G G^{T}=0$. Then, $\mathcal{C}_{D}$ is a one-weight binary self-orthogonal $[7,3,4]$ code. The result is confirmed by Magma [41].

Example 3. Let $\mathbb{H}(1,4)$ be a hierarchical poset with two levels. Let $I_{1}=\{1,2,3,4\}, I_{2}=\varnothing$, and

$$
\begin{aligned}
& D=\left(I_{1}(\mathbb{P})\right) \backslash\left(I_{2}(\mathbb{P})\right) \\
= & \{(1,0,0,0),(1,1,0,0),(1,0,1,0),(1,0,0,1),(1,1,1,0),(1,1,0,1),(1,0,1,1),(1,1,1,1)\}
\end{aligned}
$$

It is easy to check that $G G^{T}=0$. Then, $\mathcal{C}_{D}$ is a two-weight binary self-orthogonal $[8,4,4]$ code with weight enumerator $1+14 z^{4}+z^{8}$. The result is confirmed by Magma [41].

Example 4. Let $\mathbb{H}(1,6)$ be a hierarchical poset with two levels. Let $I_{1}=\{1,2,3,4,5,6\}, I_{2}=$ $\{1,2,3,4,5\}$, and

$$
\begin{aligned}
& D=\left(I_{1}(\mathbb{P})\right) \backslash\left(I_{2}(\mathbb{P})\right) \\
= & \{(1,0,0,0,0,1),(1,1,0,0,0,1),(1,0,1,0,0,1),(1,0,0,1,0,1),(1,0,0,0,1,1),(1,1,1,0,0,1), \\
& (1,1,0,1,0,1),(1,1,0,0,1,1),(1,0,1,1,0,1),(1,0,1,0,1,1),(1,0,0,1,1,1), \\
& (1,0,1,1,1,1),(1,1,0,1,1,1),(1,1,1,0,1,1),(1,1,1,1,0,1),(1,1,1,1,1,1)\} .
\end{aligned}
$$

It is easy to check that $G G^{T}=0$. Then, $\mathcal{C}_{D}$ is a two-weight binary self-orthogonal $[16,5,8]$ code with weight enumerator $1+30 z^{8}+z^{16}$. The result is confirmed by Magma [41].

Note that, if a code is self-orthogonal, then its dual code will be a dual-containing code. Using Lemma 4 and Theorems 1, 2, and 3, we obtain the following theorem.

Theorem 4. Let $\mathbb{H}(m, n)$ be a hierarchical poset with two levels. Let $I_{1}=A_{1} \cup B_{1}$ and $I_{2}=A_{2} \cup B_{2}$ be two distinct order ideals of $\mathbb{H}(m, n)$, where $A_{i} \subseteq[m], B_{i} \subseteq[n] \backslash[m], i=1,2$, and $I_{2} \subset I_{1}$. Let $D=$ $\left(I_{1}(\mathbb{P})\right) \backslash\left(I_{2}(\mathbb{P})\right)$.
(1) If $B_{1}=\varnothing, A_{2}=\varnothing$, and $3 \leq\left|A_{1}\right|$, then there exists a quantum error-correcting code with parameters $\left[\left[2^{\left|A_{1}\right|}-1,2^{\left|A_{1}\right|}-1-2\left|A_{1}\right|, 3\right]\right]_{2}$.
(2) If $B_{1}=\varnothing$ and $3 \leq\left|A_{2}\right|<\left|A_{1}\right|$, then there exists a quantum error-correcting code with parameters $\left[\left[2^{\left|A_{1}\right|}-2^{\left|A_{2}\right|}, 2^{\left|A_{1}\right|}-2^{\left|A_{2}\right|}-2\left|A_{1}\right|, \delta\right]\right]_{2}$, where

$$
\delta= \begin{cases}3 & \text { if }\left|A_{1}\right|>\left|A_{2}\right|+1 \\ 4 & \text { if }\left|A_{1}\right|=\left|A_{2}\right|+1\end{cases}
$$

(3) If $B_{1} \neq \varnothing, B_{2}=\varnothing, 3 \leq\left|B_{1}\right|, m=1$, and $A_{2}=\varnothing$, then there exists a quantum error-correcting code with parameters $\left[\left[2^{\left|B_{1}\right|}, 2^{\left|B_{1}\right|}-2-2\left|B_{1}\right|, 4\right]\right]_{2}$.
(4) If $B_{1} \neq \varnothing$ and $3 \leq\left|B_{2}\right|<\left|B_{1}\right|$, then there exists a quantum error-correcting code with parameters $\left[\left[2^{\left|B_{1}\right|}-2^{\left|B_{2}\right|}, 2^{\left|B_{1}\right|}-2^{\left|B_{2}\right|}-2 \eta, 4\right]\right]_{2}$, where

$$
\eta= \begin{cases}\left|B_{1}\right| & \text { if }\left|B_{1}\right|=\left|B_{2}\right|+1 \\ 1+\left|B_{1}\right| & \text { otherwise }\end{cases}
$$

Remark 2. From Corollary 2, recall that there are binary Hamming codes with parameters $\left[\left.2\right|^{\left|A_{1}\right|}-1,2^{\left|A_{1}\right|}-\right.$ $\left.1-\left|A_{1}\right|, 3\right]$, where $\left|A_{1}\right|>1$. Using Theorem 4, we find an infinite family of quantum Hamming codes with parameters $\left[\left[2^{\left|A_{1}\right|}-1,2^{\left|A_{1}\right|}-1-2\left|A_{1}\right|, 3\right]\right]_{2}$, where $\left|A_{1}\right| \geq 3$. In particular, the code with the smallest length in that family is $[[7,1,3]]_{2}$, called Steane code; this is a tool in quantum error correction. Consequently, it turns out that all binary quantum Hamming codes for which the length is greater than or equal to seven are special cases of the family above.

Remark 3. In [42], for a binary $[[n, k, d]]$ quantum code, there is a quantum Hamming bound:

$$
2^{k} \sum_{l=0}^{t} 3^{l}\binom{n}{l} \leq 2^{n}
$$

where $t=\left\lfloor\frac{d-1}{2}\right\rfloor$. A binary quantum code is called quantum perfect if its parameters attain the quantum Hamming bound.

We note that the minimum distance of the quantum codes in Theorem 4 is three or four; thus, we have $t=1$ and the quantum Hamming bound is reduced to $1+3 n \leq 2^{n-k}$. It is easy to verify that none of the quantum codes in Theorem 4 are quantum perfect. For example, in Theorem 4 (1), $\left[\left[2^{\left|A_{1}\right|}-1,2^{\left|A_{1}\right|}-1-2\left|A_{1}\right|, 3\right]\right]_{2}$ quantum Hamming codes with $\left|A_{1}\right| \geq 3$ are quantum perfect if and only if $1+3\left(2^{\left|A_{1}\right|}-1\right)=4^{\left|A_{1}\right|}$, which is equivalent to $\left|A_{1}\right|=0$ or $\left|A_{1}\right|=1$. This implies that any of these quantum Hamming codes cannot be quantum perfect.

Remark 4. In $[17,18]$, the authors constructed many interesting binary quantum codes with minimum distance three or four. We compare our results with two papers $[17,18]$ as follows. First of all, one of the major differences between theirs and ours is the code length. The lengths of our quantum codes are even or odd. On the other hand, the lengths of these binary quantum codes are all even. Moreover, comparing the parameters in the tables in $[17,18]$ with the parameters of our quantum codes, we find that exactly one family of quantum codes are overlapped with theirs; these parameters are $\left[\left[2^{l}, 2^{l}-2 l-2,4\right]\right]_{2}$ with $l \geq 6$ in Theorem 4 (3). However, all other families of quantum codes are different from their parameters.

Remark 5. Tables 5 and 6 are obtained by using Theorem 4. We confirmed the optimality of the codes in the tables according to the database of Grassl [16], where he provides a list of binary quantum codes $[[n, k]]_{2}$ up to 256. We have constructed four families of binary quantum codes of infinite lengths in Theorem 4.

Table 5. Binary quantum codes with minimum distance three from Theorem 4.

| Parameters | Optimality | Remark |
| :---: | :---: | :---: |
| $[[7,1,3]]_{2}$ | Optimal | Steane code |
| $[[15,7,3]]_{2}$ | Optimal | Quantum Hamming code |
| $[[24,14,3]]_{2}$ | Almost optimal |  |
| $[[31,21,3]]_{2}$ | Almost optimal | Quantum Hamming code |
| $[[48,36,3]]_{2}$ | Almost optimal |  |
| $[[63,51,3]]_{2}$ | Almost optimal | Quantum Hamming code |
| $[[96,82,3]]_{2}$ | Almost optimal |  |
| $[[112,98,3]]_{2}$ | Almost optimal |  |
| $[[120,106,3]]_{2}$ | Almost optimal |  |
| $[[127,113,3]]_{2}$ | Almost optimal | Quantum Hamming code |
| $[[224,208,3]]_{2}$ | Almost optimal |  |
| $[[240,224,3]]_{2}$ | Almost optimal |  |
| $[[248,232,3]]_{2}$ | Almost optimal |  |
| $[[255,239,3]]_{2}$ | Almost optimal | Quantum Hamming code |

Table 6. Binary quantum codes with minimum distance four from Theorem 4.

| Parameters | Optimality | Reference |
| :---: | :---: | :---: |
| $[[8,0,4]]_{2}$ | Optimal | $[17]$ |
| $[[16,6,4]]_{2}$ | Optimal | $[17]$ |
| $[[24,14,4]]_{2}$ | Optimal | Theorem 4 |
| $[[32,20,4]]_{2}$ | Optimal | $[17]$ |
| $[[48,36,4]]_{2}$ | Optimal | Theorem 4 |
| $[[56,44,4]]_{2}$ | Optimal | Theorem 4 |
| $[[64,50,4]]_{2}$ | Optimal | $[17]$ |
| $[[96,82,4]]_{2}$ | Optimal | Theorem 4 |
| $\left[[112,98,4]_{2}\right.$ | Optimal | Theorem 4 |
| $[[120,106,4]]_{2}$ | Optimal | Theorem 4 |
| $[[128,112,4]]_{2}$ | Optimal | $[17]$ |
| $[[224,208,4]]_{2}$ | Optimal | Theorem 4 |
| $[[240,224,4]]_{2}$ | Optimal | Theorem 4 |
| $[[248,232,4]]_{2}$ | Optimal | Theorem 4 |
| $[[256,238,4]]_{2}$ | Optimal | $[17]$ |

## 5. Concluding Remarks

In this paper, we constructed binary linear codes by using order ideals in hierarchical posets with two levels. We also explicitly determined the weight distributions of these codes, and we obtained some necessary and sufficient conditions for the binary codes constructed using posets to be self-orthogonal. Employing the CSS construction of quantum codes, we obtained four infinite families
of binary quantum codes with minimum distance three or four. We also present Tables 5 and 6, which contain almost optimal or optimal binary quantum codes obtained from Theorem 4.

As a future work, we are interested in using other types of various posets for constructing more optimal binary linear codes, binary self-orthogonal codes, and optimal quantum codes.
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#### Abstract

The electric system scenario has been changing during the last years moving to a distributed system with a high penetration of renewables. Due to the unpredictable behavior of some renewables sources, the development of the energy management system is considered crucial to guarantee the reliability and stability of the system. At the same time, increasing the lifespan of the energy storage system is one of the most important points to take into account. In this sense, a software package implemented in the computer algebra system Maple is proposed in this work to control a grid-connected nanogrid with hybrid energy storage system (composed by batteries and supercapacitors). The energy management system considers several rules as the state of charge of the energy storage system, the photovoltaic power generation and the load profile, the nanogrid power trend and the energy prices. The improved performance of the nanogrid is proven by simulations in MATLAB/Simulink.


Keywords: energy management system; rule-based expert systems; microgrid; nanogrid; renewable energies

## 1. Introduction

The European Commission defines as main goals for 2030 a $40 \%$ reductions in greenhouse gas emissions compared to 1990 levels (although an increase up to $55 \%$ was recently established), a $32 \%$ share of green energies in the generation mix and an improvement of at least $32.5 \%$ in energy efficiency [1]). In this sense, a high penetration of renewable energies is currently being experienced.

Concurrently, microgrids (MG) are intended as the essential building blocks of smart grids, being the latter defined as "electricity network that can intelligently integrate the actions of all users connected to it (generators, consumers and those that do both) to efficiently deliver sustainable, economic and secure electricity supplies" [2]. At the same time, nanogrids (NGs) with various electric appliances were defined as kW scale smart grids that can combine different power sources with the help of information technology [3]. In the context of this paper, a NG is understood as a single-end user with embedded generation, storage and loads. Some examples of NG applications include households, buildings, businesses and campuses. This concept has been studied in several works in the last few years [4-7]. The NGs usually include emerging technologies as new power electronic converters acting as interfaces to distributed energy resources (DER), mainly based on renewable energy sources (RES) (e.g., solar and wind), which are able to operate in both grid-connected (GC) [4] and stand-alone (SA) [8,9] modes to supply the local consumers. The use of the energy storage system (ESS) is crucial in the NG operation to guarantee the continuity of supply. The optimal use of these resources allows the NG's users to obtain energy bills savings as the electricity is mainly supplied by the RES.

Furthermore, profits for owners of ESS and RES also rise because they can sell the energy to the utility grid during high-price periods $[4,10]$ or they can even locally optimize their resources by using a peer-to-peer energy sharing approach [11].

The "brain" of the NG is the energy management system (EMS), which determines the power flows between the main grid, the loads existing in the NG, and the different DERs to achieve a finite set of goals, providing several benefits for the NG's stakeholders. Some of these goals may include: a reduction in the NG operation costs, to maximize the overall efficiency, to minimize the peak demand and to minimize emissions or the fuel usage among others [12]. Communication between the EMS and other devices and sensors installed in the NG allows an optimal energy management by the EMS, collecting and computing some parameters, e.g., state of charge (SOC) of batteries, weather forecast, energy prices and consumption profiles [10]. Both DER and ESS are equipped with power electronic interfaces that are capable of tracking the set-points given by the EMS.

Once the NG topology has been designed and the main objectives to be met by the NG have been determined, the EMS can be implemented by different manners and techniques The techniques used for the EMS implementation in NG applications found in the literature can be based on: fuzzy logic control [10,13-16], linear programming [4,5], integer programming [17], dynamic programing [8], neural networks [10], a finite state machine [18], game theory approaches [7,19] and model predictive control [20]. The EMS for NG based on linear programming approaches defines a feasible region which is used to find the optimal solution considering a set of linear inequalities [4,5]. In order to reduce the computational time, the integer programming technique can be an alternative as expenses of relaxing the constraints, but the accuracy is sacrificed [17]. A neural network-based EMS has the advantage of being adaptive (with reinforcement learning) and being able to learn complex models. In fact, for our application field, the neural networks are commonly included in the forecast stage (e.g., solar irradiance) [10]. The implementation of a finite set of states to determine the operation mode of the NG by means of a finite state machine was studied in [18]. The main objectives were to provide ancillary services to the grid and to guarantee a coordination with the distribution system operation. From another side, some EMS for NG determines the operation mode by means of the Nash equilibrium point of the game $[7,19]$. This kind of method highlights because the motivation and incentives they generate among the users. Finally, model predictive control was used in a smart building EMS [20]. The basis of this technique is the analysis of the future trajectories of the plant states in a defined prediction horizon. Its main drawback is to require many plant parameters that can usually be unknown.

Fuzzy logic stands out among other control approaches for the design and implementation of EMS. Thus, this technique has been widely applied. In [13], fuzzy logic is applied to regulate the operation of the ESS of a direct current (DC) small microgrid and the energy trading. This fuzzy logic-based approach can also take into account the evolution of the energy prices, generation and demand [13]. As previously mentioned, if the MG/NG includes controllable loads (smart lighting, water pumps, etc.), the fuzzy logic control can perform some demand response strategies. Following this approach, an EMS for a residential grid-connected MG architecture based on wind and photovoltaic (PV) sources and ESS based on batteries is proposed in [14]. This study implements a $25-r u l e s$ based fuzzy logic control to smooth the power exchanged with the utility, but meeting at any time the power consumption and some ESS constrains. An extension of previous works that considers the problems derived from the unpredictable nature of the energy consumption and production can be found in [15]. In that document, power demand and generation trends are included as extra inputs to the fuzzy logic controller (consisting of 50 control rules that define the operation of the EMS). The optimization of such an approach in order to reduce the system complexity is presented by the same authors in [16].

In this work, a software package in the computer algebra system Maple (Maple is a trademark of Waterloo Maple Inc.) is developed and implemented as EMS for a gridconnected alternating current (AC) NG with a hybrid ESS and a PV system. The package
is based on a multi-criteria system approach, where several rules related to individual SOC, PV power, maximum charging/discharging ESS power, demanded power, NG power trend and energy prices are computed. The main goals of the proposed EMS are:
i. to smoothen the power exchanged with the utility; (be list format, and add the full bracket)
ii. to keep the SOC within secure thresholds;
iii. to apply energy curtailment to the PV power if required (when, for example, power injection into the utility network is not permitted by contract and there is a situation of high PV production, low local load and batteries fully charged);
iv. to guarantee a safety operation of the hybrid ESS in terms of power rating; and
v. to maximize the revenue coming from energy trading with the utility.

The contribution of this paper is as follows:

1. A new multi-criteria approach based on rules or knowledge is included in the EMS for controlling the operation of a NG.
2. The hybrid combination of batteries and supercapacitors at the residential level in the considered grid-connected NG is quite interesting for increasing the lifespan of such infrastructure.
3. The proposed package can be easily upgraded by including other rules or parameters in a very easy way. This fact is possible due to the powerful algebraic capabilities of Maple.
The rest of the paper is organized as follows. Section 2 describes the architecture and main variables of the NG under study as well as its modelling. Then, in Section 3; rules, constrains, thresholds and priorities are carefully described to develop the EMS. Sections 4-6 detail the step by step design of the multi-criteria computer package. Section 7 illustrates the NG performance through simulation results using MATLAB/Simulink (MATLAB and Simulink are registered trademarks of The MathWorks, Inc.) where the SOC improvements for both the battery and the supercapacitor are represented. Finally, Section 8 presents the main conclusions of this work.

## 2. Nanogrid (NG) under Study

The architecture of the residential NG under study is represented schematically in Figure 1. It is composed of a PV array with a peak power equal to 4 kW . The NG is capable to store electrical energy in the hybrid energy storage system (HESS) based on the association between a lead-acid battery pack and supercapacitors. The rated capacity of the battery pack and supercapacitors are 14.4 kWh and 15 F , respectively. Each of these equipment is connected to the DC voltage bus by means of a DC-DC power converter. A common DC-AC power converter interfaces the NG to the main grid, regulating the power flow between them. The static transfer switch (STS) connects the utility to the system at the PCC. Moreover, household loads belonging to the NG are also connected there.

### 2.1. NG Modelling

The PV and HESS are modelled to emulate the behavior of the DERs. The following subsections describe in detail the model implemented for the NG study by means of their mathematical expressions.

### 2.1.1. Photovoltaic (PV) Array Model

Manufacturers of PV modules provide the main parameters in their datasheet referred to reference values of irradiance $(W)$ and temperature $(T)$ at standard test conditions (STC), which corresponds to $1000 \mathrm{~W} / \mathrm{m}^{2}$ and $25^{\circ} \mathrm{C}$ and a family of curves that illustrates how the panel curves are modified when those values change. An example of the named main parameters is available in Table 1, which shows the main specifications of module Shell SP150 referred to STC.


Figure 1. The residential nanogrid considered in the study.

Table 1. Electrical characteristics of Shell SP150-P module at standard test conditions (STC).

| Parameter | Description | Value |
| :---: | :---: | :---: |
| $P_{m p p}(\mathrm{~W})$ | Power at maximum power point | 150 |
| $V_{m p p}(\mathrm{~V})$ | Voltage at maximum power point | 34 |
| $V_{o c}(\mathrm{~V})$ | Open circuit voltage | 43.4 |
| $I_{s c}(\mathrm{~A})$ | Short circuit current | 4.8 |

Most of the models in the literature assume the PV cell to be an electrical equivalent circuit (Figure 2). Those models require some parameters such as shunt resistance ( $R_{\text {sh }}$ ), series resistance $\left(R_{s}\right)$, the diode factor and the effective cell area. Nevertheless, they are not provided by the manufacturers in the datasheet, so this makes them complex to use.


Figure 2. Equivalent circuit of a photovoltaic (PV) cell.
Due to the aforementioned reasons, the mathematical model proposed in [21] is used in the NG study. Firstly, the PV current and voltage (I-V) curve in the STC is fitted and then the influence of irradiance and temperature is taken into account. The equations that describe the model are expressed as follows (1)-(5):

$$
\begin{equation*}
I_{p v}=I_{S C, T W}\left(1-B e^{\left(V_{p v}-V_{o c, T w}\right) / \tau}-(1-B) e^{\left(V_{p v}-V_{o C, T w}\right) / \tau / 2}\right) \tag{1}
\end{equation*}
$$

where $I_{p v}$ and $V_{p v}$ are the module current and voltage respectively. Short-circuit current at any irradiance and temperature conditions ( $I_{S C, T W}$ ) is determined as (2):

$$
\begin{equation*}
I_{S C, T W}=I_{S C, S T C} \frac{W}{W_{S T C}} \tag{2}
\end{equation*}
$$

In (2), $I_{S C, S T C}$ is the short-circuit current at STC, and $W$ and $W_{S T C}$ are the current and the reference irradiance ( $1000 \mathrm{~W} / \mathrm{m}^{2}$ ) respectively. Open-circuit voltage at any irradiance and temperature conditions $\left(V_{O C, T W}\right)$ are determined in (3):

$$
\begin{equation*}
V_{O C, T W}=V_{O C, S T C}-k_{T}\left(T-T_{S T C}\right)-k_{W}\left(W-W_{S T C}\right) / W \tag{3}
\end{equation*}
$$

with $V_{O C, S T C}, T_{S T C}, k_{T}$ and $k_{W}$ as the open-circuit voltage at STC, the reference temperature $\left(25^{\circ} \mathrm{C}\right)$ and the temperature and irradiance coefficient respectively. Constants $B$ and $\tau$ can be calculated by the expressions (4) and (5), being $V_{M P P}$ and $I_{M P P}$, the voltage and current values at the maximum power point (MPP) respectively:

$$
\begin{gather*}
B=\frac{1-\frac{I_{M P}}{I_{S C}}}{e^{\frac{V_{M P P}-V_{O C}}{\tau}}}  \tag{4}\\
\tau=\frac{V_{M P P}}{I_{M P P}}\left(I_{S C}-I_{M P P}\right) \tag{5}
\end{gather*}
$$

To validate the accuracy of the model, these equations are implemented in MATLAB/Simulink using as input parameters those in Table 1. Figure 3a,c represents the curves provided by the manufacturer and Figure 3b,d the simulated ones, respectively.


Figure 3. Current and voltage (I-V) photovoltaic (PV) curves. (a) I-V characteristics provided by the manufacturer for different irradiance values; (b) I-V characteristics simulated for different irradiance values; (c) I-V characteristics provided by the manufacturer for different temperatures and (d) I-V characteristics simulated for different temperatures.

### 2.1.2. Battery and Supercapacitor Models

One of the most common ESS model aims to estimate the battery open-circuit voltage $\left(V_{B A T, O C}\right)$ as a function of the battery current $\left(I_{B A T}\right)$. The estimated voltage can control a
voltage source in series with a resistance that models the instantaneous voltage drop due to the internal ESS resistance. $V_{B A T, O C}$ is obtained from (6) [22]:

$$
\begin{equation*}
V_{B A T, O C}=V_{B A T 0}-k \frac{Q}{Q-\int I_{B A T} d t}+A e^{\left(-B \int I_{B A T} d t\right)} \tag{6}
\end{equation*}
$$

where $V_{B A T 0}$ is the battery voltage, $K$ is the polarization voltage, $Q$ is the battery capacity, $\int I_{B A T} d t$ represents the actual battery charge, $A$ is the exponential zone amplitude and $B$ the exponential zone time constant inverse.

In a similar way, it is possible to develop a generic model based on the supercapacitor parameters. Supercapacitor voltage $\left(V_{S C}\right)$ is estimated by the Stern Equation (7) [23]:

$$
\begin{equation*}
V_{S C}=\frac{N_{S} Q_{T} d}{N_{p} N_{e} \varepsilon \varepsilon_{0} A_{i}}+\frac{2 N_{e} N_{S} R T}{F} \sinh ^{-1}\left(\frac{Q_{T}}{N_{p} N_{e}^{2} A_{i} \sqrt{8 R T \varepsilon \epsilon_{0} C}}\right) R_{S C u} i_{S C u} \tag{7}
\end{equation*}
$$

$N_{S}, N_{p}$ and $N_{e}$ represents the number of series and parallel supercapacitors, and the number of layers of electrodes respectively. $Q_{T}, d, \varepsilon, \varepsilon_{0}, F, R$ and $A_{i}$ correspond to the electric charge, molecular radius, permittivity of the material, permittivity of free space, Faraday constant, ideal gas constant and the area between electrodes and electrolyte. Finally, $R_{S C u}$ and $i_{S C u}$ stand for the total resistance and the supercapacitor current.

## 3. Residential Nanogrid Energy Management System

According to Figure 1, the power flow is considered positive in the direction of the corresponding black arrows. Red arrows represent the possibility of each element of the system to operate in unidirectional or bidirectional way. From the same figure, the main power flow relationships are derived as:

$$
\begin{gather*}
P_{N E T}=P_{L O A D}-P_{P V}  \tag{8}\\
P_{H E S S}=P_{B A T}+P_{S C}  \tag{9}\\
P_{N G}=P_{P V}+P_{B A T}+P_{S C} \tag{10}
\end{gather*}
$$

where $P_{N E T}$ represents the net power. $P_{P V}$ and $P_{L O A D}$ corresponds to the PV power and the power demanded by the household loads respectively. At the same time, $P_{H E S S}, P_{B A T}$ and $P_{S C}$ are the injected power by the HESS (total storage system, battery and supercapacitors). Finally, $P_{N G}$ is the power generated by the residential NG under study. Furthermore, the power demanded from the utility $P_{\text {GRID }}$ is positive when it injects power to the NG.

### 3.1. Hybrid Energy Storage System (HESS) Strategy and Constraints

Both battery and supercapacitor powers must be limited during their charging $\left(P_{B A T-C}\right.$ and $P_{S C-C}$ ) and discharging $\left(P_{B A T-D}\right.$ and $\left.P_{S C-D}\right)$ cycles to ensure their safety and life. In this sense, the following constrains have to be accomplished at any time ((11)-(14)):

$$
\begin{align*}
P_{B A T-D} & \leq P_{B A T-D}^{\max }  \tag{11}\\
P_{B A T-C} & \leq P_{B A T-C}^{\max }  \tag{12}\\
P_{S C-D} & \leq P_{S C-D}^{\max }  \tag{13}\\
P_{S C-C} & \leq P_{S C-C}^{\max } . \tag{14}
\end{align*}
$$

Just in case any of the previous variables overpass their maximum limits, the EMS will have to saturate the corresponding value, rearranging the energy surplus somehow. At the same time, the HESS has to operate within healthy SOC limits. Assuming that the initial SOC $\left(S O C_{0}\right)$ is known, the current SOC for the battery and supercapacitors can be estimated. The selected method for estimating the current battery SOC is based on the Coulomb counting method, which integrates the battery current flow over time. This
method presents a simple implementation and just one measurement is required. In our particular case, the current flowing from the battery to the DC bus is considered positive and the current battery SOC $\left(S O C_{B A T}\right)$ is determined by Equation (15) [24]:

$$
\begin{equation*}
S O C_{B A T}(\%)=\operatorname{SOC}_{0}(\%)-\frac{\int_{0}^{t} i_{B A T}(t) d t}{Q_{B A T}} \cdot 100 \tag{15}
\end{equation*}
$$

with $i_{B A T}(t)$ and $Q_{B A T}$ as the battery current (A) and capacity (Ah), respectively. To determine the supercapacitor SOC (i.e., $S O C_{S C}$ ), the following expression is derived (16) [25]:

$$
\begin{equation*}
\operatorname{SOC}_{S C}(\%)=\frac{1}{3}\left[4\left(\frac{V_{S C}}{V_{S C}^{N O M}}\right)^{2}-1\right] \cdot 100 \tag{16}
\end{equation*}
$$

In (16), $V_{S C}$ and $V_{S C}^{N O M}$ are the supercapacitor voltage and the supercapacitor nominal voltage. The HESS deals with several functionalities. For example, depending on the energy price, the HESS or the utility will release power when $P_{N E T}>0$ if possible. The battery and the supercapacitors can also fulfill energy shifting by storing energy in some strategical times. For these kinds of purposes, the SOC is considered as a crucial issue. The ideal situation for any practical NG operation would be to keep the SOC around $50 \%$. To further distinguish a multi-criteria based decision making, five SOC intervals are proposed. The SOC is divided by 4 user-customizable levels, $k_{1}, \ldots, k_{4}$, which can be different for the battery and for the supercapacitors. Figure 4 represents such different levels and the action to be taken (if possible).

## SOC $_{\text {BAT }}$, SOC $_{\text {SC }}$



Figure 4. State of charge (SOC) intervals and corresponding energy management system (EMS) action.
As an example, if $k_{4 B A T}<S O C_{B A T}<k_{3 B A T}$ and $P_{N E T}>0$, probably (depending on other factors) the utility will provide power to guarantee the load supply and to charge the battery. Another situation could be that $0<S O C_{S C}<k_{4 S C}$ and $k_{2 B A T}<S O C_{B A T}<k_{1 B A T}$,
and, depending on other factors to be detailed later, the battery will inject power to the supercapacitors.

In order to distribute the amount of $P_{\text {HESS }}$ that will be delivered or stored by the battery or by the supercapacitor, the following reasons are considered. Batteries are usually devoted to providing the bulk of energy in the long term, presenting a slow dynamic. Meanwhile, supercapacitors are suitable for providing or absorbing the power generation or demand peaks because of its fast response. In this sense, many previous works like [25,26] aim to distinguish between the low-frequency component and the high-frequency component of the power to be delivered/absorbed by the HESS. For this purpose, a conventional lowpass filter (LPF) will be used to extract the low-frequency component, which is $\operatorname{LPF}\left(P_{N E T}\right)$. Then, the power sharing will be as follows (17) and (18):

$$
\begin{gather*}
P_{B A T}=L P F\left(P_{N E T}\right)-P_{G R I D}  \tag{17}\\
P_{S C}=P_{N E T}-P_{B A T} . \tag{18}
\end{gather*}
$$

### 3.2. NG Net Power Trend

A quite interesting parameter to develop operation rules in the EMS for controlling the NG is the consideration of both the generation and consumption trend within the NG. The NG net power trend $\left(P_{N E T}^{T}\right)$ can be understood as the predicted behavior of the net power. This parameter can help to improve the NG capability by storing or delivering power. In this sense, the NG can anticipate a future scenario with a more adequate HESS state. The $P_{N E T}^{T}$ will help to smooth the power exchanged with the main grid and to improve the $S O C_{B A T}$, besides contributing to increase the revenues for the NG users. It is important to note that this parameter will have only influence in the low-frequency component of $P_{\text {HESS }}$, that is, in the battery power. Calculation of $P_{N E T}^{T}$ is based on the derivative of $P_{N E T}$ (19):

$$
\begin{equation*}
P_{N E T}^{T}=\frac{\operatorname{LPF}\left(P_{N E T}(t)\right)-\operatorname{LPF}\left(P_{N E T}(t-1)\right)}{T_{S}} \tag{19}
\end{equation*}
$$

where $T_{S}$ is the sample rate (in the considered case of study is one hour).
A positive slope of $P_{N E T}$ means that $P_{P V}$ is increased and/or $P_{L O A D}$ is decreased. Nevertheless, a negative slope is related to an increase in $P_{P V}$ generation and/or a reduction in $P_{L O A D}$. At the same time, $P_{N E T}^{T}$ values can be classified into several ranges: positive, slightly positive, zero, slightly negative or negative. Thresholds to determine this classification can be user-defined, depending on the power rating. In the NG under study, four thresholds are considered $\left(\tau_{1}, \tau_{2}, \tau_{3}\right.$ and $\left.\tau_{4}\right)$ to define five ranges for $P_{N E T}^{T}$, as shown in Table 2.

Table 2. Proposed ranges for $P_{N E T}^{T}$.

| Interval for $P_{N E T}^{T}$ | Consideration |
| :---: | :---: |
| $P_{N E T}^{T} \geq \tau_{1}$ | Power trend positive |
| $\tau_{1} \geq P_{N E T}^{T} \geq \tau_{2}$ | Power trend slightly positive |
| $\tau_{2} \geq P_{N E T}^{T} \geq \tau_{3}$ | Power trend null |
| $\tau_{3} \geq P_{N E T}^{T} \geq \tau_{4}$ | Power trend slightly negative |
| $\tau_{4} \geq P_{N E T}^{T}$ | Power trend negative |

An example of a possible rule in our expert system based on the consideration of $P_{N E T}^{T}$ could be as follows. If $\tau_{4}<P_{N E T}^{T}<\tau_{3}$ (slightly negative) and $k_{2 B A T}<S O C_{B A T}<k_{1 B A T}$ (obligatory discharge), and, depending on other factors to be detailed later, the battery will supply the load power instead of the main grid.

### 3.3. PV Power Regulation

The main goal of a PV system is usually the extraction of the maximum possible power from the panels, i.e., operation at the MPP is required. This operation corresponds to the
maximum environmental benefits and renewable resources exploitation but, in certain situation, it could be required to apply power generation curtailment, changing from MPP operation mode to reference power point (RPP) operation mode. In this work, the operation at RPP will be taken as a secondary option due to the aforementioned reasons. At the same time, RPP can help to maintain SOC $_{\text {BAT }}$ and SOC ${ }_{S C}$ within healthy limits (for example, if $P_{\text {LOAD }}$ is low and $\mathrm{SOC}_{\text {BAT }}$ is high) or for providing ancillary services to the main grid (voltage and frequency regulation). There are several approaches to implement a RPP algorithm in the PV DC/DC power converter. This algorithm calculates the proper duty cycle for the power electronics switches to make the PV array working at any reference working point. In this paper, an algorithm based on the perturb and observe ( $\mathrm{P} \& \mathrm{O}$ ) method with adaptive step to minimize the power fluctuation is implemented. Details of this method are available in [27].

Figure 5 represents a typical $P-V$ curve where the maximum power point with coordinates ( $V_{M P P}, P_{M P P}$ ) is marked. The EMS will generate a reference power for the PV system $\left(P_{P V}^{R E F}\right)$ depending on a specific situation. As can be seen, there are two feasible points that correspond with $P_{P V}^{R E F}$ ( $x$ and $y$ ). The one placed at the right of the MPP will be the desired one for a better operation as $V_{P V}$ is higher (leading to a reduced duty cycle). For example, if during the NG operation $P_{\text {LOAD }}$ is low and SOC $_{\text {BAT }}$ is high, and at the same time the utility is not available, the EMS will determine the appropriate $P_{P V}^{R E F}$.


Figure 5. Traditional $P-V$ curve.

### 3.4. Energy Price

The NG under study can produce renewable energy for its own usage and sell excess to the main grid. Besides the aim of obtaining a friendly bi-directional operation between the NG and the utility, maximization of revenues is interesting to incentive the NG user in this business model, establishing negotiations with the utility or any aggregator [19]. At the same time, the HESS can store the energy surplus to be delivered during high-price time periods. In the case supposed in this paper, the EMS considers the same energy price for selling the energy by the NG to the utility and vice versa. At the same time, high-price and low-price periods are distinguished.

### 3.5. Comtrol Rules

The proposed EMS strategy consists of a set of rules to control the energy flow between the different components of the NG. The main objectives are the stability and the economy of the system. From the stability point of view, the power generation must satisfy the load demand at any time, and the AC system voltage and frequency must remain within the allowed range. From the economic point of view, the cost must be reduced as much as
possible under the premise of guaranteeing system stability. The instructions at time $t+1$ are computed using multi-objective optimization rules at time $t$. Taking into account the consideration mentioned in the previous sub-sections, the detailed rules are summarized in Tables 3-5. The NG is working in grid-connected mode and the PV is operating at MPP. Remind that $P_{N E T}^{T}$ is not controllable as no demand response strategy is applied.

Table 3. EMS control rules for charging/discharging the batteries.

|  | $\begin{gathered} \text { St.1: } \\ P_{N E T}^{T} \geq \tau_{1} \end{gathered}$ |  | $\begin{gathered} \text { St.2: } \\ \tau_{1} \geq P_{\text {NET }}^{T} \geq \tau_{2} \\ \hline \end{gathered}$ |  | $\begin{gathered} \text { St.3: } \\ \tau_{2} \geq P_{N E T}^{T} \geq \tau_{3} \end{gathered}$ |  | $\begin{gathered} \text { St.4: } \\ \tau_{3} \geq P_{N E T}^{T} \geq \tau_{4} \end{gathered}$ |  | $\begin{gathered} \text { St.5: } \\ \tau_{4} \geq P_{N E T}^{T} \\ \hline \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { St.1: } \\ 100 \% \geq \text { SOC }_{\text {BAT }} \geq k_{1 B A T} \\ \text { (strongly charged) } \end{gathered}$ | B2L | N2G | B2L | $\begin{aligned} & \text { N2G } \\ & \text { B2G } \end{aligned}$ | $\begin{aligned} & \text { B2L } \\ & \text { B2G } \end{aligned}$ | $\begin{aligned} & \text { N2G } \\ & \text { B2G } \end{aligned}$ | $\begin{aligned} & \text { B2L } \\ & \text { B2G } \end{aligned}$ | $\begin{aligned} & \text { N2G } \\ & \text { B2G } \end{aligned}$ | $\begin{aligned} & \text { B2L } \\ & \text { B2G } \end{aligned}$ | $\begin{aligned} & \text { N2G } \\ & \text { B2G } \end{aligned}$ |
| $\begin{gathered} \mathrm{St.2}^{\mathrm{S} .2:} \\ k_{\text {(charged) }} \geq k_{2 B A T} \end{gathered}$ | B2L | N2G | $\begin{aligned} & \hline \text { B2L } \\ & \text { B2G } \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \text { N2G } \\ & \text { B2G } \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \text { B2L } \\ & \text { B2G } \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \text { N2G } \\ & \text { B2G } \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \text { B2L } \\ & \text { B2G } \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \text { N2G } \\ & \text { B2G } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { B2L } \\ & \text { B2G } \end{aligned}$ | $\begin{aligned} & \text { N2G } \\ & \text { B2G } \end{aligned}$ |
|  |  |  | B2L | N2G | B2L | N2G | $\begin{aligned} & \hline \text { B2L } \\ & \text { B2G } \end{aligned}$ | $\begin{aligned} & \text { N2G } \\ & \text { B2G } \end{aligned}$ |  |  |
| $\begin{gathered} \text { St. } 3: \\ k_{2 B A T} \geq S_{B A T} \geq k_{3 B A T} \\ \text { (intermediated) } \end{gathered}$ | $\begin{aligned} & \text { G2L } \\ & \text { G2B } \end{aligned}$ | N2B | B2L | $\begin{aligned} & \hline \text { N2G } \\ & \text { B2G } \\ & \hline \end{aligned}$ | B2L | $\begin{aligned} & \hline \text { N2G } \\ & \text { B2G } \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \text { B2L } \\ & \text { B2G } \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \text { N2G } \\ & \text { B2G } \end{aligned}$ | B2L | $\begin{aligned} & \text { N2G } \\ & \text { B2G } \end{aligned}$ |
|  |  |  | $\begin{aligned} & \hline \text { B2L } \\ & \text { G2L } \end{aligned}$ | N2B | G2L | N2G | B2L | N2G |  |  |
| St. 4 : <br> $k_{3 B A T}>S O C_{B A T}>k_{4 B A T}$ | $\begin{aligned} & \text { G2L } \\ & \text { G2B } \end{aligned}$ | $\begin{aligned} & \text { N2B } \\ & \text { G2B } \end{aligned}$ | B2L | N2G | B2L | $\begin{aligned} & \text { N2G } \\ & \text { N2B } \end{aligned}$ | $\begin{aligned} & \text { B2L } \\ & \text { B2G } \end{aligned}$ | $\begin{aligned} & \text { N2G } \\ & \text { B2G } \end{aligned}$ | G2L | N2G |
| (discharged) |  |  | $\begin{aligned} & \text { B2L } \\ & \text { G2L } \end{aligned}$ | N2B | $\begin{aligned} & \hline \text { B2L } \\ & \text { G2L } \\ & \hline \end{aligned}$ | N2B | B2L | N2G |  |  |
| $\begin{gathered} \text { St.5: } \\ k_{4 B A T} \geq{S O C_{B A T} \geq 0 \%}_{\text {(strongly discharged) }} \end{gathered}$ | $\begin{aligned} & \text { G2L } \\ & \text { G2B } \end{aligned}$ | $\begin{aligned} & \text { N2B } \\ & \text { G2B } \end{aligned}$ | $\begin{aligned} & \text { G2L } \\ & \text { G2B } \end{aligned}$ | $\begin{aligned} & \text { N2B } \\ & \text { G2B } \end{aligned}$ | $\begin{aligned} & \text { G2L } \\ & \text { G2B } \end{aligned}$ | $\begin{aligned} & \text { N2B } \\ & \text { G2B } \end{aligned}$ | $\begin{aligned} & \text { G2L } \\ & \text { G2B } \end{aligned}$ | N2B | G2L | N2B |

Table 4. EMS control rules for supercapacitors.


Table 5. EMS control rules for the PV system.

|  | $\begin{gathered} \text { St.1: } \\ P_{N E T}^{T} \geq \tau_{1} \end{gathered}$ |  | $\begin{gathered} \text { St.2: } \\ \tau_{1} \geq P_{N E T}^{T} \geq \tau_{2} \end{gathered}$ |  | $\begin{gathered} \text { St.3: } \\ \tau_{2} \geq P_{N E T}^{T} \geq \tau_{3} \end{gathered}$ |  | $\begin{gathered} \text { St.4: } \\ \tau_{3} \geq P_{N E T}^{T} \geq \tau_{4} \end{gathered}$ |  | $\begin{gathered} \text { St.5: } \\ \tau_{4} \geq P_{N E T}^{T} \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { St. } 1 \\ 100 \% \geq \text { SOC }_{B A T} \geq k_{1 B A T} \\ (\text { strongly charged }) \end{gathered}$ | MPPT | RPPT | MPPT | RPPT | RPPT | RPPT | RPPT | RPPT | RPPT | RPPT |
| $\begin{gathered} \text { St. } 2: \\ k_{1 B A T} \geq S_{B A T} \geq k_{2 B A T} \\ \text { (charged) } \end{gathered}$ | MPPT | RPPT | MPPT | RPPT | RPPT | RPPT | RPPT | RPPT | RPPT | RPPT |
| $\begin{gathered} \text { St. } 3: \\ k_{2 B A T} \geq S O C_{B A T} \geq k_{3 B A T} \\ \text { (intermediated) } \end{gathered}$ | MPPT | MPPT | MPPT | RPPT | RPPT | RPPT | RPPT | RPPT | RPPT | RPPT |
| $\begin{gathered} \text { St. } 4: \\ k_{3 B A T} \geq S_{\text {(discharged) }} \geq k_{4 B A T} \\ \hline \end{gathered}$ | MPPT | MPPT | MPPT | MPPT | MPPT | MPPT | MPPT | MPPT | MPPT | MPPT |
| $\begin{gathered} \text { St. } 5: \\ k_{4 B A T} \geq S O C_{B A T} \geq 0 \% \\ \text { (strongly discharged) } \end{gathered}$ | MPPT | MPPT | MPPT | MPPT | MPPT | MPPT | MPPT | MPPT | MPPT | MPPT |

Table 3 shows the rules regarding charging/discharging the batteries and the injecting/extracting power into/from the utility grid, related to conditions about power production and load. The following acronyms are used for the power flows: B2L: Battery to load; B2G: Battery to Grid; G2B: Grid to Battery; N2G: Surplus to Grid; N2B: Surplus to Battery; G2L: Grid to Load. The inputs are $\mathrm{SOC}_{\mathrm{BAT}}$ and $P_{N E T}^{T}$. Each cell is divided into two or four sub-cells. The latter occupy the central part of the table. Within each cell, the sub-cells on the left represent the case of $P_{N E T}>0$ and those on the right $P_{N E T}<0$. On the other hand, also within each cell, the top ones correspond to the case of high energy prices and the bottom ones to low energy prices. When a sub-cell contains two lines, it indicates that two actions are executed simultaneously, both with equal power flow. For the cells outside the central box, the SOC is in the limit zone and $P_{N E T}^{T}$ presents a strong slope. In such a case, the priority will be to redirect the SOC to the central zone in order to assure the battery health. On the other hand, in the cells in the central box, attention will also be paid to the power purchase/sale price in order to get economic benefits. The reading of one of the cells is given below as an example (the one highlighted in yellow):

If ( $k_{3 B A T} \geq S O C_{B A T} \geq k_{4 B A T}$-battery discharged) and ( $\tau_{1} \geq P_{N E T}^{T} \geq \tau_{2}$-trends is slightly positive (more power will be required for $\left.P_{\text {LOAD }}\right)$ ) and ( $P_{\text {NET }}>0$-more power is required for $\left.\mathrm{P}_{\text {LOAD }}\right)$ ) and (price is low) then the load will be supplied by the grid ( $50 \%$, as the price is low) and by the battery ( $50 \%$ )(as we are not in the state of the battery "strongly discharged").
Table 4 shows the rules regarding the regulation of the SOC in the supercapacitors. The following acronyms are used for the power flows: B2SC: Battery to Supercapacitor; G2SC: Grid to Supercapacitor. Inside each main cell, division in left and right corresponds to high-price and low-price time respectively.

Table 5 shows the rules regarding the regulation the operation mode in the PV system: MPPT: Maximum Power Point Tracking; RPPT: Reference Power Point Tracking. Inside each main cell, the division into left and right corresponds to $P_{N E T}>0$ and $P_{N E T}<0$.

## 4. The Associated Rule-Based Expert System (RBES)

The NG described in this paper is a first step of a new development in the line of research of these authors. Therefore, the method and the representation of knowledge chosen is a frame designed to be reused in more complex (detailed) scenarios.

On the one hand, the experts summarize the electrical knowledge in tables, the conclusions of which have to be concatenated (in this first step that will take place only with Tables 3-5, but will be increased when further details are considered in future extensions
of this work). The advantages of using rules when deductions have to be concatenated are well known.

### 4.1. Analysing the Structuring of the Information in the Tables

Let us use Table 3 to illustrate the procedure. This table is not homogeneous, as some cells have been merged.

Four variables are considered as input:

$$
\text { SOC }_{B A T}, P^{T}{ }_{N E T}, P_{N E T}, \text { price }
$$

and 5 intervals are distinguished for the first and second variables and 2 possibilities for the third and fourth variables. In the expert system they will be abbreviated for the sake of simplicity:

- $S O C_{B A T}: x_{1}, x_{2}, x_{3}, x_{4}, x_{5}$
- $\quad P^{T}{ }_{N E T}: y_{1}, y_{2}, y_{3}, y_{4}, y_{5}$
- $P_{\text {NET }}: z_{1}, z_{2}$
- Price: $u_{1}, u_{2}$

There are 6 possible conclusions (operations modes):
GRID2LOAD, GRID2BAT, NET2GRID, NET2BAT, BAT2LOAD, BAT2GRID.

In some cases (cells) there is one operation mode to be carried out, but in other cases there are two to be carried out.

In this case we would initially have a table with $5^{2} \times 2^{2}$ cells $=100$ cells. Nevertheless, the experts in electrical grids have grouped all cells outside the dark black rectangle in pairs (the third variable, $z$, is not considered for those cells), resulting in double height cells outside the dark black rectangle. One example is the upper left cell:

BAT2LOAD is recommended if we have $x_{1}$ and $y_{1}$ and $u_{1}$ (despite having $z_{1}$ or $z_{2}$ )
(these groupings are from an engineering origin: in many cases it does not matter whether we have $z_{1}$ or $z_{2}$ : the same operation mode(s) is(are) recommended).

The table with abbreviated names of variables can be found in Table 6.

### 4.2. Combinatorial Manual Grouping of the Information in the Tables

For instance, the cell in the upper left corner of the table can be merged with the one below it. The same can be said about the two cells to their right.

There are many other possible groupings. Using colors can simplify viewing possible groupings (a task to be performed by a second group of experts: mathematicians or computer scientists, that have to consider which cells can be easily grouped into a single logic rule or into a few logic rules).

For instance, as exactly one $y_{i}$ must hold (because the intervals considered for $P_{N E T}{ }^{T}$ are mutually exclusive), the information provided by all the cells containing GRID2BAT in the lower row of Table 6 (all columns but the last three ones) can be summarized as follows:

$$
\text { IF } \times 5 \text { AND (NOT(y4 AND u2) OR NOT y5) THEN GRID2BAT }
$$

that is, "in the situation described by the last row ( x 5 ) and any of the possibilities for the columns yi ( $i \in\{1,2,3,4,5\}$ ) except ((simultaneously y4 and u2) or y5) then GRID2BAT is operation mode is recommended". If we use the usual logic symbols: $\wedge$ (conjunction), $\vee$ (disjunction), $\neg$ (negation) and $\rightarrow$ (implication), it can be written:

$$
\mathrm{x} 5 \wedge(\neg(\mathrm{y} 4 \wedge \mathrm{u} 2) \vee \neg \mathrm{y} 5) \rightarrow G R I D 2 B A T
$$

Table 6. Table 3 with the notation of the rule-based expert system (RBES).

| TABLE NUMBER 6 |  | y1 |  | y2 |  | y3 |  | y4 |  | y5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | u1 | u2 | u1 | u2 | u1 | u2 | u1 | u2 | u1 | u2 |
| x1 | $\frac{\mathrm{z} 1}{\mathrm{z} 2}$ | $\begin{gathered} \text { BAT } \\ 2 \\ \text { LOAD } \end{gathered}$ | $\begin{gathered} \hline \text { NET } \\ 2 \\ \text { GRID } \end{gathered}$ | $\begin{gathered} \text { BAT } \\ 2 \\ \text { LOAD } \end{gathered}$ | NET2GRID BAT2GRID | BAT2LOAD BAT2GRID | NET2GRID | $\begin{aligned} & \text { BAT2LOAD } \\ & \text { BAT2GRID } \end{aligned}$ | NET2GRID BAT2GRID | $\begin{aligned} & \text { BAT2LOAD } \\ & \text { BAT2GRID } \end{aligned}$ | $\begin{aligned} & \text { NET2GRID } \\ & \text { BAT2GRID } \end{aligned}$ |
| x2 | $\frac{\mathrm{z} 1}{\mathrm{z} 2}$ | $\begin{gathered} \text { BAT } \\ 2 \\ \text { LOAD } \end{gathered}$ | $\begin{gathered} \text { NET } \\ 2 \\ \text { GRID } \end{gathered}$ | BAT2LOAD BAT2GRID BAT2LOAD | NET2GRID BAT2GRID NET2GRID | BAT2LOAD BAT2GRID BAT2LOAD | NET2GRID BAT2GRID NET2GRID | BAT2LOAD <br> BAT2GRID <br> BAT2LOAD <br> BAT2GRID | NET2GRID BAT2GRID NET2GRID BAT2GRID | BAT2LOAD | $\begin{aligned} & \text { NET2GRID } \\ & \text { BAT2GRID } \end{aligned}$ |
| x3 | $\frac{\mathrm{z} 1}{\mathrm{z} 2}$ | $\begin{aligned} & \text { GRID2LOAD } \\ & \text { GRID2BAT } \end{aligned}$ | $\begin{gathered} \text { NET } \\ 2 \\ \text { BAT } \end{gathered}$ | $\begin{aligned} & \text { BAT2LOAD } \\ & \text { BAT2LOAD } \\ & \text { GRID2LOAD } \\ & \hline \end{aligned}$ | NET2GRID BAT2GRID NET2BAT | BAT2LOAD GRID2LOAD | NET2GRID BAT2GRID NET2GRID | BAT2LOAD BAT2GRID BAT2LOAD | NET2GRID BAT2GRID NET2GRID | $\begin{gathered} \text { BAT } \\ 2 \\ \text { LOAD } \end{gathered}$ | NET2GRID BAT2GRID |
| x4 | $\frac{\mathrm{z} 1}{\mathrm{z}^{2}}$ | $\begin{aligned} & \text { GRID2LOAD } \\ & \text { GRID2BAT } \end{aligned}$ | $\begin{aligned} & \text { NET2BAT } \\ & \text { GRID2BAT } \end{aligned}$ | $\begin{aligned} & \text { BAT2LOAD } \\ & \text { BAT2LOAD } \\ & \text { GRID2LOAD } \end{aligned}$ | NET2GRID NET2BAT | $\begin{aligned} & \text { BAT2LOAD } \\ & \text { BAT2LOAD } \\ & \text { GRID2LOAD } \end{aligned}$ | NET2GRID NET2BAT NET2BAT | BAT2LOAD BAT2GRID BAT2LOAD | NET2GRID BAT2GRID NET2GRID | $\begin{gathered} \text { GRID } \\ 2 \\ \text { LOAD } \end{gathered}$ | $\begin{gathered} \text { NET } \\ 2 \\ \text { GRID } \end{gathered}$ |
| x5 | $\begin{gathered} \hline \text { z1 } \\ \hline \text { z2 } \end{gathered}$ | GRID2LOAD GRID2BAT | NET2BAT GRID2BAT | GRID2LOAD GRID2BAT | $\begin{aligned} & \text { NET2BAT } \\ & \text { GRID2BAT } \end{aligned}$ | $\begin{aligned} & \text { GRID2LOAD } \\ & \text { GRID2BAT } \end{aligned}$ | $\begin{aligned} & \text { NET2BAT } \\ & \text { GRID2BAT } \end{aligned}$ | $\begin{aligned} & \text { GRID2LOAD } \\ & \text { GRID2BAT } \end{aligned}$ | $\begin{gathered} \text { NET } \\ 2 \\ \text { BAT } \end{gathered}$ | $\begin{gathered} \hline \text { GRID } \\ 2 \\ \text { LOAD } \\ \hline \end{gathered}$ | $\begin{gathered} \hline \text { NET } \\ 2 \\ \text { BAT } \\ \hline \end{gathered}$ |

Nevertheless, that would imply to include an integrity constraint describing that exactly one $y_{i}$ must hold. A preferable alternative equivalent way to express it (without the need to include integrity constraints) is:

$$
x 5 \wedge(y 1 \vee y 2 \vee y 3 \vee(y 4 \wedge u 1)) \rightarrow G R I D 2 B A T
$$

that is, "in the situation described by the last row (x5) and the columns (y1 or y2 or y3 or ( y 4 and u 1 )) then GRID2BAT operation mode is recommended".

An advantage of the logic rule translation is that there are no problems if the groupings do not describe a partition of the set of cells but a covering, that is, if the subsets of cells are not disjointed two by two-that will only allow a conclusion (that is, the operation mode(s)) to be reached by forward firing more than one rule, which is not a problem.

For instance, an exact description of the information provided by the three cells containing GRID2BAT in the antepenultimate and penultimate rows and the first and second columns of the table is:

$$
((x 3 \vee x 4) \wedge y 1 \wedge u 1) \vee(x 4 \wedge y 1 \wedge u 2) \rightarrow G R I D 2 B A T
$$

which is equivalent to the two simpler rules:

$$
\begin{gathered}
(x 3 \vee x 4) \wedge y 1 \wedge u 1 \rightarrow G R I D 2 B A T \\
x 4 \wedge y 1 \rightarrow G R I D 2 B A T
\end{gathered}
$$

The latter rules describing two intersecting (non-disjoint) subsets of cells (these will be the rules R2 and R3 of our RBES). Note that this is a technique typically used in Karnaugh maps.

## 5. About the Inference Engine Chosen

We have decided to use the algebraic inference engine described in detail in [28,29]. Among the many available existing approaches, we have chosen this one because of our experience with it and because of the possibility to straightforwardly move to a multivalued modal logic in future extensions, if necessary.

### 5.1. A Brief Overview of the Algebraic Model for Logic

Let us consider the Boolean logic case. If there are $m$ propositional variables, $X_{1}, X_{2}$, $\ldots, X_{m}$, the algebraic model considers the polynomial variables $x_{1}, x_{2}, \ldots, x_{m}$ and the residue-class ring

$$
\mathrm{Z}_{2}\left[x_{1}, x_{2}, \ldots, x_{m}\right] /<x_{1}^{2}-x_{1}, x_{2}^{2}-x_{2}, \ldots, x_{m}^{2}-x_{m}>
$$

where $I=<x_{1}^{2}-x_{1}, x_{2}^{2}-x_{2}, \ldots, x_{m}^{2}-x_{m}>$ denotes the ideal generated by $x_{1}^{2}-x_{1}, x_{2}^{2}$ $-x_{2}, \ldots, x_{m}^{2}-x_{m}$. If $X \wedge Y X \vee Y, X$ xor $Y$ and $\neg X$ are translated by $x \cdot y, x+y-x \cdot y, x \cdot y$ and $1-x$, respectively, we have a ring isomorphism (or a Boolean algebra isomorphism, depending on the logic and algebraic operations considered).

The advantage of moving to the algebraic model is that we have an effective method for performing computations: Gröbner bases (and the derived normal form of a polynomial modulo an ideal) [30,31].

The main result is that $Q$ is a tautological consequence of $P(P \rightarrow Q)$ is equivalent in the algebraic model to NormalForm $(1-q,<1-p>+I)=0$, where $p$ and $q$ are the translations of $P$ and $Q$ in the polynomial model, respectively (and let us recall that $1-p$ and $1-q$ are the translations of $\neg P$ and $\neg Q$ in the polynomial model, respectively).

In the $n$-valued modal logic case ( $n$ prime) the only differences are:

- $Z_{n}$ is considered instead of $Z_{2}$ as the base field,
- the ideal $<x_{1}^{2}-x_{1}, x_{2}^{2}-x_{2}, \ldots, x_{m}{ }^{2}-x_{m}>$ is substituted by ideal $<x_{1}{ }^{\mathrm{n}}-x_{1}, x_{2}{ }^{\mathrm{n}}-x_{2}$, $\ldots, x_{m}{ }^{n}-x_{m}>$
so the polynomial ring considered is $Z_{n}\left[x_{1}, x_{2}, \ldots, x_{m}\right] /<x_{1}^{n}-x_{1}, x_{2}{ }^{n}-x_{2}, \ldots, x_{m}{ }^{n}-$ $x_{m}>$, and:
- the polynomial translations of the logic connectives do change.


### 5.2. A Brief Overview of the Algebraic Model for RBES (Boolean Case)

The facts, rules and integrity constraints are logic formulae stated as true. The rules and integrity constraints are fixed, meanwhile the set of facts stated as true change (although it must be a subset of the set of potential facts). The corresponding polynomial model presented in the previous subsection was $Z_{2}\left[x_{1}, x_{2}, \ldots, x_{m}\right] /<x_{1}{ }^{2}-x_{1}, x_{2}{ }^{2}-x_{2}$, $\ldots, x_{m}^{2}-x_{m}>=Z_{2}\left[x_{1}, x_{2}, \ldots, x_{m}\right] / I$.

As the facts, rules and integrity constraints are stated as true, if

- J is the polynomial ideal generated by the polynomial translation of the negation of the rules and integrity constraints, and
- K is the polynomial ideal generated by the polynomial translation of the negation of the given facts,
Then its polynomial model is the residue-class ring:

$$
\left(\mathrm{Z}_{2}\left[\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots, \mathrm{x}_{\mathrm{m}}\right] / \mathrm{I}\right) /(\mathrm{J}+\mathrm{K})=\mathrm{Z}_{2}\left[\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots, \mathrm{x}_{\mathrm{m}}\right] /(\mathrm{I}+\mathrm{J}+\mathrm{K})
$$

### 5.3. The Maple Implementation of the Algebraic Model for RBES

The algebraic model for RBES can be easily implemented in any computer algebra system (CAS). For instance, in the CAS Maple, the implementation is straightforward. Firstly the packages Groebner and Ore_algebra (that allow to define the polynomial ring where the computations will take place) have to be loaded.

Afterwards the polynomial variables have to be declared. For instance, in the case of Table 6 , we can store the $x, z, y, u$ variables and the conclusions (operation modes) GRID2LOAD, GRID2BAT, etc. in a sequence (denoted, for instance, SV).

Then the polynomial ring where computations have to take place and the ordering to be applied and the order between variables have to be declared, and the polynomial ideal $I$ has to be defined. At this point we are ready to define the polynomial translation of the logic connectives as Maple functions, which is straightforward and needs just 6 lines of code (the complete code required can be found in Appendix A in order the acquainted reader to be able to reproduce the computations).

For instance, the expression mentioned above:

$$
(x 3 \vee x 4) \wedge y 1 \wedge u 1 \rightarrow G R I D 2 B A T
$$

is translated into Rule 2 of the RBES just by typing:

$$
\text { R2: }=(x 3 \& O R x 4) \& A N D y 1 \& A N D ~ u 1 \& I M P ~ G R I D 2 B A T: ~
$$

which is very close to the usual notation in logic.

## 6. The Energy Management Nanogrid RBES Developed

The RBES developed will be described afterwards. It has been divided into 3 subsystems, each one dealing with the knowledge contained in one of the Tables 3-5.

### 6.1. Subsystem I

We have written 35 rules, similar to R2 in Section 5.3, that translate the knowledge contained in Table 6 (let as recall that this table is Table 3 with another notation). This translation can be made in several ways. The set (or list) of the negations of the chosen rules is a base of ideal J. Then we are ready to extract knowledge: if K is the ideal generated by the negation of the facts stated as true, the following two lines:
$>$ B:=Basis([op(iI),op(J),op(K)], Orde);
> NormalForm(NEG(NET2BAT),B,Orde);
determine if NET2BAT can be deduced from the facts stated as true, by forward firing the 35 rules. The complete code of this subsystem can be found in Appendix B.

Nevertheless, it is usually more convenient to directly determine which of the possible operation modes (GRID2LOAD, GRID2BAT, . . , BAT2GRID) are recommended. A brief procedure, that we have denoted operation_mode, allows us to do this with a single order (see Appendix C for details).

Moreover, obtaining the operation modes is not restricted to a single cell. Other more complex tasks can be solved by the RBES (see Appendix C).

Finally, we could underline that it is possible to check that the rules developed correctly translate the knowledge summarized in Table 6 using a procedure developed ad hoc (see Appendix D).

### 6.2. Subsystem II

The variables considered in the five rows of Table 4 were denoted $x_{1}, \ldots, x_{5}$ in Table 6. The variables in the upper part of Table $4\left(S O C_{S C}\right)$ are new, and are denoted $v_{1}, \ldots, v_{5}$, respectively. Each column is divided into two columns, corresponding variables of which (high-price, low-price), were denoted $z_{1}$ and $z_{2}$, respectively, in Table 6.

In this case we have written 4 rules that translate the knowledge contained in Table 4. For instance, the first rule, R101, is:

$$
(x 1 \vee x 2) \wedge(v 4 \vee v 5) \rightarrow B A T 2 S C
$$

The corresponding code and the way knowledge extraction is performed is similar to Subsystem I (see Appendix E).

### 6.3. Subsystem III

The variables considered in the five rows of Table 5 were denoted $x_{1}, \ldots, x_{5}$ in Table 6. Similarly, the variables in the upper part of Table 5 were denoted $y_{1}, \ldots, y_{5}$ in Table 6. Each column is divided into two columns, corresponding variables of which ( $\mathrm{P}_{\text {NET }}$ positive or negative) will be denoted $w_{1}, w_{2}$, respectively.

In this case we have written 7 rules that translate the knowledge contained in Table 5. For instance, the first rule, R201, is:

$$
(x 1 \vee x 2 \vee x 3) \wedge(y 1 \vee y 2) \wedge w 1 \rightarrow M P P T
$$

The corresponding code and the way knowledge extraction is performed is similar to Subsystem I (see Appendix F).

## 7. Simulations

The associated RBES acting as EMS to the NG under study which was defined in Section 2 is tested through simulation using MATLAB/Simulink. Figure 6a shows an hourly PV generation and load consumption profiles for the NG under study. These curves are considered quite realistic for a 4 kW peak power PV generation system during a sunny day. $P_{\text {NET }}$ is represented in Figure 6b. Positive and negative values of $P_{N E T}$ take place along the day. Thus, surplus or deficit must be compensated by the HESS or by the main grid. For simplicity, supposing that the main grid cannot participate $\left(P_{G R I D}=0\right), P_{B A T}$ is represented in Figure 6 c . It corresponds to the filtered value of $P_{\text {NET }}$. Meanwhile, the supercapacitors will compensate the peak power according to Equation (18) as depicted in Figure 6d. Subsequently, Figure 7a depicts $P_{\text {NET }}$ and its slope is produced by two hourly consecutive samples. These slopes can be positive or negative. At the same time, $P_{N E T}^{T}$ is displayed in Figure 7b.


Figure 6. HESS power distribution. (a) $P_{P V}$ and $P_{L O A D}$; (b) $P_{N E T}$; (c) $P_{B A T}$ and (d) $P_{S C}$.


Figure 7. NG net power trend analysis. (a) $P_{\text {NET }}$ and the slopes coming from two consecutive samples (hourly) and (b) $P_{N E T}^{T}$.

From $P_{N E T}$, just the sign (positive or negative) of this value is required as RBES input. The value of $P_{N E T}^{T}$ is given a consideration according to Table 2. For our case of study, thresholds equal to $1.5 \mathrm{~kW}, 0.5 \mathrm{~kW},-0.5 \mathrm{~kW}$ and -1.5 kW are selected as constants $\tau_{1}$, $\tau_{2}, \tau_{3}$ and $\tau_{4}$ respectively. Current values of the $S O C_{B A T}$ and $S O C_{S C}$, calculated with Equations (15) and (16), define specific intervals according to Figure 4. These intervals will also feed the RBES back (the facts stated as true at each moment). Regarding the SOC for both the battery and the supercapacitor, the following levels: $80 \%, 65 \%, 35 \%$ and $20 \%$, were chosen for $k_{1}, k_{2}, k_{3}$ and $k_{4}$.

Considering as initial $S O C_{B A T}$ equal to $50 \%$ and initial $S O C_{S C}$ equal to $35 \%$, the control of the NG with the proposed EMS and its associated RBES, clearly improves the performance of the HESS. Figure 8 represents the corresponding SOC before $\left(S O C_{B A T}\right.$ and $S O C_{S C}$ ) and after considering the proposed control (SOC' ${ }^{\text {BAT }}$ and $S O C$ ' ${ }_{S C}$ ). Before the EMS activation, $S O C_{B A T}$ reaches almost $100 \%$ (around 20:00 p.m.) and falls $10 \%$ (around 10 a.m.). The maximum $S O C_{S C}$ corresponds to $14: 30$ p.m., with around $65 \%$. On the other
hand, at 7:30 a.m. the $S O C_{S C}$ is around 5\%. As we can see in Figure 8, after applying the proposed control, both SOC are maintained close to $50 \%$ during the day. Thus, both SOC are kept within secure thresholds, guarantying a safety operation of the HESS.


Figure 8. Improved performance of the NG thanks to the RBES acting as EMS. (a) $S O C_{B A T}$ and $S O C^{\prime}$ BAT and (b) SOC SC $^{\text {and }}$ SOC'sc.

Finally, battery and supercapacitor powers before and after ( $P^{\prime}{ }_{B A T}$ and $P^{\prime} S_{S C}$ respectively) the EMS activation are represented in Figure 9a,b. Thanks to the EMS the system has a smoother response which also helps to improve the HESS lifespan.


Figure 9. Smoother responses in the battery and supercapacitor powers thanks to the RBES acting as EMS. (a) $P_{B A T}$ and $P^{\prime}{ }_{B A T}$ and (b) $P_{S C}$ and $P^{\prime}{ }_{S C}$.

## 8. Conclusions

This paper exposes the relevance of the EMS in the NG operation. A new approach to EMS for a NG was developed by designing a RBES step by step. The proposed approach has as its main advantage the reduction of the computational burden, while providing the possibility to straightforwardly move to a multivalued modal logic if the NG becomes more complex. At the same time, the possibility to concatenate the conclusions according to new variables or operation modes allows a modular design of the EMS. Further work will consider the presence of other energy sources in the NG, such as diesel generation, as well as the integration of some demand-side and peak load-shifting strategies. At the same time, environmental concerns are planned to be added in further extensions, as well as other energy required in the residential sector as thermal energy.

Regarding the chosen computational approach (a RBES), it has been shown how the knowledge included in table format can be conveniently condensed in the format of logic rules. The chosen inference engine (algebraic) is slower than other approaches already used by the authors, like answer set programming [32,33], but timings are very small, due to the size of problems treated (see Appendix B). The main advantage of the inference engine chosen is its simplicity (see Appendix A) and the fact that, during the development
step, the underlying logic can be easily changed to a modal logic if desired (which is very convenient as this work is a first step in a new line of research by the authors).
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## Appendix A

The Code of the Implementation Described in Section 5.3. The complete Maple code can be found afterwards. Note that the " $\&$ " symbols are necessary in Maple to declare infix operators.
$>$ with(Groebner):
$>$ with(Ore_algebra):
$>S V:=x 1, x 2, x 3, x 4, x 5, z 1, z 2, y 1, y 2, y 3, y 4, y 5, u 1, u 2, G R I D 2 L O A D$,
$>$ GRID2BAT, NET2GRID, NET2BAT, BAT2LOAD, BAT2GRID:
> A:=poly_algebra(SV,characteristic=2):
> Orde:=MonomialOrder(A,' plex'(SV)): $^{\prime}$
$>$ fu:=var->var^2-var:
$>\mathrm{iI}:=\mathrm{map}(\mathrm{fu},[\mathrm{SV}])$ :
$>$ NEG :=(m::algebraic) $->$ NormalForm( $1+$ ' $\mathrm{m}^{\prime}$,iI,Orde):
$>$ '\&AND' :=(m::algebraic, $\mathrm{n}::$ :algebraic) ->
$>\quad$ NormalForm(expand( $\left.\mathrm{m}^{*} \mathrm{n}\right)$,iI,Orde):
> '\&OR' :=(m::algebraic,n::algebraic) ->
$>\quad$ NormalForm(expand( $\mathrm{m}+\mathrm{n}+\mathrm{m} * \mathrm{n}$ ),iII,Orde):
> '\&IMP' :=(m::algebraic,n::algebraic) ->
$>\quad$ NormalForm(expand $(1+m+m * n)$,iI,Orde):
> '\&XOR' :=(m::algebraic,n::algebraic) ->
$>\quad(\mathrm{m} \& \mathrm{OR} n) \& A N D \operatorname{NEG}(\mathrm{~m} \& A N D \mathrm{n}):$
(observe that ideal I is denoted iI in the implementation above because I is a reserved word in Maple).

That is all the code required.

## Appendix B. Subsystem I—Construction and Extracting Knowledge

The 35 rules that we have written to translate the knowledge contained in Table 6 are:
$>$ R1 := x5 \&AND (y1 \&OR y2 \&OR y3 \&OR (y4 \&AND u1)) \&IMP GRID2BAT:
$>$ R2 := (x3 \&OR x4) \&AND y1 \&AND u1 \&IMP GRID2BAT:
$>$ R3:= x4 \&AND y1 \&IMP GRID2BAT:
$>$ R4 := x5 \&AND (y2 \&OR y3 \&OR y4) \&AND u1 \&IMP GRID2LOAD:
$>$ R5 := (x3 \&OR x4 \&OR x5) \&AND y1 \&AND u1 \&IMP GRID2LOAD:
$>$ R6 := (x3 \&OR x4) \&AND (y2 \&OR y3) \&AND u1 \&AND z2 \&IMP GRID2LOAD:
$>$ R7 := (x4 \&OR x5) \&AND y5 \&AND u1 \&IMP GRID2LOAD:

```
    > R8 := x3 &AND y1 &AND u2 &IMP NET2BAT:
    > R9:= x4 &AND y1 &AND u2 &IMP NET2BAT:
    > R10:= x5 &AND (y1 &OR y2 &OR y3 &OR y4 &OR y5) &AND u2 &IMP NET2BAT:
    > R11:= x3 &AND z2 &AND y2 &AND u2 &IMP NET2BAT:
    > R12:= x4 &AND z1 &AND y3 &AND u2 &IMP NET2BAT:
    > R13:= x4 &AND z2 &AND (y2 &OR y3) &AND u2 &IMP NET2BAT:
    > R14:= (x1 &OR x2) &AND y1 &AND u1 &IMP BAT2LOAD:
    > R15:= x1 &AND (y2 &OR y3 &OR y4 &OR y5) &AND u1 &IMP BAT2LOAD:
    > R16:= (x2 &OR x3) &AND y5 &AND u1 &IMP BAT2LOAD:
    > R17:= (x2 &OR x4) &AND (y2 &OR y3 &OR y4) &AND u1 &IMP BAT2LOAD:
    > R18:= x3 &AND (y2 &OR y3 &OR y4) &AND z1 &AND u1 &IMP BAT2LOAD:
    > R19:= x3 &AND (y2 &OR y4) &AND z2 &AND u1 &IMP BAT2LOAD:
    > R20:= x1 &AND y2 &AND u2 &IMP BAT2GRID:
    > R21:= x1 &AND (y3 &OR y4 &OR y5) &IMP BAT2GRID:
    > R22:= x2 &AND z1 &AND (y2 &OR y3 &OR y4) &IMP BAT2GRID:
    > R23:= x2 &AND z2 &AND y4 &IMP BAT2GRID:
    > R24:= x3 &AND z1 &AND (y2 &OR y3 &OR y4) &AND u2 &IMP BAT2GRID:
    > R25:= x3 &AND z1 &AND y4 &AND u1 &IMP BAT2GRID:
    > R26:= x4 &AND z1 &AND y4 &IMP BAT2GRID:
    > R27:= x2 &AND y5 &IMP BAT2GRID:
    > R28:= x3 &AND y5 &AND u2 &IMP BAT2GRID:
    > R29:= x1 &AND (y1 &OR y2 &OR y3 &OR y4 &OR y5) &AND u2 &IMP NET2GRID:
    > R30:= x2 &AND y1 &AND u2 &IMP NET2GRID:
    > R31:= (x2 &OR x3 &OR x4) &AND y5 &AND u2 &IMP NET2GRID:
    > R32:= (x2 &OR x3 &OR x4) &AND (y2 &OR y3 &OR y4) &AND z1 &AND u2
    &IMP NET2GRID:
    > R33:= x2 &AND (y2 &OR y3 &OR y4) &AND z2 &AND u2 &IMP NET2GRID:
    > R34:= x3 &AND (y3 &OR y4) &AND z2 &AND u2 &IMP NET2GRID:
    > R35:= x4 &AND y4 &AND z2 &AND u2 &IMP NET2GRID:
    and the set (or list) of their negations is a base of ideal J:
    J:=[NEG(R1),NEG(R2),NEG(R3),NEG(R4),NEG(R5),NEG(R6),NEG(R7),
        NEG(R8),NEG(R9),NEG(R10),NEG(R11),NEG(R12),NEG(R13),NEG(R14),
    NEG(R15),NEG(R16),NEG(R17),NEG(R18),NEG(R19),NEG(R20),
    NEG(R21),NEG(R22),NEG(R23),NEG(R24),NEG(R25),NEG(R26),
    NEG(R27),NEG(R28),NEG(R29),NEG(R30),NEG(R31),NEG(R32),
    NEG(R33),NEG(R34),NEG(R35) ]:
```

Now we are ready to extract knowledge. For instance, let us state as facts $\mathrm{x}_{2}, \mathrm{z}_{2}, \mathrm{y}_{2}$ and $\mathrm{u}_{1 \text { : }}$

K:=[NEG(x2),NEG(z2),NEG(y2),NEG(u1)]:
Which of NET2BAT, BAT2GRID, BAT2LOAD, GRID2BAT, GRID2LOAD, NET2GRID follow from these facts? (the ideal considered is iI $+\mathrm{J}+\mathrm{K}$ and its basis, B , is computed firstly):
$>\mathrm{B}:=\operatorname{Basis}([\mathrm{op}(\mathrm{iI}), \mathrm{op}(\mathrm{J}), \mathrm{op}(\mathrm{K})]$, Orde);
$>$ NormalForm(NEG(NET2BAT),B,Orde); NET2BAT + 1
> NormalForm(NEG(BAT2GRID),B,Orde); BAT2GRID + 1
> NormalForm(NEG(BAT2LOAD),B,Orde); 0
> NormalForm(NEG(GRID2BAT),B,Orde); GRID2BAT + 1
> NormalForm(NEG(GRID2LOAD),B,Orde); GRID2LOAD + 1
> NormalForm(NEG(NET2GRID),B,Orde); NET2GRID + 1
(the 6 calculations above took 0.078 s on a standard computer with a 8 GB RAM). 0 is obtained only for $B A T 2 L O A D$, so that is the only operation mode recommended in this case.

## Appendix C. Subystem I—Simplifying Knowledge Extraction

Obtaining the operation modes can be simplified declaring them and using a simple procedure that performs the six questions and looks for the results equal to zero:
> Operation_Modes:=[NET2GRID,NET2BAT,BAT2LOAD,BAT2GRID,GRID2LOAD, GRID2BAT]:
> operation_mode:=proc(facts::list)
$>$ local i,K,OM,B;
> OM:=[[];
$>\mathrm{K}:=\operatorname{map}($ NEG,facts $) ;$
$>\mathrm{B}:=\operatorname{Basis}([\mathrm{op}(\mathrm{iI}), \mathrm{op}(\mathrm{J}), \mathrm{op}(\mathrm{K})]$, Orde);
$>$ for i in Operation_Modes do
$>$ if NormalForm(NEG(i),B,Orde)=0 then OM:=[op(OM),i] end if;
$>$ end do;
$>$ OM;
$>$ end proc:
For example:
> Facts:=[x1,u1,y1,z2]:
$>$ operation_mode(Facts);
[BAT2LOAD]
> Facts:=[x4,z1,y3,u2]:
$>$ operation_mode(Facts);
[NET2GRID, NET2BAT]
> Facts:=[x4,z1,y3,u2]:
> operation_mode(Facts);
[NET2GRID, NET2BAT]
As said above, other more complex tasks can be solved by the RBES. For instance: Can something be deduced from $x_{1} \wedge u_{1} \wedge\left(z_{1} \vee z_{2}\right)$ ? Let us ask the system:
$>$ Facts:=[x1,y1 \&OR y2 \&OR y3 \&OR y4 \&OR y5,u1,z1 \&OR z2]:
$>$ operation_mode(Facts);
[BAT2LOAD]
(if we have a look at the first row of the table, BAT2LOAD is obtained in the first three odd columns and BAT2LOAD or BAT2GRID is obtained in the rest of the odd columns).

## Appendix D. Subsystem I—Checking the Correctness of the Rules

A simple procedure that generates the columns of Table 6 (with its peculiarities) can be easily implemented in Maple (in order to check the correctness of the rules):
$>$ column:=proc(facts::list)
$>$ local i,j;
$>\quad$ for ito 5 do
$>\quad$ if $\{o p($ facts $)\}$ intersect $\{y 2, y 3, y 4\}<>\{ \}$ and i in $\{2,3,4\}$
$>$
$>$
$>$
$>$
$>$
$>$
print(x | |i,op(1,facts),op(2,facts),
$>\quad$ operation_mode([op(facts),x|li]));
$>$ end if;
$>$ end do;
$>$ end proc:
We can then ask, for example, for the first and fourth columns of Table 6 (note that the number of rows has been automatically adjusted):
$>$ column([y1,u1]);

$$
>\text { column }([y 2, u 2]) \text {; }
$$

$$
\begin{aligned}
& \text { x1, y1, u1, [BAT2LOAD] } \\
& \text { x2, y1, u1, [BAT2LOAD] } \\
& \text { x3, y1, u1, [GRID2LOAD, GRID2BAT] } \\
& \text { x4, y1, u1, [GRID2LOAD, GRID2BAT] } \\
& \text { x5, y1, u1, [GRID2LOAD, GRID2BAT] } \\
& \\
& \text { x1, y2, u2, [NET2GRID, BAT2GRID] } \\
& \text { x2, z1, y2, u2, [NET2GRID, BAT2GRID] } \\
& \text { x2, z2, y2, u2, [NET2GRID] } \\
& \text { x3, z1, y2, u2, [NET2GRID, BAT2GRID] } \\
& \text { x3, z2, y2, u2, [NET2BAT] } \\
& \text { x4, z1, y2, u2, [NET2GRID] } \\
& \text { x4, z2, y2, u2, [NET2BAT] } \\
& \text { x5, y2, u2, [NET2BAT, GRID2BAT] }
\end{aligned}
$$

## Appendix E. Subsystem II—Extracting Knowledge

The four rules describing the knowledge contained in Table 4 considered are: $>$ R101:= (x1 \&OR x2) \&AND (v4 \&OR v5) \&IMP BAT2SC:
$>$ R102: $=x 3$ \&AND ( $\mathrm{v} 4 \& O R \mathrm{v} 5$ ) \&AND z1 \&IMP BAT2SC:
$>$ R103: $=x 3$ \&AND (v4 \&OR v5) \&AND z2 \&IMP GRID2SC:
> R104:= (x4 \&OR x5) \&AND (v4 \&OR v5) \&IMP GRID2SC:
and, in this case, the ideal J is:
$>$ J:=[NEG(R101),NEG(R102),NEG(R103),NEG(R104)]:
We have, for example:
$>$ Facts:=[x2,v4,z2]:
$>$ operation_mode(Facts);
[BAT2SC]
> Facts:=[x4,v4,z1 \&OR z2]:
$>$ operation_mode(Facts);
[GRID2SC]

## Appendix F. Subsystem III—Extracting Knowledge

The seven rules describing the knowledge contained in Table 5 are:
> R201:= (x1 \&OR x2 \&OR x3) \&AND (y1 \&OR y2) \&AND w1 \&IMP MPPT:
$>$ R202:= x3 \&AND (y1 \&OR y2) \&AND w1 \&IMP MPPT:
$>$ R203:= x3 \&AND y1 \&AND w2 \&IMP MPPT:
$>$ R204:= x 4 \&OR x5 \&IMP MPPT:
> R205:= (x1 \&OR x2) \&AND y1 \&AND w2 \&IMP RPPT:
> R206:= (x1 \&OR x2 \&OR x3) \&AND (y1 \&OR y2) \&AND w2 \&IMP RPPT:
$>$ R207:= (x1 \&OR x2 \&OR x3) \&AND (y3 \&OR y4 \&OR y5) \&IMP RPPT:
and, in this case, the ideal J is:
$>\mathrm{J}:=[\mathrm{NEG}(\mathrm{R} 201), \mathrm{NEG}(\mathrm{R} 202), \mathrm{NEG}(\mathrm{R} 203), \mathrm{NEG}(\mathrm{R} 204)$,NEG(R205),
NEG(R206),NEG(R207)]:
For example:
> Facts:=[x3,y3,w1]:
$>$ operation_mode(Facts);
[RPPT]
> Facts:=[x4,y1 \&OR y2 \&OR y3 \&OR y4 \&OR y5, w1 \&OR w2]:
$>$ operation_mode(Facts);
[MPPT]

Abbreviations

| AC | Alternating Current |
| :--- | :--- |
| B2G, BAT2GRID | Battery to Grid |
| B2L, BAT2LOAD | Battery to Load |
| B2SC, BAT2SC | Battery to Supercapacitor |
| CAS | Computer Algebra System |
| DC | Direct Current |
| DER | Distributed Energy Resources |
| EMS | Energy Management System |
| ESS | Energy Storage System |
| G2B, GRID2BAT | Grid to Battery |
| G2L, GRID2LOAD | Grid to Load |
| G2SC, GRID2SC | Grid to Supercapacitor |
| GC | Grid-Connected |
| HESS | Hybrid Energy Storage System |
| LPF | Low-Pass Filter |
| MPP | Maximum Power Point |
| MG | Microgrid |
| MPPT | Maximum Power Point Tracking |
| N2B, NET2BAT | Surplus to Battery |
| N2G, NET2GRID | Surplus to Grid |
| NG | Nanogrid |
| P\&O | Perturb and Observe |
| PV | Photovoltaic |
| PCC | Point of Common Coupling |
| RBES | Rule Based Expert System |
| RPP | Reference Power Point |
| RES | Renewable Energy Sources |
| RPPT | Reference Power Point Tracking |
| SA | Stand-Alone |
| STC | Standard Test Conditions |
| SOC | State of Charge |
| STS | Static Transfer Switch |
|  |  |
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#### Abstract

We propose the compact PRESENT on embedded processors. To obtain high-performance, PRESENT operations, including an add-round-key, a substitute layer and permutation layer operations are efficiently implemented on target embedded processors. Novel PRESENT implementations support the Electronic Code Book (ECB) and Counter (CTR). The implementation of CTR is improved by using the pre-computation for one substitute layer, two diffusion layer, and two add-round-key operations. Finally, compact PRESENT on target microcontrollers achieved 504.2, 488.2, 488.7, and 491.6 clock cycles per byte for PRESENT-ECB, 16-bit PRESENT-CTR (RAM-based implementation), 16-bit PRESENT-CTR (ROM-based implementation), and 32-bit PRESENT-CTR (ROM-based implementation) modes of operation, respectively. Compared with former implementation, the execution timing is improved by $62.6 \%, 63.8 \%, 63.7 \%$, and $63.5 \%$ for PRESENT-ECB, 16 -bit PRESENT-CTR (RAM based implementation), 16-bit PRESENT-CTR (ROM-based implementation), and 32-bit PRESENT-CTR (ROM-based implementation) modes of operation, respectively.


Keywords: PRESENT; counter mode of operation; AVR; software implementation

## 1. Introduction

Lightweight cryptography is getting more important than ever due to the emergence of the Internet of Things. The lightweight cryptography supports encryption in resourceconstrained environments, such as sensor network, health care, and surveillance systems. Therefore, the implementation of lightweight cryptography aims at optimizing certain criteria, such as energy consumption, execution time, memory footprint, and chip size.

We propose a number of implementation techniques for well-known lightweight cryptography, namely PRESENT, and its Electronic Code Book (ECB) and Counter (CTR) on low-end embedded processors, where ECB encrypts the plaintext directly with the master key and CTR encrypts the counter value with the master key and then the result of encryption is XORed with the plaintext. In order to achieve optimal results on target microcontrollers, we used processor-specific optimizations for PRESENT block ciphers. Furthermore, the compact counter mode of PRESENT and its bit-slicing-based implementation are also presented. Novel implementation techniques for PRESENT block cipher can be extended to other lightweight cryptography algorithms and other platforms.

### 1.1. Contribution

### 1.1.1. Optimal Implementation of PRESENT Block Cipher on Embedded Processors

We implemented the PRESENT block cipher on low-end microcontrollers. The Alf and Vegard's RISC (AVR) processor is a resource-constrained device that is used extensively in low-end Internet of Things (IoT) applications, such as Arduino UNO and Arduino MEGA. The PRESENT-ECB implementation is optimized in terms of execution timing and other factors (e.g., code size and RAM). The word size of general purpose registers in the target

AVR microcontroller is 8-bit wise. All 16-bit wise PRESENT operations are optimized for 8 -bit word and instruction set. Compared with the former implementation of PRESENTECB for a 128-bit security level on AVR microcontrollers, the proposed work improved the execution timing by $62.6 \%$ [1].

### 1.1.2. Pre-Computation for PRESENT with CTR

CTR is utilized in real applications and services, such as Transport Layer Security (TLS) and Virtual Private Network (VPN). CTR receives the input consisting of two parts, including constant nonce and variable counter. Since the nonce part is the constant variable, the constant nonce value is repeated several times throughout computations. For this reason, some computations of PRESENT block cipher can be optimized through precomputation. By exploiting this feature, we further improved the execution timing of PRESENT-CTR. The method is a generic algorithm and can be implemented with other processors. Compared with the state-of-art implementation,the proposed works on embedded processors that have obtained performance enhancements by $63.8 \%, 63.7 \%$, and $63.5 \%$ for 16-bit PRESENT-CTR (RAM), 16-bit PRESENT-CTR (ROM), and 32-bit PRESENT-CTR (ROM), respectively.

### 1.1.3. Open Source

The proposed PRESENT implementation is a public domain and full source codes are available at https:/ / github.com/solowal/PRESENT_AVR (accessed on 7 January 2021). Source codes were written in (mixed) AVR assembly language (core algorithm) and C language (function call). Codes support four 128-bit PRESENT implementations, including PRESENT-ECB, PRESENT-CTR16 (RAM based implementation), PRESENT-CTR16 (ROM based implementation), and PRESENT-CTR32 (ROM based implementation). Projects were created and evaluated with Atmel Studio 7.0 framework. Researchers can evaluate and re-create the result with the available source codes.

## 2. Related Works

### 2.1. PRESENT Block Cipher

PRESENT block cipher was introduced in CHES’07 [2]. PRESENT block cipher supports two parameters (i.e., PRESENT-64/80 and PRESENT-64/128). PRESENT block cipher requires 31 rounds and the Substitution-Permutation-Network (SPN) structure is adopted. PRESENT requires three computations including the substitution layer, permutation layer, and add-round-key.

The add-round-key operation performs exclusive-or computations with plaintext and round keys. Round keys (roundkey $=\left(\right.$ roundkey $_{1}$, roundkey ${ }_{2}, \ldots$, roundkey $\left._{32}\right)$ ) are generated from the key schedule. In particular, roundkey $y_{32}$ is used for post-whitening. PRESENT block cipher uses a 4-bit substitution layer. The inner state of PRESENT block cipher $\left(S_{63}, \ldots, S_{0}\right)$ can be seen as 164 -bit words ( $w_{15} \ldots w_{0}$ ), where one $w$ word consists of four states (i.e., $w_{x}=\left\{S_{4 \cdot x+3}\left\|S_{4 \cdot x+2}\right\| S_{4 \cdot x+1} \| S_{4 \cdot x}\right\}, 0 \leq x \leq 15$ ). The 4-bit substitution layer can be represented in Boolean operations for the bitslicing implementation. The PRESENT 4-bit S-box is designed for higher hardware efficiency and compact implementation. PRESENT block cipher uses a bit of permutation for the linear diffusion layer. The permutation layer performs bit permutation in the intermediate result. Each bit state $(x)$ is permutated through $P(x)$.

### 2.2. Target Processor

The AVR microcontroller finds many interesting applications in embedded systems, such as sensor networks, surveillance systems, and health care. The number of available registers is only 328 -bit long. Basic arithmetic instructions take a single clock cycle. The memory load/store instruction requires two clock cycles. The microcontroller supports an 8 -bit instruction set, 128 KB of FLASH memory, 8 MHz of working frequency, two-stage pipeline design, and 4 KB of RAM (e.g., ATmega128). Among them, 6 registers (i.e.,

R26~R31) are reserved for address pointers, and the remaining registers can be utilized for general purpose registers by a programmer. In particular, the R1 register is the ZERO register that should be cleared before function returns.

### 2.3. Former Implementations on Low-End Embedded Processors

Several works optimized the LEA on embedded processors [3-7]. They optimized execution timing and memory consumption. There are many implementations of lightweight cryptography such as CHAM, SPECK, and SIMON [5,7-17].

Many works are also devoted to improve the execution timing of AES on embedded processors [18-22]. In [23], the compact implementation of ARIA on low-end microcontrollers was proposed.

In CHES'17, optimized PRESENT implementation on embedded ARM CPUs was presented by using a novel decomposition of permutation layers (see Listing 1.2 of [24]), and bitsliced for the S-boxes [24]. A description of PRESENT is detailed in Algorithm 2 of [24]. Unlike a traditional PRESENT algorithm, it performs the permutation layer before the substitution layer. This order of computation is beneficial for bit-slicing-based substitution layer implementation.

In this paper, we presented the compact PRESENT implementation on AVR microcontrollers. We re-designed the PRESENT implementation for 8-bit architecture. Then, we also suggested the PRESENT-CTR. The CTR implementation technique optimizes 2 add-round-key, 2 permutation, and 1 substitution operations with a 1 look-up table operation.

## 3. Proposed Method

### 3.1. Optimization of PRESENT-ECB

For the efficient implementation of PRESENT block cipher, add-round-key, substituion, and permutation layers are optimized.

In Algorithm 1, add-round-key operation is described in a source code level. The computation is performed with XOR operations with round keys where XOR operation represents logical bitwise exclusive-or operation. The memory access for round keys is performed with the incremental memory pointer mode.

```
Algorithm 1: Add-round-key operation in assembly language.
    Input: Intermediate data (reg0~7), round 7: LD tmp, X+
        key pointer \((\mathrm{X})\). 8: EOR reg3, tmp
    Output: Output results (reg0~7).
        LD tmp, X+
        EOR regO, tmp
        LD tmp, X+
        EOR reg1, tmp
        LD tmp, \(\mathrm{X}+\)
        EOR reg2, tmp
    LD tmp, X +
    EOR reg4, tmp
LD tmp, X+
EOR reg5, tmp
LD tmp, X+
EOR reg6, tmp
    LD tmp, X+
EOR reg7, tmp
```

The efficient implementation of permutation ( $P 0$ ) is described in Algorithm 2. A 16-bit wise rotation operations are performed with LSR, ROR, LSL, and ROL instructions. Exclusive-or and logical and operations are performed with EOR and ANDI instructions. Similar to the $P 0$ operation, the permutation ( $P 1$ ) is implemented, efficiently.

```
Algorithm 2: Permutation ( \(P 0\) ) operation in assembly language.
    Input: Intermediate data (reg0~7).
    Output: Result (reg0~7).
    \(/ / t=\left(X 0 \oplus\left(R 0 R \_u 16(X 1,1)\right)\right) \& 0 x 5555\)
        1: MOVW tmp0, reg4
        2: LSR tmp1
        3: ROR tmp0
        4: EOR tmp0, reg6
        5: EOR tmp1, reg7
        6: ANDI tmp0, OX55
        7: ANDI tmp1, 0X55
    \(/ / \mathrm{XO}=\mathrm{X} 0 \oplus \mathrm{t} ; \mathrm{X} 1=\mathrm{X} 1 \oplus\left(\mathrm{ROL} \_\mathrm{u} 16(\mathrm{t}, 1)\right)\);
        8: EOR reg6, tmp0
        9: EOR reg7, tmp1
        10: LSL tmp0
        11: ROL tmp1
    12: EOR reg4, tmp0
    13: EOR reg5, tmp1
    \(/ / t=(X 2 \oplus(\) ROR_u16 (X3, 1) ) \() \& 0 x 5555\);
    14: MOVW tmp0, reg0
    15: LSR tmp1
    16: ROR tmp0
    17: EOR tmp0, reg2
    18: EOR tmp1, reg3
    19: ANDI tmp0, OX55
    20: ANDI tmp1, OX55
    //X2=X2 \(\oplus \mathrm{t}\); \(\mathrm{X} 3=\mathrm{X} 3 \oplus(\) ROL_u16(t, 1));
    21: EOR reg2, tmp0
    22: EOR reg3, tmp1
    23: LSL tmp0
    24: ROL tmp1
    25: EOR reg0, tmp0
    26: EOR reg1, tmp1
    \(/ / t=(X 0 \oplus(\) ROR_u16 \((X 2,2))) \& 0 x 3333 ;\)
27: MOVW tmp0, reg2
    28: LSR tmp1
        29: ROR tmp0
        30: LSR tmp1
        31: ROR tmp0
        32: EOR tmp0, reg6
        EOR reg2, tmp0
    43: EOR reg3, tmp1
    44: MOVW tmp0, reg0
    45: LSR tmp1
    46: ROR tmp0
47: LSR tmp1
48: ROR tmp0
    49: EOR tmp0, reg4
    50: EOR tmp1, reg5
    51: ANDI tmp0, 0X33
//X1=X1 \(\oplus \mathrm{t}\); X3=X3 \(\oplus(\) ROL_u16(t, 2) \()\);
    53: EOR reg4, tmp0
54: EOR reg5, tmp1
    55: LSL tmp0
    56: ROL tmp1
    57: LSL tmp0
58: ROL tmp1
59: EOR reg0, tmp0
-
```

The bitslicing substitution operation is performed with Boolean operations. Detailed descriptions are given in Algorithm 3. Boolean operations, such as logical XOR, AND, OR, and one's complement are performed with EOR, AND, OR, and COM instructions. To move two adjacent registers in a single instruction, MOVW instruction is utilized.

```
Algorithm 3: Substitution operation in assembly language.
    Input: Intermediate data //T2=T1&T3; 26: COM reg0
        (reg0~7).
    Output: Result (reg0~7).
    //T1=x2\oplusx1;
        1: MOVW tmp0, reg2
        2: EOR tmp0, reg4
        3: EOR tmp1, reg5
    //T2=x1&T1; //T2=T2\oplusx1;
        MOVW tmp2, reg4
        5: AND tmp2, tmp0
        6: AND tmp3, tmp1
    //T3=x0\oplusT2;
        7: MOVW tmp4, reg6
        8: EOR tmp4, tmp2
        9: EOR tmp5, tmp3
    //T5=x3\oplusT3;
    10: MOVW tmp7, reg0
    11: EOR tmp7, tmp4
    12: EOR tmp8, tmp5 //x3=x3\oplus0xFFFF; 38: MOVW reg0, tmp7
```


### 3.2. Optimization of PRESENT-CTR

For high-end IoT devices, such as 32-bit ARM-based processors, the size of the counter is fixed at 32-bit [20,25]. However, in an 8-bit ATmega processor, the memory size is limited to at least 2 KB depending on the ATmega model (e.g., ATtiny). For this reason, block cipher encryption is usually performed by $2^{16}$ times [26]. From the security perspective of CTR mode, the attacker can pre-compute and collect ciphertext information relied on the IV. When the initial CTR mode is operated, the counter of IV (Initial Vector) is initialized to zero. If there is an unpredictable $n$-bit input in the encryption process other than the master key, the effective key size for Time-Memory Trade Off (TMTO) attack and Key Collision (KC) attacks increases by $n$-bit [27]. For an 8-bit AVR microcontroller with a small memory footprint, it is suitable to use a 16-bit counter. For general cases, a 32-bit counter is also widely used in practice. In this section, we present both PRESENTCTR mode implementations with 16 -bit and 32 -bit counter modes of operation on the ATmega128 microcontroller.

PRESENT-CTR with a 16-bit counter is described in Figure 1. We represent the bit in square form. Since PRESENT block cipher performs 64 -bit block-wise encryption, 64 squares are utilized (i.e., 64-bit data). The most left square and the most right square represent the first and last bit, respectively. Colored squares represent a counter part. The
remaining white squares represent nonce part. The computation is performed from top to bottom.


Figure 1. PRESENT-CTR with 16-bit counter.

1. First add-round-key. 64-bit plaintext is XORed with 64-bit round key. Since this is a bit-wise operation, each bits do not interfere with each other;
2. Permutation PO. The intermediate result is permuted. 16-bit counter values are distributed throughout the 64 -bit intermediate result. Bits of the counter are arranged by 1 bit in the order of green, red, blue, and yellow according to a permutation rule;
3. Substitution. The 4-bit input values consist of 1-bit counter-part and 3-bit nonce part. The output of substitution can be pre-computed with the counter-part;
4. Permutation $P 1$. The intermediate result is permuted again. After the permutation, the intermediate result is aligned by 16 -bit wise;
5. Second add-round-key. The intermediate result is XORed with a second 64 -bit round key.
The 4-bit data for each color of the initial 16-bit counter is distributed to the 16-bit data through permutation $P 0$ and the bitslicing-substitution process. After the permutation $P 1$ process is done, 16-bit data for each color is gathered regularly in the color (green, red, blue, and yellow) order of the initial counter. Through this, it is possible to predict 16-bit data through 4-bit of the initial counter. During the encryption process up to permutation $P 1$, there is no interference between each color. For four 4-bit counter data, four 16-bit data can be pre-computed, independently. The required look-up table size is 128 bytes ( 4 colors $\times 2^{4}$ counters $\times 16$-bit size of data). A detailed description of look-up table generation is given in Algorithm 4. It generates 16 16-bit data with a counter divided into 4 -bit data and repeats this process 4 times. The cost of generating a look-up table is less than performing PRESENT-ECB encryption by 4 times. We computed the pre-computation
table in a parallel way, which generates four look-up tables at once. Four index parts ( $1 \sim 4$-th bits, $5 \sim 8$-th bits, $9 \sim 12$-th bits, and $13 \sim 16$-th bits) generate four pre-computed outputs ( $1 \sim 16$-th bits, $17 \sim 32$-th bits, $33 \sim 48$-th bits, and $49 \sim 64$-th bits). This ensures the generation of pre-computation is independent of each other. The computation of a look-up table on AVR requires only 4022 clock cycles. This is roughly one time of PRESENT-ECB encryption. The look-up table can be stored in RAM or ROM. If we allocate the look-up table to RAM, we can access to the data with the LD instruction in 2 clock cycles. Otherwise, we can store it to ROM and access to the data with the LPM instruction in 3 clock cycles. The encryption process of PRESENT-CTR mode can be optimized away from the operation up-to the second add-round-key operation by using the created look-up table. Overall, this approach replaces the two permutation layers, two add-round-key, and one substitution layer to one look-up table accesses.
```
Algorithm 4: Generation of look-up tables for proposed PRESENT-CTR16 en-
cryption.
    Input: 64-bit block of Initial Vector (16-bit counter and 48 -bit nonce) \(B\), roundkeys
        (roundkey \(y_{1}\), roundkey \({ }_{2}\) ).
    Output: Look-up tables for 16-bit counter (LUT160, LUT16 \(_{1}\), LUT16 \(_{2}\), LUT16 \(_{3}\) ).
    \(C T R \leftarrow 0\)
    MASK \(\leftarrow 0 x\) FFFFFFF0
    for \(i=0\) to 3 do
        \(C \leftarrow(B \&(M A S K \lll 4 i)) \mid(C T R \ll 4 i)\)
        for \(j=0\) to 15 do
        \(C \leftarrow C \oplus\) roundkey \(_{1}\)
        \(C \leftarrow P_{0}(C)\)
        \(C \leftarrow S_{\text {Bitslicing }}(C)\)
        \(C \leftarrow P_{1}(C)\)
        \(C \leftarrow C \oplus P\left(\right.\) roundkey \(\left._{2}\right)\)
        \(\operatorname{LUT16}_{i}(j) \leftarrow C\)
        end for
    end for
    return LUT160, LUT16 \(_{1}\), LUT16 \(_{2}\), LUT16 \(_{3}\)
```

Algorithm 5 shows the proposed PRESENT-CTR16 implementation using a 16-bit counter. In steps 2-5, look-up table access with 16-bit counter is performed. Afterward, the remaining PRESENT computations are performed. Listing 1 shows the AVR assembly code for the 16-bit data look-up. In order to improve performance, 16 -bit LUT is performed with two 8 -bit memory accesses. The memory access for 16 -bit data is 9 clock cycles. This process is repeated 4 times. PRESENT encryption is optimized at the cost of just 36 clock cycles.

Listing 1. Look up table access for 16-bit counter.

```
.macro LUT16 LUT0, LUT1, OFFSET, T0, T1
    LDI R31, hi8(LUTO)
    MOV R30, OFFSET
    LPM TO, Z
    LDI R31, hi8(LUT1)
    LPM T1, Z
. endm
```

```
Algorithm 5: Proposed PRESENT-CTR16 encryption.
    Input: 64-bit plaintext \(B\), a key \(K\).
    Output: 64-bit ciphertext \(C\).
    1: roundkey \(=\left(\right.\) roundkey \(_{1}\), roundkey \(_{2}, \ldots\), roundkey \(\left._{32}\right) \leftarrow\) keySchedule \((K)\)
    2: \(C_{0 \sim 15} \leftarrow \operatorname{LUT16}_{0}\left(B_{0 \sim 3}\right)\)
    3: \(C_{16 \sim 31} \leftarrow \operatorname{LUT16}_{1}\left(B_{4 \sim 7}\right)\)
    4: \(C_{32 \sim 47} \leftarrow\) LUT16 \(_{2}\left(B_{8 \sim 11}\right)\)
    5: \(C_{48 \sim 63} \leftarrow\) LUT16 \(_{3}\left(B_{12 \sim 15}\right)\)
    6: \(C \leftarrow S_{\text {Bitslicing }}(C)\)
    7: for \(i=2\) to 15 do
    8: \(\quad C \leftarrow C \oplus\) roundkey \(_{2 i-1}\)
    9: \(\quad C \leftarrow P_{0}(C)\)
    10: \(\quad C \leftarrow S_{\text {Bitslicing }}(C)\)
    11: \(\quad C \leftarrow P_{1}(C)\)
    12: \(\quad C \leftarrow C \oplus P\left(\right.\) roundkey \(\left._{2 i}\right)\)
    13: \(\quad C \leftarrow S_{\text {Bitslicing }}(C)\)
    14: end for
    15: \(C \leftarrow C \oplus\) roundkey \(_{31}\)
    16: \(C \leftarrow P(C)\)
    17: \(C \leftarrow S_{\text {Bitslicing }}(C)\)
    18: \(C \leftarrow C \oplus\) roundkey \(_{32}\)
    19: return C
```

PRESENT-CTR with 32-bit counter is described in Figure 2. The 1-th to 16-th counters are indicated by a colored square. The 17 -th to 32 -th counters are indicated by symbol
squares. During the encryption process, the colored symbol square, which can be shown in Permutation $P 1$, represents part of being affected by a color square and symbol square.

1. First add-round-key. Similarly to the 16 -bit counter mode, the 64 -bit plaintext is XORed with 64-bit round key. Since this is a bit-wise operation, bits do not interfere with each other;
2. Permutation $P 0$. The intermediate result is permuted. 32-bit counter values are distributed throughout 64 -bit intermediate results. The 16 -bit to 32 -bit of 32 -bit counter are arranged one by one behind each color square;
3. Substitution. The 4 -bit input values consist of a 2-bit counter part and 2-bit nonce part. The output of substitution can be pre-computed with the counter part;
4. Permutation $P 1$. The intermediate result is permuted again. After the permutation, the intermediate result is aligned by 16-bit wise;
5. Second add-round-key. Similarly to the 16 -bit counter mode of operation, the intermediate result is XORed with a second 64-bit round key.


Figure 2. PRESENT-CTR with 32-bit counter.
The 8-bit data for each 4-bit color and 4-bit symbol parts of the initial 32-bit counter is distributed to the 16-bit data through permutation $P 0$ and bitslicing-substitution process.

Unlike the 16-bit counter case, the counter-part represented by the colored square and the counter-part represented by the symbol square interfere with each other during the bitslicing-substitution process. This can be seen in detail in Figure 2. When permutation $(P 1)$ is completed, the 16-bit data mixed by color and symbol is gathered in the color and symbolic order of the initial counter. This allows the pre-computation of 16-bit data through the 8 -bit ( 4 -bit color and 4 -bit symbol) of the initial counter. At this time, the required lookup table size is 2048 bytes ( $=4$ color and symbol $\times 2^{8}$ counter $\times 16$-bit size of data). Unlike the 16-bit PRESENT-CTR implementation, 32-bit PRESENT-CTR implementation requires a huge look-up table (i.e., 2048). We placed a look-up table in ROM instead of RAM. The manufacture of AVR provides secure memory-based architecture (i.e., CryptoMemory; https:
/ /www.microchip.com/design-centers/security-ics/mature-products/cryptomemory accessed on 7 January 2021). For real world implementation, we can utilize this technology. A detailed description of look-up table generation is given in Algorithm 6.

```
Algorithm 6: Generation of look-up tables for proposed PRESENT-CTR32 en-
cryption.
    Input: 64-bit block of Initial Vector (32-bit nonce and 32-bit counter) B, roundkeys
        (roundkey \(y_{1}\), roundkey \({ }_{2}\) ).
    Output: Look-up tables for 32-bit counter (LUT32 \({ }_{0}\), LUT32 \({ }_{1}\), LUT32 \({ }_{2}\), LUT323 \()\).
        \(C T R \leftarrow 0\)
    MASK \(\leftarrow 0 x F F F 0 F F F 0\)
    for \(i=0\) to 3 do
        \(C \leftarrow(B \&(M A S K \lll 4 i))\left|\left(C T R_{0 \sim 3} \ll 4 i\right)\right|\left(C T R_{4 \sim 7} \ll 4 i+16\right)\)
        for \(j=0\) to 256 do
        \(C \leftarrow C \oplus\) roundkey \(_{1}\)
        \(C \leftarrow P_{0}(C)\)
        \(C \leftarrow S_{\text {Bitslicing }}(C)\)
        \(C \leftarrow P_{1}(C)\)
        \(C \leftarrow C \oplus P\left(\right.\) roundkey \(\left._{2}\right)\)
        \(\operatorname{LUT32}_{i}(j) \leftarrow C\)
    end for
    end for
    return LUT32 \(_{0}\), LUT32 \(_{1}\), LUT32 \(_{2}\), LUT32 \(_{3}\)
```

Similarly to the 16-bit counter, the encryption process of PRESENT-CTR mode can be optimized from the operation up-to the second add-round-key by using the created look-up table. Overall, this approach replaces the two permutation layers, two add-round-key, and one substitution layer to one look-up table accesses.

Algorithm 7 shows the proposed PRESENT-CTR32 implementation using a 32-bit counter. In Steps 2~5, 16-bit data look-up with 8-bit (4-bit color and 4-bit symbol) counter is performed. Listing 2 shows the AVR assembly code for the 32-bit data look-up. The cost of looking-up 16-bit data is 10 clock cycles. This process is repeated 4 times. This is optimized at the cost of just 40 clock cycles.

```
Algorithm 7: Proposed PRESENT-CTR32 encryption.
    Input: 64-bit plaintext \(B\), a key \(K\).
    Output: 64-bit ciphertext \(C\).
    1: roundkey \(=\left(\right.\) roundkey \(_{1}\), roundkey \(_{2}, \ldots\), roundkey \(\left._{32}\right) \leftarrow\) keySchedule \((K)\)
    2: \(C_{0 \sim 15} \leftarrow \operatorname{LUT32}_{0}\left(B_{0 \sim 3} \| B_{16 \sim 19}\right)\)
    3: \(C_{16 \sim 31} \leftarrow L U T 32_{1}\left(B_{4 \sim 7} \| B_{20 \sim 23}\right)\)
    4: \(C_{32 \sim 47} \leftarrow \operatorname{LUT32}_{2}\left(B_{8 \sim 11} \| B_{24 \sim 27}\right)\)
    5: \(C_{48 \sim 63} \leftarrow \operatorname{LUT32}_{3}\left(B_{12 \sim 15} \| B_{28 \sim 31}\right)\)
    6: \(C \leftarrow S_{\text {Bitslicing }}(C)\)
    7: for \(i=2\) to 15 do
    8: \(\quad C \leftarrow C \oplus\) roundkey \(_{2 i-1}\)
    9: \(\quad C \leftarrow P_{0}(C)\)
    10: \(\quad C \leftarrow S_{\text {Bitslicing }}(C)\)
    11: \(\quad C \leftarrow P_{1}(C)\)
    12: \(\quad C \leftarrow C \oplus P\left(\right.\) roundkey \(\left._{2 i}\right)\)
    13: \(\quad C \leftarrow S_{\text {Bitslicing }}(C)\)
    14: end for
    15: \(\mathrm{C} \leftarrow \mathrm{C} \oplus\) roundkey \(_{31}\)
    16: \(C \leftarrow P(C)\)
    17: \(C \leftarrow S_{\text {Bitslicing }}(C)\)
    18: \(C \leftarrow C \oplus\) roundkey \(_{32}\)
    19: return C
```

Listing 2. Look up table access for 32-bit counter.

```
.macro LUT32 LUT0, LUT1, OFFSET1, OFFSET2, T0, T1
    LDI R31, hi8(LUT0)
    MOV R30, OFFSET1
    ADD R30, OFFSET2
    LPM TO, Z
    LDI R31, hi8(LUT1)
    LPM T1, Z
. endm
```


## 4. Evaluation

In CHES'17, bitslicing-based PRESENT implementation was proposed [24]. It has been theoretically and practically proven that the bitslicing technique shows the best results in 32-bit or higher processors. However, bitslicing-implementation in an 8-bit AVR environment has not been explored before. In embedded devices, bitslicing optimizes the memory access for the substitution layer but it requires Boolean operations. The AVR microcontroller has 8-bit wise 32 general-purpose registers and it should be carefully optimized to achieve high performance in bitslicing implementation. We evaluated PRESENT-ECB and PRESENT-CTR implementations and compared them with former works. ATmega128 is selected as a microcontroller, which is one of the most popular AVR microcontrollers in wireless sensor networks. In the case of CTR mode, 16-bit counter and 32-bit counter versions are evaluated. The software was evaluated with Atmel Studio 7 and -0s option. Benchmarks are checked in clock cycles per byte which occurs when each mode of operation is called once.

Table 1 describe the comparison between this work and former implementations. PRESENT-ECB encryption by Dinu et al. (80-bit) and Engel et al. (128-bit) required 930.8 and 1349.0 clock Cycles Per Byte (CPB), respectively [1,28]. On the other hand, the proposed PRESENT-ECB implementation uses almost the same RAM as the existing implementation, but only requires 504.2 clock cycles per byte. For the code size, the proposed implementation utilized two permutation operations ( $P 0, P 1$ ). The code size is bigger than former works. Since the proposed PRESENT-CTR implementation is optimized further by utilizing pre-computation, the proposed PRESENT-CTR mode achieved a higher performance than the existing PRESENT-ECB mode. The code size of the CTR mode of operation is bigger than the ECB mode of operation, but it achieved 488.2, 488.7, and 491.6 CPB, for 16 -bit counter (RAM), 16-bit counter (ROM), and 32-bit counter (ROM). In Table 2, the comparison of execution timing depending on the message size is given. The RAM based 16-bit counter mode of operation requires look-up table generation online. For this reason, performance is lower than the ROM-based 16-bit counter mode of operation. However, the RAM-based implementation outperforms when the length is over 8192 bytes. PRESENT implementations are publicly available at: https://github.com/solowal/PRESENT_AVR (accessed on 7 January 2021), where anyone can access PRESENT implementations.

Table 1. Comparison of PRESENT on target embedded processors (Alf and Vegard's RISC (AVR)) in terms of timing (cycles per byte), RAM (bytes), and code size (bytes), ${ }^{1}$ : Pre-computation in RAM, ${ }^{2}$ : Pre-computation in ROM, ${ }^{\dagger}: 16$-bit counter, $\ddagger$ : 32-bit counter. ECB: Electronic Code Book.

| Method | Security Level | Mode of Operation | Code Size | RAM | Timing |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [28] | 80 | ECB | 760 | 281 | 930.8 |
| [1] | 128 | ECB | 660 | 280 | 1349.0 |
| This work |  |  | 956 | 282 | 504.2 |
|  |  | CTR ${ }^{\dagger, 1}$ | 1150 | 420 | 488.2 |
|  |  | CTR ${ }^{+, 2}$ | 1152 | 292 | 488.7 |
|  |  | CTR ${ }^{\ddagger, 2}$ | 3072 | 292 | 491.6 |

Table 2. Comparison of PRESENT on target embedded processors (AVR) in terms of timing ( $10^{6}$ clock cycles) depending on message size (bytes), ${ }^{1}$ : Pre-computation in RAM, ${ }^{2}$ : Pre-computation in ROM, ${ }^{\dagger}$ : 16 -bit counter, $\ddagger$ : 32 -bit counter.

| Method | Message Size (bytes) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 4096 | 8192 | 16,384 | 32,768 | 65,536 |
| CTR $^{\dagger, 1}$ | 2.0038 | 4.0037 | 8.0035 | 16.0030 | 32.0019 |
| CTR $^{\dagger, 2}$ | 2.0010 | 4.0038 | 8.0076 | 16.0153 | 32.0307 |
| CTR $^{\ddagger, 2}$ | 2.0136 | 4.0273 | 8.0547 | 16.1095 | 32.2191 |

In Table 3, a comparison with other lightweight block cipher implementations on target-embedded processors is given. On the 8-bit AVR environment, previous PRESENT implementation using 128-bit key shows a lower performance than other lightweight cryptographic algorithms [28], since substitution and permutation layers of the PRESENT algorithm incurs considerable overheads in an 8-bit AVR environment. We achieved the execution timing improvement of target block cipher implementation to 504 clock cycles per byte in an 8-bit AVR environment. Therefore, we believe that our optimization results are not only actually usable from real 8-bit AVR microcontrollers but can be applied to various cryptographic application algorithms.

Table 3. Comparison of other implementations on target embedded processors (AVR) in terms of timing (cycles per byte), RAM (bytes), and code size (bytes).

| Algorithm | Plaintext | Security Level | Code Size | RAM | Timing |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PIPO [29] | 64 | 128 | 320 | 31 | 197 |
| SIMON [17] |  |  | 290 | 24 | 253 |
| RECTANGLE [28] |  |  | 466 | 204 | 403 |
| RoadRunneR [30] |  |  | 196 | 24 | 477 |
| PRESENT [this work ] |  |  | 956 | 282 | 504 |
| SKINNY [28] |  |  | 502 | 187 | 877 |
| PRIDE [28] |  |  | 650 | 47 | 969 |
| PRESENT [1] |  |  | 660 | 280 | 1349 |
| CRAFT [31] |  |  | 894 | 243 | 1,504 |

## 5. Conclusions

We presented compact ECB and CTR for PRESENT on embedded processors. The ECB mode of operation was efficiently implemented in an optimization of diffusion layer, substitute layer, and add-round-key operations. The operation was accelerated with precomputation in CTR. This new approach optimized away PRESENT operations by the substitution layer of second round. Finally, PRESENT block cipher on target microcontrollers consumed 504.2, 488.2, 488.7, and 491.6 CPB for ECB, 16-bit CTR (RAM-based implementation), 16-bit CTR (ROM-based implementation), and 32-bit CTR (ROM-based implementation) modes of operation, respectively.

Author Contributions: Investigation, H.K. and Y.B.K.; Software, H.K., Y.B.K., S.C.S., and H.S.; Writing-original draft, H.K. and Y.B.K.; Writing-review and editing, H.K., Y.B.K., S.C.S., and H.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research of Hyeokdong Kwon and Hwajeong Seo was partly supported by the National Research Foundation of Korea(NRF) grant funded by the Korea government(MSIT) (No NRF-2020R1F1A1048478) and this research of Hyeokdong Kwon and Hwajeong Seo was partly supported by Institute for Information \& communications Technology Promotion(IITP) grant funded by the Korea government(MSIT) (No.2018-0-00264, Research on Blockchain Security Technology for IoT Services). This research of YoungBeom Kim and Seog Chung Seo was funded by National Research Foundation of Korea: 2019R1F1A1058494.

Conflicts of Interest: The authors declare no conflicct of interest.

## References

1. Engels, S.; Kavun, E.B.; Paar, C.; Yalçin, T.; Mihajloska, H. A non-linear/linear instruction set extension for lightweight ciphers. In Proceedings of the 2013 IEEE 21st Symposium on Computer Arithmetic, Austin, TX, USA, 7-10 April 2013; IEEE: Piscataway, NJ, USA, 2013; pp. 67-75.
2. Bogdanov, A.; Knudsen, L.R.; Leander, G.; Paar, C.; Poschmann, A.; Robshaw, M.J.; Seurin, Y.; Vikkelsoe, C. PRESENT: An ultra-lightweight block cipher. In Proceedings of the International Workshop on Cryptographic Hardware and Embedded Systems, Vienna, Austria, 10-13 September 2007; Springer: Berlin/Heidelberg, Germany, 2007; pp. 450-466.
3. Hong, D.; Lee, J.K.; Kim, D.C.; Kwon, D.; Ryu, K.H.; Lee, D.G. LEA: A 128-bit block cipher for fast encryption on common processors. In Proceedings of the International Workshop on Information Security Applications, Jeju Island, Korea, 19-21 August 2013; Springer: Berlin/Heidelberg, Germany, 2013; pp. 3-27.
4. Seo, H.; Liu, Z.; Choi, J.; Park, T.; Kim, H. Compact implementations of LEA block cipher for low-end microprocessors. In Proceedings of the International Workshop on Information Security Applications, Jeju Island, Korea, 20-22 August 2015; Springer Berlin/Heidelberg, Germany, 2015; pp. 28-40.
5. Seo, H.; Jeong, I.; Lee, J.; Kim, W.H. Compact implementations of ARX-based block ciphers on IoT processors. ACM Trans. Embed. Comput. Syst. (TECS) 2018, 17, 1-16. [CrossRef]
6. Seo, H.; An, K.; Kwon, H. Compact LEA and HIGHT implementations on 8-bit AVR and 16-bit MSP processors. In Proceedings of the International Workshop on Information Security Applications, Jeju Island, Korea, 23-25 August 2018; Springer: Berlin/Heidelberg, Germany, 2018; pp. 253-265.
7. Kim, Y.; Kwon, H.; An, S.; Seo, H.; Seo, S.C. Efficient Implementation of ARX-Based Block Ciphers on 8-Bit AVR Microcontrollers. Mathematics 2020, 8, 1837. [CrossRef]
8. Hong, D.; Sung, J.; Hong, S.; Lim, J.; Lee, S.; Koo, B.S.; Lee, C.; Chang, D.; Lee, J.; Jeong, K.; et al. HIGHT: A new block cipher suitable for low-resource device. In Proceedings of the International Workshop on Cryptographic Hardware and Embedded Systems, Yokohama, Japan, 10-13 October 2006; Springer: Berlin/Heidelberg, Germany, 2006; pp. 46-59.
9. Eisenbarth, T.; Gong, Z.; Güneysu, T.; Heyse, S.; Indesteege, S.; Kerckhof, S.; Koeune, F.; Nad, T.; Plos, T.; Regazzoni, F.; et al. Compact implementation and performance evaluation of block ciphers in ATtiny devices. In Proceedings of the International Conference on Cryptology in Africa, Ifrance, Morocco, 10-12 July 2012; Springer: Berlin/Heidelberg, Germany, 2012; pp. 172-187.
10. Kim, B.; Cho, J.; Choi, B.; Park, J.; Seo, H. Compact Implementations of HIGHT Block Cipher on IoT Platforms. Secur. Commun. Netw. 2019, 2019, 5323578. [CrossRef]
11. Koo, B.; Roh, D.; Kim, H.; Jung, Y.; Lee, D.G.; Kwon, D. CHAM: A family of lightweight block ciphers for resource-constrained devices. In Proceedings of the International Conference on Information Security and Cryptology, Xi'an, China, 3-5 November 2017; Springer: Berlin/Heidelberg, Germany, 2017; pp. 3-25.
12. Seo, H. Memory-efficient implementation of ultra-lightweight block cipher algorithm CHAM on low-end 8-bit AVR processors. J. Korea Inst. Inf. Secur. Cryptol. 2018, 28, 545-550.
13. Roh, D.; Koo, B.; Jung, Y.; Jeong, I.W.; Lee, D.G.; Kwon, D.; Kim, W.H. Revised Version of Block Cipher CHAM. In Proceedings of the International Conference on Information Security and Cryptology, Seoul, Korea, 4-6 December 2019; Springer: Berlin/Heidelberg, Germany, 2019; pp. 1-19.
14. Kwon, H.; Kim, H.; Choi, S.J.; Jang, K.; Park, J.; Kim, H.; Seo, H. Compact Implementation of CHAM Block Cipher on Low-End Microcontrollers. In Proceedings of the International Conference on Information Security Applications, Jeju Island, Korea, 26-28 August 2020; Springer: Berlin/Heidelberg, Germany, 2020; pp. 127-141.
15. Kwon, H.; An, S.; Kim, Y.; Kim, H.; Choi, S.J.; Jang, K.; Park, J.; Kim, H.; Seo, S.C.; Seo, H. Designing a CHAM Block Cipher on Low-End Microcontrollers for Internet of Things. Electronics 2020, 9, 1548. [CrossRef]
16. Beaulieu, R.; Shors, D.; Smith, J.; Treatman-Clark, S.; Weeks, B.; Wingers, L. The SIMON and SPECK Families of Lightweight Block Ciphers. IACR Cryptol. EPrint Arch. 2013, 2013, 404-449.
17. Beaulieu, R.; Shors, D.; Smith, J.; Treatman-Clark, S.; Weeks, B.; Wingers, L. The SIMON and SPECK block ciphers on AVR 8 -bit microcontrollers. In Proceedings of the International Workshop on Lightweight Cryptography for Security and Privacy, Istanbul, Turkey, 1-2 September 2014; Springer: Berlin/Heidelberg, Germany, 2014; pp. 3-20.
18. Osvik, D.A.; Bos, J.W.; Stefan, D.; Canright, D. Fast software AES encryption. In Proceedings of the International Workshop on Fast Software Encryption, Seoul, Korea, 7-10 February 2010; Springer: Berlin/Heidelberg, Germany, 2010; pp. 75-93.
19. McGrew, D.; Viega, J. The Galois/counter mode of operation (GCM). Submiss. NIST Modes Oper. Process 2004, 20, 1-27.
20. Park, J.H.; Lee, D.H. FACE: Fast AES CTR mode Encryption Techniques based on the Reuse of Repetitive Data. IACR Trans. Cryptogr. Hardw. Embed. Syst. 2018, 469-499.10.13154/tches.v2018.i3.469-499. [CrossRef]
21. Kim, K.; Choi, S.; Kwon, H.; Liu, Z.; Seo, H. FACE-LIGHT: Fast AES-CTR Mode Encryption for Low-End Microcontrollers. In Proceedings of the International Conference on Information Security and Cryptology, Seoul, Korea, 4-6 December 2019; Springer: Berlin/Heidelberg, Germany, 2019; pp. 102-114.
22. Kim, K.; Choi, S.; Kwon, H.; Kim, H.; Liu, Z.; Seo, H. PAGE-Practical AES-GCM Encryption for Low-End Microcontrollers. Appl. Sci. 2020, 10, 3131. [CrossRef]
23. Seo, H.; Kwon, H.; Kim, H.; Park, J. ACE: ARIA-CTR Encryption for Low-End Embedded Processors. Sensors 2020, 20, 3788. [CrossRef]
24. Reis, T.B.; Aranha, D.F.; López, J. PRESENT runs fast. In Proceedings of the International Conference on Cryptographic Hardware and Embedded Systems, Taipei, Taiwan, 25-28 September 2017; Springer: Berlin/Heidelberg, Germany, 2017; pp. 644-664.
25. Seo, H.; Lee, G.; Park, T.; Kim, H. Compact GCM implementations on 32-bit ARMv7-A processors. In Proceedings of the 2017 International Conference on Information and Communication Technology Convergence (ICTC), Jeju, Korea, 18-20 October 2017; IEEE: Piscataway, NJ, USA, 2017; pp. 704-707.
26. Kim, Y.; Seo, S.C. An Efficient Implementation of AES on 8-Bit AVR-Based Sensor Nodes. In Proceedings of the International Conference on Information Security Applications, Jeju Island, Korea, 26-28 August 2020; Springer: Berlin/Heidelberg, Germany, 2020; pp. 276-290.
27. McGrew, D.A. Counter mode security: Analysis and recommendations. Cisco Syst. Novemb. 2002, 2, 1-8..
28. Dinu, D.; Biryukov, A.; Großschädl, J.; Khovratovich, D.; Le Corre, Y.; Perrin, L. FELICS-fair evaluation of lightweight cryptographic systems. In Proceedings of the NIST Workshop on Lightweight Cryptography, Gaithersburg, MD, USA, 20-21 July 2015; Volume 128.
29. Kim, H.; Jeon, Y.; Kim, G.; Kim, J.; Sim, B.Y.; Han, D.G.; Seo, H.; Kim, S.; Hong, S.; Sung, J.; et al. A New Method for Designing Lightweight S-Boxes with High Differential and Linear Branch Numbers, and Its Application*. In Proceedings of the 23rd Annual International Conference on Information Security and Cryptology (ICISC 2020), Seoul, Korea, 2-4 December 2020; pp. 105-132.
30. Baysal, A.; Şahin, S. RoadRunneR: A small and fast bitslice block cipher for low cost 8-bit processors. In Lightweight Cryptography for Security and Privacy; Springer: Cham, Switzerland, 2015; pp. 58-76.
31. Beierle, C.; Leander, G.; Moradi, A.; Rasoolzadeh, S. CRAFT: Lightweight tweakable block cipher with efficient protection against DFA attacks. IACR Trans. Symmetric Cryptol. 2019, 2019, 5-45. [CrossRef]

Article

# Efficient Implementation of ARX-Based Block Ciphers on 8-Bit AVR Microcontrollers 

YoungBeom Kim ${ }^{1}$, Hyeokdong Kwon ${ }^{2}$, SangWoo An ${ }^{3}$, Hwajeong Seo ${ }^{2}$ and and Seog Chung Seo ${ }^{1, *}$<br>1 Department of Information Security, Cryptology, and Mathematics, Kookmin University, Seoul 02707, Korea; darania@kookmin.ac.kr<br>2 Division of IT Convergence Engineering, Hansung University, ISeoul 136792, Korea; hyeok@hansung.ac.kr (H.K.); hwajeong@hansung.ac.kr (H.S.)<br>3 Department of Financial Information Security, Kookmin University, Seoul 02707, Korea; pinksnail06@kookmin.ac.kr<br>* Correspondence: scseo@kookmin.ac.kr; Tel.: +82-02-910-4742

Received: 24 August 2020; Accepted: 13 October 2020; Published: 19 October 2020


#### Abstract

As the development of Internet of Things (IoT), the data exchanged through the network has significantly increased. To secure the sensitive data with user's personal information, it is necessary to encrypt the transmitted data. Since resource-constrained wireless devices are typically used for IoT services, it is required to optimize the performance of cryptographic algorithms which are computation-intensive tasks. In this paper, we present efficient implementations of ARX-based Korean Block Ciphers (HIGHT and LEA) with CounTeR (CTR) mode of operation, and CTR_DRBG, one of the most widely used DRBGs (Deterministic Random Bit Generators), on 8-bit AVR Microcontrollers (MCUs). Since 8 -bit AVR MCUs are widely used for various types of IoT devices, we select it as the target platform in this paper. We present an efficient implementation of HIGHT and LEA by making full use of the property of CTR mode, where the nonce value is fixed, and only the counter value changes during the encryption. On our implementation, the cost of additional function calls occurred by the generation of look-up table can be reduced. With respect to CTR_DRBG, we identified several parts that do not need to be computed. Thus, precomputing those parts in offline and using them online can result in performance improvements for CTR_DRBG. Furthermore, we applied several optimization techniques by making full use of target devices' characteristics with AVR assembly codes on 8 -bit AVR MCUs. Our proposed table generation way can reduce the cost for building a precomputation table by around $6.7 \%$ and $9.1 \%$ in the case of LEA and HIGHT, respectively. Proposed implementations of LEA and HIGHT with CTR mode on 8-bit AVR MCUs provide $6.3 \%$ and $3.8 \%$ of improved performance, compared with the previous best results, respectively. Our implementations are the fastest compared to previous LEA and HIGHT implementations on 8 -bit AVR MCUs. In addition, the proposed CTR_DRBG implementations on AVR provide better performance by $37.2 \%$ and $8.7 \%$ when the underlying block cipher is LEA and HIGHT, respectively.
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## 1. Introduction

With the advent of Internet of Things (IoT), new types of services have become available. In these IoT services, a number of small and wireless devices around users collect the user data or surrounding information. Since the collected data are transmitted through wireless communication, the data can be easily revealed to attackers. For this reason, the sensitive data should be properly encrypted
by a secure cryptographic algorithm before the transmission. Since it is required to transmit the data in an encrypted form rather than the original form, applying cryptographic algorithms is a fundamental building block for providing robust and secure communication in these IoT services. However, the implementing cryptographic algorithm on low-end IoT devices is not an easy task because typical client devices for these IoT services equip only limited resources, in terms of CPU, RAM, and ROM. For example, 8 -bit AVR-based sensor nodes use in wireless sensor networks (WSNs), which is one of the representative IoT services, have only 4 KB of RAM, 128 KB of ROM , and 7.3728 MHz of computing frequency.

Recently, several lightweight block ciphers have been developed for efficient performance on IoT devices. Lightweight block ciphers ensure low-cost and simple computations. The computational structure is based on ARX (Addition, Rotation, and XOR) architecture. In South Korea, two ARX-based lightweight block ciphers, HIGHT [1] and LEA [2], have been developed and have been widely used. When data are larger than basic processing blocks (64-bit in HIGHT and 128-bit in LEA), the mode of operation needs to be applied. There are several modes of operations and CTR mode is the most popular among them. Until now, these ARX-based lightweight block ciphers have been optimized on resource-constrained 8-bit AVR Microcontrollers [1,3-5], which are widely used as sensor nodes in wireless sensor networks that are representative IoT services.

In addition to applying block ciphers to data to be transmitted, it is also important to securely generate secret keys used in block ciphers. If a weak key is used in a block cipher, the ciphertext can be revealed to attackers even if the underlying block cipher is secure. DRBGs (Deterministic Random Bit Generators) are widely used to generate secret information including keys. Among standardized DRBGs [6], CTR_DRBG provides strong resistance against backward security and forward security. Since CTR_DRBG makes use of CBC-MAC and CTR mode of operation in its derivation function and output generation function, it takes a larger execution time than executing block cipher algorithms. Thus, optimizing the performance of CTR_DRBG on the resource-constrained AVR-based devices is important for constructing secure and robust communications in IoT services [7].

In this paper, using a look-up table, we present optimized implementation of ARX-based lightweight block ciphers (HIGHT and LEA) on CTR mode and optimized CTR_DRBG implementation in an 8-bit AVR Microcontroller.

The contribution of this paper is as follows:

## 1. Fast implementation for CTR mode of operation for LEA and HIGHT on 8-bit AVR MCUs

As nonce is repeatedly used in CTR mode, the result has an identical value when the nonce part is encrypted. Therefore, look-up tables can be generated using the results of encryption data of nonce. In this paper, we present efficient methods that generate look-up tables. Using the optimal implementation, we proposed, in a fixed key scenario, the performance of encryption can be improved by skipping the calculation procedure while loading only the calculation result from the look-up table. For better performance, optimizations of rotation operation and memory access are utilized. Finally, the implementation of LEA-CTR and HIGHT-CTR outperforms previous works by $6.3 \%$ and $3.8 \%$ than previous works, respectively. Our implementations of LEA and HIGHT are the fastest implementation compared to the previous implementation on 8 -bit AVR MCUs. Furthermore, unlike the typical look-up table generation using a separated way, our implementation generates the look-up table, simultaneously, while executing the encryption process. Therefore, in our implementation, the cost of additional function calls that occurred from the generation of look-up table can be reduced. By using this, we obtained performance improvement of $6.7 \%$ and $9.1 \%$ compared to the previous separated encryption process which generates the look-up table, respectively.
2. Optimized CTR_DRBG implementations on 8-bit AVR MCUs for fast random bit generation The implementation of CTR_DRBG is optimized with the look-up table. In CBC-MAC of the Derivation Function, the look-up table is created for the encryption result of data depending on the initial block bit. The optimization of the Update Function is achieved with the look-up
table by taking advantage of the condition that the initial Operational Status is zero. In addition, the look-up table does not require an update, but also requires a low cost of 96 bytes, making it effectively applicable to 8-bit AVR Microcontrollers. Moreover, we presented methods to optimize Korean block cipher in the Extract Function on 8-bit AVR Microcontrollers. The Extract Function is optimized by utilizing the table for the CTR mode that uses fixed keys to reduce the execution timing. Our works of Derivation Function and Update Function outperform previous works by $13.3 \%$ and $72.4 \%$, respectively. By applying CTR optimization methods, implementations of Extract Function using LEA and HIGHT outperform the standard implementation of Extract Function by $36.4 \%$ and $3.5 \%$, respectively. By combining the proposed Derivation Function, Update Function, and Extract Function, overall, our CTR_DRBG implementation provides 37.2\% and $8.7 \%$ of performance improvement compared with the native CTR_DRBG implementation using the works from [3-5] as an underlying block cipher of Extract Function.
3. Proposing optimization methods that can be applied to various platforms

In this paper, we propose general optimization methods for ARX-based block ciphers using the CTR mode. These methods have the advantage to be extended to other Addition-Rotation-XOR (ARX) based ciphers such as CHAM, Simon, and Speck [8,9]. While the significance of DBRG is increasing with the advent of the IoT era, there have been a few academic papers on optimization for CTR_DRBG that are popular to use. In this paper, we present CTR_DRBG optimization methods on 8-bit AVR Microcontrollers, the most limited IoT device. Our work is meaningful as it is the first attempt to optimize CTR_DRBG. Furthermore, our proposed Korean block cipher optimization methods and CTR_DRBG optimization methods are not only applicable to 8-bit AVR Microcontroller, but also to other low-end-processors and high-end-processors such as 16-bit MSP430, 32-bit ARM, and the CPU environment.

The rest of this paper is organized as follows. In Section 2, target platform, target ARX ciphers (LEA and HIGHT), target mode of operation, CTR_DRBG, and previous implementations are given. In Section 3, related work of Korean block ciphers (LEA and HIGHT) and CTR_DRBG is presented. In Section 4, optimized implementation of counter mode of operation is presented. In Section 5, optimized implementation of CTR_DRBG is presented. In Section 6, the performance is evaluated. Finally, Section 7 concludes the paper.

## 2. Background

### 2.1. 8-Bit AVR Microcontroller

AVR Microcontroller is based on Harvard architecture. All AVR commands require less than four clock cycles to execute. Table 1 shows operand and clock cycles of commands used in this paper. Currently, there are various types of AVR Microcontrollers, and they have various peripherals and memory sizes. This structure ensures that instructions always can be executed in a single cycle. There are 32 general-purpose registers with a single clock cycle. Of the 32 registers, six registers used for 16 -bit indirect address register pointer for addressing, which these registers called $X$, Y, and Z registers [10]. These address pointers can also be used as a pointer for Flash Program memory. Our target device, in this paper, is ATmega128, which is used worldwide in the IoT era [11]. ATmega128 has a 128 KB of programmable flash memory, 4 KB SRAM, and 4 KB EEPROM.

Table 1. 8-bit AVR Assembly Instruction, cc means clock cycle [10,12].

| Asm | Operands | Description | Operation | $c c$ |
| :---: | :---: | :---: | :---: | :---: |
| ADD | Rd, Rr | Add without Carry | $\mathrm{Rd} \leftarrow \mathrm{Rd}+\mathrm{Rr}$ | 1 |
| ADC | Rd, Rr | Add with Carry | $\mathrm{Rd} \leftarrow \mathrm{Rd}+\mathrm{Rr}+\mathrm{C}$ | 1 |
| EOR | Rd, Rr | Exclusive OR | $\mathrm{Rd} \leftarrow \mathrm{Rd} \oplus \mathrm{Rr}$ | 1 |
| LSL | Rd | Logical Shift Left | $\mathrm{C} \mid \mathrm{Rd} \leftarrow \mathrm{Rd}<1$ | 1 |
| LSR | Rd | Logical Shift Right | $\mathrm{Rd} \mid \mathrm{C} \leftarrow 1$ 》Rd | 1 |
| ROL | Rd | Rotate Left Through Carry | $\mathrm{C}\|\mathrm{Rd} \leftarrow \mathrm{Rd}<1\| \mid \mathrm{C}$ | 1 |
| ROR | Rd | Rotate Right Through Carry | $\mathrm{Rd}\|\mathrm{C} \leftarrow \mathrm{C}\| \mid 1 \geqslant \mathrm{Rd}$ | 1 |
| BST | Rd, b | Bit store from Bit in Reg to T Flag | $\mathrm{T} \leftarrow \mathrm{Rd}(\mathrm{b})$ | 1 |
| BLD | Rd, b | Bit load from T Flag to a Bit in Reg | $\mathrm{Rd}(\mathrm{b}) \leftarrow \mathrm{T}$ | 1 |
| MOV | Rd, Rr | Copy Register | $\mathrm{Rd} \leftarrow \mathrm{Rr}$ | 1 |
| MOVW | Rd, Rr | Copy Register Word | $\mathrm{Rd}+1: \mathrm{Rd} \leftarrow \mathrm{Rr}+1: \mathrm{Rr}$ | 1 |
| LDI | Rd, K | Load Immediate | $\mathrm{Rd} \leftarrow \mathrm{K}$ | 1 |
| LD | Rd, X | Load Indirect from | $\mathrm{Rd} \leftarrow$ ( X ) | 2 |
| LPM | Rd, Z | Load Program Memory | $\mathrm{Rd} \leftarrow$ ( Z ) | 3 |
| ST | $\mathrm{Z}, \mathrm{Rr}$ | Store Indirect | (Z) $\leftarrow \mathrm{Rr}$ | 2 |

### 2.2. Target Block Ciphers

### 2.2.1. LEA Block Cipher

In WISA'13, lightweight block cipher LEA was presented [2]. With the development of IoT, it was developed to provide confidentiality in various embedded devices, cloud service, mobile environments, and so on. LEA is an algorithm that encrypts 128-bit data blocks. It can use 128, 192, and 256-bit secret keys, and its uses are classified according to required safety standards. LEA-128/128, LEA-128/192, and LEA-128/256 require 24,28 , and 32 rounds, respectively. While ensuring safety, it is possible to implement lightweight by eliminating the use of S-box. More information on parameters are shown in Table 2.

Table 2. Parameters of LEA block cipher, where $n, k, r k$, and $r$ represent block size (bit), key size (bit), round key size (bit), and the number of rounds, respectively [2].

| Cipher | $\boldsymbol{n}$ | $\boldsymbol{k}$ | $\boldsymbol{r} \boldsymbol{k}$ | $\boldsymbol{r}$ |
| :---: | :---: | :---: | :---: | :---: |
| LEA-128/128 | 128 | 128 | 192 | 24 |
| LEA-128/192 | 128 | 192 | 192 | 28 |
| LEA-128/256 | 128 | 256 | 192 | 32 |

LEA block cipher performs encryption for 332-bit words in one round that represented in Figure 1. In the figure, the $X_{i}[0]$ word of round $i$ directly becomes the input value to $X_{i+1}[3]$ word of round $i+1$. All words are moved to the left every end of rounds.


Figure 1. Encryption process of LEA block cipher [2].

### 2.2.2. HIGHT Block Cipher

HIGHT is a transformed Feistel ARX structure that encrypts 64-bit plaintext with a 128 -bit secret key. The encryption process comprises of initial conversion, round functions, and final conversion. The key scheduling generates a round key of 136 bytes to be used for encryption with a 128-bit secret key. HIGHT performs encryption using 8-bit wise addition, rotate-shift, and XOR operation. Both encryption and decryption consist of 32 rounds. The structure of Round function in HIGHT block cipher is shown in Figure 2. During every single round, eight 8-bit words are encrypted. In each round in HIGHT, the four words are through by the $F_{0}$ or $F_{1}$ function. $F_{0}$ and $F_{1}$ functions perform left shift operation that is expressed in the following equations:

$$
\begin{aligned}
& \mathrm{F}_{0}(\mathrm{X})=\mathrm{X} \ll 1 \oplus \mathrm{X} \ll 2 \oplus \mathrm{X} \ll 7 \\
& \mathrm{~F}_{1}(\mathrm{X})=\mathrm{X} \ll 3 \oplus \mathrm{X} \ll 4 \oplus \mathrm{X} \ll 66
\end{aligned}
$$

In each round, HIGHT uses a 64-bit round key. Since the number of round of HIGHT is 32, 2048-bit memory space is needed for storing roundkeys of each round. HIGHT parameters are represented in Table 3.

Table 3. Parameters of HIGHT block cipher, where $n, k, r k$, and $r$ represent block size (bit), key size (bit), round key size (bit), and the number of rounds, respectively [1].

| Cipher | $\boldsymbol{n}$ | $\boldsymbol{k}$ | $\boldsymbol{r} \boldsymbol{k}$ | $\boldsymbol{r}$ |
| :---: | :---: | :---: | :---: | :---: |
| HIGHT-64/128 | 64 | 128 | 64 | 32 |



Figure 2. Round function scheme for the HIGHT block cipher [1].

### 2.3. CTR_DRBG

With the development of IoT, it is important to securely generate security keys when communicating with each other in WSNs (Wireless Sensor Network). For generating a security key safely, a true random bit generator should be used; however, in reality, the creation of a true random bit is almost impossible. Therefore, in the field, we use pseudo-random bits that are difficult to distinguish from true random bits. As pseudo-random bit generators, DRBGs (Deterministic Random Bit Generators) are used to securely generate random bit information, including secret keys, initial vectors, nonces, and so on [6,7]. There are CTR_DRBG based on a block cipher algorithm, HASH_DRBG using HASH Function, and HMAC_DRBG using HMAC among various types of pseudo-random number generators. HASH Function used in HASH_DRBG and HMAC_DRBG is mainly the SHA-2 Family. However, it is difficult to maintain the internal status of SHA-2 Family in the general-purpose register on 8-bit AVR MCUs. Note that internal states of SHA-256 and SHA-512
are 512-bit and 1024-bit, respectively [13,14]. However, with respect to the lightweight cryptography, blocks of LEA and HIGHT are 128-bit and 64-bit, respectively. Therefore, these blocks (states of LEA and HIGHT) can be stored in a general-purpose register.

Table 4 defines notations used in this paper and Table 5 shows parameters based on the block ciphers used in CTR_DRBG. Seed Bit is the addition of Key bit and Block Bit, and N is the representation of Seed Bit in bytes. Len_seed is the value of Seed Bit divided by Block Bit.

Figure 3 shows the detailed operational process of CTR_DRBG. Instantiate Function generates seed with Derivation Function. In addition, Instantiate Function updates Internal State, using the seed and Update Function. Reseed Function consists of Derivation Function and Update Function, and Generate Function consists of Reseed Function, Extract Function, and Update Function. Note that Update Function is called Instantiate Function, Generate Function, and Reseed Function. Generate Function outputs the random bits based on the internal state by using Extract Function. Before Extract Function is executed, if it supports Prediction Resistance or if Reseed Counter is greater than Reseed Interval, Generate Function calls Reseed Function to update Operational Status. In the opposite case, Generate Function calls an Extract Function to generate a random number, and calls the Update Function to update the Operational Status. When additional requests occur for random bit generations, a series of functions except for Instantiate Function are repeated.

Table 4. Notations for CTR_DRBG [6,7].

| Notation | Descriptions |
| :---: | :--- |
| Personalization String | Information for differentiating the instances being created, non-confidential <br> input (optional). |
| Nonce | Input information used to generate a seed during instance Function. |
| Internal State | Information used during CTR_DRBG. It consists of Operational Status and <br> Control Information. |
| Operational Status | Information directly used for random number output. Consisting of C and V, C <br> is the key used for block cipher, and V is the plain text used for block cipher. |
| Control Information | Information consists of security strength, Prediction Resistance flag and <br> Derivation Function flag. |
| Prediction Resistance | Characteristics of the exposure of internal status information of CTR_DRBG <br> without affecting future output. |
| Instantiate Function | Function to create and initialize CTR_DRBG instances as needed. |
| Derivation Function | Function called from an Instantiate Function to generate a seed using entropy <br> input, Nonce and Personalization String. |
| Update Function | Function to update Internal State, using the CTR mode encryption |
| Reseed Function | Function to update Internal State using entropy and additional input. <br> This function is affected by Reseed Counter. |
| Generate Function | Function to generate an output(random number) using Internal State and update <br> Internal State. |
| Extract Function | Function to generate random number sequence, using the CTR mode encryption. |
| Fung |  |

Figure 4 shows the structure of Derivation Function of CTR_DRBG. Derivation Function makes use of CBC-MAC in order to produce an output of seed length by inputting variable data S. Derivation Function is called in Instantiate Function and Reseed Function. Step 1 is a CBC-MAC encryption process by using counter value $C$. Step 2 is the process of CBC mode which encrypts $V$ with Key generated from Step 1. First, it formats input $S$ for CBC-MAC using Input Data consisting of Entropy, Nonce, and Personalization String. C, L, and N are 32-bit data. The initial C is zero, and padded to zero after C by the length of Block Bit minus 32-bit. L and N are byte lengths of Input Data and seed. Derivation Function makes S using C, L, N and Input Data. At this sequence of generating S,
the length of $S$ is padded to 0 so that it is a multiple of Block Bit. Then, Derivation Function increases $C$ of $S$ by 1 and repeats CBC-MAC as many times as Len_seed. Using the results of CBC-MAC as key and V, Derivation Function performs CBC mode encryption as many times as Len_seed to generate seed.

Table 5. Constant parameters of CTR_DRBG depending on block cipher [6,7].

| Parameters | HIGHT-64/128 | LEA-128/128 | LEA-128/192 | LEA-128/256 |
| :---: | :---: | :---: | :---: | :---: |
| Key Bit | 128 | 128 | 192 | 256 |
| Block Bit | 64 | 128 | 128 | 128 |
| Seed Bit | 192 | 256 | 320 | 384 |
| N | $0 \times 18$ | $0 \times 20$ | $0 \times 30$ | $0 \times 40$ |
| Len_seed | 3 | 2 | 3 | 3 |



Figure 3. Detailed procedures of CTR_DRBG [6,7].


Figure 4. Overview of Derivation Function [6,7].
Figure 5 shows the structure of the Update Function in CTR_DRBG. Update Function updates C and $V$ of Operational Status using CTR mode and Input data. Update Function performs with CTR mode encryption as many times as Len_seed. Update Function executes XOR operation on Input data and results generated in CTR mode encryption. Note that Update Function is called by Instantiate Function, Generate Function, and Reseed Function.


Figure 5. Overview of Update Function [6,7].
Generate Function consists of Reseed Function, Extract Function, and Update Function. As shown in Figure 3, Generate Function generates a random number using Extract Function. Figure 6 shows the structure of Extract Function called in Generate Function. Extract Function is a function that uses the same CTR mode as Update Function. Therefore, using Operational Status C as the key and V as the counter, Extract Function generates a random number by using CTR mode.


Figure 6. Overview of Extract Function [6,7].

## 3. Related Works

### 3.1. Block Cipher Implementations on $A V R$

Various studies have been conducted to improve performance for block ciphers in 8-bit AVR Microcontrollers. In 8-bit AVR MCUs, which are low-end-processors, the study of optimization has been mainly done using minimize memory access and pre-computation tables.

There are two main categories of block ciphers: Addition, Rotation, and eXclusive-or (ARX) based block ciphers and Substitution Permutation Network (SPN) based block ciphers.

Efficient implementations of ARX-based ciphers have been studied in various ways in an 8-bit AVR MCUs environment [1-5,8,15-21].

In WISA'13, the Institute of Electronics and Telecommunications Research Institute (ETRI) presented a light-weight LEA block cipher. In 8-bit AVR MCUs, the first LEA's implementation needed 3040 clock cycles for encryption [2].

In [19], the hardware design and implementation of LEA was proposed. Based on the key size, Ref. [19] introduced suitable hardware designs. For the area-optimized version, resource-shared structure for LEA was proposed.

In WISA'15, an efficient LEA implementation technique of dividing a 32-bit word operation using 4-byte units was proposed [3]. The method proposed in [3] minimizes memory access. A technique for efficiently operating rotate-shift used in 8-bit AVR MCUs was proposed. The proposed technique implicitly performs a byte-wise rotate-shift [3]. In addition, the source code was reduced by maximizing the use of the instruction set, and internal states of LEA were efficiently placed in general-purpose registers [3].

In [4], efficient implementation of LEA and method of rotate-shift-right were proposed, fully utilizing the AVR assembly instruction set and general-purpose registers in 8-bit AVR MCUs. For the optimized LEA implementation, Ref. [4] presented a compact ARX task on a target 8-bit AVR Microcontroller. Using both BST and BLD instructions in the AVR instruction, Ref. [4] improved the right rotation by 1 bit. By using the BST instruction in a 1-bit shift-right, the first bit of the register is reflected in the status flag. After that, rotate-shift-right is performed, using LSR and ROR instruction. Finally, Ref. [4] applied the status flag to the 8th bit in the register by using BLD instruction. By using this, when implementing LEA in 8-bit AVR MCUs, less than seven clock cycles are incurred for all rotate-shift operations. In addition, Ref. [4] efficiently places the LEA's internal state in a general-purpose register. Using MOVW instruction, clock cycles of execution time were reduced.

In [15], efficient LEA implementation was proposed in ARM Cortex-M3 processors. The general purpose registers are fully utilized to retain the required variables for the key scheduling and encryption operations and the rotation operation is optimized away by using the barrel-shifter technique. Since the on-the-fly method does not store the round keys, the RAM requirements are minimized.

In [5], efficient techniques using general-purpose registers were presented. The general-purpose registers in 8-bit AVR MCUs are compactly used for storing results during the key scheduling of LEA.

The HIGHT's implementation was first presented in [16]. Execution time of HIGHT for encryption and decryption in 8-bit AVR MCUs is 2438 and 2520 clock cycles, respectively [16].

In [21], efficient implementation using parallel architecture to enhance throughput was proposed. It shares key scheduling block for encryption and decryption to reduce hardware complexity.

In [20], hardware implementation for a significant reduction in the number of memory resources was proposed. Its implementation is useful for wireless applications such as a radio frequency identification system (RFID).

In [4], efficient rotation operations were introduced, and they achieved high performance. Like the LEA implementation proposed in [4], an efficient rotate-shift was used. Its implementation won the second round of Fair Evaluation of Lightweight Cryptographic Systems (FELCS).

In [17], fast HIGHT implementation was proposed. For optimizing delta update, F0 function, and F1 function, Ref. [17] uses the Look-Up Table (LUT). In addition, [17] proposed the memoryefficient way for F0 and F1 function, using bit-wise operations.

In 2015, SIMON and SPECK were presented by The US National Security Agency (NSA) [18]. Both SIMON and SPECK have advantages for efficient implementation in hardware and software environments. These two block ciphers support various block sizes and various key sizes. Therefore, in various IoT devices, SIMON and SPECK can be widely used. For 8-bit AVR MCUs, efficient implementation was presented in [8] using RAM-minimizing.

In an 8-bit AVR MCUs environment, block ciphers based on SPN also have also been actively studied. Since Advanced Encryption Standard (AES) is an international standard, AES implementations have widely studied.

In 2010, Ref. [22] presented efficient techniques for AES implementation, using a Z address pointer to perform SubBytes operation. In [22], MixColumns were implemented by a branch instruction set. Previous AES implementation in 8-bit AVR MCUs mainly focused on ECB Mode; however, in the field, AES-CTR Mode is more widely used (e.g., TLS/SSL) [23].

In ICISC'19, Fast AES-CTR Mode Encryption LIGHT (FACE-LIGHT) was presented by [24]. FACE-LIGHT is a variant of FACE implementation suggested by [25] in 8-bit AVR MCUs. FACE-LIGHT uses LUT for caching repeated data in IV. By using LUT, some operations can be omitted in 0,1, and 2 Round.

In WISA'20, efficient AES implementation was presented by [11]. The column-wise implementation was proposed. Proposed techniques have advantages for constant-time implementation and low cost for generating LUT. In addition, using 0 round optimization, Ref. [11] presented the optimized AES-CTR mode encryption for Wireless Sensor Network (WSN).

### 3.2. DRBG Implementations on AVR

To the best of our knowledge, the implementation of DRBG has not been presented in academic papers. The commercial product provides the AES-DRBG, but the performance is much slower than our work (http:/ / cryptovia.com/ cryptographic-libraries-for-avr-cpu/). Furthermore, the detailed information is not available. For this reason, our work is the-state-of-art work.

## 4. Optimized Implementations of LEA-CTR and HIGHT-CTR

The optimized implementation of a counter mode of operation for block cipher utilizes unique features of fixed nonce and variable counter values. The counter value indicates the block number, while the nonce is a fixed random value. Every block has the same nonce value. The calculation based on the nonce block is always a constant value. For this reason, the part can be pre-computed. The CTR implementation is categorized into two different scenarios, including fixed-key and variable-key. In this paper, we optimize both cases for various applications.

In the fixed-key scenario, the key value is fixed. For this reason, the precomputation result is always same and the precomputation table does not require update. In the implementation, the LDI instruction was used instead of the LD instruction to load the precomputation value from table. The LDI instruction operates at one cycle faster than the LD instruction.

On the other hand, the LDI instruction cannot be used for the variable-key scenario because the LDI instruction can only load the fixed value. Furthermore, the pre-computed table should be updated efficiently whenever the key is updated. This implementation shows the lower performance than that of fixed-key implementation. However, the variable-key implementation is able to perform the encryption with updated keys, which is more suitable for practical usages than fixed-key.

### 4.1. Optimized Implementation of $L E A-C T R$

The LEA algorithm was suggested [2]. However, we use [4] implementation. [4] has optimized key scheduling; in particular, LEA-128/128 can reuse some round keys.

- Round 0 In one round of LEA, the operations are performed in three parts. In Round 0 , only $\mathrm{X}_{0}[0]$ word has a counterpart of IV. Consequently, two words can be implemented through the precomputation method.
- Round 1 However, due to the Round 0 , the $X_{1}[1]$ word is also beginning to be affected by the counter value. For this reason, it might be thought that the precomputation part is only available at $X_{1}[2]$ word. The part where $X_{1}[3]$ word is used as the input value of $X_{1}[0]$ in Round 1 can be expressed by the following equation:

$$
\operatorname{ROL}_{3}\left(\left(\mathrm{X}_{1}[3] \oplus \mathrm{RK}_{1}^{e n c}[2]\right) \boxplus\left(\mathrm{X}_{1}[0] \oplus \mathrm{RK}_{1}^{e n c}[3]\right)\right)
$$

At this equation, it can be seen that the blue parts $X_{1}[3]$ word and round key are fixed values Consequently, XOR instruction between $X_{1}[3]$ word and round key part can be skipped.

- Round 2 In Round 2, only the $X_{2}[3]$ word is not affected by counter value. Therefore, precomputation is not applicable as a whole. However, like the previous round, in order to use $\mathrm{X}_{2}[3]$ word as an input value for $\mathrm{X}_{3}[0]$ word, the operation part that performs XOR instruction with a round key can be a precomputation implement. The optimized LEA-128/128 CTR mode of operation is described in Figure 7.
- Generation of look-up table When generating a look-up table, it has the advantage that the table can be generated during the encryption process. CACHE can be saved in the look-up table through the result of the operation in executing each round. When creating the look-up table, only the address translation cost based on ST instruction is incurred.

Optimization for LEA-128/192 and LEA-128/256
Our optimization strategy for LEA-128/128 can be directly applied to both LEA-128/192 and
LEA-128/256 because their computational structures are identical except for the number of rounds. In addition, we combine each four rounds into one for better performance in our LEA implementations.


Figure 7. Optimized three rounds of LEA-128/128 block ciphers.

### 4.2. Optimized Implementation of HIGHT-CTR

The HIGHT-64/128 split input value into eight 8-bit words. The CTR mode of operation using 32-bit counter, so four words are affected by counter of IV in the initial round. Figure 8 shows this.

- Round 0 The HIGHT performs four operations in a single round. In Round 0, the operation is performed using the following word pairs; $\mathrm{X}_{0}[0]$ with $\mathrm{X}_{0}[1], \mathrm{X}_{0}[2]$ with $\mathrm{X}_{0}[3], \mathrm{X}_{0}[4]$ with $\mathrm{X}_{0}[5]$,, and $X_{0}[6]$ with $X_{0}[7]$. First of all, words of $X_{0}[0], X_{0}[1], X_{0}[2], X_{0}[3]$ have counter values, which is variable. Thus, two of the four operations must be implemented. However, the other operations part uses only fixed values, which are nonce, and round keys, so precomputation is available for these parts.
- Round 1 Unlike the previous round, the pair of words participating in the operation is slightly different. In this time, the $X_{1}[4]$ word is affected by the counter value; then, precomputation is not possible. $X_{1}[5]$ and $X_{1}[6]$ words still have nonce value, so this part is precomputation implementation available. In addition, lastly, $X_{1}[0]$ word operates with a $X_{1}[7]$ word that has nonce value. The whole operations cannot be skipped, but the result of $X_{1}$ [7] operation through the F1 function is can be omitted because $X_{1}[7]$ has nonce value, and the F1 function only conducts left shift operation.
- Round 2 Round 2 has a similar structure to Round 0 . However, in this time, $\mathrm{X}_{2}[4]$ words are affected by counter value, so the precomputation part is reduced by one place and then the Round 0 .
- Round 3 Likewise this time, the Round 3 scheme is like Round 1. The difference is that the $X_{4}[6]$ word is affected by the counter value. For this reason, precomputation implementation is possible in only one part.
- Generation of look-up table In the same method as the proposed look-up table of LEA, the proposed method for HIGHT implementation has the advantage of generating a look-up table during the encryption process. CACHE data are saved during the CTR mode encryption. When creating the look-up table, only the address translation cost based on ST instruction is incurred.


Figure 8. Optimized four rounds of HIGHT-64/128 block cipher.

### 4.3. Optimized Implementation of Rotation Operation

The 8-bit AVR microcontroller supports rotation instructions of 8-bit operands by one bit to left (ROL) and right (ROR). Since one general-purpose register in an 8-bit AVR microcontroller is 8 -bit in size, additional computation is required to apply the rotate operation to data above 8 -bit. If the offset of rotation operation is a multiple of 8-bit, the rotation operation can be optimized away by indexing the register directly. The optimized 16/32-bit word rotation operations are given in Table 6.

Table 6. Optimized 16/32-bit word rotation operations on 8-bit AVR Microcontroller.

| 16-bit $\mathrm{ROL}_{1}$ |  | 16-bit $\mathrm{ROL}_{\mathbf{8}}$ | 32-bit $\mathrm{ROL}_{1}$ |
| :--- | :--- | :--- | :--- |

## 5. Optimization for CTR_DRBG on 8-Bit AVR Microcontroller

In this section, we present optimization methods for an Instantiate Function of CTR_DRBG. The proposed method optimizes the constant data in Derivation Function and Update Functions called from Instantiate Function. This can be applied to any block ciphers used in CTR_DRBG. The proposed
optimization approach with the constant data for Derivation Function and Update Function used in Instantiate Function is to generate a look-up table for the constant data.

In short, our strategy to speed-up an Instantiate Function is to generate the look-up table for the result of encryption for size of block from msb of S , which is used in CBC-MAC of Derivation Function. In addition, we optimize Instantiate Function by generating the look-up table for the result of Update Function called from an Instantiate Function by using the fact that both C and V values of the initial Operational Status are zero.

Figure 9 shows our optimization method for Derivation Function in an Instantiate Function. As mentioned in Section 2.3, Step 1 of Derivation Function uses CBC-MAC. When CBC-MAC is called in Derivation Function, the data from msb to Block Bit of $S$ is zero. CBC-MAC executes encryption with increasing C by the number of times Len_seed. Since, at this time, the key used in CBC-MAC is fixed ( $0 x 00010203 .$. ), the result for encryption of Block Bit including $C$ can be stored in a look-up table. For LEA-128/128, as shown in the yellow and green parts in Figure 9, the Derivation Function can reduce two encryptions during CBC-MAC computation. For other cases (HIGHT-64/128, LEA-128/192, and LEA-128/256), as shown in the yellow, green, and blue parts, Derivation Function can reduce three encryptions in the CBC-MAC computation process. The optimized method of Derivation Function we propose is applicable regardless of the length of Input Data entered in S. In addition, for CTR_DRBG that supports Prediction Resistance, Reseed Function is called from the Generate Function; even at this time, our main idea for Derivation Function is applicable. The constant data on the look-up table is the fixed data and requires the cost of Block Byte $*$ Len_seed. Based on the target block ciphers used in this paper, the look-up table requires up to 48 bytes. Since the look-up table is used as being semi-permanent when it is created (look-up table is constant data), the generation time of look-up table is not considered. Therefore, the look-up table can be used in environments where CTR_DRBG is repeatedly called.

Figure 10 shows the proposed optimization method for the Update Function of Instantiate Function. When the Instantiate Function is called, the Derivation Function generates the seed. After generating the seed, Instantiate Function calls the Update Function to execute an initial updating process for Operational Status. The initial Operational Status has a value of zero ( $C=0, V=0$ ). Since Operational Status is zero when Instantiate Function generates the seed and updates Internal State, we can store the results of Update Function in the look-up table. The orange part in Figure 10 is the omitted encryption part. That is, the Instantiate Function can perform XOR operation immediately using Seed (red part) and look-up table without executing the Update Function. The proposed method that can be applied regardless of the block cipher algorithm, such as the optimization method applied to the Derivation Function. In addition, the look-up table for Update Function is a constant data table that can be used regardless of the number of calls made to CTR_DRBG, just like the look-up table generated by Derivation Function. The look-up table for Update Function requires up-to 48 bytes, the same as the look-up table generated for the Derivation Function.

The propose method for the Instantiate Function are to omit the encryption process as much as possible by using the look-up table. The cost of the look-up table requires up to 96 bytes. We can replace up-to six encryption operations using just 96 bytes. In the case of ATmega128, the most popular MCU in an 8-bit AVR MCUs environment, as mentioned in Section 2, has 4 KB of SRAM. Therefore, a maximum 96 bytes of the look-up table for the Instantiate Function can be stored in SRAM of ATmega128 sufficiently. In addition, the optimization methods we propose for Instantiate Function have the advantage of being applicable to various platforms such as low-end platforms and high-end platforms without relying on specific platforms.

The Extract Function called in the Generate Function is a function of extracting random numbers using the CTR mode. Figure 11 shows the proposed optimization method for the Extract Function of the Generate Function. The Extract Function uses C and V in Operational Status as a key and a counter to perform CTR mode to extract random numbers. Using the optimized CTR mode proposed in Section 4, we apply the optimized CTR mode of Extract Function. In order to apply
the optimized CTR mode using the look-up table proposed in Section 4 to the Extract Function, the look-up table must be generated first. When Counter is V+1, we apply the optimized CTR mode with precomputation; through this process, we generate a look-up table. Note that the optimized CTR mode with precomputation only applies when the counter is $\mathrm{V}+1$. If the counter is $\mathrm{V}+2$ or higher, the optimized CTR mode using a look-up table is applied for the encryption of all CTR modes during Extraction Function.


Figure 9. Optimized implementations for Derivation Function in the Instantiate Function.


Figure 10. Optimized implementations for the Update Function in the Instantiate Function.


Figure 11. Optimized implementations for the Extract function of the Generate function.

## 6. Implementation Results

Proposed implementations of CTR mode and CTR_DRBG were evaluated on 8-bit AVR MCUs. The performance was measured in Clock cycles Per Byte (CPB). The measurement environment is Atmel Studio 7 and all code was compiled using an -02 option.

The comparison criteria are as follows. For comparison, we define three versions of our implementations: the separation version (denoted as $(c, s)$ ), online version (denoted as $(c, o)$ ), and optimized encryption version (denoted as (c) in Figure 12). Both the separation version and the online version build the precomputation table by taking advantage of the property of CTR mode for fast encryption. Actually, they include the process for precomputation table generation and encryption. The difference between the separation version and the online version is that online version builds the precomputation table while executing encryption (Separation version builds the precomputation table separately from the encryption). Our optimized encryption version makes use of the precomputation table generated from either the separation version or the online version for fast encryption. Our three versions of LEA and HIGHT implementations will be compared with the previous best works from [3-5] and from [1,4], respectively.

### 6.1. LEA-CTR on 8-bit AVR Microcontrollers

The LEA implementation result is shown in Figure 12. Three LEA implementations exist on AVR environments [3-5]. The latest research is [5], but it contains only LEA-128 implementation. Therefore, in the case of LEA-128/192 and LEA-128/256, we compare our implementations to [3].

The separation version (denoted as $(c, s)$ in the figure) of LEA-128 has worse performance by about $7.3 \%$ compared to [5]. In addition, LEA-128/192 and LEA-128/256 have slightly lower speeds than [3].

However, the precomputation in online version (denoted as $(c, o)$ in the figure) of LEA-128 shows similar performance to [5]. The reason for the performance difference is that there is a part that calculates a cache table.

The reason for the performance difference compared to the separation version is that the online version combines the generation process of precomputation and the encryption process in order to reduce additional function calls.

The optimized LEA CTR mode implementations (denoted as $(c)$ in the figure) clearly outperform the works from [3-5]. It shows around $4.8 \%$ performance improvement in case of LEA-128/128 compared with the work from [5]. In case of LEA-128/192, and LEA-128/256, our implementations provide around $6.3 \%$ and $6.3 \%$ improved performance compared to [3]. Our LEA implementations provide the fastest performance on 8-bit AVR platform compared with the previous results.


Figure 12. Comparison of execution time for LEA implementations on 8-Bit AVR Microcontrollers under the variable-key scenario in terms of clock cycles per byte, $c$ : counter mode of operation (32-bit counter), $s$ : building precomputation table separately from encryption process, $o$ : building precomputation table in online while executing encryption process.

### 6.2. HIGHT-CTR on 8-Bit AVR Microcontrollers

The HIGHT is a 64-bit block cipher and until now there has only been one previous study for optimization on the AVR platform. Thus, we compare our implementation to the previous work [4], and the results are represented in Figure 13. Like performance analysis of LEA implementation described in the previous subsection, there are three HIGHT implementation versions such as the separation version, online version, and optimized CTR implementation, which are denoted as ( $c, s$ ), $(c, o)$, and ( $c$ ), respectively, in Figure 13.

The separation version (denoted as $c, s$ ) has about $9.9 \%$ lower performance than [4]. However, the online version (denoted as $c, o$ ) provides a slightly better performance. The reason for this result is that the separation version performs encryption after calculating a precomputation table in independent functions. On the other hand, the online version keeps executing an encryption process, while generating the precomputation table. By using this, additional function calls overhead for generating a precomputation table can be reduced. Given these points, the online version has better performance compared with the separation version.

Finally, an optimized CTR mode of operation version (denoted as c) gets $3.8 \%$ better performance than [4]. This is because some of the calculation intervals are skipped through the use of precomputed values, and this is the fastest timing compared with the previous best results on the same platform.


Figure 13. Comparison of execution time for HIGHT implementations on 8-Bit AVR Microcontrollers under the variable-key scenario in terms of clock cycles per byte, $c$ : counter mode of operation (32-bit counter), $s$ : building precomputation table separately from encryption process, $o$ : building precomputation table online while executing the encryption process.

### 6.3. CTR_DRBG on 8-Bit AVR Microcontrollers

The proposed CTR_DRBG was implemented in Atmel Studio 7, as the same implementation environment as Section 6.1. In addition, the code was complied in an -02 option. We implemented CTR_DRBG using the optimization method proposed in Section 4 and 5. Therefore, we measured the ratio of performance improvement by comparing our proposed implementation of CTR_DRBG (using optimized LEA-CTR, and optimized HIGHT-CTR) and CTR_DRBG with LEA [3,5], and HIGHT [4]. Since until now there have been no implementations of CTR_DRBG, we implement the naive version ourselves. As the underlying block cipher, we utilize the previous works of LEA implementation from [3,5], and of HIGHT from [4].

Table 7 shows the ratio of performance improvement to Derivation Function and Update Function, and shows the ratio of performance improvement in Extract Function depending on the length of the extracted random number. When measuring the ratio of performance improvement, an Input Data of Derivation Function was fixed at 64 bytes (which is reasonable because, on AVR platforms, the noise data are typically collected from hardware noise sources, which contain larger entropy than software noise sources). The encryption process as much as Len_seed is omitted in the Derivation Function proposed in Section 5. The block ciphers except HIGHT-64/128 show a performance improvement of more than $10 \%$ in Derivation Function as the Block size is 128 -bit.

The actual computation of the method, proposed in Section 5, in the Update Function is only the XOR operation for the length of the seed. Since, in the Update Function as much encryption process as Len_seed has been omitted, the ratio of performance improvement is much larger than that of Derivation Function. We measure performance according to the length of the extracted random number in the Extract Function. In addition, we implemented the Extract Function using methods proposed in Sections 4 and 5. In other words, our implementation generates a look-up table when the Counter equals $V+1$, and uses a look-up table when the Counter more than $\mathrm{V}+2$. Therefore, it can be seen that the longer the length of the extracted random number, the greater the ratio of the performance improvement of the Extract Function for each algorithm.

Figure 14 shows the ratio of performance improvement for CTR_DRBG with the target block ciphers according to the length of the extracted random number. The ratio of performance improvement is measured by comparing the previous best results shown in [3-5]. Table 8 shows the ratio of performance improvement, which shows the best performance among the ratios in Figure 14.

Table 7. Performance improvement of proposed Derivation function and Update function compared the naive implementation version on 8-bit AVR MCUs [3-5]. The result is based on the number of extracted random numbers, where B, D.Fnc, U.Fnc, and E.Fnc represent byte, Derivation Function, Update Function, and Extract Function, respectively.

| Block Cipher | LEA-128/128 | LEA-128/192 | LEA-128/256 | HIGHT-64/128 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| D.Fnc |  | $10.1 \%$ | $13.4 \%$ | $14.1 \%$ | $5.6 \%$ |
| U.Fnc |  | $51.1 \%$ | $69.4 \%$ | $72.4 \%$ | $40.6 \%$ |
| 32B | E.Fnc | $13.6 \%$ | $22.0 \%$ | $23.5 \%$ | $1.4 \%$ |
| 64B | E.Fnc | $16.7 \%$ | $25.1 \%$ | $26.5 \%$ | $1.9 \%$ |
| 128B | E.Fnc | $20.2 \%$ | $28.7 \%$ | $29.9 \%$ | $2.4 \%$ |
| 256B | E.Fnc | $23.4 \%$ | $31.9 \%$ | $32.8 \%$ | $3.0 \%$ |
| 512B | E.Fnc | $25.8 \%$ | $34.3 \%$ | $35.0 \%$ | $3.3 \%$ |
| 1024B | E.Fnc | $27.3 \%$ | $35.8 \%$ | $36.4 \%$ | $3.5 \%$ |

The optimized implementations of CTR_DRBG used LEA-128/128, LEA-128/192, and LEA-128/256 increase the ratio of performance improvement as the length of the extracted random number increases. In Table 7, the ratio of performance improvement to Extract Function for LEA-128/128, LEA-128/192,
and LEA-128/256 increases by a greater width than HIGHT-64/128 as the length of the extracted random number increases. Therefore, the ratio of performance improvement to Extract Function for LEA-128/128, LEA-128/192, and LEA-128/256 affects the performance improvement ratio of CTR_DRBG over the ratio of performance improvement for Derivation Function and Update Function. HIGHT-64/128 has a difference of approximately $2.1 \%$ in the ratio of performance improvement between 32 bytes and 1024 bytes extracted random number, and the overall ratio of performance improvement of CTR_DRBG does not increase. In other words, in the case which uses HIGHT-64/128, the ratio of performance improvement for Extract Function has less effect on the ratio of performance improvement in CTR_DRBG than the ratio of performance improvement for Derivation Function and Update Function.

Table 8. The best performance improvement ratio (\%) of CTR_DRBG using our LEA and HIGHT implementation compared to CTR_DRBG using previous LEA and HIGHT implementation [3-5]. The result is based on the number of extracted random numbers, Byte represents the number of bytes with best performance of CTR_DRBG.

| Block Cipher | LEA-128/128 | LEA-128/192 | LEA-128/256 | HIGHT-64/128 |
| :---: | :---: | :---: | :---: | :---: |
| Byte | 1024 | 1024 | 1024 | 32 |
| CTR_DRBG | $\mathbf{2 6 . 7} \%$ | $\mathbf{3 6 . 2} \%$ | $\mathbf{3 7 . 2} \%$ | $\mathbf{8 . 7 \%}$ |

The ratio of performance improvement of CTR_DRBG using HIGHT-64/128 drops as the length of the extracted random number increases. Table 7 shows that the performance increase in the Extract Function of HIGHT-64/128 results in a performance improvement of less than $3 \%$ as the length of the extracted random number increases. According to our observation, in the ratio of performance improvement to the extracted 32 byte random numbers and 1024 byte random numbers from the Extract Function, if the difference between the ratio of performance improvement when extracting random numbers is less than $8.3 \%$, the ratio of performance improvement in CTR_DRBG does not increase depending on the length of the extracted random number. The longer the extracted random number is, the more encryption process is added. The longer the extracted random number, the more encryption process is added. Therefore, if the ratio of performance improvement of the Extract Function is significantly less than the ratio of performance improvement for Derivation Function and Update Function, the ratio of performance improvement for CTR_DRBG is lower. Our work of optimized CTR_DRBG in this paper shows up to $37.2 \%$ performance improvement when using proposed LEA implementation, and up to $8.7 \%$ performance improvement when using proposed HIGHT-64/128 implementation.


Figure 14. Performance improvement ratio (\%) for CTR_DRBG using our LEA and HIGHT implementations on 8-bit AVR MCUs, compared to CTR_DRBG using previous LEA and HIGHT implementation [3-5]. The result is based on the number of extracted random numbers. B represents byte.

## 7. Conclusions

In this paper, we have presented optimized implementations of ARX-based Korean block ciphers (LEA and HIGHT) with CTR mode of operation, and CTR_DRBG using them on low-end 8-bit AVR microcontrollers. With respect to CTR mode optimization, the proposed implementation method for generating look-up tables has the advantage of reducing additional function calls compared to the existing naive methods. By using this technique, our proposed table generation method reduced the cost of building precomputation table by around $6.7 \%$ and $9.1 \%$ in the case of LEA and HIGHT, respectively. In addition, using the generated look-up table in a fixed key scenario, our CTR implementations based on LEA and HIGHT provide $6.3 \%$ and $3.8 \%$ improvements compared with the previous best results, respectively. Our CTR implementations are the fastest compared to existing LEA and HIGHT implementations. Regarding CTR_DRBG optimization, we proposed to precompute several parts of CTR_DRBG, which results in performance improvement. The proposed method is the first CTR_DRBG optimization technique, and can be applied regardless of any cipher used for CTR_DRBG. By using this, our CTR_DRBG's implementations using LEA and HIGHT on 8 -bit AVR MCUs provide $37.2 \%$ and $8.7 \%$ of performance improvement compared with the previous naive implementation. We believe that our work can be widely used for building various types of secure IoT services. Furthermore, the optimization techniques from this work can be applied to the other platforms without difficulties.
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#### Abstract

The rapid growth in the amount of data in the digital world leads to the need for data compression, and so forth, reducing the number of bits needed to represent a text file, an image, audio, or video content. Compressing data saves storage capacity and speeds up data transmission. In this paper, we focus on the text compression and provide a comparison of algorithms (in particular, entropy-based arithmetic and dictionary-based Lempel-Ziv-Welch (LZW) methods) for text compression in different languages (Croatian, Finnish, Hungarian, Czech, Italian, French, German, and English). The main goal is to answer a question: "How does the language of a text affect the compression ratio?" The results indicated that the compression ratio is affected by the size of the language alphabet, and size or type of the text. For example, The European Green Deal was compressed by $75.79 \%, 76.17 \%, 77.33 \%, 76.84 \%, 73.25 \%, 74.63 \%, 75.14 \%$, and $74.51 \%$ using the LZW algorithm, and by $72.54 \%, 71.47 \%, 72.87 \%, 73.43 \%, 69.62 \%, 69.94 \%, 72.42 \%$ and $72 \%$ using the arithmetic algorithm for the English, German, French, Italian, Czech, Hungarian, Finnish, and Croatian versions, respectively.


Keywords: arithmetic; Lempel-Ziv-Welch (LZW); text compression; encoding; English; German; French; Italian; Czech; Hungarian; Finnish; Croatian

## 1. Introduction

We live in a digital age. One of the main characteristics of this age is the ability of individuals to exchange information freely. Daily, dozens of billions of digital messages are exchanged, photos are taken, articles are written, and so forth. These activities produce data that must be stored or transmitted. As data size increases, the cost of data storage and transmission time increases. To prevent these problems, we need to compress the data [1-4]. Data compression is the process of reducing the quantity of data used to represent a text file, an image, audio, or video content. There are two categories of data compression methods-lossy and lossless [5,6]. Lossy compression methods reduce the file size by removing some of the file's original data $[7,8]$. The resulting file cannot be completely reconstructed. Lossy compression methods are generally used for compressing file types where data loss is not noticeable, such as video, audio, and image files. On the other hand, lossless data compression methods also reduce file size, but they also preserve file content, so there is no data loss when data is uncompressed. Of course, text files must be compressed using lossless data compression methods [9-12].

In this paper, we focus on text file compression, and therefore we study lossless compression methods. There are a few commonly used lossless compression methods such as Shannon-Fano Coding, Huffman Coding, Lempel-Ziv-Welch (LZW) Algorithm, and Arithmetic Coding [13-17]. The optimal compression method depends on many factors, including the text length and amount of repeating characters. Previous work has focused on the analysis of the compression of texts in languages whose scripts are less represented in computing [18-21]. Kattan and Poli developed an algorithm that identifies best combination of compression algorithms for each text [22]. Grabowski and Swacha developed a dictionary based algorithm for language independent text compression [23]. Nunes et al. developed a grammar compression algorithm based on induced suffix sorting [24].

In this paper, the main question that will be answered is-"How does the language of a text affect the compression ratio?" We have collected and compared texts of various types such as stories, books, legal documents, business reports, short articles and user manuals. Some of the texts were collected only in English and Croatian, and others were collected in Croatian, Czech, Italian, French, German, English, Hungarian and Finnish. We limited research to languages based on Latin script due to the required number of bits to encode a single character. The algorithms we used for compression are Arithmetic Coding, as a representative of entropy encoding methods and LZW Algorithm, as a representative of dictionary-based encoding methods. LZW algorithm is used in Unix file compression utility compress.

The rest of the paper is organized as follows-we present a discussion of algorithms in Section 2 before presenting experimental results in Section 3, followed by a discussion Section 4. Finally, we draw our conclusions in Section 5.

## 2. Methods

### 2.1. Arithmetic Coding

Arithmetic coding is a lossless data compression method that encodes data composed of characters and converts it to a decimal number greater than or equal to zero and less than one. The compression performance depends on the probability distribution of each character in the text alphabet. The occurrence of infrequent characters significantly extends encoded data [4,25-27].

Entropy encoding is a type of lossless compression method which is based on coding frequently occurring characters with few bits and rarely occurring characters with more bits [28-30]. As in the most entropy encoding methods, the first step is creating a probability dictionary. This is done by counting the number of occurrences of each character and dividing it by the total number of characters in the text. The next step is assigning each character in the text alphabet a subinterval in the range $[0,1)$ in proportion to its probability. When all characters have been assigned subintervals, the algorithm can start executing. In this step, a character that is not used in the text can be selected as the "end of text" character.

As can be seen from the given pseudocode in Algorithm 1 and in Figure 1, in the beginning, interval bounds are $[0,1)$. The algorithm calculates new interval bounds for each character in the text. Once the algorithm reads the last character, which was determined previously, the algorithm stops. The encoded word can be any number from the resulting interval. It is recommended to take the final lower boundary of the resulting interval as the encoded word. Instead of using a distinctive character to determine the end of the text, the length of the text can be used to determine when the algorithm has to stop executing.

```
Algorithm 1: Arithmetic Coding Algorithm
    \(l \leftarrow 0 ;\)
    \(h \leftarrow 1\);
    \(x_{i} \leftarrow\) first input character;
    while \(x_{i}\) not endOfMessage do
        \(l \leftarrow l+(h-l) * l_{i} ;\)
        \(h \leftarrow l+(h-l) * h_{i} ;\)
        \(x_{i} \leftarrow x_{i+1} ;\)
    end
    encodedMessage \(\leftarrow(l)_{2}\)
```



Figure 1. Arithmetic encoding the word AABCA.
Finally, the encoded text needs to be converted into binary code. The length of the binary code depends on the Shannon information value, which quantifies the amount of information in a message [31]. One can calculate the Shannon information using the following formula:

$$
\begin{equation*}
I\left(x_{1} x_{2} x_{3} \ldots x_{n}\right)=-\log _{2}\left(p\left(x_{1}\right) * p\left(x_{2}\right) * p\left(x_{3}\right) * \ldots * p\left(x_{n}\right)\right)=-\sum_{i=1}^{n} \log _{2}\left(p\left(x_{i}\right)\right) \tag{1}
\end{equation*}
$$

First, the probabilities of each character in the text need to be multiplied, and then the binary logarithm of a product is calculated. The length of the binary code is one integer larger than the result of the previous calculation. Once the text is converted to binary, it is ready to be transmitted or stored.

For decoding text (pseudocode of the arithmetic decoding algorithm is given in Algorithm 2), a subinterval dictionary made in the first step of the algorithm is used. Decoding begins with converting binary code to a decimal number. In the next step, the algorithm finds a subinterval where encoded text fits, and then it concatenates a subinterval key to the decoded message. The next step is to calculate a new value of the encoded text and repeat the subinterval search. There are two conditions on which the algorithm exits: either when it decodes an "end of text" distinctive character or after a preset number of repetitions. It depends which information the decoder has, "end of text" character or length of text.

```
Algorithm 2: Arithmetic Decoding Algorithm
    \(l \leftarrow(\text { encoded Message })_{10} ;\)
    decodedMessage \(\leftarrow\) """;
    while \(x_{i}\) not endOfMessage do
        find \(x_{i}, l \in I\left(x_{i}\right)\);
        decodedMessage \(\leftarrow\) decodedMessage \(+x_{i}\);
        \(l \leftarrow \frac{l-l_{i}}{h_{i}-l_{i}} ;\)
    end
```


### 2.2. Lempel-Ziv-Welch Algorithm

The Lempel-Ziv-Welch (LZW) Algorithm (pseudocode of which is given in Algorithm 3) is a dictionary-based lossless data compression method. Unlike Arithmetic Coding, for LZW compression, there is no need to know the probability distribution of each character in the text alphabet. This allows compression to be done while the message is being received. The main idea behind compression is to encode character strings that frequently appear in the text with their index in the dictionary. The first 256 words of the dictionary are assigned to extended ASCII table characters [13,32,33].

```
Algorithm 3: LZW Coding Algorithm
    w}\leftarrow\mathrm{ first input character;
    while x not endOfMessage do
        x\leftarrow next input character;
        if wx not in dictionary : then
            dictionary[w] append to encoded word;
            add wx to dictionary ;
            w}\leftarrowx
        else
            w\leftarrowwx
        end
    end
```

The pseudocode and Figure 2 present the steps of the algorithm. Two main values are stored in the algorithm, the word $w$, and current character $x$. In the beginning, the word $w$ is the first text character. In each iteration, the algorithm reads a text character $x$ and checks if there is a $w x$ key in the dictionary. If $w x$ is in the dictionary, $w$ takes a value of $w x$, and the algorithm continues with the execution. In the other case, the corresponding value of $w$ in the dictionary is added to the encoded word, whereafter the dictionary is upgraded with $w x$ key and $w$ takes a value of $x$. The algorithm stops when the end of file character is read.

| s | a | m | 0 | u | p | r | a | v | n | 0 | p | r | a | v | n | i | w | x | Encoded message | Dictionary (index) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | s | a | 115 | sa (257) |
|  |  | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  | a | m | 97 | am (258) |
|  |  |  | - |  |  |  |  |  |  |  |  |  |  |  |  |  | m | 0 | 109 | mo (259) |
|  |  |  |  | - |  |  |  |  |  |  |  |  |  |  |  |  | 0 | u | 111 | ou (260) |
|  |  |  |  |  | - |  |  |  |  |  |  |  |  |  |  |  | u | p | 117 | up (261) |
|  |  |  |  |  |  | - |  |  |  |  |  |  |  |  |  |  | p | r | 112 | pr (262) |
|  |  |  |  |  |  |  | - |  |  |  |  |  |  |  |  |  | r | a | 114 | ra (263) |
|  |  |  |  |  |  |  |  | - |  |  |  |  |  |  |  |  | a | v | 97 | av (264) |
|  |  |  |  |  |  |  |  |  | - |  |  |  |  |  |  |  | v | n | 118 | vn (265) |
|  |  |  |  |  |  |  |  |  |  | - |  |  |  |  |  |  | n | 0 | 110 | no (266) |
|  |  |  |  |  |  |  |  |  |  |  | - |  |  |  |  |  | 0 | p | 111 | op (267) |
|  |  |  |  |  |  |  |  |  |  |  |  | $\bullet$ |  |  |  |  | p | r |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  | $\bullet$ |  |  |  | pr | a | 262 | pra (268) |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  | - |  |  | a | v |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | - |  | av | n | 264 | avn (264) |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | - | n | i | 110 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 | end | 105 | ni (265) |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | end |  | 256 |  |

Figure 2. Lempel-Ziv-Welch (LZW) encoding of the word SAMOUPRAVNOPRAVNI.
The LZW algorithm achieves the excellent compression ratio when compressing long text files that contain repeated strings [32].

The LZW Decoding Algorithm (pseudocode of which is given in Algorithm 4) creates the dictionary the same way as it is created for encoding. The first 256 words of the dictionary are assigned to extended ASCII table characters as well. The algorithm reads each code in the encoded word, writes its value from the dictionary to a decoded word, and upgrades a dictionary.

```
Algorithm 4: LZW Decoding Algorithm
    decoded Message \(\leftarrow\) "";
    foreach code in encodedWord do
        \(w \leftarrow\) dictionary[code];
        decodedMessage \(\leftarrow\) decodedMessage \(+w\);
        \(x \leftarrow\) first character in dictionary[nextCode];
        add to dictionary \(w x\);
    end
```


## 3. Results

The representative test data are prose texts, two legal texts and two user manuals. Because some of the test alphabets consist of non-ASCII characters, each character is stored using 16 binary bits. The output of the LZW Coding Algorithm is a sequence of integers; each of them is stored using 16 binary bits as well. The size of data compressed using the Arithmetic Algorithm in binary bits is equal to Shannon's information Equation (1) of the original data. The compression results are shown in the Figures 3-5. Data compressed using the LZW Coding Algorithm varies from 20\% to $45 \%$ of its original size. Text data compressed using Arithmetic Coding is $\sim 30 \%$ of its original size.

### 3.1. Literary Text Compression

We present results for three prose texts of different lengths—a short story The Little Match Girl by Hans Christian Andersen, novella The Decameron, Tenth Day, Fifth Tale by Giovanni Boccaccio and novella The Metamorphosis by Franz Kafka (shown in Figures 3-5, respectively).

The Little Match Girl


Figure 3. Encoding The Little Match Girl.


Figure 4. Encoding The Decameron Tale.


Figure 5. Encoding The Metamorphosis.

### 3.2. Legal Text Compression

As legal text compression, we present compression results for The European Green Deal and Charter of Fundamental Rights of the European Union given in Figures 6 and 7, respectively.


Figure 6. Encoding The European Green Deal.


Figure 7. Encoding Charter of Fundamental Rights of the European Union.

### 3.3. User Manual Compression

We present compression results for Samsung Q6F Smart TV user manual and Candy CMG 2071M Microwave Oven user manual shown in Figures 8 and 9, respectively.


Figure 8. Encoding Samsung Q6F Smart TV user manual.


Figure 9. Encoding Candy CMG 2071M Microwave Oven user manual.

## 4. Discussion

Both compression algorithms (arithmetic and LZW) have proven effective. The compression ratio varies depending on the text language. The Italian, French, and English alphabets consist of 26 letters. The Croatian alphabet consists of 30 letters, 3 of which are composed of two characters from the rest of the alphabet. Therefore, the Croatian alphabet may be considered to consists of 27 different characters. The Finnish alphabet consist of 29 letters. The German alphabet consists of 30 letters. The Czech alphabet consists of 42 letters or 41 different characters. The Hungarian alphabet consists of 44 letters or 35 different characters.

Figures 3-9 present the compression results. In terms of the percentage of text size reduction, the compression results are as follows. Arithmetic compression results for Croatian, Czech, Italian, French, German, English, Hungarian, and Finnish translations of The Little Match Girl are as follows: $72.39 \%, 70.14 \%, 73.54 \%, 72.87 \%, 72.19 \%, 73.34 \%, 70.94 \%$, and $73.83 \%$ respectively. The compression results for Croatian, Czech, Italian, French, German, English, and Hungarian versions of The Decameron Tale translations are as follows: $72.69 \%, 70.28 \%, 73.29 \%, 72.83 \%, 72.4 \%, 73.08 \%$, and $71.15 \%$. The results for arithmetic compression of The Metamorphosis are $72.78 \%, 63.87 \%, 73.01 \%, 72.97 \%$, $71.87 \%, 73.33 \%$, and $71.1 \%$ for the listed languages. Arithmetic compression results for The European Green Deal translations are as follows: 72\%, 69.62\%, 73.43\%, $72.87 \%, 71.47 \%, 72.54 \%, 69.94 \%$, and 72.42 \% for the Croatian, Czech, Italian, French, German, English, Hungarian, and Finnish respectively. Finally, compression results for Charter of Fundamental Rights of the European Union are $70.79 \%, 68.53 \%, 72.21 \%, 71.58 \%, 70.7 \%, 71.55 \%, 69.35 \%$, and $71.99 \%$. Arithmetic compression results for Samsung Q6F Smart TV user manual are as follows: $70.47 \%, 68.23 \%, 71.69 \%, 70.77 \%, 70.32 \%$, $70.84 \%, 68.86 \%$, and $71.09 \%$ respectively. Finally, the compression results for Candy CMG 2071M Microwave Oven user manual translations are as follows: $69.59 \%, 68.45 \%, 71.31 \%, 70.31 \%, 70.01 \%$, $70.59 \%, 68.22 \%$, and $70.86 \%$ for the Croatian, Czech, Italian, French, German English, Hungarian, and Finnish respectively.

The compression of texts in Italian, French, English and Finnish achieved the best compression ratio. The compression ratio of Croatian and German texts is close to the compression ratio of texts in languages with smaller alphabets. Compressing texts in Czech and Hungarian stands out the most. Czech versions of The Little Match Girl, The Decameron Tale, The Metamorphosis and Charter of Fundamental Rights of the European Union compression is $>2 \%$ lower than compression of the same texts in different languages with fewer letters in the alphabet. Figure 10 shows arithmetic compression results. Compression ratio change compared to English is shown in Figure 11.

The number of different characters impacts compression performance. More different characters in alphabet increase the number of subintervals in Arithmetic Coding and extend the encoded message accordingly.


Figure 10. Arithmetic compression results.
The Little Match Girl is 4-6 thousand characters long text, depending on the text language, which makes it the shortest of three prose texts that are shown in this paper. The LZW compression results for compressing this text are $57.11 \%, 52.96 \%, 57.85 \%, 59.43 \%, 60.21 \%, 60.62 \%, 55.67 \%$, and $59.46 \%$ for the Croatian, Czech, Italian, French, German, English, Hungarian, and Finnish respectively. These results show that LZW compression is not ideal for shorter texts. The Decameron Tale is approximately twice as long as The Little Match Girl, and the results of compressed Tale are as follows $62.35 \%, 59.21 \%$, $64.02 \%, 64.16 \%, 64.31 \%, 64.62 \%$, and $61.41 \%$ for the Croatian, Czech, Italian, French, German, English, and Hungarian, respectively. The Metamorphosis is up to 130 thousand characters long. Results of LZW compression of The Metamorphosis are $74.22 \%, 71.46 \%, 75.03 \%, 76.63 \%, 75.76 \%, 76.83 \%$, and $73.78 \%$ for the Croatian, Czech, Italian, French, German English, and Hungarian, respectively. We can conclude that LZW compression is affected more by the text length than the arithmetic coding. The LZW compression results for Croatian, Czech, Italian, French, German, English, Hungarian, and Finnish translations of The European Green Deal are as follows: $74.51 \%, 73.25 \%, 76.84 \%, 77.33 \%, 76.17 \%$, $75.79 \%, 74.63 \%$, and $75.14 \%$, respectively. The compression results for Charter of Fundamental Rights of the European Union translations are as follows: $69.32 \%, 66.9 \%, 71.8 \%, 71.35 \%, 70.9 \%, 71.3 \%, 68.85 \%$, and $70.75 \%$ for the listed languages. The LZW compression results for Croatian, Czech, Italian, French, German, English, Hungarian, and Finnish translations of Samsung Q6F Smart TV user manual are as follows: $69.93 \%, 67.8 \%, 71.8 \%, 71.12 \%, 70.92 \%, 69.76 \%, 68.38 \%$, and $70.1 \%$, respectively. Finally, the compression results for Candy CMG 2071M Microwave Oven user manual translations are as follows: $66.71 \%, 64.22 \%, 68.62 \%, 67.55 \%, 67.66 \%, 66.69 \%, 64.69 \%$, and $66 \%$, respectively for the for Croatian, Czech, Italian, French, German, English, Hungarian, and Finnish.


Figure 11. Compression ratio change compared to English—Arithmetic compression (positive percentages signify larger compressed file size when compared to English).

Figure 12 shows LZW compression results. Compression ratio change compared to English is shown in Figure 13.


Figure 12. LZW compression results.


Figure 13. Compression ratio change compared to English-LZW compression (positive percentages signify larger compressed file size when compared to English).

Figure 14 shows the compression rate for different lengths of text. Generally, as text length increases, the compression ratio of the LZW algorithm increases. In our test texts, the exception is the compression ratio of Charter of Fundamental Rights of the European Union which compression achieves better results than compression of, longer text, Smart TV user manual. The reason for this irregularity is the repetition of the word 'Article'. As stated in Section 2, LZW compression is based on encoding character strings that frequently appear in the text. Arithmetic encoding achieves significantly better compression ratio for compressing texts up to 20,000 characters, the LZW algorithm achieves better compression ratio for compressing texts longer than 100,000 characters.


Figure 14. LZW compression results-text length dependence.

In addition to the size of the alphabet and text length, the LZW compression also affects the form of the word. We corroborate this by comparing Croatian and English grammar. Croatian grammar is more complex than English grammar. In Croatian grammar, the form of the word depends on the tense, case, and position in the sentence; English grammar also changes the form of the word but in far fewer cases. The LZW compression is based on encoding repeating strings. Because of these differences in grammar, English texts achieve a better compression ratio than their Croatian equivalents. In Figure 15 there are several values from the end of the LZW dictionary. It is shown that encoded strings in English are longer and contain more complete words.

| KEY | VALUE |
| :---: | :---: |
| . Gro | 28386 |
| owi | 28387 |
| ing mo | 28388 |
| ore si | 28389 |
| ilent | 28390 |
| and al | 28391 |
| lmost un | 28392 |
| ncon | 28393 |
| nsc | 28394 |
| ciousl | 28395 |
| ly und | 28396 |
| ders | 28397 |
| standing e | 28398 |
| each other | 28399 |
| r in t | 28400 |
| their g | 28401 |
| glances | 28402 |


| KEY | VALUE |
| :---: | :---: |
| u. Po | 27437 |
| ostavš | 27438 |
| ši sve | 27439 |
| e šu | 27440 |
| utl | 27441 |
| ljivij | 27442 |
| ji i | 27443 |
| i spo | 27444 |
| oraz | 27445 |
| zumi | 27446 |
| ijevaj | 27447 |
| jući se | 27448 |
| pogledi | 27449 |
| ima, na | 27450 |
| amata | 27451 |
| ali su | 27452 |
| u mis | 27453 |

Figure 15. Example from LZW dictionaries in English and Croatian.

## 5. Conclusions

Data compression is the process of reducing the number of bits needed to represent data. Compressing data both reduces the need for storage hardware and speeds up file transfer.

Choosing the right compression algorithm is not a simple task because the performance of each algorithm depends on the text type, length of data, and other text characteristics. Arithmetic Coding achieves a significant compression ratio regardless of the length of the text, but algorithm performance decreases as text length increases. Time and space complexity are crucial parts of any algorithm, and that makes the algorithm not suitable for universal use.

The LZW Algorithm achieves excellent compression ratio when compressing long text files that contain repetitive strings. The algorithm takes a short time to execute and uses minimal resources.

The main question posed in this paper is-"How does the language of a text affect the compression ratio?" and, as it can be seen from results, the answer is positive-there are some differences in compression ratios between texts in different languages and different types of texts. When choosing a compression algorithm, it is important to determine which algorithm achieves the best compression ratio for each language and/or type of text.
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