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Quetzalcoatl Hernandez-Escobedo and Alberto-Jesus Perea-Moreno

Optimal Placement and Sizing of Wind Generators in AC Grids Considering Reactive Power 
Capability and Wind Speed Curves
Reprinted from: Sustainability 2020, 12, 2983, doi:10.3390/su12072983 . . . . . . . . . . . . . . . . 43

Van-Hai Bui, Akhtar Hussain, Thai-Thanh Nguyen and Hak-Man Kim

Multi-Objective Stochastic Optimization for Determining Set-Point of Wind Farm System
Reprinted from: Sustainability 2021, 13, 624, doi:10.3390/su13020624 . . . . . . . . . . . . . . . . . 63

Erika Winquist, Michiel Van Galen, Simon Zielonka, Pasi Rikkonen, Diti Oudendag, 
Lijun Zhou and Auke Greijdanus

Expert Views on the Future Development of Biogas Business Branch in Germany, The 
Netherlands, and Finland until 2030
Reprinted from: Sustainability 2021, 13, 1148, doi:10.3390/su13031148 . . . . . . . . . . . . . . . . 79

Wai Fang Wong, AbdulLateef Olanrewaju and Poh Im Lim

Value-Based Building Maintenance Practices for Public Hospitals in Malaysia
Reprinted from: Sustainability 2021, 13, 6200, doi:10.3390/su13116200 . . . . . . . . . . . . . . . . 99
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Preface to ”Renewable Energy and Energy Saving:

Worldwide Research Trends”

Today, there is an increasing concern for the environment, especially regarding the 
already-evident rise in the planet’s temperature. This circumstance has led to technological progress 
in the use of natural resources for energy and their availability to all productive sectors. Faced with 
the current situation, it is vital to propose actions to put aside production models based on fossil fuels 
and opt for more sustainable models based on a circular economy, energy saving, and renewable 
energy. Energy saving and renewable energy allow us to save our scarce economic resources, 
postpone the depletion of our scarce fossil resources (on which our energy supply depends for the 
most part), and finally seem to be some of the best alternatives for reducing CO2 emissions. This book 
aims to advance the contribution of the use of renewable energies and energy saving in order to 
achieve a more sustainable world.

Alberto-Jesus Perea-Moreno

Editor
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Energy is a very important resource for the development of the residential and indus-
trial sectors, and it should be used with high efficiency, low environmental impact, and at
the lowest possible cost [1]. Historically, economic development has been closely correlated
with increased energy consumption and greenhouse gas emissions, leading to significant
environmental impacts and heavy dependence on fossil energy sources [2].

Today, there is an increasing concern for the environment, especially regarding the
already evident rise in the planet’s temperature. This circumstance has led to technological
progress in the use of natural resources for energy and their availability to all productive
sectors [3].

Energy saving, responsible energy consumption, and efficient use of energy sources
are essential at all levels. The importance of energy saving and efficiency measures is
manifested in the need to reduce the energy bill, restrict energy dependence on the outside
world, and reduce the emission of Greenhouse Gases (GHG) and the purchase of emission
rights in order to meet the commitments acquired with the ratification of the Kyoto Pro-
tocol. Energy efficiency, including residential, industrial, and municipal energy savings,
is critical to meeting national energy and climate change targets set by countries around
the world [4]. Energy efficiency remains the least-cost option for meeting national climate
change commitments.

After several years of negotiations, UN member states agreed on a roadmap that
would help leaders and governments meet the EU’s 2016–2030 goals, which include
promoting sustainable development and environmental protection for all countries. The
2030 agenda for sustainable development is made up of 17 sustainable development goals
and 169 priority action targets for the period 2016–2030, highlighting in the energy sector
goal 7: Ensure access to affordable, secure, sustainable, and modern energy for all people.

The climate alert raised by the scientific community has led to CO2 emissions becoming
the main vector for the transformation of the energy sector by 2020–2050. The systematic
and deep decarbonization of the energy system is the priority political horizon to be
achieved in the 21st century. The landmark Paris Climate Change Agreement (2015) aims,
at a minimum, to keep the global average temperature increase “well below 2 ◦C” this
century compared to pre-industrial levels. Renewables, coupled with a rapid increase in
energy efficiency, are the cornerstone of a viable climate solution [5,6]. There are a number
of global policies to achieve these goals. As an example, the European Union is committed
to achieving climate neutrality by 2050. Achieving this goal will require a transformation
of European society and the European economy, which will have to be cost-effective, fair,
and socially balanced [7]. In China, there has been strong growth in the renewable energy
sector compared to the fossil fuel and nuclear energy sectors. China aims to achieve carbon
neutrality by 2060 and peak emissions by 2030 [8,9].

Faced with the current situation, it is vital to propose actions to put aside production
models based on fossil fuels and opt for more sustainable models based on the circular
economy, energy saving, and renewable energy [10,11].

Energy saving and renewable energy allow us to save our scarce economic resources,
postpone the depletion of our scarce fossil resources (on which our energy supply depends
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for the most part), and finally seem to be some of the best alternatives for reducing CO2
emissions [4,12].

This Special Issue aims to advance the contribution of use of renewable energies
and energy saving in order to achieve a more sustainable world. Leading authors have
published important publications in the field of renewable energies and energy saving:

Abdelhakim Mesloub, Ghazy Abdullah Albaqawy, and Mohd Zin Kandar developed
a study on the use of Building Integrated Photovoltaic windows under semi-arid climate in
Algerian office buildings. This study was realized in terms of energy production, heating
and cooling load, and artificial lighting. The results demonstrate the great advantages of
the use of such windows in terms of energy savings compared to energy demand.

Walter Gil-González, Oscar Danilo Montoya, Luis Fernando Grisales-Noreña, Alberto-
Jesús Perea-Moreno, and Quetzalcóatl Hernández-Escobedo developed an optimization
model for the optimal placement and sizing of wind turbines, considering wind speed
and demand curves and their reactive power capacity. The authors employed the General
Algebraic Modeling System to develop the optimization model.

Van-Hai Bui, Akhtar Hussain, Thai-Thanh Nguyen, and Hak-Man Kim proposed a
multi-objective stochastic optimization model to determine the set-point for a wind farm
(WF) system.

Erika Winquist, Michiel Van Galen, Simon Zielonka, Pasi Rikkonen, Diti Oudendag,
Lijun Zhou, and Auke Greijdanus analyzed how the biogas business will develop until
2030 in three countries (Germany, the Netherlands and Finland). This study is based on
expert opinions.

Wai Fang Wong, AbdulLateef Olanrewaju, and Poh Im Lim evaluated the causal
relationships between value factors and value outcomes of building maintenance in public
hospitals in Malaysia. They concluded that value-adding practices and value co-creation
have a positive influence on value outcomes in hospitals.

Andrés Alfonso Rosales-Muñoz, Luis Fernando Grisales-Noreña, Jhon Montano, Oscar
Danilo Montoya, and Alberto-Jesus Perea-Moreno developed a methodology to optimize
the power flow problem in direct current (DC) employing and optimization algorithm
based on the multiverse (master stage) and the numerical method (slave stage) theories.

Artem Korzhenevych and Charles Kofi Owusu estimated the willingness to pay
(WTP) values for renewable-generated electricity in five off-grid communities with a pilot
renewable minigrid. The authors used data obtained from surveys of the inhabitants of
these five communities.

Wai Fang Wong, AbdulLateef Olanrewaju and Poh Im Lim studied the critical success
factors for improving the level of maintenance service delivery of hospitals. They conducted
a total of 66 surveys among maintenance staff of public hospitals in Malaysia.

Vadim A. Golubev, Viktoria A. Verbnikova, Ilia A. Lopyrev, Daria D. Voznesenskaya,
Rashid N. Alimov, Olga V. Novikova, and Evgenii A. Konnikov developed a model to study
the evolution of non-conventional renewable energies over time, in order to guarantee
their continuity and reliable and uninterrupted supply, taking into account the existing
electricity system.

List of Contributions:

1. Mesloub, A.; Albaqawy, G.A.; Kandar, M.Z. The Optimum Performance of Building
Integrated Photovoltaic (BIPV) Windows Under a Semi-Arid Climate in Algerian
Office Buildings.

2. Gil-González, W.; Montoya, O.D.; Grisales-Noreña, L.F.; Perea-Moreno, A.-J.; Hernand
ez-Escobedo, Q. Optimal Placement and Sizing of Wind Generators in AC Grids
Considering Reactive Power Capability and Wind Speed Curves.

3. Bui, V.-H.; Hussain, A.; Nguyen, T.-T.; Kim, H.-M. Multi-Objective Stochastic Opti-
mization for Determining Set-Point of Wind Farm System.

4. Winquist, E.; Van Galen, M.; Zielonka, S.; Rikkonen, P.; Oudendag, D.; Zhou, L.;
Greijdanus, A. Expert Views on the Future Development of Biogas Business Branch
in Germany, The Netherlands, and Finland until 2030.
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5. Wong, W.F.; Olanrewaju, A.; Lim, P.I. Value-Based Building Maintenance Practices for
Public Hospitals in Malaysia.

6. Rosales-Muñoz, A.A.; Grisales-Noreña, L.F.; Montano, J.; Montoya, O.D.; Perea-
Moreno, A.-J. Application of the Multiverse Optimization Method to Solve the Opti-
mal Power Flow Problem in Direct Current Electrical Networks.

7. Korzhenevych, A.; Owusu, C.K. Renewable Minigrid Electrification in Off-Grid Rural
Ghana: Exploring Households Willingness to Pay.

8. Wong, W.F.; Olanrewaju, A.; Lim, P.I. Importance and Performance of Value-Based
Maintenance Practices in Hospital Buildings.

9. Golubev, V.A.; Verbnikova, V.A.; Lopyrev, I.A.; Voznesenskaya, D.D.; Alimov, R.N.;
Novikova, O.V.; Konnikov, E.A. Energy Evolution: Forecasting the Development of
Non-Conventional Renewable Energy Sources and Their Impact on the Conventional
Electricity System.
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Abstract: Recently, Building Integrated Photovoltaic (BIPV) windows have become an alternative
energy solution to achieve a zero-energy building (ZEB) and provide visual comfort. In Algeria, some
problems arise due to the high energy consumption levels of the building sector. Large amounts of
this energy are lost through the external envelope façade, because of the poorness of the window’s
design. Therefore, this research aimed to investigate the optimum BIPV window performance for
overall energy consumption (OEC) in terms of energy output, heating and cooling load, and artificial
lighting to ensure visual comfort and energy savings in typical office buildings under a semi-arid
climate. Field measurements of the tested office were carried out during a critical period. The data
have been validated and used to develop a model for an OEC simulation. Extensive simulations using
graphical optimization methods are applied to the base-model, as well as nine commercially-available
BIPV modules with different Window Wall Ratios (WWRs), cardinal orientations, and tilt angles.
The results of the investigation from the site measurements show a significant amount of energy
output compared to the energy demand. This study revealed that the optimum BIPV window design
includes double-glazing PV modules (A) with medium WWR and 20% VLT in the southern façade
and 30% VLT toward the east–west axis. The maximum energy savings that can be achieved are 60%
toward the south orientation by double-glazing PV module (D). On the other hand, the PV modules
significantly minimize the glare index compared to the base-model. The data extracted from the
simulation established that the energy output percentages in a 3D model can be used by architects
and designers in early stages. In the end, the adoption of optimum BIPV windows shows a significant
enough improvement in their overall energy savings and visual comfort to consider them essential
under a semi-arid climate.

Keywords: BIPV window; WWR; overall energy; tilt angle; visual comfort; energy saving; semi-arid

1. Introduction

Buildings need to be energy efficient and fully utilize renewable energy to cover their energy
demands. Global environmental awareness and expanding energy demands are increasing alongside
the stable progress in renewable energy technologies seeking to create new prospects for renewable
energy resources [1]. Many studies show that this new sector plays a vital role and many countries,
such as Algeria, have taken measures to ensure sustainability in the utilization of global alternative
energy resources [2,3]. The vital portion of energy consumption in the building sector is marked by a
solid annual growth rate of 6.28%, which needs to be considered in terms of energy savings [4]. In
contrast, the sector of energy consumption among Algerian buildings alone consumes around 42% of
the overall amount used by all sectors. From another perspective, a study showed that there are no

Sustainability 2020, 12, 1654; doi:10.3390/su12041654 www.mdpi.com/journal/sustainability
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building regulations or any recommendations for daylighting and window-to-wall ratios (WWR) for
public buildings. Thus, poor window designs and the absence of regulations in Algeria are leading
to higher energy consumption [5]. However, electric lighting now comprises 25% of the total energy
consumption, making it one of the main consumers of electricity in buildings [6]. The Algerian
government has acknowledged advancing sustainable solutions, such as solar photovoltaic energy
and greenhouse gas emissions, to fight climate change and facilitate the reduction of fossil fuels [7].

To preserve energy, windows can be used. This can be fulfilled by using Photovoltaic (PV) cells
embedded into the windows. With the increase in the usage of glass and windows in the facades
of the buildings, it has become a trend to produce electricity from windows and glass [8]. This can
be achieved by using PV panels embedded in the windows. The design considerations for Building
Integrated Photovoltaic (BIPV) windows in an office require examining the climate and solar conditions
that are affected by the location and building type. Therefore, several design variables can strongly
influence the impact of BIPV windows on energy performance and visual comfort. Various architectural
variables, such as orientation, size of the window (WWR), and BIPV window types and daylight
control are used to carry out simulations [9–11].

A pleasant and visual indoor environment is offered by daylighting as a natural lighting source
for people in office rooms. The light passing through a building façade helps to achieve daylighting
(any semi-transparent material or window glazing). There have been a few studies carried out on
the performance of BIPV window daylighting and lighting energy. Certain authors have proposed
methods to evaluate and optimize the daylighting and visual comfort for first generation BIPV window
(STPV) applications. While some studies used daylight autonomy metrics [12,13], across the Diva
and Dysim software tools under a tropical climate [14,15]. Other studies conducted a luminous test
under real conditions to achieve a visual comfort level in accordance with European standards. By
comparing the two BIPV window modules with 20% transparency, the results indicated the energy
consumption of lighting for the mono-crystalline (m-Si) module to be slightly lower than that of
the Copper Indium Selenide (CIS) [16]. Miyazaki et al. used a continuous dimming control for
artificial lighting metric and proposed 10%–80% energy savings for different transmittance solar cells
by considering the center of the office as the reference point. This result revealed the optimum solar cell
transmittances to be 80% and 30% WWR in the Japanese context, although smaller cell transmittance
values contributed less to electricity consumption [17]. Another perspective concerning the application
of BIPV windows (poly-crystalline modules) is the skylight, as this study was conducted on a residential
building roof with a south orientation and a 30-degree tilt angle. Since the direct daylight illuminance
calculation model was used for the evaluation, semi-transparent PV top light systems were found to
have contributed significantly towards lighting energy savings compared to the conventional glass
used in Japan [18].

Modern architecture rarely employs Building Integrated Photovoltaic (BIPV) windows. However,
only a few studies have investigated the overall energy performance of BIPV windows instead of
conventional windows. These studies considered the three main aspects of the overall energy of BIPV
windows—the energy output (electrical), daylighting (optical), and heat gain/loss (thermal)—through
the use of modeling and experimental approaches.

The optimum PV inclination and orientation level, only in terms of energy output, also depend
on the local climate, load consumption temporal profile, and latitude [19]; for example, the south
orientation was found to be the ideal orientation for building façades facing the northern hemisphere
near the equator [20]. Nevertheless, skylights facing the equator with an inclined angle against the
building altitude will maximise their generation of electricity [21]. The performance of PV arrays at
different orientations and tilt angles for Guangzhou city (latitude 27◦N) was investigated by Chen
Wei et al. According to their report, the monthly average energy output of the PV arrays at different
angle-settings has nearly the same trend in the spectrum according to their monthly average solar
radiation incidence. This finding proves that the amount of solar radiation on a PV array is the major
factor that determines its system’s efficiency. For the energy output plots of PV arrays, it was also
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concluded that the optimum yearly energy output value can be achieved from a PV array facing south
with a tilt angle of 19◦ [22]. Yang et al. investigated the optimal tilt angle and azimuth angle for a wide
range of locations in China by means of a specifically developed mathematical equation based on an
anisotropic model. The results showed the optimal tilt angle for the maximum yearly solar radiation to
be usually smaller than the local latitude, except for areas where the beam radiation occupies a great
portion of the total solar radiation [23].

A previous study focused on the estimation of energy savings in a Japanese office building using
different transmittance values for the semi-transparent solar cell by modeling a standard floor of
an office building based on the Architectural Institute (AIJ) in Japan and applying an amorphous
silicon solar cell under Japan’s climate. Consequently, compared to the standard model, the total
reduction was 55% [17]. Ng, Mithraratne, and Kua evaluated the overall energy performance of six
commercially available semi-transparent PV modules under a tropical climate, based on their Net
Electricity Benefit (NEB), and compare them with conventional windows used in Singapore in terms of
total electricity consumption. Their findings revealed that even in orientations that do not receive direct
solar gains, BIPV can be adopted; moreover, PV efficiencies and good thermal properties are essential
to achieve a better NEB performance [24]. Lu and Law (2013) estimated the overall energy performance
corresponding to the five orientations of a semi-transparent BIPV window system installed in a typical
office in Hong Kong by integrating the simulation results of thermal, power, and visual behaviours.
The main finding of the work was that the system would lead to an annual electrical benefit of about
1300 kWh [10]. In the same context, a comparison of the overall energy performance was carried
out in Hong Kong using a semi-transparent BIPV window and double-glazed window. The results
revealed that a semi-transparent BIPV window can save up to 16% total electricity per year, and the
best orientation is south–west [11]. Another comparison study was performed in five cities in China
between double skin façades and an insulating glass unit through experimentation and simulations.
The results show that the performance of the Photovoltaic Insulated Glass Unit (PV-IGU) offered 2%
better performance than the ventilated PV-Double skin façade. In contrast, the PV-DSF had a better
reduction in solar heat gain compared to PV-IGU, while the PV-IGU was better than the PV-DSF in
terms of thermal insulation [25]. An et al. focused only on the cooling and heating performance of an
amorphous silicon PV module in Korea using a comparison study between different types of PV glass
(single, double glazing). Their results revealed a reduction of 18% in cooling and heating loads [26].
Georgios Martinopoulos et al. assessed a nine story office building in terms of its energy performance
and thermal comfort for a number of various building integrated retrofitting measures; they found
that the shading scenario can reduce total energy consumption by 33% [27].

Recently, European countries have given the utmost importance to this technology to help achieve
a Zero Energy Building (ZEB). In this context, an assessment of four BIPV configurations, namely:
vertical, tilted PV façade, semi-transparent BIPV and photovoltaic shading device, in terms of energy
demand and visual comfort under semi-continental climate. The results indicated that semi-transparent
BIPV eliminated the disturbing glare and resulted in a decrease of 20% on the cooling demand compared
to the reference case. On the other hand, the annual heating and lighting loads were covered by the
annual PV energy output and also a reduction in the cooling loads, approaching the zero-energy
standard in most of the cases [28]. As a consequence, to date, a balanced solution for the overall energy
performance of semi-transparent BIPV windows has been limited in terms of the WWR, transparency,
and efficiency of the available product markets seeking to maximize the energy savings of the BIPV
module in buildings and ensure visual comfort at the same time, particularly under the semi-arid
climate in Algeria.
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2. Methods

2.1. Field Measurement

As shown in Figure 1, a typical office room in Tebessa city facing the east–south was selected to
study the energy output, heat gain, and heat loss, as well as for daylighting measurements. The selected
room is on the 3rd floor and free from shading and any obstacles to ensure it receives the maximum
amount of solar radiance. The experiment was conducted during the critical period of summer, with
the field-measured data recorded systematically using proper interval times. The floor area of the
room was representative of the office room size for all government staff (12 m2), according to the DLEP
and DUC Algerian standard. An off-grid photovoltaic window system was designed and used to
measure, evaluate, and validate the maximum power direct current (DC) from the PV window module.
This system consists of four main components: a photovoltaic window with visible light transmittance
(VLT) 20%, (2) solar charge controllers (maximum power point tracker (MPPT) with a built-in data
logger (DC energy output), a battery, a load element (fluorescent lamp at 12 volts). These elements
were covered with a box during the experiment, so they had an effect on the daylighting measurements.
Furthermore, four illuminance meters (HOBO Pendant Temperature/Light Data Logger) were arranged
inside to measure the indoor temperature and internal WPI, and one illuminance light meter was
placed outside the office to measure the external illuminance and outdoor temperature; a heat flux
meter (fluxDaq+) was used to measure the heat gain and loss of the PV module. The details of the
electrical and thermo–optical characteristics of the PV module are stated in Table 1.

Figure 1. (A) The tested BIPV window placed in the office building chosen for experiment; (B) the
instruments used during the experiment; (C) the arrangement of the instruments for measurements.
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Table 1. Electrical and thermo–optical characteristics of the Building Integrated Photovoltaic (BIPV)
windows used in this experiment.

Amorphous silicon (ASG090)

Dimension (Length, Width, Thickness) 1400 x 1100 x 6.8 mm

Electrical Properties (STC)
Efficiency of Module ( ) 4.50%

Max power (Pmax) 90 Watt
Max power Voltage (Vpm) 78 V
Max power Current (Ipm) 1.15 A

Open circuit voltage 100 V
Short circuit current

Temperature Coefficient (β)
Temperature Coefficient (α)
Temperature Coefficient (γ)

1.43 A
−0.0033/◦C
−0.0009/◦C
−0.002/◦C

Optical properties
Transmittance (VLT) 20%

Thermal Properties

U-value 5.11 at Summer Daytime
5.65 at Winter Night-time

Solar Heat Gain Coefficient (SHGC) 0.34

To produce correct results and predict the actual consumption, validation is a major approach
that has to be done using building simulation tools. Therefore, the accuracy of the comprehensive
performance of the energy factors (energy output, heat gain/loss, indoor and outdoor temperature, and
cell temperature) was validated through Energy Plus, whereas the indoor and outdoor illuminance was
validated through IES-VE by comparing the experimental data to the simulated results. This validation
is based on the mean bias error (MBE) and the coefficient of variation of the root mean square error (CV
RMSE) indicators, which are strongly recommended for energy models by the ASHRAE14 Guidelines.

MBE(%) =

∑Np
i = 1(mi− si)∑Np

i = 1(mi)
(1)

CV RMSE =

√∑Np
i = 1(mi− si)2/Np

m
(2)

where mi is the measured value, si is the simulated value, and n is the number of measured data points.
The results of the accepted model should be less than 10% for MBE and 30% for CV RMSE [29].

2.2. Computer Simulation with Energy Plus and IES-VE

To adequately assess the characteristics of the current overall energy design practice of the BIPV
window, a series of simulations were performed for the basic model (Geometric A) that represents
the common construction practices of offices in Algeria [30] with the same PV module used in the
experiment. Moreover, an extensive simulation was carried out by modeling 65 BIPV windows
at different tilt angles and orientations at once in order to obtain a general picture of the design
implications for various BIPV window systems (Geometric B) and to estimate their application impacts
on building energy production and energy savings as shown in Figure 2. Algeria–Tebessa TMY data
were used Meteonorm data-base, to determine the office buildings’ energy use for artificial lighting,
cooling, and heating electricity usage, as well as the photovoltaic electricity generated [31]. Several
parameters evaluated the overall energy performance of the thin-film PV windows (amorphous silicon,
micromorph). These parameters were the size of the window, the main orientations, the tilt angle,
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and the different levels of visible effective transmittance (VLT), Solar Heat Gain Coefficient (SHGC),
U-value, and energy efficiency (n), as seen in Table 2.

 

a 

b 

Figure 2. (a) Base-model office building used for the daylighting validation sketch-up version 2015
(Geometric A); (b) the proposed model for evaluation of the energy output of BIPV windows at different
tilt angles and cardinal/intermediate orientations (Geometric B).

Table 2. The optical and thermal properties of the thin-film photovoltaics used in the experimental
simulations, S.G: single glazing, D.G: Double glazing.

Technology Configuration Module
VLT
(%)

U-value
(W/m2K)

SHGC Efficiency (%)

(Thin-film)
a-silicon

and
Micro-morph

Module (A1) S.G 10 5.70 0.29 4
Module (A2) S.G 20 5.70 0.34 3.4
Module (A3) S.G 30 5.70 0.41 2.8
Module (B1) D.G 10 2.70 0.11 4
Module (B2) D.G 20 2.70 0.14 3.4
Module (B3) D.G 30 2.70 0.19 2.8
Module (C) D.G 6.91 1.674 0.154 4.75
Module (D) S.G 9.17 5.076 0.289 8.02
Module (E) S.G 5.19 4.795 0.413 5.90

In this study, the nine commercially-available BIPV modules selected were the Auria Solar
(Micromorph) Red, Schott Solar double-glazed amorphous silicon (Voltarlux ASI-ISO-E1.2), Hanwa
Makmax single-glazed silicon (KN-42), and six modules of Onyx Solar single laminated and
double-glazed silicon, with transparency values ranging from 10% to 30% (See Figure A7). All
of the modules were made from thin-film solar technologies that can accommodate the studied climate
(semi-arid) and had shown better performance at high temperature levels, as well as better shade
tolerance, than alternative modules [32]. These modules included both single- and double-glazed
units, which consisted of different constructions and technologies as shown in Table 2.

The position and WWR of the BIPV windows used in geometric model C were based on daylighting
and view designs, rather than energy output and heat gain–loss factors. The daylight zone, which
is associated with window size, is defined as an area with a depth that is two times the window’s
height (measured from the ground) in a direction parallel to the window; the daylight area spreads
horizontally, equal to the window width, plus one metre on either side of the aperture. Consequently,
all of the BIPV windows were positioned in the middle part of the wall. To achieve the minimum line
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of sight, the distance between the floor and the bottom part of the BIPV window (10%–70% WWR)
was set at 0.9 m, which is slightly higher than the working plane of 0.85 m. As shown in Figure 3, a
distance of 2.1 m between the floor and the top portion of the BIPV window (10%–40% WWR) was
found to be the most optimal height for the full penetration of daylight into the room.

 

Figure 3. Proposed 3D model for the optimization simulation stage (Geometric C).

The assessment of energy savings and the optimisation procedure consisted of three stages:

• The first stage involved estimating the current situation’s overall energy consumption for
the base-model;

• The second stage involved using different BIPV window modules instead of conventional windows
to estimate the energy output based on the cardinal and intermediate orientation, with different
tilted angles from horizontal to vertical, with an interval of 10 degrees (geometric b; Figure 2).
This stage also involved evaluating conversion efficiency (n) and PV cell temperature, the heating
and cooling load, as well as artificial lighting and a constant internal load (computer load);

• The last stage included optimizing the design of the BIPV window by balancing the WWR and
physical factors through the use of the geometric model (C). The potential total electricity savings
and their visual comfort criteria when installed in an office building were then estimated and
compared with those of the base model.

The following sections provide the simulation of the overall energy models, as shown in Figure 4.
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Figure 4. Schematic diagram of the simulation method.

2.2.1. Energy Output Model Simulation

This study employed the equivalent one-diode model. This model uses an empirical relationship to
predict the operating performance of the PV, based on conditions such as the PV cell temperature and
an estimation of the conversion efficiency for each time-step. This model consists of a diode, a DC
current source, and a series of resistors [33]. The following equation presents the equivalent one diode
module (3)

I = IL − I0

[
exp
(

q
γktc

(V + IRs)
)
− 1
]

(3)

where I is current [A], V is voltage [V], Rs is the resistance of the module series [Ω], Tc is the
module temperature [K], Io is the diode that reverses the saturation current, γ is the empirical PV
curve-fitting parameter, I is the current, IL is the module’s photocurrent, q is the electron charge
constant. However, the four parameters in this model, IL, Io, γ, and Rs, are empirical values that cannot
be determined directly through physical measurements. The EnergyPlus model calculates these values
from manufactures’ catalog data. Meanwhile, the Integrated Surface Outside Face option is applied to
estimate the cell temperature [11]. The energy exported from the surface as electricity becomes a sink
in the internal source modeling for the heat transfer surface [34].
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2.2.2. Thermal Simulation

The thermal transmittance coefficient (U-value) and solar heat gain coefficient (SHGC) are the two
parameters typically used for thermal characterization, comparisons between BIPV window systems,
and as the input for building energy performance simulations [35]. The SHGC is estimated through
energy balance equations integrated into EnergyPlus models, which can be employed to express
conductive, convective, and radiative heat transfer phenomena [36]. The heating and cooling load
is a necessary critical factor required in the overall energy consumption assessment. For this study,
the Ideal Loads Air Systems (ILAS) component that was built in Energy Plus was used to represent
an ideal HVAC system. This component is assumed to supply cooling or heating air to the related
zone, to meet the zone load up to the specified limit required by the user. As shown in Table 3, with a
coefficient of performance (COP) of 1, the ILAS model is connected to the outdoor air and supplies
the necessary quantity of cooling and heating energy required to meet the temperature set points of
the building’s indoor air temperature. However, the heating and cooling systems were only turned
on during the working hours, as stipulated by the Algerian regulation policy schedule. The thermal
properties of external building element characteristics are summarized in Table 4.

Table 3. Simulation parameters and operation conditions of the thermostat set point.

Occupancy Density One Person

Heating set-point 21 ◦C (08:00–17:00) and the rest of the day Off
Cooling set-point 24 ◦C (08:00–17:00) and the rest of the day Off

Table 4. Thermal properties of the external boundary of a typical office building in Algeria.

Thickness
(mm)

Conductivity
(W/mK)

Density
(kg/m3)

Specific Heat
(J/kg K)

Roof
Roof membrane 1 0.16 1121 1460

reinforced concrete slab 40 1.4 2400 300
Hollow block 160 1.2 2400 946

Cement mortar 5 1.5 1900 1080
Coating of plaster 10 0.5 1900 1080

Interior wall
Plaster coating 10 0.5 1900 1080
Cement mortar 20 1.15 1900 1080

brick 100 0.44 1100 940
Cement mortar 20 1.15 1900 1080

Coating of plaster 10 0.5 1900 1080
Exterior wall

Coating of plaster 10 0.5 1900 1080
Brick 150 0.44 1100 940

Wall air space 10 0.6 800 1000
Brick 100 0.44 1100 940

Coating of plaster 10 0.5 1900 1080
Ceiling/Floor

Herission 30 1 1100 828
Floating slab 100 1.75 2400 946

Cement mortar 5 1.5 1900 1080
Surface finish 20 1.2 2000 800

2.2.3. Daylighting Simulation

In this study, a combination of the daylighting control method and dynamic daylight climate-based
metrics (Useful Daylight illuminance) were used to evaluate daylighting performance and energy
savings [37,38]. The daylighting performance of the BIPV windows demonstrated the amount of
illuminance that is accepted and the capability of the lighting on the systems under both cloudy
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and clear sky conditions to perform a transitional shift and be displayed similarly to regular glass
material [39]. The selected performance indicator of daylighting quantity is based on the International
Standard (ISO), as shown in Table 5. The approach of IES-VE was used to model the potential for
the daylighting of BIPV windows. This method was used considering the finding that visible light
transmittance (VLT) is viewed as the most fitting element for estimating work plane illuminance (WPI)
in the tested offices at the reference points [39]. The finishing materials of the offices were selected
from among materials that are generally used in Algerian office buildings:

1. Floor: stone coverings, with a reflection coefficient of 25%;
2. Walls: cream paint, with a reflection coefficient of 70%;
3. Ceiling: white paint, with a reflection coefficient of 90%;
4. Ground coverings: concrete, with a reflection coefficient of 30%.

Table 5. Summary of Performance Indicator Criteria for Daylight Simulations (ISO).

Analysis Criteria Performance Indicator Work Plane Height

Quantitate
+

Qualitative

Useful daylight
illuminance (UDI)

300 lux < Dark area (needs
artificial light)

0.85 m300 lux–750 lux: comfortable at
least 50% of the time

> 750 lux: too bright with
thermal discomfort

WPI WPI Recommended 300–750 lux

Mean CGI
19 for sedentary status situations

are acceptable
22 for transient situations are

acceptable

It is assumed that there is no building in the vicinity that could obstruct direct light from entering
the windows.

2.3. Criteria for Optimum BIPV Window Design

The yearly evaluation of energy performance employed a graphical optimization method that
combines (1) the visual comfort criteria shown by UDI, where the shaded areas (in the graph) cover
less than 50% of the occupancy hours, with a value of 300–750 lux for the UDI curve. Beyond this area
are the given visual criteria to be met. Next, in agreement with the CEI Glare Index (CGI), only the best
PV modules achieved the requirements of UDI to assess the quantity of glare in the four design days
alongside the base-model. (2) By considering the WWR in a cardinal orientation, the overall energy
consumption (OEC) is then calculated, where a lower value indicates a more energy efficient building,
as shown in Figure 5. The following relation is used to evaluate the overall energy consumption (OEC)

Overall Energy Consumption (OEC)
= Cooling energy consumption + Heating energy consumption
+ Lighting energy consumption + Electrical equipement energy consumption
−PV energy output

[
kWh
m2

] (4)
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Figure 5. A flowchart for determining the optimum BIPV window design.

2.4. Climatic Conditions (Vertical Solar Radiance)

The consideration of climatic conditions has been demonstrated to be an important factor in
investigating the energy output of BIPV window applications, especially solar radiance [40]. Global
solar radiation and sunshine duration values are available on a mean daily or monthly basis. However,
the diffuse, direct, and cloud cover data are rarely recorded on an hourly basis. Some present databases
have been created based on the interpolation and extrapolation of the available data for estimating
solar radiation at each point in the world. These databases include the Meteonorm database, which is
used in this research [31].

Figure 6 identifies the annual horizontal and tilted 90◦ (vertical) global radiation information
together with its diffused component. As is clearly shown, the amount of global horizontal irradiance
(GHI) which reaches 1929 kWh annually, is more than the vertical radiance on a different azimuth.
The highest amount of radiation is received on the south azimuth, with 72% compared to GHI, and
the lowest amount is found on the north azimuth (24%), primarily due to the absence of direct solar
radiance. However, the east and west azimuth reveal a difference of 60% which is approximately the
same amount as the symmetric incidence of solar radiance, as shown in the sun’s path. The diffuse
radiance on the vertical façade of the azimuth represents a significant percentage difference compared
to GHI, which can reach up to 90% for the north azimuth and between 40% and 46% for S, E, and W.
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Figure 6. (A) Yearly global horizontal and diffuse radiance in different orientations (E, N, W, and S); (B)
the sun path of the city of Tebessa by IES-VE 2017.3. Result and Discussion.

3. Result and Discussion

3.1. Empirical Validation of the Overall Energy Performance BIPV Window

Figure 7 shows that the simulated WPI in reference points A1 and B1 is similar to the measured
result. The highest illuminance level was 370 lux during the morning period for reference point A1,
while the B reference point does not exceed 200 lux due to the low transparency and its distance from
the tested PV module. On the other hand, the indoor air temperature was between 25 and 28 ◦C, which
is slightly higher than the comfortable air temperature inside the office. This result demonstrates
that the measured and simulated air temperatures were consistent (less than 2.3%). This outcome
provides a good prediction for the cooling and heating loads during the next part of the simulation.
The outcomes from the EnergyPlus dynamic reproduction include hourly heat gains and losses, and
achievements via BIPV window indicate great dependability with thw experiment model, where the
Mean bias error of heat gain is 2.61%, and 8.64% for heat loss. However, the heat loss happens around
evening time of the summer season, which is not within the investigation period from 8a.m. to 17p.m.

 

 

Figure 7. Cont.
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Figure 7. Comparison of the measured and simulated data (WPI) at the reference points (A1,B1); heat
gain, heat loss, and indoor air temperature.

The daily energy output data were also compared with the simulated and tilted solar radiance for
greater accuracy. A remarkably more fluctuating trend of power generation was observed in spring
(May) than in the summer season due to the variations in sky conditions in the spring season, as shown
in Figure 8. The monthly average of the energy output was between 213 Wh in May (at least) and
245 Wh in July as the maximum. However, the monthly total amount of energy output ranged up to
7 kWh per month, which is a considerable amount when compared to the energy consumption of a
typical office. A validation of the energy output shows the perfect reliability of the model, where the
mean bias error is between 0.48% to 2.21%, and the coefficient variation root mean square is between
11.95% in July because the sky conditions during this month are totally clear, while the coefficient
variations is 22.7% in the spring season.

  

Figure 8. Cont.
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Figure 8. Comparison of the measured and simulated daily energy output of the BIPV window in the
summer and spring season.

3.2. Evaluation of the energy output

The Figure 9 shows the significant differences in the energy output among the different months
under the semi-arid climate in Algeria. The southern-oriented BIPV windows produced less energy in
the summer compared to the winter months since the sun passes quite close to the zenith during the
summer season (height 81◦) and during the winter season, it passes at low latitudes. The maximum
monthly energy output is around 5.95 kWh/m2 in November, while the minimum energy output is
around 2.8 kWh/m2 in June. Further, north is seen as the worst orientation for energy output of BIPV
windows. Similar results were achieved in the west and east facades due to the symmetry of the
incident solar energy, where the maximum output energy loss from the east to west façade did not
exceed 14%.

 

Figure 9. Monthly Distribution of the energy output PV module with conversion efficiency n = 4.

As shown in Figure 10, based on the annual data, it can be seen that the most effective energy
output during the year was 111.112 kWh/m2, which was obtained by facing the module toward the
S–E/S/S–W facades, while the lowest energy output was obtained by facing the PV module to the north
façade, producing an output that was about three times greater. Nevertheless, both the east and west
facades were within the acceptable level of energy output. This indicates the significant role of the
sun’s path in each season throughout the year in the design of BIPV windows. The energy output
increased dramatically from the 90 to the 30 degree slope and then decreased up to the horizontal 0
slope. The highest energy output was obtained at the 30 degree slope. However, the vertical BIPV
windows only produced 61.24% of energy compared to those installed at the 30 degree slope. This
particular result is consistent with previous research conducted in Beirut, Lebanon [41].
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Figure 10. Percentage for the BIPV windows’ energy output performance based on the tilt angle and
orientations under the semi-arid region in Algeria.

Generally, the BIPV window facing the south façade achieved the highest energy output. However,
this output decreased at the 30 degree slope by increasing the tilt angle in all orientations based on
the ratio between the highest energy output facing the south slope (with 30 considered as 100%, with
178 kWh/y, and including the energy output of the other facades and tilted surface from the horizontal
to the vertical façade). The tested PV module within the red line zone presents the best tilt angles and
orientations for the PV module performance at higher than 90% of its capacity, mainly because this
area receives the maximum amount of solar radiance. Moreover, this result revealed that a significant
percentage of the 3D model can be used by architects and designers in Algeria.

On the other hand, the cell temperature and energy output of the thin film modules were
investigated using the equivalent one diode model throughout the four design days (21st June, 21st

September/March, and 21st December), thereby providing a general overview of the effects of cell
temperature on the application of BIPV windows at different tilt angles (10◦, 30◦, 50◦, 70◦, and 90◦)
under semi-arid conditions.

The simulation of the solar cell temperature recorded the lowest value (7 ◦C) in the early winter
morning, and the highest value was recorded to be 50 ◦C in the evening of the summer season.
Accordingly, the PV module recorded the maximum energy output during summer. The graphs
illustrated in Figure 11 demonstrate that by increasing the tilt angle from 10◦ to a vertical angle, using
an interval of 20◦ towards the South facade, the cell temperature declined dramatically. Furthermore,
during both the summer and winter afternoon, this method achieved a difference of 10 ◦C, particularly
between 10 and 30 ◦C. A minimum reduction of at least 1 ◦C for the cell temperature was also recorded
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in the early morning between 8 a.m. and 9 a.m. These results further demonstrate that the effect
on the energy output of increasing the cell temperature of the thin film modules was negligible
compared to the solar radiance, due to the conversion efficiency of the solar cell line with the energy
output. This result confirms that the use of thin film BIPV windows is appropriate under semi-arid
climate conditions.

 

 

Figure 11. The effect of the cell temperature against the energy output with different tilt angles.

3.3. Evaluation of the Lighting Energy

In this study, thin-film BIPV window modules were treated as uniform optical properties. Three
effective visible transmittance values of the BIPV window modules were simulated: 10%, 20%, and 30%.
The minimum value of 10% was selected in order to ensure a certain minimum outside view. The graphs
below describe the lighting electricity consumption as a function of solar cell transmittance and WWR.
The annual total lighting electricity consumption reduced by increasing the solar cell transmittance.
Meanwhile, this value decreased by increasing the WWR based on effective daylight availability. The
results of lighting energy consumption can be summarised through two different scenarios:

• Scenario one involves an increase in the WWR of the BIPV window from 10% to 100%; meanwhile,
the VLT is kept constant at 10%, 20%, or 30%. The graph below shows a very steep decline in
lighting energy from 10% to 60% WWR. For example, the yearly lighting energy consumption in
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the south with 30% of VLT was 19.1k Wh/m2, which diminished to only 1.8 kWh/m2 per year, as
shown in Figure 12. Then, the energy gradually decreased due to sufficient daylight in the work
plane (refer to Figure A1 for the other orientations);

• Scenario two involves increasing the VLT by means of an interval of 10% and fixing the WWR.
The decline percentage ranged between 6% and 10% in a small WWR, reaching up to 65%–80%
with a large WWR of the PV modules; the maximum lighting energy reduction percentage was
80% and was achieved with a fully glazed PV module oriented toward the southern façade.

 

Figure 12. Lighting energy consumption using different VLT values for the PV modules on the
south façade.

3.4. Evaluation of the Cooling and Heating Energy

The graph below depicts the variation in total cooling and heating energy consumption for
the base-model of nine different BIPV modules as a function of the WWR in cardinal orientations.
A positive correlation is observed between the WWR of the PV modules and the base-model with
cooling energy consumption, where the larger WWR and the higher cooling load were caused by
variations in the SHGC and U-values. The graphs in Figure 13 illustrate the three main divisions: (1)
the double-glazed PV modules (A1, A2, A3, and C); (2) the single-glazed PV modules (B1, B2, B3, D,
and E), and (3) the base-model. Consequently, the cooling loads changed considerably among these
three divisions, where the result was very close, with a small WWR, and the difference between the
three divisions was remarkably large for the WWR due to the increased solar heat gained by the PV
module. Therefore, the best performance for energy savings based on the cooling load was achieved
by the double-glazed PV modules, A1, A2, C, and A3. Moreover, the maximum value of the cooling
load energy does not exceed 60 kWh/m2 in the cardinal orientation. Meanwhile, all PV modules were
found to have less energy consumption than the base model, where the cooling energy consumption
increased to more than three times greater than the large WWR of the south, east, and west facades,
and more than double that of the north facade. The energy savings accounted for by the cooling load
were very significant, reaching up to 108, 100, 86, and 29 kWh/m2 in the east, south, west, and north
facades, respectively, compared to the double-glazed PV module. Moreover, approximately half of
these percentages were acquired by applying a single PV module (B1, B2, B3, D, or E).
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Figure 13. Annual cooling energy consumption of the BIPV modules compared to the base model on
the South façade.

Inversely, the base-model consumed less heating energy than all PV modules in the cardinal
orientations. Further, the rate of heating energy for the double-glazed PV modules was mostly constant,
even with an increase in WWR. The heating energy consumption frequently decreased, except in the
north façade due to the absence of solar transmission. The lowest value of the heating energy loads in
the south facade, particularly in those with a large WWR, was due to the augmentation of the heat gain.
Even though the east and west facades had the same performance, the west facade was slightly higher,
with a large WWR. However, the peak heating energy consumption was achieved by the double-glazed
PV modules (A1, A2, C, and A3), primarily due to their high insulation. Therefore, the energy savings
of all PV modules were negative because the base-model had higher solar transmittance (SHGC). Refer
to the Figures A2 and A3 for graphs of the other orientations.

3.5. Evaluation of the Optimum Overall Energy Consumption (OEC)

The Overall Energy Consumption (OEC) of the base-model trend highlights that, within a semi-arid
climate, employing bigger windows is counterproductive, as large windows create bigger areas for
heat transfer in winter and in numerous days during spring and autumn. A larger cooling demand
with bigger south-facing window sizes, as well as increasing the WWR for north-facing windows,
results in a lower heating demand. It is also observed that smaller window sizes cannot be reduced
randomly because electric lighting consumption is an issue, predominantly with 10% WWR, as shown
in Figure 14. The highest OEC of the base-model was observed at the eastern and western façades.
This result agrees with the findings of [30] which is the only study conducted on the overall energy
performance of a typical office. The lowest energy use of the base-model was identified at 20% WWR
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for cardinal alignments. At the same time, the solutions with the lowest total OEC were found to have
the highest percentage of visual comfort or UDI300-750 lux, unless the east facade did not meet the
minimum requirement of the UDI. For the base-model with medium and large window sizes, the use
of artificial light was found to be mostly insignificant, but the risk of glare was extremely high and
exceeded the shaded area.

 

 

 

 

Figure 14. The optimum window design for the base-model in a cardinal orientation, west, east, north,
and south.
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As shown in the Figure 15, the PV Modules with 10% VLT or less indicate that optimising the
WWR against the OEC hindered visual comfort. The PV modules A1, B1, C, D, and E that were
optimised to reduce the OEC with respect to increasing the WWR, did not meet the visual comfort
criteria because of the low light transmittance of these PV modules. Consequently, the office setting
was controlled by high electric lighting use. At the same time, the PV modules with between 20% and
30% VLT (A2, A3, B2, and B3) showed a reduction in the OEC from a small to a medium WWR, and,
between 70% and 100%, the OEC increased again, thereby overcoming the energy output against the
total heating load and lighting energy, as shown in Figures A4–A6.

The results demonstrate that the OEC of the PV modules, compared with the base-model, is
inverse for the WWR. The trend of the PV modules with 10% VLT and less A1, B1, C, D, and E reduced
significantly by increasing the WWR due to the increment of the energy output. In contrast, the OEC of
the base-model increased after 20% of WWR, due to the increment of the cooling load with no energy
output. Moreover, the optimum design solutions limited the PV modules and WWR for this particular
type of climate. In this study, only four PV modules among the nine could meet the targets of both
visual comfort in the cardinal orientation and the specific WWR. The main reason for selecting these
four PV modules (A2, A3, B2, and B3) was due to the required degree of transparency for the VLT to
achieve the minimum requirement of visual comfort.
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Figure 15. The optimum BIPV window design in the southern orientation.

3.6. Evaluation of Visual Comfort

To acquire more details about the quality of visual discomfort, specifically the uncomfortable
glare issue that may be caused by the base-model or different configurations of PV modules, this study
utilised CEI Glare Index (CGI) metrics to assess the glare status for each case, in addition to graphical
presentations. Tables 6 and 7 indicate that the means of the CGI values of the base-model varied
from 18.85 to 28.23 during the studied time and cardinal orientations; the means of CGI only obtained
acceptable values during the winter solstice, while the remaining design days provided uncomfortable
values. On the other hand, the mean CGI for the optimum PV modules selected in this research ranges
from 13.48 to 24.2. As consequence, these results precipitate a sharp decrease in the mean CGI values
throughout the year compared to the base model. The PV module only exceeds the limit of 22 in an
east orientation during the morning period, when the office is exposed directly to sunlight. Thus,
the base-model aggravates this condition, since the average CGI values in all PV modules in each
orientation are lower than the CGI values for the base model because of the large differences in terms of
visible transparency (VLT). In all cases, it is remarkable that there is a significant improvement in terms
of visual comfort by reducing the means of the CEI glare index by at least 3.5 degrees. The means
of CGI are barely perceptible in the south orientation, however, with 40% WWR. As result, the use
of an optimally designed PV module strategy in the cardinal orientation could provide a significant
reduction in glare.

Table 6. The International Commission on Illumination CIE glare index of the optimum PV modules in
the cardinal orientation compared to the base-model during summer solstice, winter, and spring equinox.

Orientation East South West

Date & Time WWR +
VLT

Base model
WWR 20%

PV module A3
WWR 50%

Base model
WWR20%

PV module A2
WWR 40%

Base model
WWR20%

PV module A3
WWR 60%

Summer solstice
21 June

9.00am 27.79 23.49 23.69 18.69 24.13 19.64
15.00 pm 23.95 19.98 23.87 18.45 26.18 21.88

Spring equinox
21 March

9.00 am 28.23 24.20 24.02 18.94 23.89 19.46
15.00 pm 23.83 20.66 25.05 19.82 26.14 21.94

Winter Solstice 21
December

9.00 am 18.85 15.02 18.85 13.48 18.85 14.84
15.00 pm 20.33 16.74 20.33 14.88 20.33 16.31

27



Sustainability 2020, 12, 1654

Table 7. Improvement in the Mean CEI Glare Index evaluation for optimum PV module designs.

Date
Time

East South West

Summer
solstice 21

June

9.00 am

15.00
pm

Spring
equinox 21

March

9.00 am

15.00
pm

Winter
solstice 22
December

9.00am
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Table 7. Cont.

Date
Time

East South West

15.00pm

3.7. Energy Saving of the BIPV Window Modules Compared to the Base Model

The largest potential percentage savings that can be attained by accepting nine various PV modules
in place of the more commonly employed clear glazing (see the base model) in cardinal alignments
can be seen in Figure 16. These graphs showcase inconsistent savings in an approximate range of
1.29% to 60%, and, in some cases, the result was negative (no-savings) compared to the base model. A
significant percentage of savings were achieved in the southern orientation by using module D, whose
energy savings were estimated to be 60%, due to it having the highest conversion efficiency (n = 8)
among the modules. Conversely, module D had a negative percentage in the northern orientation.

This result indicates that the conversion efficiency is not significant, due to the absence of solar
radiance. The maximum savings percentage was only achieved by double-glazing the PV modules
(A1, A2, A3, C). The remaining modules were all negative, and the results demonstrate that thermal
performance was more important than conversion efficiency. Furthermore, the eastern and western
orientations had approximately similar results, where PV modules B1, B2, and B3 presented a negative
percentage mainly due to their weak thermal performance. This occurred because the conversion
efficiency does not compensate for the high energy consumed by the cooling load, except in the
southern orientation, with a WWR of 100%, which could be accomplished by 19.33%, 9.13%, and
14.02% energy savings. Consequently, even the low conversion efficiency of all the PV modules in a
southern alignment is deemed to be comparatively more energy efficient than existing base model
window technology.
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Figure 16. The maximum percentage of energy savings for BIPV modules compared with the base
model in cardinal orientations: south, north, east, and west.
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Figure 16 shows the lowest overall energy consumption of all PV modules and the base-model in
the southern orientation compared to other orientations, demonstrating that the value of the overall
energy consumption is less than 95 kWh/m2.yr for the base model, with 20% WWR. However, the PV
module D reached 25 kWh/m2.yr, with 100% WWR, which is close to zero energy. The WWR of the PV
modules achieved the highest percentage of energy savings with full PV glazing in most cases and
orientations, except for PV modules B2 and B3 due to their U-values and SHGC being higher than
those of the other PV modules.

In contrast, the overall energy savings of the optimum WWR of the PV modules were much
lower than the maximum energy savings. Figure 17 shows that the energy savings ranged between
6% and 23%. Notably, these percentages fluctuate in cardinal orientations. For the western façade,
the PV module (A3) with a WWR of 60% attained the highest percentage (23%) compared to the
base-model, with a WWR of 20% considered to be the optimum WWR for the west, south, and north
orientations. For the eastern orientation, the base-model could not meet the requirement of visual
comfort. Therefore, the eastern façade base model cannot achieve the necessary target. Instead, two
PV modules (A3, with a WWR of 50%, and B3, with a WWR of 50%) can replace the base model and
act as a solution for the eastern façade. The northern orientation includes several alternate solutions.
The common characteristics of these other PV modules include a peak transparency of 30%, with a
large WWR ranging between 60% and 100%. The energy savings for the PV modules with double
glazing (A3) ranged between 16.22% and 18.92%, while the energy savings of the single-glazed PV
module (B3) were lower than those of the PV module (A3) by at last two-fold. Inversely, the southern
orientation energy savings meet the required targets by using small WWR values of 20% and 30% due
to the risk of glare and thermal discomfort in a façade with a large opening.

 

Figure 17. The optimum WWR of the PV modules and base-model in a cardinal orientation and its
energy savings against the optimum base model.

Ultimately, the positive effects of the overall energy savings in the cardinal orientations within
the studied semi-arid climate are consistent with past research results in different climates, although
the percentages varied in every context due to the variety of configurations for the PV modules. For
instance, the energy savings in Spain, a Mediterranean climate, comprise up to 59% of energy used.
Meanwhile, in Japan, 55% of all energy is saved using a solar cell transmittance of 40% in comparison to
a single-glazed façade (Wong et al., 2008). In Singapore and Brazil, with their tropical climates, energy
is saved by 16.7% to 41.3% [42]. A recent study identified that the most energy saved by applying a
CdTe-based PV module within an Indian climate was 60.4% [42].
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4. Design Recommendations

The results from this research allow us to suggest the following design recommendations for the
usage of BIPV windows technology in office buildings in the semi-arid region in Algeria:

i. In general, the adoption of BIPV window modules has a positive impact on the overall energy
saving in an office building. however, care must be taken to select the adequate properties of
PV modules in cardinal orientations;

- North orientation: This orientation is not recommended for use in BIPV window
applications. In this case, it is necessary to use a double-glazed window to overcome
the thermal discomfort issue;

- South orientation: This orientation is highly recommended, particularly for PV modules
with high conversion efficiency;

- East and west orientation: The application of a BIPV window is acceptable in these
orientations, since both orientations produce almost the same results (higher than 70%
of yearly energy output;

ii. The application of daylight control strategies with effective solar transparency and WWR is
highly recommended;

iii. A lateral typology for a typical office building should be used to achieve optimal distribution
and an adequate daylight uniformity of > 0.6;

iv. Based on the results of the base-model and BIPV window modules, the east–west axis was
shown to consume higher overall energy than the south–north axis. Therefore, apart from
directing the office buildings toward the south–north axis, vertical or horizontal louvers are
also suggested for use with the east and west facades of the building;

v. As shown from this research, the optimum design of 20% WWR for the base model was found
to produce the greatest energy savings and provided sufficient daylight for office buildings in
cardinal orientations, unless the north facade adopted 30% of the WWR to provide sufficient
visual comfort;

vi. Generally, it is recommended to use double-glazed PV modules rather than single-glazed PV
modules in cardinal orientations;

vii. In this research, the optimum design of various BIPV windows is different for each orientation
level as presented in Figure 18. The recommended orientations are as given as follows:

(a) For the East façade: PV modules (B3) with a WWR of 50%;
(b) For the South façade: PV modules (B2) with a WWR of 40%;
(c) For the West façade: PV modules (B3) with a WWR of 60%;
(d) For the North façade: PV modules (B3) with a WWR of 100%;

  

Figure 18. Optimum design for BIPV windows (Window Wall Ratios (WWR), Visible Light
Transmittance (VLT), and conversion efficiency) in each cardinal orientation for office building in
vertical facades.
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viii. It is recommended to use BIPV window modules with 10% VLT for locations that do not require
visual comfort, such as archival rooms or resting areas;

ix. As depicted in the 3D model in Figure 19 below, architects can use the output percentages
obtained from the various tilt angles and orientations of the BIPV window in the early stages
of design.

 

 

Figure 19. A 3D model guideline for the energy output percentages obtained from various tilt angles
and orientations for architects and designers.
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5. Conclusions

Apart from demonstrating the importance of appropriate BIPV window designs in the realization
of Zero Energy Building, this study has also shown BIPV to be an energy efficient lighting design
strategy that enhances the visual comfort of offices with windows. Policymakers and architects can
also exploit the results of this research to retrofit conventional building designs with BIPV windows
as well as in the implementation of new building designs in the semi-arid regions. However, further
studies may address the inter-correlation of environmental factors and design studies to obtain more
precise measurements on the BIPV windows’ overall energy performance, as well as evaluate the
return of investments (ROI) for BIPV on new buildings and its impact on Algeria‘s economy. In the
end, this study contributes to better sustainable design research and practice and suggests the effective
usage of BIPV windows in a cardinal orientation. Window size and various optical and thermal BIPV
window configuration strategies should be included in the guidelines, with special reference to the
Algerian climate, to maximize the energy savings by up to 23%. Meanwhile, this method provides
visual comfort and helps prevent damage to the environment by significantly reducing CO2 emissions
and pollution.
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Figure A1. Lighting energy consumption when using different VLT values for the PV modules in
cardinal orientations: east, west and north, respectively.

 

 

Figure A2. Cont.
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Figure A2. Annual cooling energy consumption of the BIPV modules against the base model.

 

Figure A3. Cont.
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Figure A3. Annual heating energy consumption of the BIPV modules against the base model.
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Figure A4. Overall energy performance and visual comfort of the PV modules to achieve the optimum
design in the northern façade.
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Figure A5. Overall energy performance and visual comfort of the PV modules to achieve the optimum
design in the eastern façade.

  

  

Figure A6. Cont.
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Figure A6. Overall energy performance and visual comfort of the PV modules to achieve the optimum
design in the western façade.

 
Six PV modules: single-glazed (A1) (A2) (A3) and double glazed (B1) (B2) (B3) by the Onyx 

solar company 

   
PV module (C): Schott Solar 

(Voltarlux ASI-ISO-E1.2) 
PV module (D): Hanwa 

Makmax 
PV module (E): Auria Solar 

(Micromorph) Red 

Figure A7. The PV modules used in the simulations.
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Abstract: This paper presents an optimization model for the optimal placement and sizing
of wind turbines, considering their reactive power capacity, wind speed, and demand curves.
The optimization model is nonlinear and is focused on minimizing power losses in AC distribution
networks. Also, paired wind turbine and power conversion systems are treated via chargeability
factor η at the peak hour. This factor represents the percentage of usage of the power conversion
system in the nominal wind speed conditions, and allows to support reactive power dynamically
during all periods of the day as a function of the distribution system requirements. In addition, an
artificial neural network is used for short-term forecasting to deal with uncertainties in wind power
generation. We assume that the number of wind power distributed generators could be from zero
to three generators integrated into the system, considering unit power factors and reactive power
injections to follow up the effect of reactive power compensation in the daily operation. The General
Algebraic Modeling System (GAMS) is employed to solve the proposed optimization model.

Keywords: wind power generation; artificial neural networks; chargeability factor; reactive power capacity;
wind speed and demand curves

1. Introduction

Recently, the rapid growth of flexible AC distribution systems, smart grid, renewable energy
sources, energy storage devices, and DC networks has led many researchers to study the optimal
planning and operation of these systems [1]. This has been propelled mainly for the integration of
renewable energy sources into the electrical power system around the world [2,3]. However, renewable
generation sources have inherent technical and operational challenges, such as the need for appropriate
integration without congesting the transmission lines, increasing energy losses, or voltage profiles
degradation, among others [2,4]. Hence, the placement, sizing, and operation of renewable energies
are important and play a fundamental role in the electrical system performance [5]. Due to these facts,
it is necessary to propose strategies for optimal placement and sizing of renewable energies in order to
reduce the network power losses without affecting performance and quality of service.
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In this context, several methodologies have been proposed for optimal placement and sizing
of renewable energy resources in the electrical distribution system. In [6], the optimal location of
the distributed generators was introduced in order to reduce the power losses. In [7], a method for
optimal sizing and optimal placement of renewable energy was presented, implementing an iterative
search approach along with the Newton Raphson method. In [8], an adaptive quantum-inspired
evolutionary algorithm was employed to locate and size distributed generators to reduce power losses
in the networks. In [9], a multi-objective function was described to minimize the real power and
reactive losses and to enhance the voltage profiles using the General Algebraic Modeling System
(GAMS). In [10], an improved variant of the genetic algorithm has been proposed for optimal planning
of wind power generators considering reactive power dispatch capabilities. In [2], a Bat algorithm for
optimal placement and sizing of the distributed energy resources was developed, considering load
variations to minimize power loss and enhance voltage profile. In [11], to solve this same problem,
an invasive weed optimization algorithm was proposed. In [12], an analytical approach for optimal
size and location of solar photovoltaic was proposed. The authors of [12] focus on reducing power
losses and improving the voltage profiles. In [13], the optimal distributed generator placement in radial
distribution networks based on a symbiotic organism’s search algorithm was presented to reduce the
network losses. Many other approaches have been developed based on evolutionary algorithms for
the integration of renewable energy sources considering several aims, such as the harmony-based
search algorithm (HSA) [14], artificial bee colony (ABC) [15], teaching and learning optimization
method [16], particle swarm optimization [17], among others. Multiple hybrid approaches that
combine two optimization techniques have also been introduced. In [18], ant colony optimization and
fuzzy approaches were mixed. In [19], a combination of ant colony optimization and ABC algorithm
was performed. A mixture of the particle artificial bee colony with the HSA algorithm was shown
in [20]. In [21], incremental learning and PSO algorithms were mixed. The authors of [22] present a
PSO algorithm combined with a feasible solution search to optimize the reactive power dispatch in a
wind farm test system. Although there is plenty of research on the optimal location and size for wind
power, all are focused on considering reactive power capacity, wind speed curves or load variation,
but none of them take these problems simultaneously.

This study tackles the problem of optimal placement and sizing renewable energy resources
based on wind turbines in AC distribution networks considering demand and load curves. The main
contribution in regards with literature approaches lies in the proposal of a mixed-integer nonlinear
programming (MINLP) model that includes variable reactive power capabilities in the power
conversion system that composes the wind generation system. In this model, the chargeability factor
in the voltage source converters is introduced as a function of the peak active power generation. This
creates variable reactive power, making it possible to use the wind power system as a variable energy
compensator that can operate with lagging or leading power factor depending on the grid requirements.
The General Algebraic Modeling System (GAMS) is employed to solve the proposed MINLP model
due to its excellent results in similar optimization problems [5,23]. In summary, the contributions of
this paper are:

• A methodology for optimal placement and sizing of wind power generators considering reactive
power capability and wind speed curves is described. In addition, the methodology also takes into
account demand curves over a 24-h period.

• The proposed methodology is focused on minimizing power losses, which can be applied to radial
and mesh networks.

• A chargeability factor η is proposed to represent the capacity to support the reactive power of a
wind power system.

This study is organized as follows: Section 2 describes the mathematical modeling for the problem
of the optimal location of wind power sources in AC distribution networks considering load variations
and wind speed curves. Section 3 introduces the artificial neural network to forecast wind speed
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variations. Section 4 presents the main characteristics of the software implementation of the proposed
mathematical model. In Section 5 the test system is presented, and Section 6 presents the numerical
simulations. Lastly, the main concluding remarks derived from this research are shown in Section 7.

2. Mathematical Modeling

The problem of the optimal location of wind power sources in AC distribution networks
considering load variations and wind speed curves is a nonlinear, non-differentiable, and non-convex
optimization problem that combines continuous and discrete variables. In general terms, these
characteristics generate an MINLP model, as reported in [5]. The main interest of this MINLP model is
to minimize the total daily energy losses in all the branches of the AC grid. The complete mathematical
model is presented below:

Objective function:

min z = ∑
t∈ΩT

[
∑

i∈ΩN

Vi,t

(
∑

j∈ΩN

Vj,tYij cos
(
θi,t − θj,t − φij

))]
ΔT , (1)

where z is the value of the objective function related to the minimization of the daily energy losses,
Vi,t (Vj,t) is the voltage magnitude at node i (j) at the period of time t. Yij is the magnitude of the
admittance that relates nodes i and j. θi,t (θj,t) is the angle of the voltage at node i (j) at the period of
time t; φij is the angle of the admittance that relates nodes i and j. Observe that ΔT is the period of
time of the analysis (typically defined as 1 h for daily economic dispatch); and ΩN and ΩT are the sets
that contain the nodes and the periods of time, respectively.

Set of constraints:

PCG
i,t + yWT

i PWTnom
i,t − PD

i,t = Vi,t ∑
j∈ΩN

Vj,tYij cos
(
θi,t − θj,t − φij

)
, {∀i ∈ ΩN , ∀t ∈ ΩT} (2)

QCG
i,t + QWT

i,t − QD
i,t = Vi,t ∑

j∈ΩN

Vj,tYij sin
(
θi,t − θj,t − φij

)
, {∀i ∈ ΩN , ∀t ∈ ΩT} (3)

Vmin
i ≤ Vi,t ≤ Vmax

i , {∀i ∈ ΩN , ∀t ∈ ΩT} (4)

0 ≤ yWT
i ≤ PWTmax

i xWT
i , {∀i ∈ ΩN} (5)

− yWT
i
η

√
1 − η2

(
PWTnom

i,t

)2 ≤ QWT
i,t ≤ yWT

i
η

√
1 − η2

(
PWTnom

i,t

)2
, {∀i ∈ ΩN , ∀t ∈ ΩT} (6)

∑
i∈ΩN

xWT
i ≤ NGmax

WT , (7)

where PCG
i,t is the active power generation at node i at the period of time t by the conventional generator;

yWT
i is the decision variable that defines the size of the wind turbine located at node i; PWTnom

i,t is the
nominal curve in per unit of the active power generated by the wind turbine connected at node i in the
period of time t (this curve is obtained after applying the artificial neural network (ANN) forecasting
methodology). PD

i,t is the active power consumption at node i in the period of time t. QCG
i,t is the reactive

power generation at node i at the period of time t by the conventional generator; QWT
i,t is the reactive

power generated by the wind turbine connected at node i in the period of time t (this value depends
of the active power transported by the paired wind turbine–power converters). QD

i,t is the reactive
power consumption at node i in the period of time t. Vmin

i and Vmax
i are the minimum and maximum

bounds for the voltage profile at node i. PWTmax
i is the maximum active power generation capability

(size) of the wind turbine that can be connected at node i. xWT
i is the binary variable related to the

location of a wind turbine at node i, i.e., if xWT
i = 1 the generator is located, and xWT

i = 0 otherwise.
The constant η corresponds to the chargeability factor of the paired wind turbine–power converter at
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the maximum active power point, i.e., 0 < η ≤ 1. Here we assume that this chargeability factor equals
90%. NGmax

WT is the maximum number of wind turbines available for location on the AC grid.
The mathematical model defined from (1) to (7) has the following interpretation: Equation (1)

represents the objective function at it determines the total energy losses in an operation period of 24 h.
In (2) and (3) are defined the active and reactive power balance equations; Expression (4) represents
a box-type constraint that represents the minimum and maximum voltage regulation bounds in the
AC grid. Equation (5) determines the size of the wind turbine that can be located at node i if the
decision variable xWT

i is activated. Equation (6) determines the maximum and minimum reactive
power bounds of the wind turbine located at node i; note that this reactive power can be positive
or negative, which implies that the wind turbine can work with lagging or leading power factor as
variable energy compensator. In (7) the maximum number of wind turbines available for location in
the AC grid is defined.

In Figure 1 the interconnection scheme of the wind turbine to the electrical AC network is
presented. This connection is made via back-to-back voltage source converters. In this connection,
via nonlinear control strategies such as passivity-based control [24,25], sliding mode control [26,27]
or feedback linearization [28,29], among others, it is possible to control the active and reactive power
flow exchanged between the AC grid and the wind turbine system independently.

Figure 1. Electrical interconnection of a wind turbine to AC three-phase distribution network via
voltage source converters using back-to-back configuration for type-D connections [30].

Based on Figure 1, and considering that the power losses in the power conversion system and
transformer are negligible, the reactive power inequality constraint reported in (6) is reached as follows:
first, we assume that when the maximum active power is obtained from the wind turbine system
the power conversion system works at 90%, we name this factor as η, which implies that under this
condition, if a wind turbine is located at node i, the per unit representation is as follows:

max
t∈ΩT

{
PWTnom

i,t

}
= ηSWTnom

i . (8)

Second, if we consider the reactive power variable QWT
i,t in per unit representation, then,

the following result yields:

QWT
i,t = ±

√(
SWTnom

i

)2 −
(

PWTnom
i,t

)2
. (9)

Now, if we substitute (8) in (9), we obtain the result presented below:

QWT
i,t = ± 1

η

√(
max
t∈ΩT

{
PWTnom

i,t

})2
− η2

(
PWTnom

i,t

)2
. (10)

Since our interest is to support reactive power dynamically, we replace the equality sign
in (10) by an inequality constraint as reported in (6). Observe that in per unit representation
maxt∈ΩT

{
PWTnom

i,t

}
= 1. Figure 2 illustrates the reactive power limits of wind energy for an active

power delivered at the given time.
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Figure 2. Example of reactive power limits for an active power delivered.

In the case of the real and imaginary power dispatches (control strategy), i.e., active and reactive
power generation in WTs, it is important to mention that the control of these are made via nonlinear
strategies applied to the power system conversion presented in Figure 1. This picture presents a type-D
(or Type-4) WT connection, where the first voltage source converter controls the active power providing
by the wind generator and supports all its reactive power requirements. While the second voltage
source converter adjusts this active power to be transferred to the electrical grid with an adequate
frequency at the same time that interchanges reactive power with this [30]. In addition, the voltage
source converter also enables reactive power to be delivered or absorbed. In this part, we are interested
in presenting the tertiary control stage in power system operation, i.e., the optimization stage in
hierarchical control structures. The tertiary control stage is also called optimal power flow and it can
be implemented as centralized or distributed [31]. This works if links are sent to each active device
(e.g., power electronic converters) to provide references to primary and secondary controls [32].

3. Wind Power Forecasting

The integration of renewable energy sources is a great challenge, framed in the intermittence
of their primary resources. Therefore, it is essential to consider these intermittences in the planning,
and their potential for power generation. Additionally, improper placement and sizing of the wind
powers may cause troubles, such as transmission line overload, voltage profiles, and increases in
power losses [33]. Hence, the placement and sizing of these generators should take into account the
high variability of the wind speed with the purpose of minimizing the forecasting errors and, therefore,
avoiding the issues mentioned above.

Here we adopt the methodology proposed in [23], which is based on ANN. The ANN needs as
input information the temperature, humidity, pressure, and time to properly estimate the wind speed.
The historical wind speed data are depicted in Figure 3, which are taken from [33] and [34].
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Figure 3. Historical wind speed data used for the artificial neural network (ANN) training process
(adapted from [23,33]).

Note in Figure 3 that the illustrated wind speed comprises multiple days over the course of the
24-h period, which provides the ANN with sufficient information to make an adequate prediction. It is
also important to mention although the plots are not shown for the temperature, humidity, pressure,
and time, this information is also implemented for the ANN. These data are found in the Caribbean
region of Colombia, and the availability of wind speed energy is measured over a year.

Artificial Neural Network

The ANN has implemented several topics, such as pattern classification, clustering, optimization,
function approximation, and prediction [35]. The ANN is a mathematical tool that can store and
remind the characteristics of a system and, therefore, obtain learning for the purpose of predicting
future events or stochastic variables. The ANN has some advantages such as fast time in processing
information and small data size, no complexity in pattern recognition tasks, and reprogramming is not
required [36].

The training process of an ANN requires input and output data of the system to obtain a nonlinear
mapping. The ANN is implemented when it does not have a system model in which the input and
output data are related. The nonlinear learning rule is reached, as follows:

y(t) = f
(
y(t − 1), ..., y(t − ny), x(t − 1), ..., x(t − nx)

)
(11)

where x ∈ Rn and y ∈ R are input and output data. ny and nx are the last values of the prediction
and the input data, respectively. Observe that y also depends on the last ny values of the variable
under prediction.

The ntstool of MATLAB software was used in the training process of the ANN to predict the wind
speed. The ANN configuration is composed of four inputs (temperature, humidity, pressure, and time),
four delays, and 12 hidden neurons. We set up the ANN in the training, adjustment, and validation
processes with a 70%, 15%, and 15% of the data, respectively. In Figure 4 the ANN scheme with the
wind speed predictions implemented in MATLAB is shown.
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Figure 4. ANN scheme for wind speed prediction [23].

4. Solution Methodology

To solve the MINLP model that represents the optimal placement and sizing of wind turbines in
AC distribution networks considering wind and demand curves, in this research the general algebraic
modeling system is employed, widely known in specialized literature as GAMS. This optimization
package has been successfully used for solving nonlinear large-scale optimization problems, such
as optimal location and sizing of distributed generators in AC and DC distribution networks [5,37];
optimal operation of battery energy storage systems [23,38]; multi-objective optimization of the stack
of a thermoacoustic engine [39] and optimization of pump and valve schedules in complex, large-scale
water distribution systems [40], and so on. The main characteristics of GAMS implementation are
listed below [23].

� Representation of the mathematical models by sets, which generates a compact formulation.
� The mathematical structure of the model, i.e., (1)–(7), is preserved via symbolic representation by

using a plain text.
� This optimization software allows solving multiple optimization problems, such as linear

programming, discrete models, and general non-convex formulations.
� Availability of a free version for demonstration, useful to introduce undergraduate students with

mathematical optimization.
� Non-advanced programming skills are required for using GAMS, since it has an intuitive manner

to implement a mathematical model using a basic plain text interface.

The basic elements for implementing a mathematical model in the GAMS interface are presented
in Algorithm 1.

Algorithm 1: Main features for implementing a mathematical optimization model in GAMS
Data: Define the nature of the optimization problem and select the test system.
Sets Definition of sets, parameters (constant vectors), scalars (constant number), and tables
(constant matrices).

Variables: Determine the type of variables, e.g., integer, continuous or binary.
Equations: Write the optimization problem, i.e., the set of Equations (1)–(7).
Solution: Select a MINLP solver to reach the solution via minimization of the objective function.
Visualization: Extract the variables of interest, i.e., location of the generators and their sizes,

the value of the objective function, etc.
Result: Optimal location and sizing of wind turbines in AC distribution networks under daily

operative scenarios.

General characteristics about GAMS implementations, such as reserve words and specialized
functions can be consulted in [41].
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5. Test Systems

To validate the proposed mathematical model for optimal location and placement of renewable
energy sources such as wind power considering reactive power capabilities in AC distribution
networks, we consider two test systems with a radial structure composed of 27 and 69 nodes,
respectively. These systems are presented below.

5.1. 27-Node Test System

The 27-node test system is a radial test system with similar characteristics of the Colombian
distribution networks located in the Caribbean region [37]. The branch information and nodal demands
at the peak hour are reported in Table 1, and the electrical configuration of this test feeder is depicted in
Figure 5. For this test system, we employ 13.8 kV and 1000 kW as voltage and power bases, respectively.
To evaluate the daily operation of this system, including PV systems, we employ the demand variation
and the wind generation capacity reported in Figure 6. Note that in this test feeder, the maximum
size of each wind turbine is left free to verify the effect of the renewable injection to reduce the daily
energy losses.

Table 1. Branch and load information of the 27-node test system.

Node Rij Xij Pj Qj Node Rij Xij Pj Qj

i j [Ω] [Ω] [kW] [kW] i j [Ω] [Ω] [kW] [kW]

1 2 0.15208 0.19855 0 0 14 15 0.87630 0.41330 106.3 65.8
2 3 0.65805 0.59745 0 0 15 16 0.87630 0.41330 25 158
3 4 0.19742 0.17924 297.5 184.4 3 17 0.87630 0.41330 255 158
4 5 0.43848 0.26038 0 0 17 18 0.52578 0.24798 127.5 79
5 6 0.48720 0.28931 255 158 18 19 0.78867 0.37197 297.5 184.4
6 7 0.48197 0.22732 0 0 19 20 0.83248 0.39263 340 210.7
7 8 0.87630 0.41330 212.5 131.7 20 21 0.87630 0.41330 85 52.7
8 9 1.09540 0.51663 0 0 4 22 0.87630 0.41330 106.3 65.8
9 10 0.87630 0.41330 266.1 164.9 5 23 0.87630 0.41330 55.3 34.2
2 11 0.87630 0.41330 85 52.7 6 24 0.35052 0.16532 69.7 43.2
11 12 1.07780 0.50836 340 210.7 8 25 0.52578 0.24798 256 158
12 13 0.65722 0.30998 297.5 184.4 8 26 0.52578 0.24798 63.8 39.5
13 14 0.49073 0.23145 191.3 118.5 26 27 0.70104 0.33064 170 105.4

Figure 5. Electrical configuration of the 27-node test system.
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Figure 6. Percentage of power consumption and availability on a typical sunny day in the Caribbean
region of Colombia [37].

5.2. 69-Node Test Feeder

This test feeder illustrated in Figure 7 is widely known in specialized literature as the Baran and
Wu test system with 69 nodes and 68 branches with 12.66 kV of operating voltage [21]. This test feeder
has 3890.7 kW and 2693.6 kVAr of total active and reactive power demand. The initial active energy
losses of this system equals 3525.7520 kWh/day. For this test system, we also considered the possibility
of installing 3 wind turbines, limited from 0 kW to 2000 kW each. In addition, we also considered
12.66 kV and 1000 kW as voltage and power base values, respectively.

Figure 7. Electrical configuration of the 69-node test system.

The information of the branches and the load consumption of the 69-node test feeder is presented
in Table 2. Additionally, the demand and wind turbine curves are the same presented in Figure 6.
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Table 2. Parameters of the 69-node test feeder.

Node Rij Xij Pj Qj Node Rij Xij Pj Qj

i j [Ω] [Ω] [kW] [kW] i j [Ω] [Ω] [kW] [kW]

1 2 0.0005 0.0012 0 0 3 36 0.0044 0.0108 26 18.55
2 3 0.0005 0.0012 0 0 36 37 0.0640 0.1565 26 18.55
3 4 0.0015 0.0036 0 0 37 38 0.1053 0.1230 0 0
4 5 0.0251 0.0294 0 0 38 39 0.0304 0.0355 24 17
5 6 0.3660 0.1864 2.6 2.2 39 40 0.0018 0.0021 24 17
6 7 0.3811 0.1941 40.4 30 40 41 0.7283 0.8509 102 1
7 8 0.0922 0.0470 75 54 41 42 0.3100 0.3623 0 0
8 9 0.0493 0.0251 30 22 42 43 0.0410 0.0478 6 4.3
9 10 0.8190 0.2707 28 19 43 44 0.0092 0.0116 0 0
10 11 0.1872 0.0619 145 104 44 45 0.1089 0.1373 39.22 26.3
11 12 0.7114 0.2351 145 104 45 46 0.0009 0.0012 39.22 26.3
12 13 1.0300 0.3400 8 5 4 47 0.0034 0.0084 0 0
13 14 1.0440 0.3450 8 5 47 48 0.0851 0.2083 79 56.4
14 15 1.0580 0.3496 0 0 48 49 0.2898 0.7091 384.7 274.5
15 16 0.1966 0.0650 45 30 49 50 0.0822 0.2011 384.7 274.5
16 17 0.3744 0.1238 60 35 8 51 0.0928 0.0473 40.5 28.3
17 18 0.0047 0.0016 60 35 51 52 0.3319 0.1140 3.6 2.7
18 19 0.3276 0.1083 0 0 9 53 0.1740 0.0886 4.35 3.5
19 20 0.2106 0.0690 1 0.6 53 54 0.2030 0.1034 26.4 19
20 21 0.3416 0.1129 114 81 54 55 0.2842 0.1447 24 17.2
21 22 0.0140 0.0046 5 3.5 55 56 0.2813 0.1433 0 0
22 23 0.1591 0.0526 0 0 56 57 1.5900 0.5337 0 0
23 24 0.3463 0.1145 28 20 57 58 0.7837 0.2630 0 0
24 25 0.7488 0.2475 0 0 58 59 0.3042 0.1006 100 72
25 26 0.3089 0.1021 14 10 59 60 0.3861 0.1172 0 0
26 27 0.1732 0.0572 14 10 60 61 0.5075 0.2585 1244 888
3 28 0.0044 0.0108 26 18.6 61 62 0.0974 0.0496 32 23
28 29 0.0640 0.1565 26 18.6 62 63 0.1450 0.0738 0 0
29 30 0.3978 0.1315 0 0 63 64 0.7105 0.3619 227 162
30 31 0.0702 0.0232 0 0 64 65 1.0410 0.5302 59 42
31 32 0.3510 0.1160 0 0 11 66 0.2012 0.0611 18 13
32 33 0.8390 0.2816 10 10 66 67 0.0047 0.0014 18 13
33 34 1.7080 0.5646 14 14 12 68 0.7394 0.2444 28 20
34 35 1.4740 0.4873 4 4 68 69 0.0047 0.0016 28 20

6. Computational Validation

The solution of the general MINLP model defined from (1) to (7) for the optimal placement and
sizing of wind turbines considering reactive power capabilities is made using the GAMS optimization
package with the CONOPT solver in a desktop computer with an INTEL(R) Core(TM) i5-3550 3.5 GHz
processor and 8 GB of RAM running a 64-bit version of Windows 7 Professional [37].

In order to verify the effectiveness of using wind turbines considering the reactive power capability
in the converters, we solve the problem from zero to three possible distributed generators considering
unity power factor and reactive power injections; these cases allow to detect the effect of reactive
power compensation in the daily operative behavior of the AC distribution systems in regards to the
energy losses minimization [5].

6.1. 27-Node Test Feeder

For this test system we evaluate the the operation of the paired wind turbine power electronic
converter with unity and variable power factor. In Table 3 the solution achieved by GAMS considering
unity power factor is reported and in Table 4 the solution with variable reactive power compensation
is presented. Note that in these simulation results, the chargeability factor is selected as η = 0.9 p.u.
In this test system the daily energy losses is 1652.0190 kWh/day.
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Table 3. Solution reached by General Algebraic Modeling System (GAMS) considering unity power
factor for the 27-node test system.

Number of WTs Location [Node] Size [kW] Energy Losses [kWh/Day]

1 18 1547.17725 1185.164
2 {7, 14} {1477.5895, 878.1173} 823.6474
3 {8, 15, 20} {1019.7799, 650.5079, 680.1683} 628.4598

Table 4. Solution reached by GAMS considering variable factor for the 27-node test system.

Number of WTs Location [Node] Size [kW] Energy Losses [kWh/Day]

1 8 1432.89260 827.9621
2 {9, 13} {1100.6703, 1069.0459} 582.6569
3 {9, 13, 19} {777.5496, 767.6551, 798.0454} 283.1916

Results in Tables 3 and 4 show the positive effect of including renewable generation in the daily
operation of AC distribution networks. It is important to mention that depending on the operative
consign of the wind turbine, i.e., unity power factor or variable power factor, the location and size of
the generators are susceptible to change; for example in the case of three WTs when power factor is
unitary, the location of the generators is at nodes 8, 15, and 20 with a total active power generation
at the peak hour about 2350.4561 kW; while in the case of the variable power factor the location of
the generators is at nodes 9, 13 and 19, with a total active power generation at the peak hour about
2343.2501 kW. Note that nodes suffer slight variations in their locations for both scenarios, nevertheless,
with a little reduction of the total power capability (7.2060 kW) the variable power factor approach
allows a reduction in about 345.2682 kWh/day passing from 628.4598 kWh/day to 283.1916 kWh/day
when unitary power factor changes from being unitary to variable. The previous results confirm the
conclusions reached by authors of [6], where both cases were analyzed for AC distributed networks
considering only the peak hour in their analysis.

Results in Figure 8 confirm the positive effect of using variable power factor in wind turbine
applications via power conversion system to dynamically support active and reactive power to the AC
grid. In this sense, for one WT the reduction in the daily energy losses is about 21.62%, for two WTs
is about 14.59%, and for three wind turbines is about 20.90% when compared unitary and variable
power factor approaches.

Figure 8. Energy losses reduction in the 27-node test system.
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An important fact in the results presented in Figure 8 is that there is no linear relation between the
number of renewable sources placed in the distribution system and the energy losses reduction, since
the effect of an additional renewable source is less in comparison with the previous case, as concluded
in [37] for photovoltaic plants. This behavior is expected, since the objective function (1) is nonlinear
and non-convex, which implies that linear tendencies cannot be extrapolated from it.

It is worthy to mention that for this test feeder when unitary power factor is considered the GAMS
package takes about 25 s to solve the problem, while in the variable power factor case this time is increased
to 45 s. This increment is caused by the fact that in the variable power factor scenario appears the amount of
reactive power as a variable, which introduces complexity to the optimization model and the solution space
increases substantially with a rate of about 24 additional variables per WT.

6.2. 69-Node Test Feeder

Tables 5 and 6 present the optimal location and sizing of wind turbines in the 69-node test feeder
considering unity and variable power factor, respectively.

In the case of the unitary power factor approach reported in Table 5 we can observe node
60 with a strong effect in the energy losses reduction, since in all the three cases, it appears with
important power injections. Here it is important to mention that for one WT, the daily energy losses
are about 1179.3480 kWh/day; while for three WT units this number is reduced to 949.2134 kWh/day.
This implies that the nonlinear relation between number of renewable sources and energy losses
is strongly demonstrated in the 69-node test feeder, since the difference in both cases is only
230.1346 kWh/day passing from 1639.2766 kW to 1993.7893 kW in the peak hour regarding the
amount of power installed, i.e., 354.5127 kW of additional power.

Table 5. Solution reached by GAMS considering unity power factor for the 69-node test system.

Number of WTs Location [Node] Size [kW] Energy Losses [kWh/Day]

1 60 1639.2766 1179.3480
2 {17, 60} {450.1575, 1554.3188} 1048.7920
3 {17, 60, 61} {450.1243, 189.2822, 1354.3828} 949.2134

Table 6. Solution reached by GAMS considering variable factor for the 69-node test system.

Number of WTs Location [Node] Size [kW] Energy Losses [kWh/Day]

1 62 1597.3204 380.2232
2 {63, 69} {1472.3336, 562.0680} 268.0452
3 {18, 61, 64} {456.7767, 1280.2409, 256.9057} 159.6235

When variable power factor is analyzed the effect of reactive power injection is evident
(see Table 6), since the daily energy losses present strong reduction for all the combinations of wind
turbines. For example, if we observe the case of two WTs, then, the daily energy losses pass from
1048.7920 kWh/day to 268.0452 kWh/day by injecting at the peak hour a total of 2034.4016 kW;
which is similar to the 2004.4763 kW in the unitary power factor scenario. Figure 9 confirms that the
variable power factor approach increases by about 30% the daily losses reduction when compared
to unitary power factor approach. This result indicates that distributed generators with dynamic
reactive power compensation can be a powerful alternative to improve the electrical performance of
the AC distribution networks, only by using adequate control schemes in the power conversion system
presented in Figure 1.

Similarly, as shown by the 27-node test system, in the 69-node case the number of generators and
their impact in the total energy losses reduction is strongly nonlinear, since for two and three WTs we
observe a clear saturation in the objective function performance, with a small increment of about 5%.
This implies that for utilities it is important to consider these nonlinear phenomena in their grids, since
large penetrations of renewable energy can affect negatively their electric power system performances.
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Figure 9. Energy losses reduction in the 69-node test system.

The processing times required in the case of the 69-node test feeder when the unity power factor
was used was about 120 s, while in the case of the variable power factor, it increases to 450 s. This
increment has the same explanation presented for the 27-node test feeder, and it is related to the
increment in the number of variables in the optimization problem.

6.3. Large-Scale Power System Evaluation

To evaluate the applicability of the proposed mathematical model for optimal location and
sizing of wind turbines in electrical networks with reactive power capabilities via power electronic
converters, we implement a large-scale power system composed of 24 nodes with 38 interconnections
via transmission lines and transformers [42,43]. This system has a total of active and reactive power
demands of about 2850 MW and 580 MVAr, respectively. In addition, these power demands are fed by
10 conventional generators and 1 reactive power compensator. The electrical configuration of this test
feeder is presented in Figure 10 and the parameters are reported in Tables 7–9, respectively (the voltage
and power bases for this test feeder are 100 MW and 220 kV). For this test system, we assume that
the slack node corresponds to the generator located at node 13, which is set with voltage output of
1.050 p.u. It is important to mention that the rest of the generators are free for generating the required
power to minimize the total daily energy losses, and the voltage regulation bounds for this power
system are 0.900 p.u. and 1.100 p.u., respectively.
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Figure 10. Electrical configuration of the IEEE 24-node test system.

Table 7. Conventional generator capabilities.

Node Pmin
g Pmin

g Qmin
g Qmax

g Node Pmin
g Pmin

g Qmin
g Qmax

g

1 0.500 2.500 −0.750 0.750 16 0.150 1.350 −0.500 0.750
2 0.250 1.850 −0.900 0.700 16 0.150 1.350 −0.500 0.750
7 0.400 3.000 −0.800 1.200 18 0.500 4.000 −1.850 2.000
13 0.000 6.000 −5.000 5.000 21 0.450 4.500 −1.500 1.500
14 0.000 0.000 −1.500 1.500 22 0.250 2.800 −1.000 1.000
15 0.250 1.500 −0.750 0.800 23 0.750 6.000 −1.650 1.750

All data is per unit.

Table 8. Demand information for the 24-node test feeder.

Node Pd Qd Node Pd Qd Node Pd Qd Node Pd Qd

1 1.080 0.220 7 1.250 0.250 13 2.650 0.540 19 1.810 0.370
2 0.970 0.200 8 1.710 0.350 14 1.940 0.390 20 1.280 0.260
3 1.800 0.370 9 1.750 0.360 15 3.170 0.640 21 0.000 0.000
4 0.740 0.150 10 1.950 0.400 16 1.000 0.200 22 0.000 0.000
5 0.710 0.140 11 0.000 0.000 17 0.000 0.000 23 0.000 0.000
6 1.360 0.280 12 0.000 0.000 18 3.330 0.680 24 0.000 0.000

All data is per unit.
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Table 9. Branch information for the 24-node test feeder (all data in p.u.).

Node i Node j rij xij bj Tap Node i Node j rij xij bj Tap

1 2 0.0026 0.0139 0.4611 0 12 13 0.0061 0.0476 0.0999 0
1 3 0.0546 0.2112 0.0572 0 12 23 0.0124 0.0966 0.2030 0
1 5 0.0218 0.0845 0.0229 0 13 23 0.0111 0.0865 0.1818 0
2 4 0.0328 0.1267 0.0343 0 14 16 0.0050 0.0389 0.0818 0
2 6 0.0497 0.1920 0.0520 0 15 16 0.0022 0.0173 0.0364 0
3 9 0.0308 0.1190 0.0322 0 15 21 0.0063 0.0490 0.1030 0
3 24 0.0023 0.0839 0 1.015 15 21 0.0063 0.0490 0.1030 0
4 9 0.0268 0.1037 0.0281 0 15 24 0.0067 0.0519 0.1091 0
5 10 0.0228 0.0883 0.0239 0 16 17 0.0033 0.0259 0.0545 0
6 10 0.0139 0.0605 2.4590 0 16 19 0.0030 0.0231 0.0485 0
7 8 0.0159 0.0614 0.0166 0 17 18 0.0018 0.0144 0.0303 0
8 9 0.0427 0.1651 0.0447 0 17 22 0.0135 0.1053 0.2212 0
8 10 0.0427 0.1651 0.0447 0 18 21 0.0033 0.0259 0.0545 0
9 11 0.0023 0.0839 0 1.030 18 21 0.0033 0.0259 0.0545 0
9 12 0.0023 0.0839 0 1.030 19 20 0.0051 0.0396 0.0833 0
10 11 0.0023 0.0839 0 1.015 19 20 0.0051 0.0396 0.0833 0
10 12 0.0023 0.0839 0 1.015 20 23 0.0028 0.0216 0.0455 0
11 13 0.0061 0.0476 0.0999 0 20 23 0.0028 0.0216 0.0455 0
11 14 0.0054 0.0418 0.0879 0 21 22 0.0087 0.0678 0.1424 0

To simulate the 24-node test feeder, we consider the case that reactive power is available to be
injected into the power system since results for 27- and 69-node test feeders have demonstrated that
variable power is more efficient regarding energy losses reduction than unity power factor. In Table 10
the optimal solutions reached by the GAMS package is reported on the high-voltage meshed power
system depicted in Figure 10.

Table 10. Solution reached by GAMS considering variable factor for the 24-node test system.

No. of WTs Loc. [Node] Size [MW] Energy Losses [MWh/Day] Reduction [%]

1 6 208.9887 225.8110 45.0384
2 {6, 11} {180.2410, 396.0309} 169.4930 58.7460
3 {3, 6, 11} {167.1043, 183.3276, 358.0971} 131.8012 67.9201

From the results in Table 10, we can observe that:

• To reach a total daily energy losses reduction of about 45.0384% it is required to install a WT
at node 6 with a nominal rate of 208.9887 MW; and to increase the daily energy reduction by
13.7075%, 576.2719 MW is required to be installed, which implies more than 100% of additional
power injection. This result implies that energy losses formulated in (1) have a strong nonlinear
relation between the amount of power injection by renewable energy resources and their location
in regards with the objective function minimization. Note that this behavior was also observed in
both radial test feeders previously reported.

• The proposed mathematical model is suitable to be applied for both radial medium voltage
and high-voltage meshed networks, which confirms that it is general and scalable for multiple
grid topologies.

On the other hand, Figure 11 presents the behavior of the reactive power for the case of the
installation of one wind turbine at node 6.
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Figure 11. Reactive power generation for the case of one WT installed at node 6.

Observe that positive and negative reactive power bounds depicted in Figure 11 correspond to the
graphical behavior of constraint (6) when yWT

6 is 208.9887 MW. It is important to highlight that these
bounds are variable as a function of the active power generation since the power electronic converter
that interfaces this WT has limited apparent power capabilities and function of the chargeability factor
η, as demonstrated in Section 2. Finally, it is worth mentioning that in the case of the one wind turbine,
the power electronic converter works in the second quadrant, because it provides active power at
the same time that absorbs reactive power. This implies that this converter is absorbing the excessive
reactive energy supplied by all the conventional power sources.

6.4. Assessment of ANN Performance

To demonstrate the efficiency of the ANN approach for predicting the renewable energy
availability in wind turbines, we fix the locations reported in Table 4 for the 27-node test feeder
and Table 6 for the 69-node test feeder for the WTS to evaluate the objective function when using the
real wind energy curve (the real wind power curve can be consulted in [23]). In Figure 12 the absolute
error regarding the objective function between the real and estimated curves for both test systems is
presented. Note that the error reported in this picture is calculated, as follows:

ε =
|vr − ve|

vr
, (12)

where ε is the estimation error, vr is the real value of the objective function and ve the estimation
reached with the ANN prediction.

Figure 12 reports the estimation errors reached when the ANN prediction is compared with the
real generation curve. This picture allows to conclude that the maximum error for both test feeder
does not overpass 1.35% for different possibilities of wind turbine locations. This result confirms that
the ANN is a powerful tool for renewable generation prediction, as previously published in [5,23]
for wind and photovoltaic applications.
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Figure 12. Error between the real generation curve for wind turbines and the predicted curve provided
by the ANN approach.

7. Conclusions and Future Works

The variable energy compensation problem in AC distribution networks has been analyzed in
this paper via optimal placement and sizing of wind turbines, considering daily wind and demand
curves. The main contribution of this study is the nonlinear formulation related to the paired wind
turbine and power conversion system via chargeability factor η at the peak hour. This factor represents
the percentage of usage of the power conversion system in the nominal wind speed conditions, and it
allows supporting reactive power dynamically during all periods of the day as a function of the
distribution system requirements.

The effect of the variable power factor in comparison to the unitary scenario was evident for both
test feeders since the reduction of the energy losses was at least 20% superior by using practically the
same installed capability regarding active power injection at the peak hour. These results confirm
that power conversions systems presented in the integration of renewable can be used to replace
classical approaches, such as capacitor banks with fixed of variable steps. Power conversion systems
can be operated with lagging or leading power factors, which is a definite advantage in variable
demand scenarios.

Artificial neural networks employed for renewable generation forecasting evidenced estimation
errors lower than 1.35% when real and predicted curves are compared in terms of the objective function
estimation, which allows to demonstrate the efficiency and robustness of this tool for economic and
optimal power dispatch problems in the presence of renewable uncertainties.

As future work, it will be possible to solve the proposed optimization problem via metaheuristic
techniques by using a master-salve structure with genetic algorithms and vortex optimizers.
Additionally, it will also be possible to include the chargeability factor η as an optimization variable.
This will allow to identify the optimal size of the power conversion system. An additional future work
might be related to the inclusion of contingency analysis in meshed power systems in order to identify
the best location and size of the renewable source to make the entire system more reliable and secure
under fault conditions.
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Abstract: Due to the uncertainty in output power of wind farm (WF) systems, a certain reserve
capacity is often required in the power system to ensure service reliability and thereby increasing
the operation and investment costs for the entire system. In order to reduce this uncertainty and
reserve capacity, this study proposes a multi-objective stochastic optimization model to determine
the set-points of the WF system. The first objective is to maximize the set-point of the WF system,
while the second objective is to maximize the probability of fulfilling that set-point in the real-time
operation. An increase in the probability of satisfying the set-point can reduce the uncertainty in the
output power of the WF system. However, if the required probability increases, the set-point of the
WF system decreases, which reduces the profitability of the WF system. Using the proposed method
helps the WF operator in determining the optimal set-point for the WF system by making a trade-off
between maximizing the set-point of WF and increasing the probability of fulfilling this set-point
in real-time operation. This ensures that the WF system can offer an optimal set-point with a high
probability of satisfying this set-point to the power system and thereby avoids a high penalty for
mismatch power. In order to show the effectiveness of the proposed method, several case studies are
carried out, and the effects of various parameters on the optimal set-point for the WF system are also
analyzed. According to the parameters from the transmission system operator (TSO) and wind speed
profile, the WF operator can easily determine the optimal set-point using the proposed strategy. A
comparison of the profits that the WF system achieved with and without the proposed method is
analyzed in detail, and the set-point of the WF system in different seasons is also presented.

Keywords: energy management systems; multi-objective function; optimal set-points; stochastic
optimization; wind farm operation

1. Introduction

Wind energy, along with other renewable energy sources, is expected to grow sub-
stantially in the coming decades and play an important role in fulfilling future world
energy needs as well as contributing to reducing global warming. The International Energy
Agency (IEA) estimates that the annual wind power could increase to more than 2180 TWh
by 2030, which is seven times higher than accumulative wind power production up to
2009 [1,2].

In order to convert wind energy into electricity, a vast number of wind turbine gen-
erators (WTGs) and the WF systems have been under construction recently and injecting
huge amounts of power into the power system. However, due to the rapid increase in the
penetration of wind power, future power systems may face numerous challenges from
the supply variability and uncertainty in the output power of WF systems. For small WF
systems, this uncertainty can be neglected because the total output power of the WF system
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is small compared with the power system capacity. Recently, however, WF systems are
designed with a huge installed capacity of up to several GW [3]. Therefore, the uncertainty
in such large WF systems cannot be neglected, which adversely affects the operation of
the power system in terms of power quality, system security, and system stability [4,5].
Various methods have been proposed to handle the uncertainty in the output power of the
WF system in the operation of the power system [6,7].

The most common approach to reducing the effect of the uncertainty in the output
power of the WF system is to use auxiliary supplies or reserve capacity, such as battery
energy storage system (BESSS) [8,9], power-to-hydrogen-to-power system [10], power-to-
gas energy storage [11], controllable distributed generators [12], etc. The optimal control of
these auxiliary systems can reduce the effect of wind power curtailment by peak shaving
as well as by compensating for the power mismatch by the uncertainty in WF’s output
power. However, the operation and investment costs for this reserve capacity are quite
expensive due to the installation of additional controllable distributed sources. In order to
reduce these costs, the optimal scheduling and sizing of the reserve capacity are required,
considering the uncertainty in the output power of the WF system.

There are several optimization algorithms and strategies for the operation of power
systems that have been proposed for optimal sizing and scheduling of the reserve capacity
using robust optimization [13], stochastic optimization [14,15], dynamic programming [16],
and reinforcement learning (RL)/deep RL [17]. The authors in [13] have proposed a two-
stage distributed robust optimization model to investigate the optimization scheduling for
the multi-energy coupled system, considering the uncertainty in wind power. This model
aims to minimize the expectation of the operation cost under the worst-case condition. The
authors in [14,15] have developed a two-stage stochastic programming model for optimal
unit commitment and dispatch decisions. The authors in [16] have proposed a capacity
sizing method for wind power–energy storage systems using dynamic programming. The
authors in [17] have developed a double deep Q-learning-based distributed operation
strategy for a BESS considering the uncertainty in the output of wind power. However,
these studies in [13–17] only focus on the optimal operation of the power system with
a certain uncertainty in the output power of the WF system. The transmission system
operators (TSOs) attempt to optimize the operation scheduling of resources outside the WF
system, such as power plants and BESSs, to ensure the service reliability in the worst-case
(i.e., the output power of the WF is at the lowest bound). A large uncertainty bound can
lead to a significant increase in the operation and investment costs due to the requirement
of the huge amount of reserve capacity in the power system.

In order to reduce the amount of reserve capacity in the system, the uncertainty in
the output power of the WF system should be decreased by optimizing the set-point
of the WF system. Various methods have been proposed to determine the set-points of
WTGs and the WF system with different objectives [18–20]. The authors in [18] have
proposed an operation strategy to optimize the set-point of each WTGs for maximizing
the total output power of the WF system. The authors in [19] have investigated the wind
power smoothing effect considering the different number of WTGs and the operation of
WTGs in the WF system. The authors in [20] have developed an operational strategy to
minimize the power deviation in the WF system by optimizing the set-point for each WTGs.
However, most studies have focused on maximizing the output power of a WF system [18],
smoothing wind power output [19], or minimizing power deviation in the WF system [20].
Determining the set-point of the WF system to reduce the uncertainty of the output power
has not been considered in the literature.

Therefore, this study mainly focuses on developing a strategy for the WF operator
to determine the optimal set-point of the WF system to reduce the uncertainty in the
output power. In the proposed strategy, a multi-objective stochastic optimization model
is developed based on mixed-integer linear programming (MILP). The multi-objective
function consists of two single objectives; the first objective is to maximize the set-point
of the WF system, while the second objective is to maximize the probability of fulfilling

64



Sustainability 2021, 13, 624

the set-point of the WF system in real-time operation. As aforementioned, the set-point of
the WF system helps TSO in determining the optimal scheduling for all external resources
to fulfill the electric demands. In order to reduce the uncertainty of the output power, the
WF operators need to assure that they can satisfy the set-point in the real-time operation
and inject it into the power system. Any power mismatch between the actual output
power and the committed power may result in a high penalty for the WF operator. To
increase the profit of the WF by selling power to the grid, it is easy to observe that the
WF should inform a high set-point to the TSO. However, if the set-point for WF systems
increases, the probability of fulfilling such high set-point decreases. By using the proposed
method, the WF operator is able to determine the set-point for the WF system by deciding
a trade-off between maximizing the set-point and increasing the probability of fulfilling
that set-point. A high probability of fulfilling the set-point helps the WF system avoiding a
penalty for power mismatch between the actual output power and the set-point of output
power and also reduces the uncertainty of the output power of the WF system. This helps
the TSO to significantly reduce the reserve capacity and thereby reducing the investment
and operation costs for the whole system. The effect of the ratio of weight factors and
the minimum probability requirement on the set-point of the WF system are analyzed in
detail in the simulation section. In addition, a comparison of the profits that the WF system
achieved with and without the proposed method is analyzed in detail and the set-point of
the WF system is also presented with different wind speed profiles for the four seasons in
a year. The major contributions of this study are listed as follows:

• A multi-objective stochastic optimization model is developed to determine the optimal
set-point of WF with different wind probability density functions. This helps to reduce
the uncertainty of the output power of WF and thereby to reduce the requirement of
reserve capacity;

• A novel algorithm is proposed for a trade-off between maximizing the set-point of
WF and increasing the probability of satisfying this set-point in real-time operation.
With any input information, the WF operator is able to find out the optimal set-point
with a required probability;

• By increase, the probability of fulfilling the set-point in real-time operation, the uncer-
tainty of the output power of WF can be decreased. This results in the reduction of
operation cost of the whole system.

This paper is arranged as follows: In Section 2, the system configuration and operation
of the system are presented. In Section 3, the detailed strategy for determining the optimal
set-point of the system WF is presented. In Section 4, a MILP-based mathematical model
for multi-objective stochastic optimization is formulated. In Section 5, the numerical results
are analyzed, and the comparison on the set-point of the WF system is also presented. The
conclusion of this study is summarized in Section 6.

2. System Configuration

Figure 1 depicts a typical WF system, which is connected to the power system to
supply electric demands. The whole system is operated by a transmission system operator
(TSO). The TSO’s primary task is to determine the optimal scheduling for supply resources
(i.e., power plants and renewable energies sources) and manage the operation of the entire
system in real-time operation. To optimize the scheduling for power plants, TSO requires
the set-point from the WF system. The WF system normally operates by the WF operator,
and this management system is also responsible for determining the optimal set-point of
the WF system and informing the TSO. This set-point of the WF system plays a vital role
in the optimal scheduling of other resources. Therefore, the WF system must be able to
fulfill its set-point in real-time operation. Any power mismatch between actual output and
committed power results in a massive penalty for the WF system from TSO. Therefore, this
study mainly focuses on determining the optimal set-point of a WF by a trade-off between
maximizing the set-point and increasing the probability of satisfying the set-point in the
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real-time operation. The operation strategy for the WF system is presented in detail in the
next section.

 
Figure 1. A typical wind farm (WF) system configuration.

3. A Strategy for Determining the Optimal Set-Point of WF System

In this section, we present a strategy for the WF operator to determine the optimal
set-point of the WF system, as shown in Figure 2. First, the wind speed parameter is
assumed to comply with the Weibull distribution, and the detailed information about
the Weibull parameters (i.e., Weibull shape and scale) are taken as input data. Based
on the probability density function (PDF) of wind speed data, numerous scenarios for
wind speed at each interval is generated to ensure the accuracy of the proposed method.
However, a large number of scenarios significantly increases the computation burden for
the simulation system. Therefore, a scenario reduction algorithm was developed to merge
similar scenarios, as shown in detail in Algorithm 1. After merging all similar scenarios,
the output capacity of each WTGs is calculated using (7) with the corresponding wind
speed in each scenario. The total output power of the WF system in each scenario is used
to determine the optimal set-point of the WF system by solving a multi-objective stochastic
optimization model. The first objective is to maximize WF’s profitability by selling power to
the power system (i.e., maximizing the set-point). However, the WF operator cannot always
ensure that the WF system always meets the maximum set-point in real-time operation.
Therefore, the WF operator may try to make a trade-off between maximizing the set-point
of the WF system and increasing the probability of fulfilling that set-point considering the
ratio of weight factors and the minimum probability requirement. In order to determine
the actual probability for each set-point of the WF system, we also developed Algorithm 2,
and the detailed explanation for Algorithm 2 is presented in Section 4.

As stated previously, Algorithm 1 was developed to reduce the number of scenarios by
merging similar scenarios in the scenario set. First, the Kantorovich distances are calculated
for each pair of scenarios in the scenario set, and then a similar pair of scenarios (k, s)
is determined, as shown in Algorithm 1. Because the two similar scenarios often do not
contribute much in evaluating the proposed method, one scenario can be omitted, and
the probability for the other is updated simply by the sum of the probabilities of both
scenarios [21,22]. This process is repeated until the number of scenarios reduced to the
minimum scenario requirement.
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Figure 2. The strategy for determining the set-point of the WF system.

Algorithm 1: Scenario Reduction

Generate S scenarios 

Scenarios i:  

while S < Sreq. do: 

 for s = 1 to S do: 

  for k = 1 to S do: 

   //Calculate Kantorovich distance 

 

  end 

 end 

 //determine scenario s that is reduced 

 

//update number of scenarios 

 

//determine scenario k that nearest the reducing scenario s 

 

//change probability of scenario k 

 

end 
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In the next section, a detailed mathematical model is developed to determine the
set-point of the WF system with different input data.

4. Mathematical Model

In this section, a mathematical model is developed based on mixed-integer linear
programming (MILP) to determine the optimal set-point of the WF system. This optimal
set-point is determined by making a trade-off between maximizing the set-point of WF and
increasing the probability of fulfilling this set-point in real-time operation. Suppose the WF
operator informs a high set-point, which is more profitable; however, the probability of
fulfilling that set-point may significantly reduce. Hence, it is important having a trade-off
between these two factors (i.e., maximizing the set-point and increasing the probability of
fulfilling that set-point). The following mathematical model is developed to analyze the
effects of different parameters on determining the set-point of the WF system.

First, in order to evaluate the effectiveness of the proposed method, we assume that
the wind speed at WTGs follows Weibull distribution during each season as in [22,23].
The probability density function (PDF) and cumulative distribution functions (CDF) of
the Weibull distribution are shown in (1) and (2), respectively. The Weibull shape (k) and
Weibull scale (λ) are taken as input parameters in different seasons, and these parameters
are taken from [23].

f (v) =
k
λ

( v
λ

)k−1
exp

[
−
( v

λ

)k
]

(1)

F(v) = 1 − exp
[
−
( v

λ

)k
]

(2)

To ensure accuracy in determining the optimal set-point of a WF system, numerous
scenarios (S) needs to be generated using PDFs and CDFs. Each scenario is a row vector
Vs consisting of the wind speed at each interval of the day from v1,s to vT,s, as shown in
(3). The probability of each scenario (probs) is determined by multiplying the probability
of each time interval having a certain wind speed vs,t, as shown in (4). In this study, we
assume that the number of scenarios is large enough, and therefore the total probability of
occurrence of the entire scenario set (S) is 1, as shown in (5).

Vs = (vs,1, vs,2, . . . vs,t, . . . , vs,T) ∀s ∈ S (3)

probs =
T

∏
t=1

(ps,t) ∀s ∈ S (4)

where: ps,t is the probability of interval t having wind speed vs,t

S

∑
s=1

probs = 1 (5)

The total output power of the WF system is determined by the total output power of
each WTGs, as shown in (6), where the amount of output power of each WTG is calculated
by (7) for each corresponding input of wind speed. In order to determine the optimal
set-point of the WF system, a multi-objective function is developed, as shown in (8). The
first part of (8) represents the normalization of the set-point of the WF system, where the
minimum and maximum value of the WF system’s output power is determined using (9)
and (10), respectively. The second part of (8) is the probability of satisfying the set-point in
real-time operation for the WF system. The weight factors α and β show the importance of
every single objective in the multi-objective function. The constraints (11) and (12) show
the relationship between the weight factors α and β, the values of α and β must be in the
range (0, 1) and their sum needs to be 1. If the value of α is close to 1, the WF operator is
more concerned with maximizing the set-point of the WF system. On the contrary, if the
value of α is close to 0, the WF operator is more concerned about the possibility that the
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WF system can satisfy the set-point in real-time operation. Constraints (13), (14) represent
the bound of the set-point of the WF system and constraint (15) represents the minimum
probability requirement for satisfying the set-point of the WF system in real-time operation.

POut
WF,s,t =

N

∑
n=1

PWTG
n,s,t ∀s ∈ S, t ∈ T (6)

PWTG
n,s,t =

⎧⎪⎨
⎪⎩

0 vn,s,t < vcut−in or vn,s,t > vcut−out
1
2 Cp(β, λ)ρπR2v3

n,s,t vcut−in ≤ vn,s,t < vrate

PWTG
n,rate vrate ≤ vn,s,t ≤ vcut−out

∀n ∈ N, s ∈ S, t ∈ T

(7)
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(
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WF − POut
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)
+ β ·

(
prob

(
P ≥ PSch
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))}
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POut
WF,min = min

(
T

∑
t=1

POut
WF,s,t

)
∀s ∈ S (9)

POut
WF,max = max

(
T

∑
t=1

POut
WF,s,t

)
∀s ∈ S (10)

α + β = 1 (11)

0 ≤ α, β ≤ 1 (12)

0 ≤ PSch
WF ≤ T · POut

WF,rate (13)

POut
WF,rate =

N

∑
n=1

PWTG
n,rate (14)

prob
(

P ≥ PSch
WF

)
≥ probreq ∀t ∈ T (15)

The probability of fulfilling the set-point of WF in the left-side of constraint (15) is de-
termined by Algorithm 2. This algorithm helps the WF operator determine the probability
that the WF system can meet the set-point in real-time operation. Algorithm 2 checks the
output power of the WF system in each scenario and compares it with a certain set-point
(PSch

WF ) of WF. Suppose the output power of a scenario is greater than PSch
WF , the probability

for satisfying the set-point is updated by adding that scenario’s probability. After checking
all scenarios, the WF operator can determine the probability of satisfying the set-point.

Algorithm 2: Determining probability of a set-point

Input: all Ns scenarios 

for s = 1 to Ns do: 

 

if 
T

Out Sch
WF s t WF

t
P P

=

≥  do: 

  ( ) ( )Sch Sch
WF WF sprob P P prob P P prob≥ ← ≥ +

 end 

end 
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In the next sections, the optimal set-point of the WF system is presented in detail
with different PDFs of wind speed. Furthermore, the effects of various parameters on the
optimal set-point of the WF system is analyzed in detail.

5. Numerical Results

In this section, different probability density functions (PDFs) are presented for the
four seasons in a year, respectively. In each season, the optimal set-point is analyzed in
detail based on the minimum probability requirements and the ratio of weight factors in
the objective function (8).

5.1. Input Data

As stated earlier, wind speed follows the Weibull distribution. In this study, we
analyze the changes in the set-point of the WF system during different seasons in a year.
Each season has different parameters for the Weibull distribution. PDFs and CDFs of wind
speed are shown in Figure 3a,b for different seasons, respectively. It can be observed the
average wind speed in fall and summer is higher than in spring and fall. This means that
the set-point in fall and summer is usually higher in spring and winter. Detailed parameters
for Weibull shape and scale are tabulated in Table 1 for different seasons.

 
(a) 

 
(b) 

Figure 3. Weibull distribution model of wind speed in different seasons: (a) probability density
function; (b) cumulative distribution function.

Table 1. Detailed parameters for Weibull distribution in different seasons [23].

Seasons
Parameters for Weibull Distribution

Weibull Shape (-) Weibull Scale (m/s)

Spring 3.2 7.5
Summer 3.24 9.29

Fall 3.99 10.04
Winter 3.61 7.03
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The test WF system consists of 20 WTGs, and the close WTGs are grouped to form a
cluster. In this study, we assume that 20 WTGs are grouped into 4 clusters, and each cluster
has 5 WTGs, as shown in Figure 1. All WTGs in the WF system has the same configuration,
and detailed information for WTGs is presented as follows [24].

• The rated power is 10 MW;
• The minimum operation point is 10% of the rated power, i.e., 1 MW;
• The maximum ramp-up/ramp-down is 20% of the rated power, i.e., 2 MW.

To determine the optimal set- point of a WF system and analyze the effectiveness of
the proposed method, the multi-objective stochastic optimization model is implemented in
Visual Studio C++ integrated with IBM ILOG CPLEX 12.6 [25].

5.2. Determine Optimal Set-Point of WF in Spring with a Large Scenario Set

In this section, a detailed analysis of the optimal set-point of the WF system is pre-
sented with wind speed data in spring. The optimal set-point of the WF system is the total
energy that the WF system injects into the power system during a day with a wind speed
profile in spring. The scheduling horizon is a day, and each interval is set to 1 h. The effects
of minimum probability requirement and ratio of weight factors on the set-point of WF are
also presented in detail.

In order to ensure the accuracy of the proposed method, we generate 10,000 scenarios.
However, a large number of scenarios increases the computation burden for the simulation
system. Therefore, Algorithm 1 is used to reduce the number of scenarios to 1000. In the
first case study, the ratio of weight factors (α/β) is fixed to 1/1, and the minimum probability
requirement in constraints (15) is varied from 0.1 to 0.95. The optimal set-point of the
WF system is shown in Figure 4. It is easy to observe that the set-point of WF decreases
if the minimum probability requirement increases. The set-point is nearly 1400 MWh if
the minimum probability requirement is 0.1. This means that the WF can only guarantee
to satisfy the set-point (i.e., 1400 MWh) with a probability of 10% in real-time operation.
However, if the set-point reduces to nearly 950 MWh, the WF can guarantee to satisfy this
set-point with a probability of up to 95% in real-time operation. The actual probability of
fulfilling a given set-point is shown in detail in the second axes of Figure 4. It requires
a trade-off between maximizing the set-point of WF and maximizing the probability of
satisfying that set-point. This is because the WF operator may face a massive penalty for
the power mismatch between the actual output power and the set-point of output power
during the real-time operation of the power system. Therefore, it can be concluded that the
set-point should be set at around 1000 MWh in this season, and the WF can guarantee to
fulfill this set-point with a probability of up to 85%.

Figure 4. The set-point of WF with different values of minimum probability requirement.
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In the second case study, the minimum probability requirement is set to 0.85 to avoid
the penalty for power mismatch, while the weight factor α is varied from 0 to 1. The value
of α close to 1, the WF operator tended to pay more attention to the maximum the set-point
of the WF system. By contrast, if the value of α close to 0, the WF operator tends to pay
more attention to the high probability of fulfilling this set-point in real-time operation
(i.e., reduce the uncertainty of the output power of WF). Depending on information from
TSOs, such as the selling price and the penalty for mismatch power, the WF operator will
determine the ratio of weight factors (α/β) to take a trade-off between the profits from
selling wind power and the possible penalty of power mismatch. It can be observed
from Figure 5 that the set-point of the WF system is determined with different values of
the weight factor α. In order to ensure the probability of satisfying the set-point from
90% in real-time operation, the set-point of the WF system should be set in a range from
800 MWh to around 1000 MWh, which corresponds to the value of the α weight factor
from 0.05 to 0.8.

Figure 5. The set-point of WF with different values of weight factor (α).

Finally, the effects of the value of weight factor α and the minimum probability require-
ment on determining the set-point of the WF system are shown in Figure 6. In this case
study, the value of weight factor α was varied from 0.05 to 1, and the minimum probability
requirement is varied from 0.5 to 0.9. It can be observed from Figure 6 that the effect of
the minimum probability requirement on the set-point of the WF system is negligible,
especially in the case of the small value of α, while the value of α has a high effect on the
set-point of the WF system. The maximum set-point of the WF system is 1160 MWh, corre-
sponding to a value of α of 1 and the minimum probability requirement of 0.5. However, as
mentioned earlier, the value of α and the minimum probability requirement is determined
based on a trade-off between the profits from selling wind power and the penalty of power
mismatch between the actual output and the committed power of the WF system. Based
on the above-detailed analysis, the WF operator can easily determine the optimal set-point
with any value of α and the minimum probability requirement.

5.3. Comparison of the Optimal Set-Point with and Without the Proposed Method

To show the effectiveness of the proposed method, a detailed comparison of the set-
point of the WF system will be presented using the proposed method and not using the
proposed method. As stated in Section 4, the proposed method is to determine the optimal
set-point of a WF system by making a trade-off between maximizing the output power
of the WF system and maximizing the probability of satisfying this set-point in real-time
operation. This can reduce the penalty for mismatch power between the set-point and
the actual output power. Without the proposed method, the WF operator usually sets
the set-point based on the history data (i.e., PDF). However, this method can lead to the
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following two problems, (1) a low set-point with a high probability and (2) a high set-point
with a low probability. Both cases can reduce the profit of the WF system.

Figure 6. The set-point of WF with different values of weight factor (α) and minimum
probability requirement.

Therefore, in this section, we analyze the effect of the set-point on the profit of a WF
system using the wind speed profile in spring. Without the proposed method, we assume
that the set-point of a WF system is 750 MWh and 1000 MWh. Based on the probability
density function in Section 5.1, the corresponding probability to satisfy each set-point in
real-time operation is easily determined. The detailed set-points of the WF system and the
probability of fulfilling these set-points are tabulated in Table 2.

Table 2. Set-point of WF with and without the proposed method.

Without Proposed Method With Proposed Method

Set-Point (MWh) Probability Set-Point (MWh) Probability

750 0.99 980 0.87
1000 0.81 - -

To calculate the profit of the WF system, we assume that the selling price is
100 KRW/kWh, and the penalty for the mismatched power is 500 KRW/kWh. The profit
of the WF system is calculated based on the set-point and the amount of mismatch power
between the set-point and the actual output power in real-time operation, as shown in
Table 3. When the set-point is small (i.e., 750 MWh), the penalty for the mismatched
power decreases significantly because the WF system can ensure to meet this set-point
with the probability of 0.99. However, the amount of selling power to the power system is
also small and thus significantly reducing the profitability of the WF system. Conversely,
when the set-point increases (i.e., 1000 MWh), the probability of fulfilling the set-point
in real-time operation is only 0.81. Therefore, the WF system often faces a high penalty
due to mismatched power. That is the main reason why we proposed a new algorithm to
determine the optimal set-point of the WF system to maximize the total profit for the WF
system. It can be seen that the optimal set-point is 980 MWh obtained using the proposed
method, which provides the highest profit with a different amount of mismatch power
between the set-point and the actual output power.
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Table 3. Profit of WF with and without the proposed method (×103 KRW).

Set-Point (MWh)
Possible Power Mismatch (MWh)

10 20 30 40 50

750 74,200 74,150 74,100 74,050 74,000
1000 80,050 79,100 78,150 77,200 76,250

980 (optimal case) 84,610 83,960 83,310 82,660 82,010

5.4. Optimal Set-Point of WF in Different Seasons

In the previous sections, the effects of the various parameters on determining the
set-point of the WF system were analyzed in detail using the wind speed data in spring. In
this section, the set-point of the WF system is determined with different input parameters of
wind speed for other seasons (i.e., summer, fall, and winter), and the minimum probability
requirement is varied from 0.1 to 0.95.

The set-point of the WF system is shown in detail in Figure 7a–c for summer, fall, and
winter, respectively. Similar to the discussion in Section 5.2, the set-point of the WF system
will decrease if the minimum probability requirement increases. To ensure power supply
reliability (i.e., reducing the power mismatch between the set-point of WF’s output power
and the actual output power), the minimum probability requirement is usually set greater
than or equal to 0.85. If the minimum probability requirement is varied from 0.85 to 0.95, it
can be seen from Figure 7a–c that the set-point changes from 1710 MWh to 1760 MWh for
summer, from 2180 MWh to 2430 MWh for fall, and from 840 MWh to 870 MWh for winter,
respectively. The change in the set-point of the WF system is reasonable with the given
input data of wind speed in Table 1. The average value of the wind speed in fall and
summer is much larger than that in winter. Therefore, although the minimum requirement
probability is the same, the WF operator could determine a high set-point for the WF
system during summer and fall, while this value usually decreases significantly during
spring and winter. A detailed comparison of the set-point of the WF system is analyzed in
detail in the next section.

5.5. Comparison of the Optimal Set-Point of WF among the Four Seasons

In this section, the set-point of the WF system and the actual probability to satisfy each
set-point in real-time operation are presented and compared among the four seasons in a
year with different wind speed parameters. In this case study, the weight factor α is varied
from 0 to 1, and the minimum probability requirement is set to 0.85 to avoid a penalty for
power mismatch. If the value of α is 0, the WF operator is only interested in maximizing
the probability of satisfying the set-point of a WF system. Therefore, the set-point is set
to 0, and the probability of fulfilling this set-point is 1. On the contrary, if the value of
α varies from 0.4 to 1, the set-point of the WF system does not change much, as shown
in Figure 8a. Therefore, the set-point of WF systems can be set at 980 MWh, 1760 MWh,
2430 MWh, 870 MWh for spring, summer, fall, and winter, respectively. It can be observed
that the set-point of WF is largest in the fall and the smallest in winter. Corresponding to
each set-point of the WF system, the WF operator always ensures that the probability of
fulfilling the set-point in real-time operation is greater than or equal to 0.85, as shown in
Figure 8b.

To show more clearly the difference in the set-point of the WF system during different
seasons in a year, the detailed set-points of the WF system are tabulated in Table 4 with the
optimum value in spring as a reference case. It can be observed that the set-points of the
WF system increase significantly during summer and fall. If the value of α varies from 0 to
1, the increase in the set-point of WF could be from 72% to 100% in summer and 140% to
153% in fall compared with the set-point in spring, while the set-point in winter is slightly
lower than in spring (i.e., from −7% to −12%).
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                       (a) 

                       (b) 

                      (c) 

Figure 7. The set-point of WF with a different value of minimum probability requirement: (a)
summer; (b) fall; (c) winter.

In this study, a detailed analysis of the set-point of the WF system was presented
with different weight factors in the multi-objective function and wind speed profiles. It
can be seen that the proposed method plays an important role in determining the optimal
set-point for the WF system. This enables the WF operator to maintain a high profit by
avoiding a penalty for any mismatch power between the set-point and the actual output
power in real-time operation. The proposed method can be integrated into the energy
management system of the WF system, and the optimal set-point is updated with any input
information, such as wind speed profile and weight factors. In this study, the proposed
method was tested with seasonal input data, and the optimal set-point is determined for a
day in the season. However, the proposed method is also applicable to the different time
scheduling horizons (e.g., an hour, a day, a week, etc.) with the corresponding probability
density functions.
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(a) 

 

(b) 

Figure 8. Comparison of the optimal results among different seasons: (a) the set-point of WF; (b) the
probability of fulfilling the optimal set-point.

Table 4. Set-point of WF in different reasons and value of weight factors.

Value of Alpha
Increase in the Set-Point of WF

Spring (%) Summer (%) Fall (%) Winter (%)

0 0.00 0.00 0.00 0.00
0.1 0.00 79.03 140.46 −7.64
0.2 0.00 100.11 141.34 −7.16
0.3 0.00 80.02 122.18 −14.33
0.4 0.00 72.10 143.30 −18.10
0.5 0.00 83.10 144.43 −12.61
0.6 0.00 83.10 153.06 −12.61
0.7 0.00 83.10 153.19 −10.02
0.8 0.00 83.10 153.19 −10.02
0.9 0.00 78.72 147.14 −11.21
1 0.00 78.83 147.14 −11.21

6. Conclusions

In this study, a multi-objective stochastic optimization model was proposed to de-
termine the set-point for a WF system. The first objective is to maximize the set-point of
the WF system, while the second objective is to maximize the probability of fulfilling that
set-point in real-time operation. The proposed strategy mainly focuses on determining the
set-point of the WF system by a trade-off between these two objectives considering the
ratio of the weight factors in the multi-objective function and the minimum probability
requirement. A comparison of the profit of the WF system using the proposed method
and not using the proposed method were analyzed in detail. The results indicate that the
WF system can always ensure the maximum profit at the optimal set-point achieved by
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the proposed method. Using the proposed method not only maintains a high set-point for
the WF system but also ensures a high probability for satisfying this set-point in real-time
operation. According to the wind speed profile in spring, the set-point of the WF system
is set from 800 MWh to 1000 MWh with the value of α from 0.05 to 0.8 to ensure the
probability of satisfying the set-point greater than or equal to 0.95 in real-time operation. A
similar analysis also has been carried out with different wind data for four seasons, and the
set-point of WF systems should be set at 980 MWh, 1760 MWh, 2430 MWh, 870 MWh for
spring, summer, fall, and winter, respectively. It can be observed that the set-point of the
WF system is largest in fall and is lowest in winter. With these set-points of WF in the four
seasons, the WF operator always ensures that the probability of fulfilling these set-points
in the real-time operation is greater than or equal to 0.85.
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Nomenclatures:

Sets
T Scheduling horizon
S Set of scenarios
N Set of WTGs
Indices
t Index of time intervals
s Index of scenarios
n Index of WTGs
Parameters

f (v), F(v) Probability density function and cumulative distribution function of wind speed

k, λ Weibull shape and scale parameters

vs,t Wind speed at t in scenario s

Vs Wind speed vector in scenario s

probs Probability of scenario s

PWTG
n,s,t Output power of WTG n at t in scenario s

PWTG
n,rate Rated output power of WTG n

vcut−in, vcut−out Cut-in, cut-out wind speed

vrate Rated wind speed of WTGs

POut
WF,s,t Output power of the WF system at t in scenario s

PSch
WF Optimal set-point of the WF system

prob
(

P ≥ PSch
WF

)
Probability of fulfilling the set-point in real-time operation

probreq Minimum required probability of fulfilling the set-point in real-time operation

α, β Weigh factors of different objective

POut
WF,min Minimum set-point of the WF system

POut
WF,max Maximum set-point of the WF system

POut
WF,rate Rated output power of the WF system
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Abstract: To be able to meet the European Union’s energy and climate targets for 2030, all member
states need to rethink their energy production and use. One potential renewable energy source is
biogas. Its role has been relatively small compared to other energy sources, but it could have a more
central role to solve some specific challenges, e.g., to reduce carbon dioxide (CO2) emissions from
traffic, or to act as a buffer to balance electricity production with consumption. This research analyses
how the future of the biogas business in three case study countries is developing until 2030. The study
is based on experts’ views within the biogas business branch in Germany, The Netherlands, and
Finland. Both similarities and differences were found among the experts’ answers, which reflected
also the current policies in different countries. The role of biogas was seen much wider than just
to provide renewable energy, but also to decrease emissions from agriculture and close loops in a
circular economy. However, the future of the biogas branch is much dependent on political decisions.
To be able to show the full potential of biogas technology for society, stable and predictable energy
policy and cross-sector co-operation are needed.

Keywords: expert survey; renewable energy; biogas; biomethane; biogas plant; business model;
political support system

1. Introduction

Renewable energy production is growing fast in the European Union (EU) and globally.
In the first half of 2020, renewable electricity generation in the EU exceeded fossil fuel
generation for the first time ever. This was partly due to the 7% fall in electricity demand
because of the coronavirus (COVID-19) pandemic. However, especially the electricity
generation using wind and solar energy has grown over a longer time period, from 13% of
total electricity generation in 2016 to 21% in the first half of 2020 [1].

The development is most welcomed because the EU aims to be carbon neutral by
2050 [2]. Recently, even China announced to have CO2 emissions peak before 2030 and
achieve carbon neutrality before 2060 [3]. China’s commitment is crucial when mitigating
climate change as it is responsible for around 28% of global emissions. Finnish emissions
might be less important globally, but the goal is even more ambitious; Finland aims to
achieve carbon neutrality by 2035 [4].

Individual EU member countries have varying targets for the share of sustainable
energy sources and various ways of achieving their renewable energy targets. Replacing
fossil fuels with renewable energy sources is, however, much more than just switching the
fossil raw materials to renewable ones. Unlike many renewables, fossil fuels are flexible
to use in versatile applications and easy to store. Thus, the whole energy system needs
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to be built again on a renewable basis [5]. Instead of few large energy sources, several
energy sources are integrated in the renewable system [6]. Moreover, instead of centralised
solutions, the energy is produced locally [7].

The new renewable energy system must tackle several problems—how to balance
electricity production with consumption, how to arrange the energy needed for traffic, and
how to ensure local energy security and affordability. Biogas could provide solutions to
each of these questions, although not alone because biomass resources are limited. In addi-
tion to biogas and biomethane obtained by upgrading biogas, corresponding renewable
alternatives to natural gas can be produced by power-to-gas from hydrogen produced with
renewable electricity and CO2 captured from industrial processes, and synthetic natural
gas (SNG) from biomass gasification [8]. These can both increase the production potential
of biomethane and use the same existing infrastructure as natural gas.

The German energy transition (Energiewende) was the first attempt to transform a
centralised fossil-based energy system into a local renewable-based system. The generous
feed-in tariffs (FiT) enabled renewable electricity production, especially from biogas. Today,
Germany is the world leader, with 9527 biogas plants by the end of 2019 [9] and a 13.0%
share of biogas/biomethane in renewables-based electricity generation [10]. However, by
changing the FiTs to a tendering based system, the current subsidy system favors wind
and solar over biogas and large production facilities over small ones [11]. To be able to
maintain the production, the biogas plants need to find cost savings, improvements in
energy efficiency, and new business models.

This research focusses on the biogas business and its prospects toward 2030. Based on
experts’ views in the biogas and energy branch in Germany, The Netherlands, and Finland,
this research analyses how the future of the biogas business in three case study countries is
developing until 2030. By using an expert survey method, expert views of the future are
used to map the probable and desirable future views.

The research questions are the following:

• How is the business environment of the renewable energy production evolving until
2030 in the case study countries and the EU?

• How do experts see the probable and desirable future paths of the use of biogas and
its role in the energy transition towards renewable energy?

• Which income sources will be more significant in the future for the biogas business
branch?

2. Background

Biogas is a mixture of methane (50–70%) and carbon dioxide (30–50%), whereas natural
gas is almost pure methane (CH4). However, also biogas can be upgraded to biomethane
(>92% CH4). Biogas is formed when micro-organisms degrade organic compounds in
anaerobic conditions and the process is called anaerobic digestion (AD). Biogas is still
collected from old landfill areas, but thanks to the Landfill Directive (1999/31/EC), which
obliges the member states to reduce the amount of biodegradable municipal waste that they
landfill to 35% of 1995 levels by 2016, the volumes are decreasing. On the contrary, biogas
production in reactor plants is increasing. Suitable raw materials are municipal sewage
sludge and biowaste, side streams from the food and paper processing industries, as well as
from agriculture such as manure, grass, straw, and other crop residues. Biogas can be used
for the production of heat, combined heat and power (CHP), and upgraded to biomethane,
which can be used as traffic fuel or to replace natural gas in various applications.

2.1. Overview of Current Biogas Production in Europe

The biogas production in the European Union represents roughly half of the global
biogas production [12]. The relative importance of biogas in the EU is mainly thanks
to Germany which represents half of the EU production. Germany was one of the first
European countries to implement a subsidy for renewable electricity and biogas production.
Already in 1991, the Electricity Feed-In Law was introduced, and in 2000, the Renewable
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Energy Sources Act (EEG, or Erneuerbare Energien Gesetz). The EEG had several updates
(2004, 2009, 2012, and 2014) before, in 2017, the basis for its support changed fundamentally
to an auction model with lower maximum achievable tariffs. In addition, due to the strong
position of Germany in the European biogas production, the political changes in Germany
reflects the whole EU level.

The change in subsidy levels can be seen also in the biogas production development
in Germany (Figure 1). Until 2015, there was strong growth, but after that, the production
has stayed at the same level. The biomethane production data was not easily available.
Thus, the biomethane addition to the natural gas network (or use as traffic fuel in the
case of Finland) has been used as an indicator of the development of the biomethane
market (Figure 1). Biomethane addition to the gas grid decreased somewhat in Germany in
2017. However, according to the EBA report published in 2020 [13], five new biomethane
upgrading plants were built in 2018, which would indicate that the interest in biomethane
upgrading is still increasing.

In The Netherlands, biogas production has continued the slow growth, whereas
biomethane addition to the natural gas network is growing fast (Figure 1). In Finland, there
was a stepwise growth in biogas production in 2017, but after that year, the production has
stayed at the same level. In 2016, the state-owned Gasum Ltd. entered the market, buying
two companies with seven biogas plants and becoming the largest biogas producer in
Finland [14]. The same year, Gasum also built one additional larger biogas plant and started
biogas upgrading to biomethane, as well as expanding the gas filling station network. The
use of biomethane as traffic fuel has continued growing after that (Figure 1).

Figure 1. Primary axis: production of electricity and heat from biogas (Germany) [15,16]/biogas production excl. flar-
ing (The Netherlands, Finland) [17,18]; secondary axis: addition of biomethane to the natural gas grid (Germany, The
Netherlands) [19–21]/use of biomethane as traffic fuel (Finland) [22].

Biogas consumption and production potential in the case study countries can be esti-
mated both with the natural gas consumption, which describes the existing infrastructure
also available for biomethane use, and the availability of agricultural biomasses, which
provide the largest raw material reserve for biogas production. In all case study countries,
the estimated biogas production represents only a fraction of the natural gas consump-
tion (Table 1). Especially in The Netherlands, natural gas consumption is at a high level
compared to the population. However, because of safety reasons for the inhabitants of the
province of Groningen, where the production of natural gas has caused earthquakes, the
aim is to phase out natural gas until 2050 [23]. The focus in gas transition is on energy
savings, replacing natural gas with biomethane or hydrogen gas, producing heat with
other renewable energy options, and using natural gas only as feedstock for the chemical
industry [24].

Although Finland has nearly the same total area as Germany, the cultivated area in
Finland is at the same level as in The Netherlands (Table 1). The cultivated area correlates
with the availability of energy crops for biogas production but also with side streams from
other crop production such as grass cultivated as green manure, catch and cover crops,
straw, and crop residues. Despite the rather limited cultivated area in The Netherlands, the
number of livestock is high, and thus the estimated biomethane potential in the collectable
manure is almost half of that in Germany (Table 1). If only manure biomethane potential

81



Sustainability 2021, 13, 1148

is considered, both The Netherlands and Finland could double their current biogas pro-
duction. Only in Germany, manure biomethane potential is (22,130 GWh) just half of the
current production (48,747 GWh) (Table 1) [25].

Energy crops covered nearly half of the biogas raw material supply in Germany in
2018. Almost the same share is covered by agricultural residues (including manure), and
only some biowaste/municipal waste (i.e., organic fraction of municipal solid waste) and
industrial side streams (food and drink) are used [13]. Previously, the share of energy crops,
particularly maize, has been even larger in Germany, but the utilisation of maize silage and
corn has now been limited since the EEG 2017. Initially, from the beginning of 2017, maize
was limited to a maximum of 50% for the mass-based substrate input, then later to 47% in
2019–2020 and further to 44% in 2021–2022 [26].

In The Netherlands, when the landfill plants are excluded, the produced biogas origi-
nates from biowaste/municipal waste (ca. 40%), co-digestion of agricultural/municipal/
industrial side streams (ca. 40%), and sewage sludge (ca. 20%) [27]. In Finland, biogas
production relies strongly on biowaste/municipal waste (ca. 90%), the rest being sewage
sludge (ca. 5%) and agricultural residues (ca. 5%) [13].

Table 1. Summary table of case study countries (data from 2019 unless reported otherwise).

Germany The Netherlands Finland Ref.

Population (106) 83.0 17.3 5.5
Biogas production excl. flaring (GWh) 48,747 a 4210 740 [10,17,18]

Biogas production per capita (kWh) 587 a 243 135 [10,17,18]
Biomethane production (GWh) b 10,292 1574 105 [13]

Biomethane production per capita (kWh) b 124 91 19 [13]
Natural gas consumption (GWh) 887,000 368,000 20,360 [21,28]

Total area (103 km2) 357 42 338
Cultivated area (103 km2) 185 18 23

Collectable manure (106 t) c 133 52 8 [25]
Realistic manure biomethane potential (GWh) c 22,130 9620 1250 [25]

a elec. + heat + vehicle fuel, excl. efficiency losses, b data from 2018, c data from 2013 (1 Nm3 CH4 = 10 kWh).

2.2. EU Level Directives and Goals

The aim of the original Renewable Energy Directive (2009/28/EC) was to promote
renewable energy production in the EU, mitigate climate change, and increase the share
of local energy production vs. imported fossil energy sources. The Renewable Energy
Directive was revised in December 2018 (RED II) to better meet the emission reduction com-
mitments under the Paris Agreement (December 2015) and to move the legal framework to
2030 [29]. Special emphasis in the revision is on the sustainability criteria for bioenergy,
which will also include biomass and biogas for heating, cooling, and electricity generation.
This will further steer the development from first-generation biofuels, where raw materials
or land use is competing with food production, to second-generation biofuels exploiting
various side streams and lignocellulosic raw materials.

Highlights of Revised Renewable Energy Directive (2018/2001/EU) [29] include the
following:

- renewables should be 32% of the final energy consumption by 2030;
- national energy and climate plans (NECPs) for 2021–2030 (submitted to the European

Commission by the end of 2019);
- renewable sources should account for 14% of transport fuels by 2030;
- strengthened sustainability criteria for bioenergy (including biomass and biogas for

heating, cooling, and electricity generation);
- enabling self-production and -consumption of renewable energy;
- the original renewable energy directive will be replaced by 30 June 2021.

To meet the EU’s energy and climate targets for 2030, EU member states need to
establish a 10-year integrated national energy and climate plan (NECP) for the period

82



Sustainability 2021, 13, 1148

from 2021 to 2030. However, member states can decide the structure and scope of their
plans individually. Some member states (e.g., Finland and France) brought up the role of
biogas and biomethane, whereas others hardly mentioned it at all (e.g., Germany and The
Netherlands) [13].

The next step in the EU’s climate goals is carbon-neutrality by 2050, which is one of
the targets in the European Green Deal initiative. The initiative includes all sectors of the
economy and requires even higher greenhouse gas (GHG) emission reductions for 2030
than the RED II. Moreover, a European climate law was proposed in March 2020 to ensure
to reach these goals [2]. In addition, to boost renewable energy and energy efficiency, the
European Green Deal also contains the ‘Circular Economy Action Plan’ for sustainable
industry and the ‘Farm to Fork Strategy’ for sustainable agriculture. Both initiatives open
new possibilities for biogas, which provides renewable energy and the technology to use
various side streams and cut emissions from agriculture.

Also linked to more sustainable agriculture, the European Regulation on Fertilizing
Products (FPR) was approved in June 2019 [30]. The FPR recognises that fertilising products
can be made from organic materials such as compost and digestate, and it establishes
harmonised requirements to make them available on the internal market [13].

Furthermore, the ‘Directive on the deployment of alternative fuels infrastructure’
(2014/94/EU) was enforced in October 2014 [31]. The aim of this directive was to min-
imise the oil dependence of transport and reduce the environmental effects of transport
throughout the EU. The national policy frameworks had to contain targets for alternative
transport fuels and their distribution infrastructure, including pressurised gas fuelling
points for 2020 and 2030. Although the requirements may be fulfilled with natural gas
alone, biomethane can also be used.

2.3. Governmental Support Systems and Goals
2.3.1. Germany

In Germany, biogas production, as well as wind and solar electricity production, are
supported through the latest version of the Renewable Energy Sources Act (EEG 2017),
where the support system was switched from the feed-in tariffs (FiT) to the auction model
(pay-as-bid). The newly built biogas plants with an installed electrical capacity of more
than 150 kWel and already existing biogas plants can participate in auctions [26]. Power
generation within the framework of the tender model of the EEG 2017 offers a financing
possibility, especially for very cost-effective plants, which typically means very large plants.
So far, the amount of electricity put out to tender is far from being used. This shows how
tough the conditions of the tender are for plant operators. However, small units (up to a
maximum of 100 kW), as well as liquid manure plants (higher FiT) and waste plants (FiT
did not change), are still supported by a FiT support scheme [32]. The EEG Amendment
2021, which will come into effect on 1 January 2021, is sticking to the basic principle of
making renewable power producers more market-oriented. Currently, the majority of the
biogas plants in Germany, depend on the FiT, get lower price for feeding electricity to the
grid than in their original EEG contract. The overall number of biogas plants is projected
to face decreasing in 2020 for the first time [9].

Germany’s Integrated National Energy and Climate Plan (NECP) contains the follow-
ing goals to contribute to the achievement of the EU energy targets in 2030: (1) increasing
energy efficiency by reducing primary energy consumption by 30% by 2030 compared to
2008, and (2) expansion of the share of renewable energies to 30% of gross final energy
consumption in 2030. In addition, the NECP confirms the national GHG emission reduction
target for 2030 of at least 55% compared to 1990, and the commitment to pursue GHG
neutrality as a long-term goal by 2050 [33,34]. Specific biogas-related targets included in
NECP are (1) 30% manure digestion by 2025 and (2) gas-tight storage of manure on up to
70% of biogas plants [35].
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2.3.2. The Netherlands

The main support instrument for biogas and biomethane in The Netherlands is cur-
rently the so-called SDE++ regulation (Stimulering duurzame energieproductie en klimaat-
transitie), which has replaced a former regulation SDE+ that was active between 2013
and 2020. Both regulations, in addition to the earlier SDE regulation from 2008, intent
to stimulate the production of renewable energy from all kinds of sources. The main
difference in the new SDE++ regulation is that it is also applicable to projects that aim to
reduce CO2-emissions by, e.g., carbon capture or the use of excess heat from other sources.

The regulation in 2020 opens in four phases with an increased maximum amount of
subsidy per reduced ton of CO2. The subsidy compensates for the difference between the
production costs of the renewable energy or CO2 reduction technique and the market prices
of the competing non-renewable energy (FiT of the non-profitable portion of production
costs) for 12 to 15 years. The tariffs are guaranteed minimum income, which means that
the scheme only pays out if energy prices are lower than the prices in the FiT for a certain
category [26].

In The Netherlands, one type of tax allowance is currently relevant for renewable
energy production from biomass—the ODE tax (Opslag Duurzame Energie- en Klimaat-
transitie), i.e., the surcharge for sustainable energy and climate transition paid on electricity
and natural gas. Energy Investment Allowance (EIA scheme) is also available for eligible
biogas installations in The Netherlands [13]. The SDE++ subsidy, however, cannot be used
in combination with investment support due to EU restrictions on state support.

The biogas policies in The Netherlands are relatively stable in the sense that subsi-
dies for biogas plants have continued in the so-called SDE regulation, now called SDE++.
But there has been a significant shift in focus on agricultural biogas installations from
co-fermentation of manure towards mono-fermentation of manure. The agricultural bio-
gas production has grown considerably until 2011, but since then, the number of co-
fermentation plants decreased. In 2019, there were 89 installations left [17]. The decrease
in co-fermentation projects was due to high costs of coproducts and low electricity prices
resulting from competition from solar and wind energy. In addition, government subsidies
for co-fermentation have somewhat decreased, while projects that produce biomethane
are stimulated. Mono-fermentation is less demanding in terms of management because
no off-farm inputs have to be bought. Furthermore, new mono-fermentation installations
have been developed and implemented that better suit the different scales of farms. In
The Netherlands, a large dairy cooperative, FrieslandCampina, has been the driving force
behind mono-fermentation at farm scale in the so-called Jumpstart-program. In 2020, there
was considerable enthusiasm among dairy farmers to participate in the mono-fermentation
project. One of the aspects of the approach is for farmers to lease the installation from the
cooperative instead of having to entirely buy it themselves. In recent years, therefore, a
shift can be observed from co-fermentation to mono-fermentation of manure on farms.

The target for 2030 in the Climate Agreement is to replace 70 PJ (19 TWh) of natural gas
used by households and industry with 2 billion m3 green gas. A roadmap for green gas was
initiated in 2019. However, considering the current production, this will only be possible by
developing several big gasification and digestion plants in the future [26]. In the roadmap,
the Dutch government acknowledges that gas will play a role in the future energy supply.
The roadmap predicts that 30–50% of the final demand for energy will consist of gas, either
in the form of methane or hydrogen gas. A major driver for developing green gas is that
the Dutch government has committed to decreasing the role of natural gas. In the Dutch
Climate Agreement, the government, businesses, and societal organizations have agreed to
disconnect all houses in The Netherlands from the natural gas grid by 2050 [23].

2.3.3. Finland

As in Germany, the FiTs for renewable energy were replaced with a premium system
from the beginning of 2019. The new system is technologically neutral, and those renewable
energy plants that offer electricity at the lowest premiums will be accepted into the system.
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No biogas projects were proposed to the authorities in the auction in 2018 (1.4 TWh in
total), and all projects that were accepted into the premium program use wind power [36].
New auctions have not been announced.

Biogas production is currently supported through two separate investment subsidy
programs—one for industrial and another for agricultural plants. The investment support
for large-scale industrial plants is paid by the Ministry of Employment and Economy. A
maximum of 30% of the acceptable investment costs is covered.

The investment support for agricultural plants is paid from the EU Rural Development
Programme 2014–2020 by the Ministry of Agriculture and Forestry. Farm-scale plants,
which mainly use the energy themselves and do not sell any energy other than electricity
outside the farm, are eligible for an investment subsidy of up to 40% of the acceptable
investment costs. It is also possible to get the investment subsidy when most of the energy
is sold outside the farm, or the farm sells traffic fuel. However, a separate company must
be founded for this purpose. The agricultural company can then get an investment subsidy
of up to 30% of the investment costs.

In addition, to support biogas production, the use of biomethane as traffic fuel has been
exempted from fuel tax. However, the taxation of biomethane as traffic fuel is currently
under discussion. The taxation would allow using the biofuel-blending obligation for
biomethane in traffic gas, i.e., the natural gas that is sold as traffic gas would contain a
certain amount of biomethane. On the other hand, the farms selling only biomethane could
not benefit from this, but instead, the demand could decline as the price increases. Even
without tax, biomethane is ca. 20% more expensive than natural gas for the consumer.

Finland’s Integrated Energy and Climate Plan [4] has the following main targets
by 2030:

- to reduce GHG emissions in the non-emissions trading sector by 39% (compared to
2005);

- renewable energy share of final energy consumption at least 51%;
- renewable energy share of final energy consumption 30% in road transport.

In addition, the plan has the following directly or indirectly biogas-related targets:

- to phase out the use of coal for energy production with minor exceptions;
- to decrease the domestic use of imported oil by 50%;
- to make electricity and heat production nearly emissions-free while also considering

the perspectives of security of supply;
- have a minimum of 250,000 electric and 50,000 gas-driven passenger cars on the roads.

Some of these targets were already set by the former government in 2015, such as to
have 50,000 gas-driven passenger cars by 2030 [37]. Another biogas-related target was to
process 50% of all manure (e.g., in biogas production) by 2025 [38].

Regarding biofuels and biogas, these targets are still far away from the present situa-
tion. In 2019, the share of biofuels in road transport was 11% [22], and there were about
9400 gas-driven passenger cars in use, of which 3800 were newly registered (Traficom
2020) [39]. Approximately 6% of manure is currently processed [40]. Both the Ministry
of Economic Affairs and Employment and the Ministry of Agriculture and Forestry are
working with the implementation of the biogas-specific targets (Ministry of Economic
Affairs and Employment 2020) [41]. The use of biomethane as traffic fuel is hoped to be
encouraged with blending obligation. On the other hand, the use of manure as raw material
for biogas production is planned to have an additional support tool.

3. Materials and Methods

The research data were gathered through three separate surveys in three EU member
states, namely, Finland, Germany, and The Netherlands. The questionnaire was first
prepared for the Finnish expert community. The survey design and content were planned
through a pre-interview round in 2017 [14].
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The questionnaire was divided into two parts and several sections. Part I included
questions related to the business environment of renewable energy production in general
and contained two sections, namely, (A) development of energy policy until 2030, and
(B) development of business environment until 2030. Part II included biogas-specific
questions and contained four sections, namely, (A) increasing and/or decreasing factors
for biogas production and use, (B) income development for centralised biogas plants, (C)
income development for farm-scale biogas plants, and (D) significance and roles of biogas
technology in the future. The respondents were asked to evaluate statements from the
present day to the year 2030 in mind. In Part I, only probable future was considered,
whereas in Part II, both probable and desirable futures were included.

The range of responses used a seven-step Likert scale. Answers in Part I varied
from totally disagree to totally agree (−3 = totally disagree, −2 = disagree, −1 = slightly
disagree, 0 = do not agree or disagree, 1 = slightly agree, 2 = agree, and 3 = totally
agree), and answers in Part II varied from decreases significantly to increases significantly
(−3 = decreases significantly, −2 = decreases, −1 = decreases slightly, 0 = stays on the
current level, 1 = increases slightly, 2 = increases, and 3 = increases significantly). It was
also possible to answer “I cannot say” or not to answer at all.

The link to the online questionnaire (Webropol) was sent by email to the chosen
respondents (in Finland in November 2018, in Germany in January 2020, and in The
Netherlands in June 2020), and the survey was open for about one month. The questionnaire
was sent to biogas producers in farm-scale and industrial-scale plants, technology suppliers,
consultants, researchers, and policymakers/administration in the biogas field. The idea
was to have an extensive and well-balanced expertise coverage within the biogas value
chain.

Reminders were sent to the respondents, and a total of 84 responses (Finland
21 responses, Germany 41 responses, and Netherlands 22 responses) were received. Not
all respondents answered all questions. Especially in Finland, only 11 respondents out
of 21 answered also to biogas-specific questions in Part II. The reason for this was that
the original Finnish survey was sent to a wider group of renewable energy experts which
were not all specialists in the biogas field. In The Netherlands, 20 respondents out of 22 an-
swered also to Part II, and in Germany, all respondents answered both parts of the survey.
Moreover, not all respondents answering Part II also answered the questions related to the
desirable future. In Finland, 9 respondents, in The Netherlands, 18 respondents, and in
Germany, 40 respondents answered all questions related to both the probable and desirable
future in Part II. Even in addition to that, few individual questions were left unanswered
by some respondents.

The respondents’ expertise was evaluated through background questions. In all
countries, the degree of education was asked. Most of the respondents had at least a higher
professional education (HBO) or university degree (Germany 93%, The Netherlands 100%,
and Finland 86%). In Germany and The Netherlands, the field of education was also asked.
Most of the respondents had been studying technology or natural sciences (Germany 80%
and The Netherlands 77%) and most of the remainder were studying economics.

In Germany and The Netherlands, experience in the biogas field in years and profes-
sional background were also asked. In Germany, 51% of the respondents had less than
10 years’ experience in the biogas field and 49% more than 10 years. In The Netherlands,
32% of the respondents had less than 10 years’ experience and 68% more than 10 years.
For professional background, the respondents could choose farm-scale biogas producer,
industrial-scale biogas producer, biogas technology supplier, consultant, researcher, policy-
maker/administration, or other. In Germany, many of the respondents were researchers
(56%). In The Netherlands, a large group of respondents had identified themselves as
‘other’ (32%). These are most likely people representing some biogas-related association
because the survey was sent to several associations. However, the respondents’ expertise
covered different parts of the biogas value chain well. Furthermore, the aim of an expert
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survey was not to have a statistically representative sample, but rather to reach different
types of experts through theoretical sampling.

4. Results and Discussion

4.1. Part I: Business Environment of the Renewable Energy Production

A stable and predictable energy policy would encourage companies to do new invest-
ments accordingly and thus achieve the policy goals. However, most respondents in all
three countries did not see the energy policy to be stable and predictable in the probable
future (Figure 2, IA1). German respondents were most pessimistic followed by Finns and
Dutch. This reflects the common problem with changing governments and fluctuating
political decisions. Especially in Germany, fundamental changes were made to the EEG in
2017, when fixed FiTs were replaced by tenders. Yet, the respondents agreed on stricter
climate policies and targets (IA2).

Figure 2. Development of energy policy until 2030 (probable future). IA1. The energy policy will be stable and predictable;
IA2. climate policy and targets will become stricter; IA3. the best support form for renewable decentralised production
is investment aid; IA4. the best support form for renewable decentralised production is long term production support;
IA5. the best support form for renewable decentralised production is a combination of investment aid and production
support; IA6. the best support form for renewable decentralised production is tax allowances; IA7. energy subsidies should
be neutral in terms of scale and technology; IA8. the basis for energy subsidies should be energy efficiency; IA9. the basis
for energy subsidies should be flexible production capacity; IA10. the basis for energy subsidies should be the capability of
storing energy; and IA11. the basis for energy subsidies should be a reduction of GHGs; and IA12. any form of energy or
fuel should not get permanent subsidies.

The opinion about the best support form for renewable decentralised energy pro-
duction varied between countries (IA3–IA6). In Germany, 60% of the respondents chose
long-term production support followed by a combination of investment aid and production
support (59%). Likewise, in Germany, the biogas business branch is used to benefit from
the long-term production support. Until the latest version of EEG 2017, the EEG offers 20
years of stability for the individual plant operator. This stability was the reason for the
growth of the biogas branch in Germany.

In The Netherlands, most experts agreed with current support for renewable energy,
which is mainly consisting of production support and also includes several investment
support measures. However, tax allowances were the most popular among the experts
(65%). From the question, it is not a priori clear which type of tax allowances are meant.
In The Netherlands, the use of electricity that businesses and private households produce
themselves from renewable sources (e.g., biogas, landfill gas, sewage gas, and electricity
from CHP installations) is exempted from ODE tax. The exemption does not apply to
energy consumption; renewable energy and grey energy have the same taxes for consumers.

In Finland, tax allowances were strongly favoured (82%), but investment aid was also
seen positively (58%). Currently in Finland, the traffic use of biomethane is exempted from
fuel tax. Otherwise, investment support is the leading support measure in Finland, both
for the industrial and farm-scale biogas plants.
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In all three countries, the reduction of GHGs was considered as the most important ba-
sis for energy subsidies (IA8–IA11). Likewise, the respective governments have announced
further increases in goals for the reduction of CO2 and ambitious plans to curb climate
change. In Germany and The Netherlands, the flexible production capacity was the second
popular option, and in Finland, the capability of storing energy. Especially in Germany, the
strong growth in fluctuating wind and solar energy is causing a high demand for balancing
energy supply, which will continue to rise sharply in view of the political expansion targets.
Therefore, the flexibilization of biogas plants has been promoted since the EEG 2014 and is
even a prerequisite for participating in the tenders of the EEG 2017.

Whether the energy subsidies should be neutral in terms of scale and technology
(IA7), or any form of energy or fuel should not get permanent subsidies (IA12), divided
the opinions both between and within countries. In Germany, neutrality in terms of plant
size and technology was never intended under the EEG. The different FiTs for the different
forms of energy, such as wind, solar, or biomass, were based on the financial needs of
these technologies and their different plant sizes. In addition, bonuses were used to create
incentives, e.g., for the use of certain substrates. Both in Germany and The Netherlands,
the majority of the respondents were against scale- and technology-neutral subsidies. In
Finland, scale- and technology-neutral subsidies were mainly supported (65%), and only
Finns agreed strongly against permanent subsidies (88%).

The role of consumers as small producers of both electricity (IB1) and heat (IB2) was
seen to become more common in all three countries in the probable future until 2030
(Figure 3).

 
Figure 3. Development of business environment until 2030 (probable future). IB1. New technologies increase smart grids
and enhance the role of consumers as small producers; IB2. various decentralised heat production technologies as part
of wider heat grid become more common; IB3. energy production with wood chips is economically viable also without
support; IB4. energy production with biogas is economically viable also without support; IB5. wind energy is economically
viable also without support; IB6. solar energy is economically viable also without support; IB7. local energy companies
and farms are co-investing for local renewable energy production; IB8. as the consumer awareness of the energy choices
increases, their willingness to pay increases too; and IB9. the amount and quality of energy used in production becomes
more relevant for the image of the consumer product (branding).

Renewable energy production without any support was seen most probably economi-
cally viable with wind energy (IB5: 55–88%) and second with solar energy (IB6: 50–75%).
Wood chips (IB3) were mostly not considered economically viable without support, and
biogas (IB4) even less. For wind and solar power, cost reduction has been achieved by
technology development, but this has not been the case for biogas because a large part
of the costs for biogas plants are the substrates (or their logistical costs), which are not
subject to any technological development. Moreover, in Germany, increased administrative
requirements and safety regulations included in the EEG 2017 compensated for the cost
reduction achieved by technology development. Finns were most positive about the eco-
nomic viability of biogas without support (47%) followed by Dutch (27%) and Germans
(19%). One reason for this might be that, in Finland and The Netherlands, less energy crops
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are used for biogas production and energy production itself has a smaller role besides
waste treatment and nutrient recycling.

The respondents in all three countries believed in co-operation between farms and
local energy companies in local renewable energy production (IB7: 69–77%). There also
seems to be a great trust in consumers regarding the willingness to pay for environmentally
friendly energy and their consumption behaviour. All these possibilities could also benefit
the biogas business branch.

4.2. Part II: Biogas Specific Questions

The investment cost for a biogas plant was believed to increase in the probable future
in Germany and Finland (56% and 50%) but not so much in The Netherlands (Figure 4:
IIA1). The investment costs of biogas plants have increased over time due to the increased
safety requirements. However, in the desirable future, most respondents in all countries
hoped that the prices would decrease. The state of the biogas technology was believed to
increase in all countries in the probable future (70–100%) and even more in the desirable
future (IIA2).

Figure 4. Increasing and/or decreasing factors for biogas production and use (P = probable, D = desirable future). IIA1.
Investment cost of biogas plants; IIA2. state of the biogas technology; IIA3. availability of suppliers and technologies of
farm-scale biogas plants; IIA4. availability of suitable raw materials for biogas production; IIA5. the price (that a biogas
plant can receive) for recycled fertilisers (digestate-based); and IIA6. extension of biogas filling station network.

The Germans were pessimistic about the availability of suppliers and technologies of
farm-scale biogas plants in the probable future (IIA3). Of the respondents, 46% believed
that the availability would decrease. This might be because the EEG 2017 led to a sharp
reduction in plant construction. As a result, some plant manufacturers had to file for
insolvency. Suppliers of small liquid manure plants and suppliers with foreign business
came through this crisis better. In The Netherlands and Finland, the availability of suppliers
and technologies were believed to increase in the probable future, and in all countries, in
the desirable future.

In The Netherlands, the availability of suitable raw materials for biogas production
shared opinions in the probable future (IIA4). The somewhat unclear answer to this
question may be because current production focuses more on waste and residual materials.
This increases the number of substrates used, but not their availability. The potential for
manure digestion is still very high. In Germany, the respondents favoured an increase in
the raw material availability in the probable future (48%), although there are restrictions
on the use of maize silage in the EEG 2017 (max. 44% from 2021). Also, in their research,
Pehlken et al. concluded that bioenergy supply chains involving alternative biomass and
grass from grasslands provide optimisation potentials compared to the current corn-based
practice [42]. In Finland, the availability of raw materials was believed to increase strongly.

The question IIA5 was formulated in the first Finnish query as ‘The price for recycled
fertilisers’. Thus, in Finland, it could have been understood differently as the production
cost for recycled fertilisers. In that way, it would be considered positive if the production
costs would decrease, and the biogas plant could sell the fertiliser product at a lower
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price and thus get a larger market share for their products. Otherwise, in Germany and
The Netherlands, the price that a biogas plant can receive for recycled fertilisers were
believed to increase in the probable future (45–67%). In practice, the achievable prices for
digestate-based recycled fertilisers vary greatly from region to region. In areas with a lot of
livestock farming and a high density of biogas plants, there is a large surplus of digestate.
The processing of the digestate to a commercial fertiliser is cost-intensive and is mainly
practiced when the nutrient surplus of the region is so high that a long transport becomes
necessary.

The biogas filling station network (IIA6) was believed to extend in all case study
countries in the probable future, although in Germany (56%) less than The Netherlands
(67%) and Finland (100%). The demand for gas-driven passenger cars is very low in
Germany. Only 1% of passenger cars are powered by natural gas or biogas. The utilisation
of biogas as a fuel source is almost exclusively realised by feeding it into the natural gas
grid and withdrawing it from the balance sheet at natural gas filling stations. The slightly
positive tendency regarding the development of natural gas filling stations may be due to
the decreasing attractiveness of using biogas for electricity generation. In addition, the fuel
sector, through REDII, will have to use more renewable fuels in the future. In Finland, the
current and former governments have strongly supported biogas traffic use.

Respondents in all case study countries believed that the price of the competing fuel
for biogas (natural gas) would increase in the probable future (Figure 5, IIA7: 57–60%),
as well as the availability of suppliers and technologies of small-scale purification units
for traffic gas production (IIA8: 62–86%). However, the number of such suppliers is so
small that a decrease would not be possible. There is currently no supplier of small turnkey
upgrading plants on the German market. However, the components are available, and
there are suppliers of natural gas filling stations.

 
Figure 5. Increasing and/or decreasing factors for biogas production and use (P = probable, D = desirable future). IIA7.
Price of the competing fuel for biogas (natural gas); IIA8. availability of suppliers and technologies of small-scale purification
units for traffic gas production; IIA9. number of gas cars; IIA10. number of electrical cars; IIA11. number of hydrogen cars
(lacking from Finnish survey); and IIA12. favouring low emission cars in the cities (Germany, Finland)/emission limit for
city traffic (The Netherlands).

Interestingly, the respondents in all countries wanted to believe that the number of
gas cars would increase in the probable future (IIA9: 57–100%), although the trend is seen
very differently by the car manufacturers which clearly are gradually backing off from the
further development of gas-driven passenger cars. Maybe the reasons for the optimistic
rating can be found in heavy-duty vehicles and in RED II. However, in Finland, the number
of gas-driven passenger cars is still increasing.

The number of electrical cars was believed to increase even more than gas-driven
cars in the probable future (IIA10: 91–100%), which is no surprise. The public focus is
strongly on electric cars. The question about the number of hydrogen cars was lacking
from the Finnish survey. In Germany and The Netherlands, the respondents believed that
the number of hydrogen cars would increase as much in the probable future as natural
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gas or biogas cars (IIA11: 63–68%). However, in The Netherlands, the experts’ opinions
about hydrogen cars were divided on what comes to the desirable future. Currently, the
availability of filling stations and cars is so low that it is not a real alternative. Nevertheless,
both German and Dutch governments have strong hydrogen strategy.

Favouring low emission cars in the cities or emission limits for city traffic will most
probably increase in all countries (IIA12: 88–100%). However, the current debate is more
about air quality than renewable fuels and GHG emissions.

Centralised plants were referred here as large-scale industrial plants which can use
various waste or side streams or agricultural biomasses as raw materials either separately
or in co-digestion. Income from production and selling of biomethane for traffic use was
seen to be increasing most regarding the centralised biogas plants in all countries, both in
the probable and desirable future (Figure 6, IIB5). In Germany and The Netherlands, the
two other most increasing income options were selling gas for consumers and industry
(IIB4) and heat production (IIB2).

Figure 6. Income development for centralised biogas plants (P = probable, D = desirable future). IIB1. Income from gate
fees; IIB2. income from heat production; IIB3. income from combined heat and power production (CHP); IIB4. income from
selling gas for consumers and industry (using the gas grid); IIB5. income from production and selling of biomethane for
traffic use; IIB6. income from recycled fertilisers; and IIB7. income from biochemicals.

In Finland, recycled fertiliser products and biochemicals were seen to increase most
after the biogas traffic use. Biochemicals could have got more votes also in Germany and
The Netherlands if the timeframe would have been longer. Maybe many respondents
thought that 2030 is too close and biochemicals are still far away from being a common
technology.

Despite the preferences, most income options were believed to increase. However, in
The Netherlands, most respondents believed that the income from gate fees (IIB1) and CHP
production (IIB3) would decrease in the probable future. Already in the current business
environment, gate fees are only important for waste plants. The economic feasibility in CHP
production is challenging both because of the low electricity price and high maintenance
costs of the CHP unit, ca. 0.013 €/kWhel [43]. A further shift towards biomethane and
transport fuels, to the disadvantage of the production of electricity and heat from biogas,
might be expected.

Farm-scale plants were referred here as single farm plants using mainly agricultural
biomasses. Branding agricultural products with carbon-neutral labels (Figure 7, IIC6)
was most highly rated in Germany, maybe because it is not common yet. Also, in The
Netherlands and Finland, most respondents believed that this will increase strongly. As
one example from Finland, Valio Ltd. is aiming for carbon-neutral milk production by 2035,
and part of the solution is using cow slurry as biogas raw material and furthermore using
biomethane as fuel for the tank trucks collecting milk [44].
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Figure 7. Income development for farm scale biogas plants (P = probable, D = desirable future). IIC1. Improving farm
energy self-sufficiency; IIC2. income from selling energy out of the farm—heat production; IIC3. income from selling
energy out of the farm—CHP production; IIC4. income from selling energy out of the farm—traffic gas purification; IIC5.
improving nutrient self-sufficiency and crop yields; and IIC6. branding agricultural products with a carbon-neutral label
(and thus getting higher price).

Both in The Netherlands and Finland, the largest growth potential for income devel-
opment was believed to be in improving nutrient self-sufficiency and crop yields (IIC5).
Biogas plant digestate is a better fertiliser than manure because during AD part of the
organic nitrogen is degraded into ammonium nitrogen, which is directly available for the
plants. Especially in organic farming, the nutrient use can be improved with biogas plant
digestate instead of direct use of animal manure or green manure, i.e., grass or legumes
cultivated as part of crop rotation [45].

In Germany, the second-largest income growth potential was seen in selling energy out
of the farm in the form of traffic gas (IIC4), which was also highly rated in The Netherlands
and Finland. However, Dutch and Finns preferred improving farm energy self-sufficiency
as the second option (IIC1). In Finland, there is a clear reason for this. Farms are remotely
located and district heating is not possible. Thus, at least some own heat production is
needed. The most common heat source is wood chips, but biogas is also a viable option.
The only clear decreasing income source was, according to Dutch respondents, selling
energy out of the farm in the form of heat and electricity, i.e., CHP production (IIC3). Also,
the Germans and Finns saw this among the least promising options. In Finland, the least
favourable option was selling energy out of the farm in the form of heat (IIC2), which
describes the current situation well. Because of the long distances between farms and other
settlements, it is typically not possible to sell heat out of the farm in Finland.

The respondents in all countries were very positive about the many important roles of
biogas technology in the future. Treatment of manure and cutting down emissions from
agriculture (Figure 8, IID6) got the highest ranking both in the probable and in the desirable
future. Also, economically, manure digestion is an extra option with higher support in
Germany.

The second most important role was seen in nutrient recycling (IID8). Unlike in
composting, where nitrogen is lost through denitrification in the form of nitrogen gas
to the atmosphere, nitrogen compounds remain in the digestate, and their fertilisation
effect is even improved. Likewise, AD suits well for the treatment of biowaste (IID7). The
moisture content does not harm the process as in combustion and the process enables
nutrient recycling.

The third-most important role seen by the experts was reducing CO2 emissions from
traffic and improving urban air quality (IID2). These challenges indeed provide great
potential for improvement. The transport sector represented 25% of the GHG emissions in
2018 within EU-27 member states [46]. Many European countries are currently promoting
electric vehicles (EVs) as a leading GHG mitigation solution for the transportation sector.
However, EVs have a high level of production-related emissions. The emissions from their
use, on the other hand, depend on the GHG intensity of the electric grid in question. In
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the worst case, EVs can lead to greater life-cycle GHG emissions than comparable diesel
vehicles. The probability that an EV will lead to lower life-cycle GHG emissions than a
diesel vehicle is only 75% for Germany and The Netherlands, whereas for Finland it is
99% because of the high share of renewables in electricity production. However, there
are several countries in the European Economic Area (EEA), such as Poland, Latvia, and
Estonia, where the emissions from EVs most probably exceed those from diesel vehicles [47].
The use of biomethane as a vehicle fuel has one the lowest well-to-wheels GHG emissions,
comparable to the use of renewable electricity for EVs, according to the latest JEC Well-To-
Wheels report [48]. Unfortunately, the current CO2 standards for car manufacturers do not
recognise biomethane, but the CO2 emissions for gas-driven cars are calculated based on
natural gas. The European Commission will propose a revision of the CO2 standards for
cars and vans by June 2021 and will also review the CO2 standards for heavy-duty vehicles
by 2022 [49]. To be able to meet the aims of the EU’s ‘Sustainable and Smart Mobility
Strategy’, i.e., a 90% reduction in transport-related GHG emissions by 2050, the policies
should take into account the emissions from the whole life-cycle of a vehicle. In addition, a
solution based on several technologies and energy sources would be more resilient and
enables selecting the best solution according to the local conditions and needs.

 
Figure 8. Significance and roles of biogas technology in the future (P = probable, D = desirable future). IID1. Replacing
fossil raw materials in the production of energy and fuels; IID2. reducing CO2 emissions from traffic and improving
urban air quality; IID3. replacing fossil raw materials in the production of chemicals and materials; IID4. using biogas for
balancing production and storing energy along with other renewable energy sources (e.g., wind, solar); IID5. biogas as part
of the decentralised energy production for improving the security of supply; IID6. treatment of manure and cutting down
emissions from agriculture; IID7. treatment of other types of biowaste; and IID8. recycling nutrients.

5. Conclusions

The three case study countries had different approaches relating to biogas due to polit-
ical aims and local conditions. In Germany, biogas has been used for electricity production
based on generous FiTs. At present, with the tendering model and lower subsidy levels,
research and practice are discussing ways to improve the economic efficiency of biogas
plants, such as the use of cost-effective substrates, improved heat utilisation, improved
utilisation of digestate as fertiliser, ecosystem services, flexible power production for grid
stabilisation or demand-driven production (which is a requirement to enter the tender).
However, alternatives without state subsidies are also being sought. One possibility could
be biomethane production for gas grid injection or use as traffic fuel. Most of the ap-
proaches currently show no economic viability or require the removal of legal hurdles for
their implementation. How serious the situation is can be seen from the fact that 2020 is
the first year in which the number of biogas plants in Germany decreases.

In The Netherlands, natural gas has been used widely, both in households and by the
industry, and the country has a wide gas grid. Due to safety issues, the use of natural gas
has been decided to phase down by 2050 and be replaced by biomethane and hydrogen
gas. Biomethane could also find more use in traffic, especially heavy-duty vehicles and
inland shipping. The current biogas production could be more than doubled only by using
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manure as a substrate due to the high density of livestock. Biogas production is growing
steadily, and biomethane injection to natural gas grid is growing fast.

In Finland, the biogas business branch is challenged with long distances and small
markets. Biogas is hoped to give a new income source for agriculture by combining
food and energy production, and at the same time, cut down emissions. Both the former
and present Finnish governments have supported both biogas production and the use of
biomethane as traffic fuel. Biogas production in Finland is still small, measured both in
absolute production amount and per capita, but especially, the use of biomethane as traffic
fuel is growing fast.

Despite the differences, the biogas business branch in the case study countries also
had common drivers and barriers based on expert survey. In the following Table 2, the
drivers and barriers are categorised based on a PESTE/PESTLE framework [50,51].

Table 2. The drivers and barriers of biogas production based on expert survey.

PESTE Drivers Barriers

Political
- Renewable energy and GHG emission

reduction goals
- Governmental support mechanisms

- Uncertainty of political decisions
- Business models based on subsidies
- Biomethane not recognised in CO2 standards

for car manufacturers

Economical

- New income sources from traffic fuel and
circular economy solutions (recycled
nutrients and biochemicals)

- Branding agricultural products

- High logistical costs of raw materials
- Low price of end products due to the low

price of fossil energy and mineral nutrients
- Underdeveloped markets for

recycled nutrients

Social

- Significance of ’Green consumers’ increases
- Co-operation between farms and local

energy companies
- Decentralised energy production creates jobs

for rural communities

- Partly misleading negative images about
biogas production (‘not in my
backyard’ phrase)

- Too positive images about electrical cars

Technological
- Increase in the number of technological

solutions regarding biogas plants and
biomethane up-grading

- Lack of interest from car manufacturers to
develop new gas-driven vehicles

Environmental
- Emissions’ reduction from agriculture
- Nutrients recycling
- Replacing fossil fuels

- Emissions from biogas plants and
digestate storages

Finally, how did the experts see the future role and opportunities for biogas in the
three case study countries? The most important role was considered to be the treatment
of manure and cutting down emissions from agriculture. The next important role was
enabling nutrient recycling, and the third, reducing CO2 emissions from traffic and im-
proving urban air quality, although they were all highly rated and the differences between
these options were small.

To be able to accomplish these tasks, the biogas business must be profitable. But how
chould the businesses find new income sources or how could the policymakers create a
stable business environment? The promising income sources were different for centralised
and farm-scale plants. For centralised plants in all countries, the income from production
and selling of biomethane for traffic use was seen to be increasing most. This could indeed
be a win-win option for both the environment and the biogas branch. However, the future
of this path lies in the policymakers’ hands. How biomethane is rated in the future, in
terms of CO2 standards and in comparison to electrical vehicles, will be a central question
regarding the biomethane use as traffic fuel.
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For farm-scale plants, branding agricultural products with a carbon-neutral label was
most highly rated in Germany. Also, in The Netherlands and Finland, there seemed to be
a great trust in consumers’ willingness to pay for food produced with environmentally
friendly energy or with fewer emissions. However, both in The Netherlands and Finland,
the largest growth potential for income development was believed to be in improving
nutrient self-sufficiency and crop yields.

The expert survey showed the versatile roles and opportunities of biogas technology
for societies. While the EU aims to be carbon neutral by 2050, biogas technology could help
to achieve this goal by contributing to many sectors of the economy.
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Abbreviations

AD anaerobic digestion
CBG compressed biogas
CH4 methane
CHP combined heat and power
CO2 carbon dioxide
EEG Erneuerbare Energien Gesetz
FiT feed-in tariff
GHG greenhouse gas
GWh gigawatt-hour
kWh kilowatt-hour
NECP national energy and climate plan
Nm3 normal cubic meter
RED II Revised Renewable Energy Directive
SDE Stimulering duurzame energieproductie en klimaattransitie
SNG synthetic natural gas
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Abstract: Public hospital buildings in Malaysia have been facing problems and have become subjects
of public criticisms due to poor building maintenance practices. A value-based approach which
integrates and assimilates the concepts of value can be applied to mitigate maintenance problems in
hospital buildings. This study evaluated the causal relationships between value factors and value
outcomes of building maintenance in public hospitals in Malaysia. A total of 66 samples were
collected via an online questionnaire survey. Analysis was performed using partial least square
structural equation modeling (PLS-SEM). Our results reveal that value-adding practices and value
co-creation have a positive influence on value outcomes in hospitals. The findings, however, do
not support the relationships between factors of user involvement and value outcomes, which
merit further investigation. This study concludes that value-adding practice has the strongest
impact on value outcomes. Thus, maintenance service providers should assimilate these practices
in their services to enhance performance. In addition, the findings also justify the requirement for
collaborative working arrangements for value co-creation of building maintenance.

Keywords: building performance; value co-creation; value add; maintenance management; hospi-
tal buildings

1. Introduction

Hospital buildings are primarily designed to provide healthcare functions such as
curative nursing and rehabilitation. Hospital infrastructure must be reliable and support
the daily functions to ensure continuous operations at all times, including crisis and disaster
scenarios [1]. Healthcare premises also need to fulfill safety, comfort, security, and energy
efficiency [2]. However, hospital buildings are challenging to maintain, primarily due to the
complexity of their infrastructure [3,4]. Poor maintenance services of hospital buildings [5],
and construction activities [6], can potentially affect patients’ health. Building conditions
such as defects were found to affect health problems in buildings [7]. In view of these
highly functional requirements, the facilities must always be ready to support medical
teams in their operations. Hence, it is important to ensure that hospital buildings are
always maintained at an optimal state for excellent healthcare.

Globally, issues of maintenance and poor performance of hospitals have been reported
in the extant literature. For instance, assessment of public hospitals in the Gaza Strip,
Palestine found that most hospitals adopted corrective maintenance and did not carry out
routine inspections for water and plumbing systems [8]. Low performance was reported
on vertical transportation, fire protection, telecommunications, and electrical supply in
Southwest Nigerian public hospital buildings [3]. An audit in Cuban hospitals also identi-
fied mismanagement of maintenance activities by staff in the maintenance department as
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Sustainability 2021, 13, 6200

the root cause of subsequent maintenance problems [9]. More recently, fire safety concerns
in hospitals were raised where various fire incidents in Asia and globally were reported
and maintenance of firefighting appliances were among the issues mentioned [10,11].

In the context of Malaysia, the healthcare system is categorized into tax-funded public
healthcare and private healthcare [12]. Public hospitals contribute 42,424 beds, amounting
to 73% of the total hospital beds from 144 public hospitals and medical institutions in
the country [13]. Efforts to standardize facilities management (FM) practices in public
hospitals were initiated in 1996 through the privatization of hospital support services by
only three concession companies (CCs), to improve the overall level of service [14]. The
building maintenance component is parked under the facilities engineering maintenance
services (FEMS), which is among the six hospital support services that are outsourced.
Currently, there are five concession companies nationwide. The concession agreement (CA)
was signed between the concession companies and the government, for up to 15 years.

However, despite having a comprehensive contract [15], and a long concession period,
weaknesses in public hospital maintenance have persisted unabated. CCs were revealed
to be inefficient, lacked competent manpower and training, and heavily rely on their
subcontractors [16]. There was also inadequate support from the contractor’s top manage-
ment [16]. Besides that, the contract utilizes a deductive fee system on non-conformance
and non-performance by CCs [14], to ensure compliance to contract requirements. This
practice requires heavy supervision and monitoring by hospital staff [14]. It was reported
that hospital engineers are required to monitor between 2109 and 6625 units of FEMS assets
per hospital [17]. Issues of rising operation costs [18], also indicate a lack of value for
money. Overall, the maintenance management system is transactional and contractual, and
there is a lack of initiatives and collaborative effort among the parties involved, i.e., the
contractors, building users and hospital maintenance teams.

In a span of 21 years, healthcare spending as a share of the gross domestic product
(GDP) has increased from 3.03% in 1997, to 4.24% in 2017 [19]. Based on 2016 statistics, the
spending per GDP for Malaysia is still far behind more developed countries such as France,
Germany, Japan, Australia, and the United Kingdom, which spend 9% to 11% of GDP
on healthcare [19]. Malaysia is also behind neighboring countries such as Singapore, the
Philippines, China, Sri Lanka, and South Korea, but ahead of Thailand, India, Indonesia,
and Bangladesh [19].

Despite a constant increase in the allocation of national budget and concession agree-
ments, problems involving poor maintenance are increasing unabated. Some of the is-
sues encountered are experienced in other countries as well [20]. They include budget
constraints and high expenditures, customer satisfaction, and complex information and
decision-making. Past research works concentrating on hospital building maintenance are
fragmented and lean towards the “hard” aspects such as, but not limited to, maintenance
strategies, maintenance cost, and overall efficiency. The most researched topics in health-
care facilities management were categorized into IT and decision-making, maintenance
costs, sourcing and contracts, and performance measurement [20].

There is a dearth of literature that attempts to explore the potential impact of value
concepts as an alternative solution to resolve maintenance issues, particularly in the context
of healthcare buildings such as hospitals. Hence, this study assesses the factors contributing
to the improvement of maintenance from the aspects of user involvement, value-adding
practices, and value co-creation. This research investigates value concepts in a holistic
and integrated model for hospital maintenance which have not been explicitly addressed
previously. Specifically, the causal relationships between value factors and the value
outcomes of hospital maintenance are determined to fill the gap in empirical studies.
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2. Literature Review

Internationally, research on hospital maintenance focused on several aspects such
as maintenance efficiencies in Israel [21], maintenance manpower in UK hospitals [22],
budgeting for university hospitals in Italy [23], building maintenance systems [24], and
operational maintenance in Palestine [8]. Recent research trends have dealt with customer
satisfaction and service quality [25,26], and performance [27]. Fire safety issues in Asia [10],
and automated maintenance systems [28], were investigated. The value-based approach is
limited to the aspect of value-adding facilities management in the UK [29].

Similarly, in the Malaysian context, past research on hospital building maintenance
is limited and fragmented in various areas, e.g., quality management [30], outsourcing
costs [18], audit assessment [16], critical success factors in facilities management [31,32],
maintenance strategies [33], and maintenance effectiveness [34]. Recent trends on sustain-
ability and energy saving [35,36], and green hospitals have gained attention [37]. Overall,
research on value concepts in building maintenance context is still relatively scarce and
lacks theoretical and empirical justifications [4]. A value-based model for building mainte-
nance were developed [38]; however, it is in the context of Malaysian educational buildings
and focused on maintenance management functions instead of value-based factors.

The privatization of facilities management services of hospitals in 1996 underscored
the Malaysian Government’s commitment to combat maintenance issues in public hospi-
tals. However, after two decades of implementation, the performance of hospital buildings
is still subject to public criticism. Empirical evidence on building condition assessment
revealed that facilities for “Persons with Disabilities” in public hospitals were critical [39],
while poor maintenance of fire safety was pointed out as frequent incidences in hospi-
tals [40]. The annual Auditor General’s Report has disclosed defect issues, contamination,
and failure of facilities [41], planned preventive maintenance and supervision issues in
FEMS [17], and high dependency on third-party contractors to rectify defects [42]. Many of
the reported problems were preventable and arose explicitly from weaknesses in mainte-
nance management [4,14]. They were likely caused by low-performing contractors, lack of
understanding of user expectations [4,43], and lack of emphasis on collaborative working.
The maintenance process involves the constant interaction of various systems and parties.
Therefore, it is vital to investigate the problems derived from maintenance management
from each party individually, as well as from the effect of their collaboration. This encom-
passes the demand side, supply side, and collaborative working holistically, rather than
uni-dimensionally. Value concepts which have gained attention in other industries can
potentially help to mitigate problems in maintenance management. However, the value-
based approach in hospital maintenance, though promising, remains under-researched.
Hence, this study addresses the pertinent research deficiency in the value-based approach
for the case of hospital buildings.

The objective of this study is to assess the causal relationships between three value
factors (i.e., user involvement, value add, and value co-creation) and value outcomes. The
three value factors were investigated from the demand side (user involvement), supply side
(value-adding practices) and the collaborative working (value co-creation) perspectives.

2.1. User Involvement

From the demand side, users refer to medical staff, and administrative or support staff
who use the hospital facilities to perform day-to-day functions in providing healthcare
services to patients. Prior studies provided insight on the needs for the active involve-
ment of users as “partners” rather than as the end recipients of the service [4,43]. This
view is in line with the proposition to co-opt customers’ competency to increase busi-
ness competitiveness [44]. The end users are the most unsatisfied stakeholders because
their opinions were not heard before decisions were made [45]. The user value system
“VALUCRITE” were developed to assess the criteria for academic institutions to enhance
user satisfaction toward the maintenance process [46,47]. It is also crucial to measure
user satisfaction [26,38,48], to determine whether maintenance services are delivered up
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to their expectations, and whether there is a gap for any potential improvement. User
perceptions should be viewed holistically rather than uni-dimensionally, from their input
and expectation, workplace functionality and productivity, and to their satisfaction [49].
However, user involvement needs to be at an appropriate level, to avoid detracting them
from their core business roles [49]. Hence, formal user involvement aids the achievement
of the objectives of maintenance in hospitals. Thus, in this study, it is hypothesized that
user involvement has a positive influence on the value outcomes as follows:

Hypothesis 1 (H1). User involvement positively influences value outcomes.

2.2. Value-Adding Practices

The value-adding concept refers to the supply side of the maintenance arrangement.
Maintenance service providers are expected to deliver beyond basic transactional main-
tenance functions. Since building maintenance is a form of service, the role of service
providers is crucial to ensure the service is delivered effectively. As the sole service
provider, the appointed contractors should be competent, well equipped, and prepared
to add value in their services. In the UK, National Healthcare Services (NHS), through
partnering arrangements, offer the best value for money, and introduced innovative prac-
tices to achieve better service quality and overall corporate image [29]. The reliability
of service partners and their ability to solve problems and provide service solutions are
identified as factors in value creation for services [50]. Responsiveness to needs is another
crucial aspect that customers value in their service partners [38]. Thus, this study explores
the proposition that value-adding practices have a positive influence on value outcomes.
Hypothesis 2 is presented as follows:

Hypothesis 2 (H2). Value-adding practices positively influence value outcomes.

2.3. Value Co-Creation

Value can be co-created through collaborative working. Businesses should shift from
traditional company-centric value creation to a new co-creation of unique value with
customers [44]. Customers’ roles evolved from passive receivers, to be more engaging,
active, informed and connected. Value co-creation is a direct result of the interaction
among the parties involved [51]. Besides, value co-creation within FM is viewed as
a new paradigm of research [52]. In other industries, value creation was explored by
investigating collaboration in a different arrangement [53]. A value matrix framework
was also proposed in the fashion industry [54]. In the IT industry, value drivers for client
and service providers were explored [55], while a strong impact of value co-creation
to outsourcing satisfaction was found [56]. Value co-creation can be achieved through
the sharing of information [57], intensive cooperation [52], knowledge transfer [55,57],
effective communication [52], openness and honesty, and mutual trust and confidence [58],
relationship synergies [50], strategic integration [53], strategic alignment [55], and strong
governance [58]. Thus, this study explored the proposition that value co-creation has a
positive influence on value outcomes as follows:

Hypothesis 3 (H3). Value co-creation positively influences value outcomes.

Table 1 presents the three value factors and their sub-factors.
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Table 1. Value factors.

Factor Code Sub-Factor Literature Source

User Involvement
USE1 User’s Expectation [38,45,52,59]
USE2 User’s Involvement [26,38,45,59]
USE3 User’s Satisfaction [38,48]

Value Adding Practices

VAL1 Integrated Service Solutions [50]
VAL2 Innovative Improved Practices [29]
VAL3 Value for Money [29]
VAL4 Cost Reduction/Saving [29]
VAL5 Responsive to Needs [38,60]

Value Co-creation

JOR1 Sharing of Resources [52,53,57]
JOR2 Joint Technology [57]
JOR3 Sharing of Information [57]
OPE1 Operational Integration [53]
OPE2 Intensive Cooperation [52]
OPE3 Knowledge Transfer [55,58]
COM1 Effective Communication [52]
COM2 Transparency of Internal Information [53,55]
COM3 Openness and Honesty [60]

WWW1 Shared Risks [53,55]
WWW2 Mutual Trust and Confidence [60]
WWW3 Relationship Synergies [50]

STR1 Strategic Integration [53]
STR2 Strategic Alignment [55]
STR3 Strong Governance [60]

2.4. Value Outcomes

Value outcomes are what customers perceive, are determined by the beneficiary, and
should be viewed holistically [61]. Besides focusing on fulfilling customer satisfaction, the
aspects of the organization’s wealth generation are important [53]. There are three levels
of value outcomes: transactional, business, and strategic outcomes [55]. In the context of
public hospitals, business outcomes, or wealth generation are not the objectives. However,
the sustainability of hospitals is an important criterion. Hence, in this study, value out-
comes for public hospital maintenance are two-fold, emphasizing on daily (1) operational
outcomes and (2) strategic outcomes. Operational value outcomes refer to the short-term
routine goals to ensure smooth day-to-day operations in the hospital, such as the daily
work process. Strategic value outcomes require long-term development as a result of the
collaborative effort of parties within the arrangement. Through synergetic actions, the ser-
vice provider is entrusted with more roles, and treated as a partner in the relationship [55].
Table 2 presents the value outcomes. Figure 1 illustrates the conceptual model for this
study.

Table 2. Value outcomes.

Category Code Value Outcomes Literature source

Operational

OVO1 Daily Work Process [55]
OVO2 Quality of Output [53]
OVO3 Response Time [53,55]
OVO4 Reduced Risk [53]
OVO5 Health and Safety [50]

Strategic

SVO1 Skill and Knowledge [53]
SVO2 Technology [53]
SVO3 Contractor as Partner [55]
SVO4 Performance [47]
SVO5 User Satisfaction [29,46,53,59]
SVO6 Corporate Image [29]
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Figure 1. Conceptual model.

3. Methods

This study adopted PLS-SEM using SmartPLS 3.0 software for data analysis [62], for
three key reasons. Firstly, the goal of the research is to predict the value factors that influence
the value outcomes in building maintenance. PLS-SEM is suitable for a research work that
aims to predict key target constructs as compared to other types of SEM techniques, such
covariance-based SEM (CB-SEM), which is more appropriate for theory confirmation or
rejection [63,64]. Secondly, PLS-SEM is suitable for low sample sizes [63]. In this research,
the population is considered low, with only 139 public hospitals in the country. Thirdly,
PLS-SEM is also suitable for data that is not normally distributed [63], wherein this study,
the data are nonparametric.

Our questionnaire survey collected the following information: (i) respondents’ and
hospitals’ backgrounds; (ii) value factors; (iii) value outcomes of hospital building mainte-
nance. Variables were developed through the adaptation from the literature review and
the synthesis of previous studies on value concepts. To present greater discriminant and
reliability value, a 6-point Likert scale was used in this questionnaire, ranging from 1 =
strongly disagree to 6 = strongly agree [65].

Face-to-face pre-tests were conducted to detect possible problems, bias, ambiguity, or
unsuitability in the questionnaire [66,67]. Four respondents were involved, comprising an
ex-monitoring consultant of hospital FM, a senior academic, a maintenance manager of a
public hospital, and an ex-liaison officer of a public hospital. They were chosen based on
experience and expertise either academically or in terms of hospital maintenance. Minor
amendments were then made to improve the questions.

Target respondents were engineers from the Engineering Unit in the public hospitals.
They were the person-in-charge to monitor, supervise, and control the hospital support
services provided by the concession companies [68]. Besides, their roles also include
assigning tasks, coordinating, and guiding the appointed users who were involved in the
maintenance process. They are the most suitable respondents for the survey in this study.

Our study has attempted to cover all public hospitals in the country with a total of
139 hospitals (excluding medical institutions). The list was identified from the official
webpage of the Ministry of Health, Malaysia [13]. The census method was applied, as
this was suitable based on our well-defined, accessible, and small population [69]. The
questionnaire survey was conducted via an online platform, as it was easier to administer
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and could reach a wide geographical coverage. Follow-ups via telephone calls were made
as a reminder to increase the response rate.

Proposed Model

A value-based building maintenance model consists of four reflective constructs: user
involvement, value add, value co-creation, and value outcomes, as shown in Figure 2. Value
outcomes is an endogenous construct, while the other three constructs are exogenous. The
assessment of the model consists of two steps: assessment of the measurement model (in
this study, only reflective models were designed), followed by validation of the structural
model. These steps are explained in the subsequent section. The main objective of PLS-SEM
is to estimate the path coefficients that maximize the coefficient of determination (R2) of
the endogenous construct. In this study, the endogenous construct is value outcomes.
A higher value of R2 indicates higher predictive accuracy [64]. The value ranges from 0 to
1, with values of 0.26, 0.13 or 0.02 described as substantial, moderate, or weak, respectively,
according to Cohen (1989) cited in [63]. The effect size f 2 measures changes in R2 due
to the omission of the exogenous construct from the model, to assess its impact on the
endogenous construct. The effect size f 2 value of 0.35, 0.15 or 0.02 indicate substantial,
medium, and small effect size, respectively [63].

Figure 2. Proposed value-based building maintenance model.

4. Results and Discussions

From the 139 survey forms distributed, a total of 68 responses were collected, amount-
ing to a 48.9% response rate. Out of this, 66 valid responses were accepted. The small
sample size is due to the small number of public hospitals in the country, and limited
number of target respondents in each hospital. Nonetheless, the 66 usable samples fulfilled
the minimum sample criterion of 30 [63], and the 1:10 of structural paths directed to a
construct ratio [70], in performing PLS-SEM analysis. Besides, the recommended sample
size for R2 ranges from 0.25 to 0.50, with 5% probability of error, and a model with three
arrows pointing to a construct required a sample size between 16 and 37 [64]. This study
considered 66 valid samples, with an R2 value of 0.423.

The profile of respondents is depicted in Table 3. The average age of hospitals is
32 years, ranging from 4 to 133 years. The average number of beds is 274, ranging from
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40 to 1600 beds. The average number of staff members for FEMS is 50, ranging from 5 to
414 persons.

Table 3. Profile of respondents.

Frequency
(N = 66)

%

Position
(i) Engineer 27 40.9
(ii) Assistant engineer 39 59.1

Total: 66 100
Education (Level)

(i) Diploma 32 48.5
(ii) Bachelor degree 31 47.0
(iii) Master degree 3 4.5
(iv) Others 0 0

Total: 66 100
Academic qualification

(i) Mechanical engineering 10 15.2
(ii) Electrical engineering 9 13.6
(iii) Civil engineering 42 63.6
(iv) Construction management 1 1.5
(v) Biomedical 1 1.5
(vi) Others 3 4.6

Total: 66 100
Years of Experience
Mean: 5.19
Standard deviation: 2.593
Range: 1–14

4.1. Reflective Measurement Model

The reflective measurement model was assessed in terms of internal consistency
reliability, convergent validity, and discriminant validity. The composite reliability (CR)
of this measurement model ranged from 0.756 to 0.927, indicating internal consistency
reliability [71]. In terms of indicator reliability/factor loading, the results show that the
majority of indicators are above 0.4 of the minimum acceptable factor loadings, ranging
from 0.552 to 0.861 [64]. Only 6 out of 34 indicators (17.6%) were discarded due to low
loadings; this is within the 20% limit of the overall number of indicators [72]. In terms of
convergent validity, the final AVE of all constructs is above the minimum acceptable level
of 0.5. Table 4 summarizes the assessment of the measurement model.

Table 4. Measurement model.

Construct Items Loadings AVE CR

User USE1 0.685 0.509 0.756
USE2 0.682
USE3 0.769

Val Add VAL1 0.757 0.595 0.880
VAL2 0.857
VAL3 0.771
VAL4 0.792
VAL5 0.668

Value Co-creation COM1 0.597 0.502 0.909
COM3 0.816
JOR3 0.741
OPE2 0.710
OPE3 0.621
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Table 4. Cont.

Construct Items Loadings AVE CR

STR1 0.738
STR2 0.702
STR3 0.585

WWW2 0.678
WWW3 0.850

Value Outcomes OVO1 0.633 0.563 0.927
OVO2 0.815
OVO3 0.658
OVO5 0.715
SVO1 0.728
SVO2 0.552
SVO3 0.776
SVO4 0.861
SVO5 0.855
SVO6 0.842

Note: JOR1, COM2, JOR2, OPE1, OVO4, and WWW1 were discarded due to low loadings.

Discriminant validity of this measurement model was established via Fornell and
Larcker’s criterion [63]. Table 5 indicates that the square root of AVE of the construct is
greater than inter-correlation with other constructs, and confirmed discriminant validity.
The cross-loadings pattern established that loadings of items are higher with constructs
that it is supposed to measure. To further verify this, Table 6 shows that the Heterotrait–
Monotrait ratio of correlations (HTMT) values are all below 0.85 which is the stringent
criterion by Kline (2011), cite in [63].

Table 5. Discriminant validity using Fornell and Larcker’s criterion.

Co-Creation User Val Add
Value

Outcomes

Co-creation 0.709
User 0.272 0.713

Val Add 0.583 0.387 0.771
Value Outcomes 0.538 0.299 0.607 0.75

Table 6. Heterotrait–Monotrait ratio of correlations (HTMT) criterion.

Co-Creation User Val Add

Co-creation
User 0.423

Val Add 0.654 0.562
Value Outcomes 0.54 0.393 0.668

4.2. Validation of the Structural Model

Validation of the structural model involves five essential steps to assess lateral collinear-
ity, path coefficient, coefficient of determination, effect size to R2, and Stone–Geisser Q2

Predictive Relevance [63]. In terms of lateral collinearity, all three exogenous latent vari-
ables have a variance inflator factor (VIF) value below 3.3 suggested by Diamantopoulos
and Siguaw (2006) cite in [63], which indicate that there is no collinearity problem. Table 7
shows the results of VIF.
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Table 7. Lateral collinearity assessment.

Construct Value Outcomes (VIF)

Value Outcomes
Co-creation 1.52

User 1.181
Val Add 1.655

4.3. Hypothesis Testing

Three hypotheses, namely, H1 (User → Value Outcomes), H2 (Val Add → Value
Outcomes), and H3 (Co-creation → Value Outcomes) were tested. The significance level
was determined by referring to the t-statistics generated using the bootstrapping function
in PLS 3.0, and path coefficients were assessed. The 95% confidence interval was adopted.

The results show that for H1, the t-value of 0.569 is lower than the critical value of
1.645, and the p value of 0.285 is over 0.05, indicating that this hypothesis is not supported.
H2 has a t-value of 3.476 and a p value of 0.000 (p < 0.01, t > 2.33), while H3 has a t-value
of 2.214 and a p value of 0.014 (p < 0.05, t > 1.645). These results indicate that both H2
and H3 were supported. Predictors of value co-creation and value add with β = 0.275 and
β = 0.423, respectively, are positively related to value outcomes.

The coefficient of determination (R2) for value outcomes is 0.423, which is considered
substantial (R2 > 0.26) based on Cohen (1989) as cited in [63]. It explains 42.3% of the
variance in value outcomes. In terms of the effect size to R2, the f 2 value of 0.187 (greater
than 0.15) indicates that value add has a medium effect size on value outcomes; while an
f 2 value of 0.086 (greater than 0.02) according to Cohen (1988) as cited in [63], indicates
that value co-creation has small effect size on value outcomes. Stone–Geisser Q2 predictive
relevance was tested using the blindfolding technique in PLS 3.0. The value of Q2 of
0.195 is larger than 0 [64], indicating that predictive relevance is established in this model.
Table 8 shows the results of hypothesis testing.

Table 8. Hypothesis testing.

H Relationship Std Beta Std Error t-Value p Value Decision f2

H1 User → Value Outcomes 0.061 0.112 0.569 0.285 not supported 0.005
H2 Val Add → Value Outcomes 0.423 0.117 3.476 0.000 supported 0.187
H3 Co-creation → Value Outcomes 0.275 0.132 2.214 0.014 supported 0.086

From the analysis, the following causal relationships were established:

1. Value-adding practices positively influence value outcomes.
2. Value co-creation positively influences value outcomes.

A revised model of the value-based building maintenance is shown in Figure 3.
The results from the hypothesis testing found that value-adding practices positively

influence value outcomes with a medium effect size. The result is consistent with the case
study by Okoroh et al. [29], where value-adding service providers achieved better service
quality and enhanced corporate image through FM partnering arrangement in NHS trust.
The results provide empirical justification to support their case study’s outcome in terms
of provision of innovative practices by service providers, value for money, and significant
savings in the FM partnership. Besides, the results also support the work by Ali-Marttila
et al. [50], that outsourced service providers which provide integrated solutions are more
complete in their offering in the industrial maintenance context. Our study confirms the
causal relations between value-adding practices which includes integrated service solution,
to the value outcomes, in the context of outsourced hospital building maintenance. In
hospitals, besides maintenance work of M&E systems and plants, civil engineering works,
operation and installation of engineering plants, the outsourced contractors also extend
their services to include but not limited to technical advice, equipment loaning, reducing
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risks and hazards, and prolonging the life of the facilities. In addition, the results also
affirm the responsiveness of service providers as one of the crucial aspects [38,58]. Overall,
the finding confirms that by providing value-adding practices, contractors are able to
improve their achievement of operational or strategic outcomes of hospitals. Ultimately,
weaknesses of building maintenance such as lack of planned preventive maintenance [17],
and various maintenance issues and user dissatisfaction could gradually be overcome.
Besides, heavy reliance on supervision and monitoring by hospitals can be reduced to
relieve over-straining of manpower resources [17,73].

 
Figure 3. Revised value-based building maintenance model.

Hypothesis testing also found value co-creation positively influences value outcomes,
but with a lower effect. It provides empirical evidence that supports the effort of collabora-
tive working among various players to co-create values in the building maintenance context.
The result is consistent with outcomes by Sun and Chen [56], where value co-creation was
found to have a strong impact on outsourcing satisfaction in the IT field. The finding also
supports the notion of sharing of resources of the service-dominant (S-D) logic by Vargo
et al. [57], and findings on value co-creation in terms of sharing of information [52,53].
However, sharing of resources in terms of manpower and technology were not justified
with the deletion of “Sharing of Manpower Resources” and “Joint Technology” items due
to low loadings during PLS-SEM analysis. This can be explained due to the apparent
demarcation of provision of manpower and technology by the contractor in the concession
contract. However, past research on knowledge transfer notion is supported as a value
co-creation practice in hospital maintenance [55,57]. Besides, this study also echoed the
findings on the importance of openness and honesty, and mutual trust and confidence in
outsourcing strategic partnerships [58]. In Malaysian public hospitals, value co-creation
effort is evident in the Sustainable Energy Management Program (SEMP), where both
monetary resources and electrical energy saving were achieved. There is a strong commit-
ment from the Ministry of Health in terms of strategic alignment and strong leadership
to pilot the projects of government hospitals. Personnel from concession companies and
hospitals are trained and certified as Malaysian Certified Healthcare Facility Managers
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(CHFMs) [35]. This involves intensive cooperation amongst respective concession compa-
nies, engineers, and maintenance teams from hospitals, as well as joint resources and their
effective communication.

However, it should be highlighted that the hypothesis “User involvement positively
influences value outcomes” was not supported. The findings contradict past studies, which
stressed the importance of user involvement [38,48,59]. This could be due to the lack of
formal processes used to gather user expectation for decision-making during the early
planning stage. Currently, user involvement is confined to implementation and post-
maintenance stage such as job requests, complaints, and job completion verification [14],
rather than early involvement [45]. User perception needs to be strategically aligned
and linked to business processes from the pre-delivery, mid-delivery, and post-delivery
stages [49]. Hence, without an understanding of user expectations at the early maintenance
planning stage, it is challenging to deliver up to their satisfaction; this explains the reason
user complaints are still rampant in public hospitals.

This study refines Value-based Maintenance Management Model by Olanrewaju
et al. [38], by adding the value-based practices to their model, which did not explicitly
address the relationships of the parties involved in building maintenance. Their model
focused on management functions and served primarily as an operational manual for
educational buildings. The value factors identified in this study can be assimilated into the
management functions of their model, in order to enhance the achievement of value out-
comes.

5. Conclusions

At present, the maintenance services of public hospitals in Malaysia are outsourced
for better service quality and standardization. The performance of the five concessionaires
serving the entire country actually reflects the corporate image of public healthcare facilities
in the country. Using an online survey questionnaire, this research investigated the causal
relationships between the value factors and value outcomes of building maintenance in
public hospitals in Malaysia. The major findings revealed the significant influences which
value-adding practice and value co-creation have on the value outcomes in hospitals.
However, user involvement was not supported to influence value outcomes, which merits
further investigations.

5.1. Theoretical Implications

This research expands the theoretical literature in value concepts by determining the
causal relationships between value-adding practices and value co-creation to the value
outcomes using PLS-SEM in an integrated model. Previous studies in value concepts were
fragmented and investigated value concepts discretely in various fields and objectives.
It reveals that value-adding practices by the maintenance service providers has greater
effect to the achievement of value outcomes as compared to the effect that value co-creation
contributes. This research provides an empirical and statistical assertion that acknowledges
concession companies’ essential roles in outsourced maintenance in public hospitals.

5.2. Practical Implications

Findings from this study inform maintenance service providers on the significant ad-
vantages of being proactive in adding value to their customers. By providing an integrated
service solution, innovative improved practices, value for money, cost reduction/saving,
and being responsive to users’ needs, the contractors would be able to enhance their main-
tenance service delivery. Findings from this study would also be useful to policymakers
in setting benchmarks for the selection of competent contractors, contract renewal, and
performance monitoring. It provides justifications for maintenance organizations to shift
from traditional, transactional, and contractual relationships, towards a collaborative net-
working culture. With the concession companies stationed round the clock in the hospital
premises, there is a great opportunity for them to interact with the hospital maintenance
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teams and users. Within this setting, the “joint sphere” allows the providers and customers
to interact, or jointly interact, directly or indirectly to co-create new value [51]. Value
co-creation can be achieved with joint resources, operations integration, and open commu-
nication. In the long concession period, mutual understanding and strategic goals can be
achieved through a win-win-win relationship.

5.3. Limitations and Future Research

While this research provides insights on value-based maintenance for hospital build-
ings, the research has some limitations. For instance, the user involvement factor was
not statistically supported to influence the value outcomes. Therefore, further qualitative
research such as in-depth interviews could be useful to further explain the quantitative
results from this study. In addition, although value-adding practices and value co-creation
were found to have a positive influence on value outcomes, the specific importance, and
performance of each practice are not known. Hence, it is recommended that further re-
search investigates the critical success factors in implementing the value-based approach
in hospital maintenance. Lastly, this research only focused on public hospitals in Malaysia.
It is recommended that future research can be designed to carry out comparison or parallel
study on private hospitals to gather more insights and explore the best practices in both
types of establishments.
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Abstract: This paper addresses the optimal power flow problem in direct current (DC) networks
employing a master–slave solution methodology that combines an optimization algorithm based
on the multiverse theory (master stage) and the numerical method of successive approximation
(slave stage). The master stage proposes power levels to be injected by each distributed generator in
the DC network, and the slave stage evaluates the impact of each power configuration (proposed
by the master stage) on the objective function and the set of constraints that compose the problem.
In this study, the objective function is the reduction of electrical power losses associated with
energy transmission. In addition, the constraints are the global power balance, nodal voltage limits,
current limits, and a maximum level of penetration of distributed generators. In order to validate
the robustness and repeatability of the solution, this study used four other optimization methods
that have been reported in the specialized literature to solve the problem addressed here: ant lion
optimization, particle swarm optimization, continuous genetic algorithm, and black hole optimization
algorithm. All of them employed the method based on successive approximation to solve the load
flow problem (slave stage). The 21- and 69-node test systems were used for this purpose, enabling
the distributed generators to inject 20%, 40%, and 60% of the power provided by the slack node in a
scenario without distributed generation. The results revealed that the multiverse optimizer offers the
best solution quality and repeatability in networks of different sizes with several penetration levels
of distributed power generation.

Keywords: optimal power flow; power flow; optimization algorithms; DC networks; electrical
energy; optimization

1. Introduction

1.1. General Context

Electrical energy is essential for modern daily life because people’s comfort and socioe-
conomic conditions depend on it [1]. Such energy can be generated and distributed in the
form of Alternating Current (AC) and Direct Current (DC). Although most electrical power
and electricity distribution systems work with AC, DC electrical energy is as important
as its counterpart. Furthermore, DC offers technical-operational advantages; for instance,
as most loads used by people are DC, generating and distributing DC eliminates the need for
converting electrical energy from AC to DC. This type of electric current promotes the use
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of clean and environmentally friendly renewable energy sources because most renewable
energy is produced in DC, which eliminates the need for power converters. It also eliminates
phasors and reactive elements in the electrical network. This reduces the complexity of
the mathematical model and the operation and control of electrical networks. This paper
focuses on electrical DC systems due to the advantages mentioned above and because more
studies should investigate this type of network [2]. To operate the elements that compose
DC electrical networks, i.e., (slack and distributed) loads and power generators, solution
methodologies should be used to identify the operating points of these devices, mainly the
generators, in order to guarantee the technical conditions of the network (power balance,
power and voltage limits, penetration levels of the distributed generators, etc.). In addition,
such methodologies should enable network operators or owners to meet the objective
functions they have established in order to improve the technical conditions of the system
(power losses, voltage stability, loadability of the lines, etc.), as well as its environmental
characteristics, or to reduce operating costs (buying electricity from the grid) [3]. This
problem, known as Optimal Power Flow (OPF), is about finding the reference points for
the power of the Distributed Generators (DGs) in a network in order to meet the objective
functions that have been defined.

1.2. State-of-the-Art

To solve the OPF problem in DC networks, the first step is interpreting and
solving the load flow or power flow problem. As a result, we can determine the
existing voltage in each one of the nodes in the network and the current circulating
through the transmission lines thanks to the parameters of the electrical power system,
e.g., conductance of transmission lines, power demanded by the loads, and electrical topol-
ogy [4]. To solve the load flow problem, numerical methods should be employed to solve
the nonlinear nonconvex problem that it represents [5]. In recent years, different types
of methods have been proposed for this purpose. Some of the classical options include
Newton–Raphson [6], Gauss–Seidel, and Gauss–Jacobi [7]. More current alternatives are
Taylor series approximation [8], successive approximation [9], triangular matrix formu-
lation [8], sweeping based on graph theory [10], and backward/forward sweeping [11].
To solve the load flow and calculate each one of the previously mentioned variables, this
study used the Successive Approximation (SA) method [9]. The latter was selected due to
its excellent performance in terms of convergence and processing times for radial as well
as meshed networks [11].

The load flow method can describe the electrical behavior of a DC network based
on known data of power demanded and generated by the DGs. However, in case of any
variation in said power, the power flow should be calculated again to establish the effect of the
generation and demand inside the network. To find the most adequate power level that the
DGs should inject, the OPF problem should be solved by means of optimization techniques in
order to meet the objective function proposed by the DC network operator and/or owner [12].
This guarantees that the electrical constraints that compose DC networks in an environment
of distributed generation are always respected [12].

Engineering often faces highly difficult problems, which cannot be solved directly;
they are called nonlinear nonconvex problems [13]. For this reason, multiple techniques
have been developed to offer a good quality solution to these problems by applying
intelligent optimization methods. Some of them are the so-called optimization techniques,
which are inspired by the behavior of nature. Optimization methods apply mathematical
models and strategies to move within a solution space and find good quality solutions in
relatively short times. Every optimization method should be adapted to the problem under
analysis, and the impact of the solution produced by each type of method will depend on
the difficulty of said problem.

Due to the high efficiency and excellent performance of metaheuristic optimization
techniques in solving engineering problems, they are widely applied to solve nonlinear
nonconvex problems with continuous variables. Optimization techniques are employed
in this study to solve the OPF problem because the mathematical model used here re-
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quires nonlinear methods to produce a solution [14]. Furthermore, the mathematical
modeling of the problem includes continuous variables. To solve the OPF problem by
means of optimization techniques, the problem is generally divided into two stages using a
master–slave methodology [14]. The master stage determines the optimal power level
that the DGs should inject into the DC network, and the slave stage solves the power
flow problem. The objective is to calculate the electrical variables that can be used to
establish the impact of the objective function and the problem constraints of each one of
the solutions proposed by the master stage. This master–slave methodology enables us to
find a good quality solution based on an adequate selection of the optimization techniques
to be implemented. Importantly, the solution quality greatly depends on the proposed
solution method and the parameters assigned to it.

In the last decade, the specialized literature has proposed different solutions to solve
the OPF problem in DC networks. Usually, their objective function is the minimization
of power losses in the network [15,16]. In [15], the authors proposed a convex relaxation
method based on second-order cone programming. In turn, in [16], the authors em-
ployed sequential quadratic convex programming to solve the OPF problem. The studies
mentioned above used commercial optimization software to solve the OPF problem, which
increases the complexity of the problem and the cost of the solution. Additionally, in such
studies, the OPF problem was evaluated in small networks only (10, 16, and 21 nodes), thus
ignoring the performance of the methods in bigger networks. Likewise, in [16], the standard
deviation of the techniques was not taken into account, which is important to establish how
dispersed the results obtained are with respect to the average result. In order to propose
methods based on sequential programming that can be developed in any programming
language and eliminate the need to acquire specialized (commercial) software, different
methodologies have been studied and proposed in recent years to solve the problem
addressed here. For example, in [17], the authors employed the black hole (BH) algorithm
and the Gauss–Seidel numerical method to generate a master–slave solution strategy for
the OPF problem. Remarkably, they did not take into consideration the standard deviation
of the techniques they used. In [5], the authors employed the vortex search algorithm
and the numerical method by SA to solve the OPF problem. In their study, the solution
methodology was evaluated in small DC networks (10 and 21 nodes). By contrast, in [18],
the authors used the sine cosine optimization algorithm and the SA numerical method as
the solution methodology. Nevertheless, they only analyzed the effect of the methodology
in the 21-node system and did not consider the standard deviation of the optimization
techniques to solve the OPF problem. This analysis of the state-of-the-art of methodologies
that have been applied to solve the OPF problem shows that strategies based on sequential
programming should be promoted in order to eliminate the need for commercial software
and improve the solution quality. Nevertheless, such methodologies should be validated
in test systems of different sizes so that the effectiveness of the proposed solution method-
ology can be guaranteed in a network of any size. For example, in [14,19], the authors
employed the master–slave methodology based on sequential programming to solve the
OPF problem. Particularly in [19], three metaheuristic optimization algorithms were imple-
mented as strategies to solve the OPF problem. First, the authors used a continuous genetic
algorithm (CGA), which had been presented in [20]. The CGA is inspired by the genetic
process of living beings, employing the selection, combination, and mutation process in
order to transmit information collected by parents to their descendants. Second, they used
the black hole (BH) algorithm reported in [17], which is based on the dynamic interaction of
stars and black holes and is used to solve optimization problems with continuous variables,
such as the OPF problem. Third, they employed the particle swarm optimization (PSO)
metaheuristic, an algorithm inspired by the behavior of schools of fish and bird flocks,
to explore the solution space and thus solve the OPF problem [21]. They implemented these
three methodologies and evaluated different test systems, demonstrating the effectiveness
and robustness of each methodology to solve the problem analyzed in this document.
In [14], the authors used the techniques described above plus the ant lion optimizer (ALO),
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which was recently proposed. The ALO imitates the hunting technique of ant lions, which
dig a cone-shaped hole in the ground to catch their prey. Importantly, the techniques
mentioned above adopted a master–slave methodology to solve the OPF problem. In the
master stage, they used optimization algorithms (CGA, BH, PSO, and ALO) to solve the
DG sizing problem; in the slave stage, they implemented the SA numerical method to solve
the load flow. The approach called “optimal flow” is a cutting-edge topic that requires
more analysis and development in order to improve the operating conditions of the system.
In the studies described above, optimization techniques were used as solution methods in
order to obtain the best solution to the problem, while considering different energy projects
to which it can be applied.

1.3. Proposed Solution Methodology and Main Contributions of This Study

Due to the importance of the optimal power flow problem in DC networks and the
need to propose new solution methodologies that are more efficient in terms of solution
quality and repeatability, this study proposes a new methodology based on a master–slave
strategy to solve the OPF problem in DC networks. In the master stage, the proposed
methodology applies the technique called multiverse optimizer (MVO) to find the optimal
power level to be injected by the DGs in order to minimize electrical power losses in DC
networks. In the slave stage, the numerical SA method is employed to solve the load
flow problem and evaluate the objective function and the set of constraints related to
every possible solution proposed by the master stage [9]. This study used the 21- and
69-node test systems reported in the specialized literature. In addition, it includes three
levels of maximum penetration of distributed generation, i.e., 20%, 40%, and 60% of the
power supplied by the slack generator in an environment without DGs. The results of
the proposed methodology were compared with those of more popular methodologies
reported in the literature: CGA [20], PSO [21], BH [17], and ALO [14]. This demonstrated
the effectiveness of the MVO and its behavior regarding solution quality. Additionally,
in order to evaluate the repeatability of the algorithms in terms of the solution, each
simulation was executed 100 times, and the standard deviation obtained was analyzed.
This study makes three contributions:

• A new solution methodology based on a master–slave strategy that combines MVO
and SA to solve the optimal power flow problem in DC networks of any size

• A methodology based on average solutions and standard deviation to evaluate
the effectiveness and repeatability of the solution methods proposed to solve the
OPF problem

• Better results in the solution to the OPF problem in DC networks than those reported
in the specialized literature.

1.4. Structure of the Paper

This article is organized as follows: Section 2 proposes a mathematical formulation
to solve the optimal power flow problem in DC networks, whose objective function is the
reduction of power losses associated with energy transport. Section 3 describes the proposed
solution methodology, which is composed of a master–slave strategy that combines the
multiverse optimizer and the numerical method of successive approximation. Section 4
details the 21- and 69-node systems used for the tests in this study, in addition to other
methods used here to compare and validate the proposed solution methodology. Section 5
reports the simulation results obtained by each one of the proposed solution methodologies.
Section 6 presents the analysis of the processing times required by the different solution
methods used in this paper. Finally, Section 7 draws the conclusions and proposes future
research in this field.

2. Mathematical Formulation

Several objective functions to be minimized can be used to mathematically model the
OPF problem. Some of them are the minimization of the operating costs of the network,
minimization of emissions of polluting substances into the environment, improvement of
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voltage profiles, improvement of the loadability in distribution lines, and minimization
of electrical power losses in the DC network. The selection of the objective function
depends on the system owner or the operator of the DC network, and it is subject to the
set of constraints that compose DC networks in an environment of distributed generation.
The objective function selected in this study is the minimization of the power losses in the
network [19], which is presented below along with its set of constraints.

2.1. Objective Function

The objective function is defined as the value to be minimized depending on the
constraints that have been determined, in this case, the minimization of power losses.
For that purpose, this study used Equation (1):

minPloss = vTGLv (1)

where Ploss denotes the power losses in the electrical network, which directly depend
on v and GL that represent the voltage profiles in each one of the nodes in the DC net-
work calculated based on the load flow and the conductance matrix of the distribution
lines, respectively.

2.2. Set of Constraints

The set of equations that compose the constraints of the problem addressed in this
paper refer to the technical limits of the pieces of equipment and the operating parameters
of the devices that constitute the DC network in an environment of distributed generation.
Such equations are detailed below:

Pg + PDG − Pd = D(v)[GL + GN ]v (2)

Pmin
DG ≤ PDG ≤ Pmax

DG (3)

vmin ≤ v ≤ vmax (4)

1T(PDG − αPg) ≤ 0 (5)

The mathematical interpretation of Equations (2) to (5) is the following: Equation (2)
represents the power balance in the DC network, where Pg is the power generated by
the slack node; PDG, the power supplied by each one of the DGs installed in the DC
network; and Pd, the power demanded by the nodes in the network. Additionally, in this
equation, D(v) denotes a symmetrical positive matrix that contains the nodal voltages of
the system in its diagonal, and GN and GL are the conductances of the transmission lines
and the resistive loads connected to the network, respectively. Equation (3) expresses the
minimum and maximum power that each DG installed in the network can supply, where
Pmin

DG and Pmax
DG are the minimum and maximum powers allowed for the DGs, respectively.

Equation (4) presents the voltage regulation limits, where vmin and vmax are the minimum
and maximum load allowed in each node in the system, respectively. Finally, Equation (5)
defines the maximum penetration level allowed for the DGs, where α represents the
allowable penetration percentage with respect to the power generated by the slack node.

These conditions should be met at all times; for that purpose, the system should be
penalized if the aforementioned limits are violated. Equation (6) defines the penalty of the
objective function if a constraint is violated.

min z =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

Ploss + β1OnesTmax{0, v − Vmax}
+β2OnesTmin{0, v − Vmin}
+β3OnesTmin{0, Pg − Pmin

g }
+β4OnesTmax{0, PDG − Pmax

DG }
+β5OnesTmin{0, PDG − Pmin

DG }
+β6max{0, OnesT PDG − MDG}

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(6)
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where β1 to β6 are the penalty factors (which are usually higher than zero). In this study,
each one of them is equal to 1000 to force the optimization methods to respect the limits
imposed in Equations (2) to (5). This value was obtained heuristically. Moreover, the OnesT

term is a transposed vector filled with ones that can be used to add together different
penalties in the adaptation function. When all these constraints are respected, all the
penalty values are null using the min{.} and max{.} functions, which, in this case, causes z
to be equal to Ploss.

3. Proposed Solution Methodology

The equations presented in the mathematical formulation above describe a nonlinear
optimization problem and represent the OPF problem in DC networks. These equations
should be solved using numerical nonlinear methods. Hence, this study proposes dividing
the problem into two stages: First, the master stage determines the optimal power level to
be injected by the distributed generators located in the DC network. To solve this stage of
the problem, this study uses the multiverse optimizer (MVO) [22]. Second, the slave stage
calculates the electrical variables that can be used to determine the impact on the objective
function, as well as the constraints of the problem of each one of the solutions proposed
by the master stage (solves the power flow problem); for this purpose, this methodology
implements the SA numerical method. The next subsection describes the master–slave
(MVO-SA) methodology proposed in this study:

3.1. Master Stage: Multiverse Optimizer (MVO)

The Big Bang Theory posits that the universe we live in began as a result of a massive
explosion [23]. There was nothing before the Big Bang, which was the start of our universe.
In turn, the multiverse theory, which is more recent and well known among scientists [24],
claims there is more than one Big Bang and that each Big Bang constitutes the beginning of a
new universe. In addition, it holds that there are multiple universes that interact and can even
clash with each other, and every universe can have different physical laws. The MVO is inspired
by this theory, and it uses three of its main concepts: white hole, black hole, and wormhole [22].
A white hole has never been observed in the known universe, but physicists believe that the Big
Bang can be considered one of them and the main component for the start of a new universe [25].
White holes expel matter and energy because no object can remain inside them. In turn, black
holes, whose behavior is the opposite to that of white holes, have been observed throughout
the known universe. They absorb everything that comes close to them: matter and even light.
Nothing can escape black holes because their gravitational force is extremely high [26]. Finally,
in the multiverse theory, wormholes connect two distant points, i.e., space/time, enabling
objects that go through them to travel instantly to any place in the universe and even from one
universe to another [27]. Each universe has an inflation rate (cosmic inflation) that causes it to
expand in space [28]. One of the cyclic multiverse models [29] holds that multiple universes
interact through white holes, black holes, and wormholes to reach a stable situation. This
is exactly the inspiration for the MVO algorithm, which is conceptually and mathematically
modeled as follows.

The MVO algorithm is based on three concepts of cosmology, i.e., white holes, black
holes, and wormholes, which were mentioned above and are mathematically developed
to construct the MVO. The search process of the latter can be divided into two stages:
exploration and exploitation. White and black holes are used for exploring the search
space and discovering regions where the best solutions can potentially be found. In turn,
wormholes are used for exploiting the solution space, i.e., a local search around the
promising solutions found in the previous stage [22]. The following subsection presents
the stages followed in this study for the computational development and to find a
solution to the OPF problem using the MVO.

3.1.1. Generation of the Initial Population

Equation (7) is used to generate each one of the objects that compose the initial
population of (Ui,j) universes, where each universe in the population is a possible solution
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to the problem (power level to be injected by the DGs). In said equation, the i subindex
denotes the i-th universe, and j is the j-th object that composes the i element. In this
problem, each one of the objects generated in the different universes is a power level to
be injected by each one of the DGs installed in the DC network. The values generated for
each one of the objects that make up the universe are located within the solution space,
which is limited by the technical constraints of the problem (in this case, the maximum
and minimum allowable limits of the power to be injected by the DGs). This is possible
by implementing upper (ub) and lower bounds (lb), which are assigned to each element
in the universe and represent the maximum and minimum power level allowed for each
generator in the problem addressed here. In order to explore larger regions of the search
space, the first population of universes is generated from (rand) random values in the
[0 − 1] range for each object that composes the different universes. These random numbers
multiplied by the difference between the limits can be used to generate a larger distribution
of particles over the search space.

Ui,j = ((ub − lb) · rand) + lb (7)

The previous equation can be used to find the value of the j object in the i universe.
To generate all the universes, this study proposes a matrix of size nxd, where n denotes the
number of universes as possible solutions to the problem, and d represents the number of
variables in the problem (number of objects that belong to each universe). In (8), Un is the
n-th universe in the MUniverses matrix. In the specific case of the OPF problem, the number
of columns (d) represents the number of DGs that generate the electrical power inside
the DC network (different from the slack node), and its value represents the power to be
injected by each DG. To obtain the initial population, the values of each Un were calculated
randomly, respecting the limits established in the equations that rule the OPF problem and
employing Equation (7) to generate all the objects in the different universes described in
the Mathematical Model section.

MUniverses =

⎡
⎢⎢⎢⎢⎢⎢⎣

U1
U2
...
...

Un

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

U1,1 U1,2 · · · · · · U1,d
U2,1 U2,2 · · · · · · U2,d

...
...

...
...

...
...

...
...

...
...

Un,1 Un,2 · · · · · · Un,d

⎤
⎥⎥⎥⎥⎥⎥⎦

(8)

3.1.2. Calculating the Objective Function

To evaluate the impact of each one of the universes proposed in MUniverses on the
objective function of the problem, the objective function is evaluated for every Un universe
(adaptation function) employing the slave stage (which is described in the following
subsection). Subsequently, the values obtained for every solution are stored in the nx1
vector called MOUniverses. Thus, we calculate the electrical power losses in every solution
for every DG, as well as the penalties in case the constraints established beforehand are
not respected.

MOUniverses =

⎡
⎢⎢⎢⎣

f ([U1,2 U1,2 · · · · · · U1,d])
f ([U2,1 U2,2 · · · · · · U2,d])

...
...

...
...

...
f ([Un,1 Un,2 · · · · · · Un,d])

⎤
⎥⎥⎥⎦ (9)

Finally, the universe that presents the best solution in the MOUniverses matrix (in this
case, the lowest power losses) is selected as the incumbent solution, storing the objective
function in Equation (10) and the configuration of the variables that compose it during
the iterative cycle in Equation (11). To carry out this task, this study proposes to sort
the vector of objective functions in ascending order, where the first position represents
the best solution that has been found in the current iteration. If during an iteration of
the algorithm the incumbent solution is improved, the values of Best_Fob and Best_U
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are updated. In Equation (11), Best_U is a vector of 1xd, and a denotes the universe that
presents the best objective function in each iteration.

Best_Fob = [ f (U1,d)] (10)

Best_U = [Ua] (11)

3.1.3. Existence of Wormholes

As previously mentioned, the MVO algorithm divides the search process into two
stages: exploration and exploitation. This technique uses white and black holes to explore
the search space. In this stage, the algorithm tries to discover the most promising regions
where the global optimum can be potentially found. In turn, wormholes are used to
exploit the promising search spaces obtained in the exploration stage. This stage presents
the convergence of the algorithm toward the global optimum (advances toward the best
solution). In the MVO method, each solution is assigned an inflation rate (IRi) that
corresponds to the best Ploss obtained thus far by each universe, which is proportional
to the aptitude function retrieved by the slave stage when the objects proposed by each
one of the universes are evaluated (power levels to be injected by the DGs). Additionally,
the following rules are applied to the universes of the MVO:

• The higher the IR, the greater the probability of having a white hole.
• The lower the IR, the greater the possibility of having a black hole.
• Universes with high IR tend to send objects through white holes.
• Universes with low IR tend to receive more objects through black holes.
• Any object in any universe can randomly move toward the best universe through

wormholes, regardless of the IR.

Depending on the specific need, white or black holes can change their behavior if the
problem to solve is the maximization or minimization of the objective function. When the
movement is toward a higher IR, it is a maximization problem, where mainly white holes
operate. In turn, when it is toward a lower IR, it is a minimization problem, where mainly
black holes operate.

Objects can move between universes through white/black holes (objects can be exchanged
inside universes). When a connection is established with a white/black hole between two
universes, the universe with the higher IR is considered to have a white hole, and that with the
lower IR is considered to have black holes. Objects are then transferred from the white holes
in the universe of origin to the black holes in the target universe. To exchange objects through
universes and carry out the exploitation, all the universes are assumed to have wormholes,
regardless of their IR, in order to randomly transport objects. To provide local changes for each
universe and have a high probability of improving the IR using wormholes, it is assumed that
wormhole tunnels are always established between a universe and the best universe formed
so far. Two coefficients are fundamental for the optimal operation of the MVO: wormhole
existence probability (WEP) and travel distance rate (TDR).

Equation (12) below defines WEP as the probability of the existence of wormholes
in the universes, which increases linearly over the iterations in order to advance in the
exploitation process.

WEP = Min + l ·
(

Max − Min
L

)
(12)

In other words, this equation can generate a rate of change based on the sum of a
minimum value (Min = 0.2) and a maximum value (Max = 1), which depend on the
algorithm and the iterative process, where l is the current iteration and L is the maximum
number of iterations. This enables changes in the exploration and exploitation levels of the
optimization technique.

Additionally, in Equation (13), TDR is the factor that defines the rate of variation or
distance over which an object can be transported through a wormhole around the best
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universe obtained thus far. Unlike WEP, TDR increases over the iterations to have a more
precise local exploitation/search around the best universe obtained.

TDR = 1 −
(

l1/P

L1/P

)
(13)

where P denotes the level of precision of the exploitation of the algorithm, which aims to
guarantee that, the higher its value, the faster and more precise the search (exploitation) of
the algorithm. Depending on the problem addressed, WEP and TDR can be considered
constant values, and they change according to the needs of each problem. In this study,
as indicated at the start of the problem, P must be a variable due to the nonlinear parameters
that the equations use.

Figure 1 shows the existing relationship between WEP and TDR. It indicates that
WEP grows in a linear fashion from its initial value (0.2 in this case) up to 1 as the iterations
increase. TDR starts from an initial value of 0.6 and falls to its minimum value (TDR = 0)
in an exponential manner (e−x). Thus, these factors can be used to control the convergence
of the algorithm by controlling the step forward of the universes inside the solution space.

Figure 1. WEP vs. TDR, taken from [22].

3.1.4. Evolution of the Universes in the Iterative Process

For the evolution of the universes contained in the population, the MVO generates two
strategies to alter its universes from one iteration to the next so that they finally converge
toward the universe with the best characteristics. The first change made to the universes
refers to the interaction between white and black holes; the second one is the generation of
wormholes. Each iteration of the algorithm enables each one of the universes contained in
the population to apply or not both movement strategies based on the evaluation of the
local incumbent (of each universe) and the global incumbent of the set of universes, as well
as the generation of random decision numbers. Thus, the objects inside each universe
can be changed or not depending on a decision that contains a greedy random factor that
boosts the exploration of the algorithm [13].

3.1.5. Updating the Universes Using the Interaction between White and Black Holes

The MVO presents the relationship between white and black holes, which enables the
exchange of objects between universes through white/black holes and where a universe
can update the value of an object based on the information of the other object from another
universe. The interaction between them occurs as a function of IR. Objects travel from a
white hole of origin to a target black hole. Thus, objects in a universe disappear through
a black hole and are replaced with others coming from white holes. Equation (14) shows
how the normalized inflation rate of the i-th universe is obtained, where the values of
IR calculated for each universe in the population are normalized. When this equation
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is applied to the set of universes, we obtain the vector of nx1 (where n is the number of
solutions or universes) with normalized values in a [0 − 1] range.

NI(IRi) =

(
IRi

max(IRi)

)
(14)

The white/black tunnel is produced by Equation (15), where each j object in the i
universe can be replaced with the j object of the k universe, and the position of k is selected
by means of a roulette wheel that offers the option of randomly selecting any universe in
the solution space. The exchange of objects between universes takes place for the same
element, and it is performed by comparing a random number r1 with the normalized
inflation rate (NI(IRi)).

Ui,j =

{
Uk,j r1 < NI(IRi)

Ui,j r1 ≥ NI(IRi)
∀i = 1, 2, · · · , n; ∀j = 1, 2, · · · , d (15)

where Uk,j is the j object of the k universe selected by the roulette wheel, and it is transported
through the white/black tunnel to the i universe. An object is transported to the i universe
if and only if the r1 random value in the [0− 1] range is lower than the NI(IRi). Otherwise,
there is no exchange of objects through white/black tunnels; that is, the object of the
Ui,j universe will not be updated and it will keep its current value. To determine the
k-th universe to which the j object will be moved, Equation (16) is implemented. In said
equation, k is determined using the roulette wheel function [30], which selects a random
number in the [1 − n] range, where n is the number of solutions proposed for the problem.

k = RouletteWheelSelection(−NI) (16)

Algorithm 1 presents the pseudocode to select the k universe by means of Equation (16).

Algorithm 1 Proposed pseudocode of the roulette wheel to select the k universe to transport
the j element to the i universe.

1: function choice = RouletteWheelSelection(weights)
2: accumulation = cumsum(weights);
3: p = rand() ∗ accumulation(end);
4: chosen_index = −1;
5: for index = 1 : length(accumlation) do
6: if (accumlation(index) > p) then
7: chosen_index = index;
8: break
9: end if

10: chose = chosen_index;
11: end for

Importantly, as this is a minimization problem, the selection using the roulette wheel
should be performed with −NI. If the problem to be solved is a maximization one, −NI
should be changed for the positive NI.

3.1.6. Updating Universes Based on Wormholes

In the MVO algorithm, the optimization process starts with the creation of a set of
random universes. When the objects in each one of the universes are updated through the
interaction of white and black holes at each iteration, the objects in universes with high
IR tend to move to the universes with low inflation rates through multiple white/black
tunnels. Importantly, the IRs represent the evaluation of the objective function, in this case,
power losses. As this is a minimization problem, the objects tend to move to universes
with a lower IR (fewer power losses). Meanwhile, each universe experiences random
teleportation of its objects through wormholes to the best universe (Best_U(1, j)). This
process is repeated until a stopping criterion is met (for instance, a maximum number of
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iterations). To guarantee the changes in each universe, there should be a high probability
of improvement of the IR by means of wormholes, assuming that the wormhole tunnels
are always established between new universes randomly generated based on r4 and
Best_U(1, j), i.e., the best universe, which are represented in Equation (17).

Ui,j =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

⎧⎨
⎩
[

Best_U(1,j) + TDR · ((ub − lb) · r4 + lb)
]

r3 < 0.5[
Best_U(1,j) − TDR · ((ub − lb) · r4 + lb)

]
r3 ≥ 0.5

r2 < WEP

Ui,j r2 ≥ WEP
∀i = 1, 2, · · · , n; ∀j = 1, 2, · · · , d

(17)

This equation can be used to generate new j objects for the i (Ui,j) universe at each
iteration, which depends on WEP and r2, i.e., a random number in the [0 − 1] range. If r2
is lower than WEP, a new j element will be generated for the i universe as a function of
the value that r3 takes, i.e., a random number in the [0 − 1] range. If r3 is lower than 0.5,
the lower bound (lb) is subtracted from the upper bound (ub). The result is multiplied by
a random number (r4) in the [0 − 1] range. The value thus obtained is added lb and then
multiplied by the TDR parameter. Finally, the outcome of this operation is added together
with Best_U(1, j), which is the j object of the best universe obtained thus far (incumbent
solution). If r3 is higher than or equal to 0.5, the lower bound (lb) is subtracted from the
upper bound (ub), and the result is multiplied by r4. The resulting value is added to the lb
bound and then multiplied by the TDR parameter. Finally, the value obtained with this
operation is subtracted with Best_U(1, j). However, if r2 is greater than or equal to WEP,
a new j object will not be created in the i universe; instead, the current value of the j object
will be maintained until r2 is lower than WEP.

Black holes, white holes, and wormholes are updated at each iteration until the
algorithm meets the stopping criteria described below.

3.1.7. Stopping Criteria

The master stage uses two stopping criteria: (1) the counter reaches the maximum
number of iterations or (2) the algorithm reaches the limit of non-improvement iterations.
These stopping criteria are detailed as follows:

• The master stage will finish the iterative process when the incumbent solution (the
best obtained thus far) is not updated after an x number of consecutive iterations. This
is possible by adding a non-improvement counter to the code (Iter_NM).

• The computational analysis will finish the iterative process when the algorithm reaches
a maximum number of allowable iterations (L).

3.2. Slave Stage

The slave stage calculates the adaptation function associated with each solution
(universe) provided by the master stage. That is, the slave stage enables us to determine the
electrical variables of the system in each possible scenario of power injection by the DGs,
which is used to establish the electrical power losses in the DC network (i.e., the objective
function to be solved in this study), as well as the set of constraints that composes the
problem. For this purpose, it is necessary to solve the load flow in the DC network by
means of an iterative method and thus determine the impact of the proposed solution
and its compliance with the constraints of the OPF problem. This study aims to solve
the load flow using the SA method presented in [4], which was selected thanks to its
excellent performance in terms of solution and convergence time. In order to implement
said method, the following equation can be used to find the solution to the load flow:

Gdd · vd = −D−1
d (vd)Pd − Gdg · vg (18)

where Gdd is a positive symmetrical matrix that contains the conductances of the conducting
lines and the resistive loads of the DC network, except for the slack node; vg is the voltage
profile of the slack generator; and vd is the voltage in the demand nodes of the system.
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By means of a mathematical development applied to (18), we can obtain the equation that
can be used to calculate the nodal voltages in the demand nodes:

vd = −G−1
dd [D−1

d (vd)Pd + Gdg · vg] (19)

In order to calculate the vd voltage profiles, an iterative process should be implemented
to find such values with an almost-null convergence error. For that purpose, a t counter
should be added to Equation (19). As a result, the equation is:

vt+1
d = −G−1

dd D−1
d (vt

d)Pd + Gdg · vg (20)

Finally, Algorithm 2 presents the pseudocode of the master–slave methodology (MVO-SA)
that solves the OPF problem.

Algorithm 2 Hybrid MVO-SA optimization algorithm.

1: Load system data
2: Initialize the parameters of the algorithms
3: Generate initial population of universes (MUniverses)
4: Calculate adaptation function employing slave stage (MOUniverses)
5: Select the incumbent solution (Best_U)
6: Initialize P, Max, and Min parameters
7: while l ≤ L do
8: Normalize inflation rate;
9: Initialize WEP and TDR parameters

10: for Each universe(i) do
11: for Each object(j) do
12: r1 = random[0, 1];
13: if r1 < NI(IRi) then
14: k = RouletteWheelSelection(−NI);
15: U(i, j) = U(k, j);
16: end if
17: r2 = random[0, 1];
18: if r2 < WEP then
19: r3 = random[0, 1];
20: r4 = random[0, 1];
21: if r3 < 0.5 then
22: U(i, j) = Best_U(1, j) + TDR ∗ (ub − lb) ∗ r4 + lb;
23: else
24: U(i, j) = Best_U(1, j)− TDR ∗ (ub − lb) ∗ r4 + lb;
25: end if
26: end if
27: end for
28: end for
29: Calculate adaptation function by means of SA
30: Update incumbent solution
31: l = l + 1;
32: end while

3.3. Comparison of Methods

To validate the solution method proposed in this paper, it was compared with four
other solution methodologies reported in the literature: PSO, BH, CGA, and ALO. They
were selected due to their excellent performance and convergence in the solution to the OPF
problem in DC networks [14,19]. All these methods employ a master–slave methodology.
The master stage employs the respective optimization algorithm, and the slave stage uses
the SA method proposed in [4] to solve the load flow. To conduct the tests and improve the
impact on the electrical systems, the 21- and 69-node systems presented in [2,21,31] were
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adapted here. Such impact was evaluated using three percentages of penetration of the
electrical power supplied by the slack generator: 20%, 40%, and 60%.

To guarantee the same conditions, each one of the solution methodologies used in this
study was tuned in each one of the test systems (21 and 69 nodes). The objective of this step
is that each one of the techniques achieves the best possible solution in terms of electrical
power losses. To carry out said tuning, this study implemented the PSO optimization
algorithm used in [21]. The tuning parameters used in this case were a population size
in a [2–100] range, a maximum number of iterations in a [1–1000] range, and a number
of non-improvement iterations in a [1–1000] range. In this tuner, the number of particles
was 10 and the number of iterations was 300. Additionally, for the MVO, the P parameter
was optimized employing a [1–10] range, which represents the level of precision of the
algorithm’s exploitation. Tables 1 and 2 report the results obtained after the tuning of each
one of the techniques for the 21- and the 69-node system, respectively.

Table 1. Parameters of the continuous methods employed here in the master stage for the
21-node system.

21-Node System

Method MVO ALO BH CGA PSO

Number of particles 71 79 67 52 49
Maximum iterations 613 769 317 592 679

Non-improvement iterations 504 441 317 346 263
P parameter 8 — — — —

Table 2. Parameters of the continuous methods employed here in the master stage for the
69-node system.

69-Node System

Method MVO ALO BH CGA PSO

Number of particles 86 77 35 40 58
Maximum iterations 656 182 566 622 723

Non-improvement iterations 584 182 566 443 252
P parameter 7 — — — —

4. Test Scenarios and Considerations

In order to evaluate the effectiveness and robustness of the methodology proposed
in this study, two test systems were implemented: a 21-node system [31] and a 69-node
system [21]. These systems are widely used in the specialized literature to validate the
impact of optimization techniques implemented to solve the OPF problem. Such test
systems are composed of constant power loads and a single slack generator in a scenario
without DGs, which constitutes the “base case”.

4.1. 21-Node System

Figure 2 presents the 21-node system. The base case of this system employs a base
voltage of 1 kV and a base power of 100 kW. In this system, the slack generator produces
581.6 kW, and the power losses amount to 27.603 kW. With respect to the current limits
of the branches, homogeneous networks were considered for both systems. A 900-kcmil
conductor (Imax

ij = 520 A) was selected for the 21-bus test system based on the operation of
the base case (without DGs installed). The voltage bounds of both test systems were set
at +/− 10% of the nominal voltage [32]. Because this study addresses the OPF problem,
the location of the DGs here is the same as that reported in [17]; therefore, they are located
at nodes 9, 12, and 16 in the network. Importantly, the evaluation of the base case does
not consider power injection or the installation of such devices in the network. In this
test system, the minimum power was 0 kW for all the DGs at all levels of penetration.
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In addition, the maximum powers of distributed generation were 116.3207, 232.6414,
and 348.9620 kW, which correspond to the 20%, 40%, and 60% of the power provided by
the slack generator in the base case, respectively.
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Figure 2. The 21-node system.

Table 3. Electrical parameters for the 21-node system.

Output
Node

Input
Node

R (pu) P(pu)
Output
Node

Input
Node

R (pu) P(pu)

1 (Slack) 2 0.0053 −0.70 11 12 0.0079 −0.68
1 3 0.0054 0 11 13 0.0078 −0.10
3 4 0.0054 −0.36 10 14 0.0083 0
4 5 0.0063 −0.04 14 15 0.0065 −0.22
4 6 0.0051 −0.36 15 16 0.0064 −0.23
3 7 0.0037 0 16 17 0.0074 −0.43
7 8 0.0079 −0.32 16 18 0.0081 −0.34
7 9 0.0072 −0.80 14 19 0.0078 −0.09
3 10 0.0053 0 19 20 0.0084 −0.21
10 11 0.0038 −0.45 19 21 0.0082 −0.21

Table 3 shows the connections between the nodes in the 21-node network, specify-
ing the output and input nodes, the resistance of each conduction line, and the powers
demanded by each one of the nodes in the system in p.u.

4.2. The 69-Node System

Figure 3 shows the electrical diagram of the 69-node system, which is composed
of 68 lines and 69 nodes. Originally, this test system operates in DC [21], but thanks to
the adaptation in the previously cited document, it was possible to implement it for DC
networks. For such adaptation, the base voltage was 12.66 kV, the power base was 100 kV,
and the active elements were disregarded.

slack
DC

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

36 37 38 39 40 41 42 43 44 45 46

47 48 49 50 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69
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Figure 3. The 69-node system.

In this test system, the slack generator produces 4043.1 kW, and the power losses equal
153.85 kW. With respect to the current limits, a 400-kcmil electrical conductor (Imax

ij = 335 A)
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was selected for this test system considering a non-telescopic configuration, as well as the same
voltage limits used in the 21-bus test system [32]. Finally, the location of the DGs was defined as
in [21], i.e., at nodes 26, 61, and 66. In this test system, the minimum power was 0 kW for all the
DGs at all levels of penetration. In addition, the maximum powers of distributed generation
were 808.6195, 1617.2390, and 2425.8585 kW, which correspond to 20%, 40%, and 60% of the
power provided by the slack generator in the base case, respectively.

Table 4 details the connection between the nodes in the network of the 69-node
system, the output and input nodes, the resistance of each conduction line, and the power
demanded by each one of the nodes in the system.

Table 4. Electrical parameters for the 69-node system.

Output
Node

Input
Node

R (Ω) P (kW)
Output
Node

Input
Node

R (Ω) P (kW)

1 2 0.0005 0 3 36 0.0044 −26
2 3 0.0005 0 36 37 0.0640 −26
3 4 0.0015 0 37 38 0.1053 0
4 5 0.0215 0 38 39 0.0304 −24
5 6 0.3660 −2.6 39 40 0.0018 −24
6 7 0.3810 −40.4 40 41 0.7283 −102
7 8 0.0922 −75 41 42 0.3100 0
8 9 0.0493 −30 42 43 0.0410 −6
9 10 0.8190 −28 43 44 0.0092 0
10 11 0.1872 −145 44 45 0.1089 −39.2
11 12 0.7114 −145 45 46 0.0009 −39.2
12 13 10.300 −8 4 47 0.0034 0
13 14 10.440 −8 47 48 0.0851 −79
14 15 10.580 0 48 49 0.2898 −384
15 16 0.1966 −45 49 50 0.0822 −384
16 17 0.3744 −60 8 51 0.0928 −40.5
17 18 0.0047 −60 51 52 0.3319 −3.6
18 19 0.3276 0 9 53 0.1740 −4.35
19 20 0.2106 −1 53 54 0.2030 −26.4
20 21 0.3416 −144 54 55 0.2842 −24
21 22 0.0140 −5 55 56 0.2813 0
22 23 0.1591 0 56 57 15.900 0
23 24 0.3463 −28 57 58 0.7837 0
24 25 0.7488 0 58 59 0.3042 −100
25 26 0.3089 −14 59 60 0.3861 0
26 27 0.1732 −14 60 61 0.5075 −1244
3 28 0.0044 −26 61 62 0.0974 −32

28 29 0.0640 −26 62 63 0.1450 0
29 30 0.3978 0 63 64 0.7105 −227
30 31 0.0702 0 64 65 10.410 −59
31 32 0.3510 0 65 66 0.2012 −18
32 33 0.8390 −10 66 67 0.0047 −18
33 34 17.080 −14 67 68 0.7394 −28
34 35 14.740 −4 68 69 0.0047 −28

5. Simulations and Results

This section analyzes the results obtained from the implementation of the solution
methods in the two test systems. All the simulations were conducted in Matlab (version
2018b), a numerical computing system, running on a desktop computer with 4GB of RAM,
an Intel® Core™ i5-8250U CPU @1.60GHz 1.80GHz processor, a 225-GB solid state drive,
and Windows 10 PRO. All the methodologies were executed 100 times in order to evaluate
the repeatability of the solutions and the standard deviation of each one of the techniques.
The following subsection presents their results in the two test systems.

5.1. 21-Node System

Table 5 reports the results of each one of the methods for the OPF problem in the 21-node
system at three maximum levels of penetration of distributed generation: 20%, 40%, and 60% of
the power provided by the slack node in the base case. From left to right, said table specifies
the proposed solution method; the nodes where the DGs are located and the power each one
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of them injects into the network in (kW); the minimum power losses (Ploss) in (kW) and the
percentage of reduction compared to the base case (%); the average value of Ploss in (kW) and the
average reduction with respect to the base case (%); the standard deviation in percentage, which
was obtained after each solution method was executed 100 times; the worst voltage; and the
maximum current in the DC grid employing the distributed power injection proposed by each
solution methodology. Figures 4 and 5 are bar charts that show the differences, in percentage,
between the algorithms and the new proposed methodology regarding minimum Ploss and
average Ploss, respectively.

Table 5 can be used to compare the results obtained by different solution methodologies
proposed for the 21-node system. Columns 6 and 7 in this table indicate that all the solution
methods satisfied the voltage and current bounds established here for the 21-bus test system.
Figures 4 and 5 were created to analyze the minimum and average reduction of power losses
in the system. Figure 4 details the minimum loss reductions obtained by each methodology
at different DG penetration levels: 20%, 40%, and 60%. In the first case, i.e., a 20% penetra-
tion of DG, PSO reduced the minimum Ploss by 52.2382%, outperforming the MVO by only
5 × 10−5%. The MVO took the second place in this regard (52.2381%) but outperformed the
ALO by 0.0039%. The CGA and BH are in fourth and fifth position, respectively, outperformed
by the MVO by 0.0485% and 0.4256%, respectively. The proposed methodology achieved
an average reduction in minimum Ploss of 0.1195%. In the scenario that allows a 40% power
injection, the MVO presented the greatest reduction in minimum Ploss with respect to the base
case: 77.8233%. It outperformed PSO, ALO, CGA, and BH by 5 × 10−5%, 0.0013%, 0.0058%,
and 0.1953%, respectively. In the case of 60% penetration, the MVO and PSO exhibited the
same reduction in minimum Ploss, i.e., 89.9083%, thus outperforming the ALO by 0.0012%,
the CGA by 0.0176%, and the BH by 0.1091%. In terms of average Ploss in the 21-node system,
the MVO outperformed all the other solution techniques at the three penetration percentages (see
Figure 5). At a 20% penetration, the MVO presented an average reduction in Ploss of 52.2363%,
thus outperforming PSO, ALO, CGA, and BH by 0.1168%, 0.3007%, 0.3635%, and 3.2155%,
respectively. At a 40% penetration of distributed generation, the MVO presented a reduction
in average Ploss of 77.8229%, thus outperforming ALO by 0.0272%, PSO by 0.0950%, CGA by
0.0958%, and BH by 1.5013%. Finally, at a 60% penetration, the MVO exhibited a reduction
in mean Ploss of 89.9080%, thus outperforming ALO by 0.0082%, PSO by 0.0590%, CGA by
0.0954%, and BH by 0.9285%. This demonstrates that the MVO is superior to the other techniques
in terms of precision and repeatability.

Table 5. Results of the simulations of the 21-node system.

21-Node System

Power Losses

Method Node
/Power (kW)

Minimum (kW)
/Reduction (%)

Average (kW)
/Reduction (%)

STD (%)
Vworst (p.u) Imax (A)

Without DGs - - - 27.603 - - - - - - (0.9–1.1) 520

20% Penetration

9/0.0004

12/17.96
MVO

16/98.36
13.1822/52.24 13.1828/52.24 0.003 0.96/20 380.60

9/0.03

12/16.85
ALO

16/99.44
13.1833/52.23 13.2658/51.94 1.14 0.96/20 380.60

9/1.15

12/32.73
BH

16/82.44
13.2997/51.81 14.0703/49.02 2.418 0.95/17 380.72
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Table 5. Cont.

21-Node System

Power Losses

Method Node
/Power (kW)

Minimum (kW)
/Reduction (%)

Average (kW)
/Reduction (%)

STD [%]
Vworst (p.u)

.
Imax (A)

Without DGs - - - 27.603 - - - - - - (0.9–1.1) 520

9/0.07

12/17.59
CGA

16/98.52
13.1957/52.19 13.2831/51.87 0.279 0.96/20 380.76

9/0

12/17.73
PSO

16/98.59
13.1823/52.24 13.2150/52.12 0.783 0.96/20 380.60

40% Penetration

9/30.60

12/72.97
MVO

16/129.06
6.1208/77.82 6.1209/77.82 0.002 0.97/20 257.22

9/30.50

12/72.56
ALO

16/129.58
6.1211/77.82 6.1284/77.80 0.8 0.97/20 257.22

9/41.01

12/67.44
BH

16/123.66
6.1747/77.63 6.5352/76.32 3.238 0.97/20 257.81

9/32.71

12/72.06
CGA

16/127.87
6.1224/77.82 6.1473/77.73 0.236 0.97/20 257.23

9/30.43

12/73.22
PSO

16/128.99
6.1208/77.82 6.1471/77.73 1.243 0.97/20 257.22

60% Penetration

9/93.33

12/107.48
MVO

16/148.16
2.7853/89.91 2.7854/89.91 0.002 0.98/20 137.56

9/93.09

12/108.49
ALO

16/147.38
2.7856/89.91 2.7876/89.90 0.044 0.98/20 137.57

9/91.48

12/110.59
BH

16/145.10
2.8154/89.80 3.0416/88.98 4.76 0.98/20 139.38

9/92.13

12/105.11
CGA

16/151.64
2.7902/89.89 2.8117/89.81 0.449 0.98/20 137.66

9/93.34

12/107.45
PSO

16/148.18
2.7853/89.91 2.8017/89.85 2.007 0.98/20 137.56
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Figure 4. Percentage of reduction in minimum losses obtained by the MVO in the 21-node system
compared to other methodologies.

To complete the analysis of the 21-node system, the repeatability of the solutions was
examined. For that purpose, Figure 6 presents the reduction in standard deviation obtained by
the proposed solution methodology compared to that of its counterparts. This figure indicates
that the MVO outperforms all the other optimization techniques at all the penetration levels
allowed in the 21-node system. At 20% penetration, the MVO outperforms the CGA, PSO, ALO,
and BH by 0.27560%, 0.78019%, 1.13683%, and 2.41501%, respectively. At 40% DG penetration,
the MVO outperforms the CGA (in second place) by 0.23380%, which is followed by ALO (in
third place) with a difference of 0.79843%. PSO and BH are in fourth and fifth place, outperformed
by 1.24157% and 3.23596%, respectively. Finally, at a 60% penetration, the MVO presents an
average reduction of 1.1834% with respect to the other techniques. Based on these data, it can
be concluded that the solution is highly reproducible in this system, which guarantees that a
good solution is obtained every time the algorithm is executed. By contrast, all the other methods
exhibit a standard deviation higher than that of the technique proposed in this paper.

Figures 4–6 use a logarithm with base 10 to better visualize the differences between the
techniques. In Figure 4, the number in red indicates that the MVO was outperformed by PSO.

Figure 5. Percentage of reduction in average losses obtained by the MVO in the 21-node system
compared to other methodologies.

132



Sustainability 2021, 13, 8703

Figure 6. Percentage of standard deviation obtained by the MVO in the 21-node system compared to
other methodologies.

5.2. The 69-Node System

Table 6 presents the results of the techniques used to solve the OPF problem in the
simulation of the 69-node system. Columns 6 and 7 in this table indicate that all the solution
methods satisfied the voltage and current limits established here for the 69-bus test system.

Table 6, which was organized the same way as Table 5, presents the results of the
solution methodologies proposed for the 69-node system. As in the case of the 21-node
system, Figures 7 and 8 can be used to compare the percentages of minimum Ploss and
average Ploss, respectively. Regarding minimum Ploss, Figure 7 reports the reduction in
minimum power losses obtained by the MVO compared to the other methods. At a 20%
penetration, PSO achieved a reduction percentage of 63.2853%, outperforming the MVO
(in second place) by an almost negligible percentage of 7x10−6%. In this scenario, the MVO
outperformed the ALO, CGA, and BH in terms of minimum losses by 0.0479%, 0.0646%,
and 0.8576%, respectively. At a 40% power injection, the MVO achieved the greatest
reduction in minimum Ploss with respect to the base case: 90.9052%. Hence, it outperformed
PSO, ALO, CGA, and BH by 0.0004%, 0.0104%, 0.0116%, and 0.4025%, respectively. In the
case of 60% penetration, the MVO and PSO produced the same reduction in minimum
Ploss (96.3888%), thus outperforming ALO by 0.0013%, CGA by 0.0004%, and BH by
0.2134%. Figure 8, which reports the reduction in average Ploss in the 69-node system,
indicates that the MVO outperforms all the other techniques at the three penetration
percentages, except for PSO at a 60% penetration, where they produced the same result.
At a 20% penetration, the MVO achieved a reduction in average Ploss of 63.2828%, thus
outperforming PSO, ALO, CGA, and BH by 0.1380%, 0.5912%, 0.3855%, and 3.7973%,
respectively. At a 40% penetration, the MVO produced a reduction in average Ploss of
90.9049%, thus outperforming PSO by 0.2080%, ALO by 0.2822%, CGA by 0.1043%, and BH
by 3.0280%. Finally, at a 60% penetration level, the MVO and PSO presented the same
reduction in mean Ploss, i.e., 96.3888%, thus outperforming ALO by 0.1142%, CGA by
0.0156%, and BH by 1.7997%. Although the results in the 69-node system are similar,
in most cases, the MVO outperforms the other techniques employed here for comparison,
especially in terms of average Ploss.

To complete the analysis of the 69-node system, the repeatability of the solutions proposed
here for the OPF problem was examined using the standard deviation. In Figure 9, the MVO
outperforms most of the other optimization techniques in terms of each one of their average
standard deviations, except for PSO at a 60% penetration, which produced a result 6 × 10−6%
better, a difference that is almost negligible. At a 20% penetration, the MVO outperforms all the
other techniques, with an average standard deviation of 1.6131%; likewise, at a 40% penetration,
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the MVO outperforms all the other algorithms, with an average standard deviation of 5.3906%.
Finally, although PSO outperformed the MVO at a 60% penetration, the latter presents an
average standard deviation of 7.0432% with respect to all the methods used for comparison.
These data show that the MVO is the most precise and repeatable technique in different test
systems at multiple penetration percentages.

Table 6. Results of the simulations of the 69-node system.

69-Node System

Power Losses

Method Node
/Power (kW)

Minimum (kW)
/Reduction (%)

Average (kW)
/Reduction (%)

STD (%)
Vworst (p.u) Imax (A)

Without DGs - - - 153.85 - - - - - - (0.9–1.1) 335

20% Penetration

26/5.74× 10−5

61/564.21
MVO

66/244.40
56.4856/63.29 56.4903/63.28 0.011 0.961/64 247.80

26/0

61/616.06
ALO

66/192.22
56.5594/63.24 57.3990/62.69 1.159 0.961/64 247.83

26/0.29

61/330.66
BH

66/471.60
57.8050/62.43 62.3316/59.49 4.494 0.962/61 248.38

26/1.60

61/560.06
CGA

66/246.25
56.5850/63.22 57.0826/62.90 0.418 0.961/64 247.86

26/8.15× 10−8

61/566.67
PSO

66/241.94
56.4856/63.29 56.7017/63.15 0.407 0.961/64 247.80

40% Penetration
26/157.93

61/1214.34
MVO

66/244.97
13.9923/90.91 13.9929/90.90 0.005 0.985/21 180.57

26/156.07

61/1234.42
ALO

66/226.40
14.0084/90.89 14.4271/90.62 2.378 0.985/21 180.60

26/141.05

61/1093.53
BH

66/369.47
14.6116/90.50 18.6515/87.88 12.623 0.984/21 181.66

26/156.56

61/1189.74
CGA

66/270.64
14.0101/90.89 14.1533/90.80 0.644 0.985/21 180.59

26/158

61/1211.24
PSO

66/247.99
13.9929/90.90 14.3129/90.70 5.936 0.985/21 180.57
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Table 6. Cont.

69-Node System

Power Losses

Method Node
/Power (kW)

Minimum (kW)
/Reduction (%)

Average (kW)
/Reduction (%)

STD (%)
Vworst (p.u)

.
Imax (A)

Without DGs - - - 153.85 - - - - - - (0.9–1.1) 335

60% Penetration

26/375.11

61/1588.50
MVO

66/245.73
5.5558/96.39 5.5558/96.39 0.006 0.995/12 133.13

26/380.38

61/1584.26
ALO

66/250.89
5.5577/96.39 5.7315/96.27 6.332 0.995/12 132.64

26/401.27

61/1417.44
BH

66/343.43
5.8840/96.18 8.3247/94.59 21.543 0.995/12 136.89

26/373.60

61/1589.01
CGA

66/242.18
5.5565/96.39 5.5797/96.37 0.298 0.995/12 133.49

26/375.11

61/1588.47
PSO

66/245.74
5.5558/96.39 5.5558/96.39 5.86 × 10−4 0.995/12 133.13

Figure 7. Percentage of reduction in minimum losses obtained by the MVO in the 69-node system
compared to other methodologies.
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Figure 8. Percentage of reduction in average losses obtained by the MVO in the 69-node system
compared to other methodologies.

Figure 9. Percentage of standard deviation obtained by the MVO in the 69-node system compared to
other methodologies.

Figures 7–9 use a logarithm with base 10 to better visualize the differences between the
techniques. In Figures 7 and 9, the number in red indicates that the MVO was outperformed
by PSO.

In order to clearly establish which optimization technique could provide the best
solution to the OPF problem regardless of the size of the DC network, the general behavior
of all the algorithms was analyzed by evaluating their results regarding minimum and
average Ploss. Said results are reported in Figures 10–12. These figures can be used to
analyze the precision of the algorithms and determine the technique that offers the best
behavior in terms of the solution for each system.
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Figure 10 presents the mean of the minimum Ploss and average Ploss in the 21-node
system. The percentages of reduction of mean Ploss at 20%, 40%, and 60% penetration
levels were averaged; the same process was applied to the average Ploss. This was the
procedure followed here to obtain the results in Figure 10, which can be used to determine
the algorithm that achieves the best minimum and average Ploss in the 21-node system.
Additionally, Figure 13 presents the differences between the MVO and the other optimiza-
tion algorithms in the 21-node system. In said figure, the MVO presents an adequate
reduction in average minimum Ploss, only outperformed by PSO by 8 × 10−7% (an almost
negligible value). The MVO outperformed ALO, CGA, and BH by 0.002128%, 0.023958%,
and 0.243308%, respectively. Regarding the mean values of the average Ploss, the MVO
worked better than the other solution methodologies, outperforming PSO by 0.090245%,
CGA by 0.184925%, ALO by 0.112014%, and BH by 1.881772%. This shows that the MVO
is the best solution methodology for the 21-node system.

Figure 10. Average percentage of losses in the 21-node system.

Figure 11. Average percentage of losses in the 69-node system.

Figure 11 presents the mean of the minimum Ploss and average Ploss in the 69-node
system. The percentages of reduction in mean Ploss and average Ploss at 20%, 40%, and 60%
injection levels obtained by each one of the optimization techniques were averaged, which
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produced the results reported in Figure 11. As with the 21-node system, this figure can be
used to establish which algorithm can obtain the best minimum and average Ploss. Like-
wise, Figure 14 highlights the differences between the MVO and the other optimization
algorithms. In the 69-node system, the MVO achieved the best percentage of reduction
in average minimum Ploss, outperforming PSO by 0.0015%, ALO by 0.019875%, CGA by
0.025518%, and BH by 0.491145%. Regarding the mean of average Ploss, the MVO outper-
formed PSO, CGA, ALO, and BH by 0.115168%, 0.168297%, 0.329049%, and 2.874850%,
respectively. This demonstrates that the MVO is the best solution methodology in the 21-
and 69-node systems in terms of solution quality; furthermore, its performance improves
as the network grows.

Figure 12. Robustness of the solution methodologies proposed to solve the OPF problem.

Figure 13. Percentage of improvement obtained by the MVO in the 21-node system compared to
other methodologies.
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Figure 14. Percentage of improvement obtained by the MVO in the 69-node system compared to
other methodologies.

Finally, to demonstrate the robustness of each one of the optimization techniques,
Figure 12 reports the average minimum Ploss percentages and average Ploss percentages
obtained by the solution methods in the two test systems at different DG penetration
levels. These values are the result of averaging the values obtained in each scenario and
test system. Therefore, the MVO presents the best minimum Ploss percentage, with an
average reduction of 0.1008%, and the best average Ploss level in the two test systems, with a
reduction of 0.7195% compared to the other methods tested here. Based on this analysis, it
can be concluded that the MVO offers the best solution to the OPF problem in a network
of any size. This demonstrates that, compared to other solution methodologies that have
achieved a high performance in the specialized literature, the methodology proposed in
this study can obtain the highest percentage of reduction in minimum and average Ploss by
solving the optimal power flow problem of the DGs in the DC network.

6. Processing Time Analysis

The previous sections presented and discussed the excellent results obtained by the
MVO in terms of repeatability and solution quality for solving the optimal power problem
in DC grids of any size. However, these excellent results also come at a cost: the processing
time they require. With respect to the 21-bus test system, the average processing time
required by the solution methods were the following: MVO (11.69s), ALO (6.378s), BH
(2.73s), CGA (3s), and PSO (3.78s). According to these results, the proposed method
presented the longest processing time. Nevertheless, it is less than 13s, which, in real
conditions of operation, is considered an excellent time to solve the optimal power flow
problem because, in real life, the power flow analysis of electrical networks takes hours
or, only in some cases, minutes. In the case of the 69-bus test system, all the processing
times required by the solution methods increased: MVO (132s), ALO (9.67s), BH (13.91s),
CGA (17.38s), and PSO (13.67s). Again, the MVO exhibited the longest processing time in
the 69-bus test system, with an average value close to two minutes [33,34]. Nevertheless,
said time is also adequate for solving the problem of optimal power flow in the 69-bus
test system because of the same reasons explained regarding its 21-bus counterpart. These
results demonstrate that, to obtain the best results in terms of repeatability and quality
solution, it is necessary to sacrifice a little time in the search process conducted by the
optimization algorithm. Due to this problem (i.e., the fact that the MVO takes longer to
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solve the optimal power flow problem), future studies should use parallel processing tools
to improve the performance of the MVO in terms of processing times so that this solution
method offers the best trade-off between quality solution and required processing time.

7. Conclusions

This paper proposed the implementation of a new optimization technique (MVO)
to solve the OPF problem in DC networks through a master–slave methodology. In the
master stage, the MVO determines the electrical power to be injected by each DG located
in the DC network. In the slave stage, the numerical method known as SA establishes the
impact of every solution proposed by the master stage on the objective function (reduction
in power losses) and the constraints of the problem. In order to prove the efficiency and
quality of the new solution methodology employed in this document, it was compared
with four other optimization techniques: ALO, BH, CGA, and PSO. Each test was con-
ducted using three levels of distributed generation penetration: 20%, 40%, and 60%. Such
percentages represent the power provided by the main generator in the network (slack)
in the base case (without DGs). The results and discussion here demonstrated that, when
used to find a good quality solution, the MVO presents a higher percentage of reduction
in average Ploss, as well as an excellent behavior regarding standard deviation. Thus, this
technique is efficient in terms of precision and repeatability. Likewise, in several cases,
the MVO obtained the best solution regarding minimum Ploss, only outperformed by PSO
by an almost negligible difference in the 21- and 69-node systems at a 20% penetration
level. Nevertheless, Figure 12 demonstrates that the MVO is the best technique to solve
the OPF problem in DC networks of any size thanks to its low standard deviation and
its great capacity to converge toward the best solution. The limitations of the solution
methodology proposed in this paper can be overcome by (1) including an analysis of the
problem of optimal location of DGs, (2) integrating and operating energy storage systems
in order to improve the operation quality of the grid, (3) reducing the processing times
required by the MVO and other solution methods (faster is better), and (4) using objective
functions that incorporate economic and environmental indices. Hence, future studies
should propose optimization strategies to solve the problem of optimal integration of DGs
using the MVO-SA presented here in order to solve the sizing problem (optimal power
flow problem). Moreover, further research should investigate the optimal location and
operation of energy storage elements inside the DC grid, which were not included in
this study. Parallel processing tools can be utilized to improve the performance of the
solution methodology in terms of processing times. With respect to the indices in the
objective functions, the methodology proposed here was only focused on the reduction of
Ploss. However, said objective function can be changed to reduce the operating costs of a
network or its CO2 emissions into the environment. Finally, it should be highlighted that
the MVO-SA methodology can also be used to solve the OPF problem in AC networks.
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Abstract: Renewable energy minigrids hold significant prospects for Africa’s energy sector and
its economic development in general. The government of Ghana has established pilot renewable
minigrids in five off-grid communities as a testing ground for the electrification of over 600 existing
rural communities that cannot be electrified via the national grid. Although there is evidence on
willingness to pay (WTP) values for renewable-generated electricity in some developing countries,
little is known about households’ WTP for renewable-based electricity in Ghana and, in particular,
about renewable minigrids for rural electrification. This paper provides one of the first WTP estimates
for renewable-based electricity for rural electrification in a developing economy context such as
Ghana. Using data from a contingent valuation survey undertaken in all five pilot renewable minigrid
project communities, we found that rural households are willing to pay an average of 30 GHC/month
(≈5 USD/month) for high-quality renewable-powered electricity services, which is twice the amount
they are currently paying based on the Uniform National Tariffs. The hypothetical bias is addressed
by conducting a survey among active users of the minigrids. The starting point bias is reduced by
employing random starting bids. The respondents are willing to pay between 9 and 11% of their
discretionary incomes to cover the cost of accessing reliable renewable-powered electricity in the
rural, off-grid communities in Ghana. The paper concludes by discussing the policy implications of
these findings regarding the development of tariff regulations and business models for renewable
minigrids in the rural, off-grid sector.

Keywords: willingness to pay; minigrids; rural electrification; renewable energy; Ghana

1. Introduction

About one billion people in developing countries currently lack access to electricity,
most of them living in sub-Saharan African and developing Asian countries [1,2]. A vast
majority (87%) of these unelectrified households live in rural areas [2]. This challenge
is specifically addressed by Goal 7 “Ensure access to affordable, reliable, sustainable
and modern energy for all” of the Sustainable Development Goals [2]. Despite ongoing
electrification projects in different jurisdictions, the current trend is likely to lead to an
estimated 700 million people who will remain unelectrified in 2030, nearly all of them in
sub-Saharan Africa [1].

Despite the economic feasibility of extending the electricity grid to under-served areas
in some situations, minigrids may be better suited to address the low electrification rates
and electrification challenges in areas with scattered households, low populations, and low
demand potential [1,3,4]. A vast majority of the rural households without adequate elec-
tricity access would be better serviced with standalone systems or minigrids [5]. Alongside
the existing traditional approach of electricity grid extension, off-grid renewable energy
solutions, notably, solar minigrids and standalone systems, provide a modern and scalable
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approach to achieve universal electrification [6]. Renewable energy minigrids therefore
hold enormous prospects for the African energy sector, not only by enhancing energy
access, but also by enabling the increased use of low-carbon energy sources, with the
benefits for sustainable rural development.

Though investment levels in the solar minigrid market remain low [6], recent years
have witnessed a significant increase in interest from different stakeholders (i.e., inter-
national organizations, governments, and the private sector) in developing minigrids as
cost-effective and reliable means to reach unelectrified populations [7]. Indeed, an esti-
mated half of the investment in electrification projects in the next decades is expected to
target minigrids—creating a minigrid yearly investment volume of up to USD 20 billion [7].

As donors and developing economies alone are likely unable to meet these investment
levels, renewable minigrid projects must be able to attract private equity and debt financing
to sustain the scale of deployment required to realize global electrification goals [6,7].
With the critical role off-grid renewable energy is expected to play in achieving universal
electricity access targets [1,8], attention must be paid to how policy makers can encourage
private investments into this emerging off-grid renewable sector. The respective tariffs
must be able to at least generate sufficient revenues to cover operations and maintenance
costs and other liabilities, generate sufficient profit, and recover minigrid investment cost
to be fully commercial [9].

However, in developing economies, designing commercially viable tariffs is often
not as straightforward an issue as one might expect. Electricity is generally viewed as a
public good, and thus from a government perspective, equity and fairness are paramount
concerns. Many African governments have established uniform national electricity tariffs
in order to ensure not only fairness across customers but also affordability [7]. Often these
national tariffs are set at a rate below what utilities must charge to cover their capital and
operational costs.

Ghana is no exception—uniform national tariffs apply to both grid electricity and
off-grid renewable projects including the five current pilot renewable minigrids developed
under the World Bank-funded Ghana Energy Development and Access Project. However,
these tariffs do not allow a viable business model for potential commercial investors, as the
true costs are currently not passed on to the electricity consumers. Thus, there is a need to
understand and model the actual households’ demand for renewable-based electricity that
would furnish relevant information for optimal tariff design in the rural, off-grid sector.

This study provides one of the first willingness to pay (WTP) estimates for renewable-
based rural electricity provision in a developing economy context such as Ghana. Im-
portantly, the study is new in that it was conducted among actual users of renewable
minigrids, thus reducing potential bias in the WTP. Several econometric specifications
making use of both dichotomous choice and open-ended survey questions are tested to
increase the robustness of the results. The study is expected to inform policy makers on
the amount an average rural household is willing to expend to access renewable minigrid
electricity services and will consequently guide not only tariff adjustment, but also support
the development of the overall business strategy for the off-grid, renewable-energy based
electrification services.

To this end, this study seeks to respond to the following research questions: What
is the WTP for a 24-h renewable minigrid electricity service in a rural off-grid setting
in Ghana? What are the factors that influence households’ WTP? What do the findings
suggest regarding the choice of future business models in this sector?

The rest of the paper is organized as follows. Section 2 discusses Ghana’s electricity
sector in general and the off-grid electrification project development in particular. Section 3
reviews related empirical and theoretical literature. In Section 4, the methodology for the
study is discussed. Analyses and discussion of study results are presented in Section 5
while Section 6 derives conclusions and policy implications.

144



Sustainability 2021, 13, 11711

2. Developments in Ghana’s Electricity Sector and the Ghana Energy Development
and Access Project

The government of Ghana launched the National Electrification Scheme (NES) in
1989, with the overall objective of providing universal access to electricity in Ghana over a
30-year horizon [10–13]. By 2009, a 65% electricity access rate was achieved from a low of
28% in 1990. A total of 4221 communities with populations of at least 500 inhabitants were
initially expected to be connected by 2020, a goal accomplished to 98% [10,11].

The 2010 NES Master Plan Review showed that about 85,000 communities and 13% of
the Ghanaian population remained unelectrified. The document noted that approximately
70,000 (82%) of the unserved communities have low populations, scattered settlements,
and are located in rural communities far from the grid, making it prohibitively expensive to
extend the national grid to serve them [14]. Moreover, some of the communities are islands
and lakeside communities, and, hence, the economics and practicalities of electrifying them
via the grid are unrealistic. For these unserved communities, decentralized electrification
options (such as minigrids and standalone systems) have been found to be the most
cost-effective way of delivering reliable energy access [1,6].

The Ghana Energy Development and Access Project (GEDAP) was launched in 2007 as
part of efforts to provide the off-grid, isolated communities with alternative electrification
options [12,13]. The GEDAP installs pilot photovoltaic minigrid systems (with a back-up
generator) providing electricity supply to five (Pediatorkope in the Greater Accra region,
Atigagome and Wayokope in the Brong-Ahafo region, Kudorkope and Aglakope in the
Volta region) of these isolated rural communities on islands in the Volta Lake in Ghana.
The GEDAP Project is financed with concessional funding from the World Bank, the Global
Environment Fund, and the Swiss Development Agency. Ownership of the project’s assets
is vested in the government of Ghana. In all, a total 228 kW of photovoltaic capacity has
been installed at the five minigrid sites supplying a total of 598 households. Households
use this electricity typically for lighting, cell phone charging, powering their television and
radio, fans, and fridges.

A dominant regulatory problem hindering the development of the minigrid market
is the fact that the Uniform National Tariff policy, originally applicable to grid-connected
households, has been extended to the renewable minigrids [12]. This means that consumers
of electricity in the five pilot communities pay the same electricity price per kilowatt-hour
(kWh) as grid-connected customers. Table 1 below shows, among others, the difference
between what is deemed to be cost-reflective tariffs (only covering minigrid operational
and maintenance cost) and the approved UNT in Ghana [10].

Table 1. Pricing of electricity in Ghana: Uniform National Tariff versus Cost-Reflective Tariffs.

Tariff Profile EDA 1 (Wh/Day) Power (kW)
Uniform National

Tariff (GHC 2/Month)

Cost-Reflective Tariff 3—Only
Operation and Maintenance

(GHC/Month)

T01 275 0.5 4.20 10.00

T11 550 0.5 6.90 20.00

T21 1100 0.5 12.40 40.20

T31 1650 0.5 17.80 60.20

T42 2200 1 33.60 80.30

T53 2750 1.5 44.70 100.40
1 Energy Daily Allowance (amount of energy per day allotted to a household per their tariff profile or category). 2 GHC = Ghana Cedi
(Ghanaian currency), GHC 1 = USD 0.17 as of August 2021. 3 Given that the initial capital cost was fully funded by a grant, the cost-reflective
tariff is estimated to be the minimum reference tariff that yields a positive Net Present Value (NPV > 0). The minimum reference tariff
was estimated to be around 0.23 USD/kWh. This tariff will generate sufficient revenues on an annual basis to cover replacement cost of
components (batteries) as well as operation and maintenance expense. Source: Data from KITE report [10].
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Because of the application of the UNT, the total revenue received from minigrid
customers is only sufficient to cover a fraction of the operational expenses and does
not cover the investment or maintenance costs [15]. The resulting negative cash flow
is a disincentive to private investments into minigrids. Thus, there is research need
regarding the features of off-grid household electricity demand that would allow alternative
price setting.

3. Literature Review

A number of methodological approaches exist in the valuation literature that are
used to estimate people’s willingness to pay (WTP) for public or non-market goods and
services. The contingent valuation (CV) approach, a well-known and established valuation
method [16,17] is a stated preference methodology for economic valuation characterized
by the creation of hypothetical markets for non-market goods where individuals are asked
how much they would be willing to pay for the good if the market really existed. This
paper relies on the CV method to capture rural households’ WTP for renewable-generated
electricity, since it provides theoretically accurate monetary measures of utility changes as
well as offers an accurate and credible estimate of the respondent’s full non-market value
of a good [16,17].

Specifically for Ghana, there are a handful of empirical studies on WTP for electricity.
Twerefou [18] used a CV method to assess WTP for improved electricity supply in Ghana
from a survey of 1000 households. The survey captured the northern, coastal, and middle
zones of the country. The study used a combination of dichotomous choice and open-ended
question elicitation methods, and from the author’s ordered probit estimations, the results
showed that households in Ghana are willing to pay an average of GHC 2.7 for a kilowatt-
hour of electricity supply, about one and a half times more than what they were actually
paying. However, respondents in the study were asked to state their WTP estimates based
on an amount (in kWh) of electricity consumed. Analysis based on kWh is a bit technical
(and might not elicit the right value placed on electricity consumption by households) as
compared to what most users are accustomed to: the average amount they pay in a month
for power consumed within that month. As noted in previous studies [19–22], energy is
abstract, invisible, and measured in kWh, a unit hard to deal with for most consumers.
The study also did not capture any heterogeneity, such as the rural–urban distinction in
the WTP figures or the north–south divide within Ghana in terms of income profiles and
living standards.

Using a tobit regression technique, Taale and Kyeremeh [23] showed that urban
households in Ghana are willing to pay 44% (GHC 6.8) more, compared to their current
average monthly electricity bill, in order to access improved electricity services. The
study showed that prior notice of power outages, monthly income, education level, and
household size are among the factors that significantly affect households’ willingness to
pay for reliable electricity in Ghana. The authors, in their econometric model, however, did
not account for differences in geographical location and in economic circumstances among
communities, which could affect the household’s WTP for electricity.

A number of other electricity-related WTP studies have been conducted in other
developing countries. There also have been studies on willingness to pay for renewable-
generated electricity in both developing and developed countries. A summary of the
relevant literature is provided in Table 2 below. To the best of the authors’ knowledge, the
literature so far does not include a WTP study on renewable-generated electricity in Ghana
and, in particular, on renewable minigrids for rural electrification.
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Table 2. Summary of relevant literature.

Author (s) Country Good/Service Valued Study Method Econometric Estimation Method

1 Twerefou [18] Ghana Improved electricity CV:WTP ordered probit

2 Taale and
Kyeremeh [23] Ghana Reliable electricity CV:WTP tobit

3 Abdullah and
Jeanty [24] Kenya Renewable energy for

rural electrification CV:WTP parametric/non-parametric
models

4 Abdullah and
Mariel [25] Kenya Electricity services Choice modeling mixed logit

5 Alam and
Bhattacharyya [26] Bangladesh Renewable minigrid

electricity CV: WTP logit, OLS

6 Ayodele et al. [27] Nigeria
Renewable energy

minigrid/Renewable
electricity

CV:WTP ANOVA test

7 Deutschmann et al.
[28] Senegal Reliable electricity CV:WTP probit, OLS

8 Dogan and
Muhammad [29] Turkey Renewable electricity CV:WTP tobit/probit/logit

9 du Preez et al. [30] South Africa Wind farm CV:WTA logit

10 Entele [31] Ethiopia Solar PV vs. Grid
electricity CV:WTP probit

11 Graber et al. [32] India Solar microgrids Choice modeling mixed logit

12 Gunatilake et al.
[33] India 24 h electricity supply CV:WTP probit, OLS

13 Harajli and Chalak
[34] Lebanon Energy efficient

appliances CV:WTP multivariate tobit

14 Kim et al. [35] South Korea Renewable electricity CV:WTP spike model
15 Kim et al. [36] South Korea Reliable electricity CV:WTP spike model
16 Oseni [37] Nigeria Reliable electricity CV:WTP double-bounded (interval) model

17 Scarpa and Willis
[38] United Kingdom Renewable electricity Choice modeling multinomial logit

18 Zhang and Wu [39] China Green electricity CV:WTP multinomial logit

Note: CV—contingent valuation, WTP—willingness to pay, WTA—willingness to accept, OLS—ordinary least squares. Source: Authors.

4. Study Methodology

4.1. Study Area and Selection of Survey Households

In order to estimate the willingness to pay for renewable-powered electricity service in
rural Ghana, a contingent valuation survey was undertaken in all five renewable minigrid
project communities in Ghana, located in 3 (Greater Accra, Volta, and Brong-Ahafo) of the
16 regions of Ghana. All of them are located on islands in the Volta River.

The communities are mainly accessible by water and are predominantly rural, with
mud houses and thatched roofs. Fishing and farming are the predominant occupations
and the source of income for most households. Fish trading, clothing making, hairdressing,
livestock breeding, and small retail stores also provide income for households. Only a
few households are employed in petty trade and public service (e.g., district assembly
employees and teachers).

Prior to the minigrid electrification project, there was no electricity in the communities.
All traditional sources of energy and the respective equipment such as storm lamps,
kerosene, dry batteries, diesel generators, etc., were purchased at very high prices from
surrounding towns, increasing energy costs and overall household expenditures. In the
absence of electricity to run cold storage equipment, households were forced to sell their
fish harvest in the market at cheap prices. Processing of agricultural products was also
problematic owing to the high cost of diesel to operate the existing mills. The minigrid
electrification project can therefore be considered a very important infrastructure that will
help meet the social, health, and economic needs of the communities.

The conceptual framework for WTP analysis and contingent valuation is consistent
with consumer demand theory and captures both use and non-use values of a commodity.
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The contingent valuation method is deeply rooted in microeconomic welfare theory, where
households or individuals minimize their expenditure under utility constraints or maximize
their utility subject to income or budget constraints [40,41].

Households in the project communities (refer to Table 3) were selected for interview
using a combination of a cluster sampling approach and simple random sampling. Cluster
sampling was applied because of the scattered nature of the settlements in the project
communities. The number of households picked from each cluster was set in proportion
to the cluster population. Inside any cluster, the households interviewed were selected
randomly. The number of households selected per community for the face-to-face inter-
views was in proportion to the total number of households in the community. The survey
took place between 28 October 2020 and 14 November 2020, and a total of 200 households
(respondents) were interviewed (see Table 3). Four field researchers participated in the
main survey after being trained with a pilot survey.

Table 3. List of communities and number of households interviewed per community.

Study Community Region
Number of Clusters
in the Community

Number of Households
Interviewed

Pediatorkope Greater Accra 10 49
Atigagome Brong-Ahafo 7 25
Aglakope Volta 5 46
Wayokope Brong-Ahafo 3 17
Kudorkope Volta 4 63
Total 29 200

Source: Authors.

4.2. Questionnaire Design and WTP Elicitation Process

The survey was structured in three main sections. These included (i) respondent’s
socioeconomic characteristics, (ii) utility-related information, and (iii) questions on WTP
for renewable minigrid electricity. Renewable minigrid electricity access and bills paid
were captured under a second, utility-related information, section.

Contingent valuation questions were asked in the third part of the questionnaire
using the double-bounded dichotomous choice (DBDC) and open-ended techniques. The
DBDC method implies that two different monetary payments are subsequently suggested
to survey respondents. The second amount proposed to respondents is contingent on
their response to the first proposed monetary payment [42–44]. The DBDC technique was
adopted for its several advantages. This elicitation method is robust to poorly-designed
bids [45,46] and is incentive-compatible [47]. It is also efficient [45] and robust to strategic
and cognitive biases [48]. The open-ended question asked directly for the maximum WTP
after the first two questions of yes/no type. Both elicitation approaches were used to
increase construct validity of the WTP estimates [43].

In each of the minigrid project communities, there are currently the same 6 electricity
tariff levels (with corresponding monthly payments) based on the Uniform National Tariffs,
as reported in Table 1. The majority (82%) of the households in the communities have
signed onto the T11, T21 and T31 tariff bands and are paying GHC 7, GHC 12.4 and
GHC 17.8, respectively, as average monthly electricity bills. For the dichotomous choice
WTP questions, this study randomized the starting bid values in order to control for the
anchoring effect or the starting point bias. For each household, the starting bid (b0) was
randomly picked from a set of six possible monthly tariff tiers ranging from GHC 15 to 40
(this corresponds to the middle level of the cost-reflective tariff calculations for the most
popular current tariff categories, see Table 1).

The initial question was formulated as “Assume your household is provided with
a 24-h, reliable renewable minigrid electricity supply, which is able to power all your
electrical equipment. Are you willing to pay amount x per month to cover the cost of
power production?” It was followed by another similar dichotomous choice question,
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where the starting bid was adjusted upwards or downwards, depending on the first answer
(see Figure 1).

Figure 1. Elicitation of willingness to pay in the survey (b0 = starting bid, bl = lower bid, bu = upper
bid). Source: Authors.

The final question in the survey was open-ended: “State the maximum amount you
are willing to pay, to cover cost of power production, assuming your household is provided
with a 24-h, reliable renewable minigrid electricity supply, which is able to power all your
electrical equipment.” The DBDC results and the maximum WTP were used separately in
the econometric analyses to check the validity of the results.

Despite the fact that contingent valuation methodology has been widely applied
in research, some researchers have raised concerns over its validity. According to some
authors [49–52] as reported in Hanemann [53], results from a contingent valuation study
may be inconsistent with economic theory. According to Hausman [54], the approach is
plagued by three main issues, namely: willingness to pay—willingness to accept dichotomy,
hypothetical response bias, and scope effect (which renders it an ineffective tool in terms of
policy formulation). Hausman [54] averred that people do not do what they say; a ‘yes’
response to a hypothetical question, as happens in contingent valuation studies, does not
signify economic power neither can it be suggested to mean that survey respondents would
do exactly in reality. However, other authors [55–57] have adduced counterarguments to
the views of the critics.

Evidence can be used to justify application of the contingent valuation approach
in this study along the lines of the criticism. First, according to Rowe et al. [58] (p. 6),
hypothetical bias is “the potential error induced by not confronting any individual with
the real situation.” The renewable minigrid electricity, which is being valued, is not new
to the survey households; the commodity is not a hypothetically described market good
and hence cannot be so predisposed to the hypothetical bias. In terms of scope sensitivity,
Morey et al. [59] affirmed that, “economic theory suggests that in general WTP will depend
on income, justifying the inclusion of income in the utility difference model.” This study
estimated the WTP of households subject to their income, which is consistent with consumer
demand theory.

4.3. Econometric Estimation
4.3.1. Dichotomous Choice Models Estimation

The answers of respondents to the discrete choice questions of the survey were
employed to construct two models estimated using maximum likelihood techniques. First,
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a simple probit model was estimated using only the answers to the first dichotomous choice
question. Second, the answers to both dichotomous choice questions were used together
in the estimation of a double-bounded (interval) model using the doubleb STATA command
developed by Lopez-Feldman [60]. The interval model used the combinations of the two
answers (Yes–Yes, Yes–No, No–Yes, No–No) to a certain extent to limit the individual WTP
values to the bands within the known bids (Figure 1).

Selected households’ socioeconomic characteristics included in the regressions were
informed by previous studies discussed in Section 3. They included the initial bid, the
current electricity bill, household income, marital status, gender and educational level of
the respondent, household size and a dummy taking a value of 0 if the household was
using electricity for all activities/energy services and 1 otherwise. All monetary variables
were converted into logs. Community-specific dummy variables were added to all models.

As a measure of household income, the household’s discretionary income was used,
which was the remaining portion of the household’s income after committed expenditures
on clothing, housing, food, transportation, and other market and non-market goods were
taken into account. According to Laitila [61], this is a relevant measure of household
income, which is supported by economic theory, because the household’s maximum WTP
for any good should be restricted by their ability to pay.

4.3.2. OLS Estimation of the Maximum WTP

In the definition of elicitation methods, when open-ended questions are posed and
a continuous bid variable is obtained, ordinary least squares (OLS) can be an appropri-
ate estimation method [44]. The OLS model uses the stated maximum WTP values as
the dependent variable. The explanatory variables employed were the same as in the
dichotomous choice models estimation, including community-specific dummy variables.
All regressions were run in STATA.

5. Results and Discussion

5.1. Descriptive Analysis

From the summary statistics shown in Table 4, the mean household size was 6.6,
which was higher than the national average of 5.5 for rural dwellers [62]. Out of the
200 respondents interviewed, approximately 70% were males, which is characteristic of
male dominance in Ghanaian households, affirmed by the national average of 72% in the
rural areas [62]. On the average, respondents reported a monthly discretionary income
of GHC 323 per household, which was below the national estimate of GHC 422 for rural
dwellers [62]. Furthermore, 63% of the respondents were married as compared to an
estimated 48% for rural inhabitants in Ghana [62]. From the survey, an average of 59% of
households were not able to meet all their energy service needs as they wished, compared
with 41% who did not have those capacity constraints. With respect to education, a majority
(60%) of the respondents had attained a basic education while 13% had not acquired any
form of education. A fifth (20%) of the sample had a secondary education, while 7% were
schooled up to the tertiary level. For comparison, according to national statistics, about a
fifth (20%) of all rural dwellers have never been to school while approximately 47% have
some basic education. Additionally, about 15% of the rural population have acquired a
secondary or higher level of education [62].

As for the WTP, 29% of the respondents were willing to pay at most GHC 25 per
month, the majority (60%) were willing to pay between GHC 25 and GHC 35 while the
remaining 11% were willing to pay above GHC 35. However, their current average monthly
electricity bill equaled approximately GH 15. A recorded average WTP of GHC 29 was
almost twice the respondents’ current average electricity expenditure.

150



Sustainability 2021, 13, 11711

Table 4. Descriptive statistics of variables used in the WTP model.

Variable Classification Expected Sign Obs. Mean Std. Dev. Min Max

Maximum WTP (GHC) Continuous 200 29.79 6.284 15 50
First bid response (Yes = 1; No = 0) Dummy 200 0.65 0.478 0 1
Second bid response (Yes = 1; No = 0) Dummy 200 0.50 0.501 0 1
Electricity bill (GHC) Continuous + 200 14.91 7.355 7 45
Starting bid (GHC) Discrete + 200 26.80 8.237 15 40
Monthly discretionary income (GHC) Continuous + 200 322.65 105.747 95 705
Marital status (Married = 1; Otherwise = 0) Dummy + 200 0.63 0.484 0 1
Gender (Male = 1, Female = 0) Dummy + 200 0.70 0.462 0 1
Use of electricity for all activities (No = 1; Yes = 0) Dummy + 200 0.59 0.493 0 1
Household size Continuous + 200 6.61 3.346 1 18
No education Dummy − 200 0.125 0.331 0 1
Basic education Dummy − 200 0.61 0.490 0 1
Secondary Dummy + 200 0.20 0.401 0 1
Tertiary Dummy + 200 0.07 0.255 0 1

Source: Authors.

5.2. Factors Influencing the Willingness to Pay

The WTP was estimated using three models: a probit model using the first round of
dichotomous choice questions, a double-bounded (interval) model using two rounds of
dichotomous choice questions, and an OLS model using the stated maximum WTP. Figure 2
compares the estimated WTP from three methods at three points of the distributions: 25th,
50th, and 75th percentiles. The OLS model using the maximum WTP produced the most
reliable estimates, and the results of the interval model were quite similar. This is why
later in this section the WTP determinants are discussed based on these two models. Other
estimation results are presented in the Appendix A, Table A1.

Figure 2. Comparison of WTP estimates from the three methods (25th, 50th, and 75th percentile WTP
estimates with respective 95% confidence intervals). Source: Authors.

The econometric estimation results are shown in Table 5. Community dummies were
used to control for community-specific effects. The Variance Inflation Factor (VIF) was
applied to test for the presence of multicollinearity. The results from the test showed that
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VIFs for all the regressors were less than 10, which deemed multicollinearity unproblematic.
Furthermore, the models were estimated with robust standard errors owing to the problem
of heteroskedasticity associated with cross-sectional data. The F-tests (OLS) undertaken
to evaluate the validity and significance of the model parameters showed the estimated
models were highly significant at the 1% significance level.

Table 5. Estimation results for the maximum willingness to pay.

Explanatory Variables OLS Model Double-Bounded (Interval) Model

Starting bid (Log) −0.038 −0.170 **
−0.027 −0.067

Household monthly income (Log) 0.463 *** 0.572 ***
−0.045 −0.055

Electricity bill (Log) −0.010 −0.009
−0.021 −0.03

Respondent marital status
(Married = 1)

0.063 *** 0.037
−0.021 −0.028

Respondent gender (Male = 1) −0.009 0.003
−0.018 −0.028

Use of electricity for all activities
(No = 1)

0.060 *** 0.071 **
−0.021 −0.028

Household size
0.007 *** 0.007 *
−0.003 −0.004

Respondent education level,
basic = 1

0.036 −0.002
−0.024 −0.043

Respondent education level,
secondary = 1

0.047 * 0.001
−0.027 −0.048

Respondent education level,
tertiary = 1

−0.006 −0.012
−0.04 −0.059

Constant
0.752 *** 0.663 **
−0.249 −0.274

Community dummies Yes Yes

Observations 200 200
Expected Mean 29.14 31.21
R-squared 0.713
F-test 26.13 ***
Wald chi2(14) 195.01 ***

Note: Robust standard errors in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1. Source: Authors.

The starting bid variable was insignificant in the OLS estimation, which was important
and demonstrated the absence of a starting point bias in this estimation. In the interval
model, the starting bid was significant and negative, which is an often-observed effect in
dichotomous choice models, where a high initial bid is more likely to be rejected.

Household income was highly significant and carried the expected positive sign.
Furthermore, the coefficient decreased when the sample was reduced toward low-income
households (see Appendix). This was consistent with economic theory and showed that
an increase in household income will lead to an increased WTP for renewable-powered
electricity in rural areas. The coefficient was in the order of 0.5, further implying that
renewable-powered electricity was regarded as a normal good or even a necessity. This
result confirmed the findings of other studies in developing countries [18,23–26,31,33,34,63],
which found that income is an important variable in determining the amount households
are willing to pay for electricity.

Marital status was significant in the OLS regression with a positive impact on house-
holds’ WTP for clean electricity services. This could be due to the fact that married couples
were more likely to have their own children and corresponding increased energy needs.
Previous studies [19,23,26] found similar results, which showed that married couples are
more likely to pay for electricity connection services relative to the unmarried.
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The size of a household was also important in determining the WTP for renewable
electricity. The coefficient of household size was positive. This was also in accordance with
previous findings [19,25,33,36]. The positive sign could be attributed to the fact that people
attached status to large household sizes and the show of economic strength, especially in
the rural areas. Hence, with an increasing household size, families may be forced to live in
line with this status symbol. However, other studies [18,64] found a negative relationship
between the size of a household and willingness to pay for electricity.

Households that wanted the opportunity to use the electricity for all the activities and
energy services they require were generally inclined toward paying more for electricity
services. This study revealed similar trends. Households that did not have enough
electrical capacity to meet all their current and potential energy needs were willing to pay
more for renewable-powered electricity services. This result confirmed the findings in
other studies [23,48,65], which found a positive association between duration of power
outage and willingness to pay for improved electricity service. This was summed up
in Otegbulu [65] and Oseni [37], who found that a majority of Nigerian households,
irrespective of their socioeconomic status, valued reliable electricity supply and were thus
willing to pay more to access it.

Secondary education was the only education dummy, which was positive and sig-
nificant in the OLS regression. No significant negative effects of higher education were
observed. It suggested the importance that household heads with some level of schooling
attached to electricity in general. The assumption was that households with some level
of education understood the benefits of electricity access, including convenience, income
generation opportunities, and quality of life in general relative to the uneducated. Findings
from several studies in developing countries [39,66] affirmed that education is a key socioe-
conomic variable that positively impacts the adoption and WTP for renewable technology
electrification. Zarnikau [67] also found that the education levels of households positively
impact their WTP for electricity efficiency investments. Other studies [18,23,34,35] found
similar results indicating higher WTP with the levels of education of a household head.

5.3. Mean WTP Levels

This section discusses the mean maximum WTP values as obtained from the sample
prior to estimating the regression and the predicted mean WTP estimates using the OLS
estimation. The sample means represent the observed WTP for the renewable-powered
electricity services while the predicted estimates reflect the impact of the socioeconomic
variables. Table 6 captures both the observed and empirical mean estimates for the full and
respective sub-samples.

Table 6. Mean WTP from the OLS estimation.

Sample Observations Mean Stated WTP Mean Income Estimated Mean WTP

Full sample 200
29.79
(6.35)
[28.90–30.68]

322.65
(105.75)

29.14
(1.24)
[28.97–29.31]

Sub-sample 1
(Tariff level T11 = GHC 7) 37

29.81
(5.89)
[27.84–31.77]

328.40
(111.98)

28.25
(1.21)
[27.50–29.02]

Sub-sample 2
(Tariff level T21 = GHC 12.4) 90

29.25
(6.5)
[27.88–30.61]

311.78
(111.38)

28.55
(1.24)
[28.29–28.81]

Sub-sample 3
(Tariff level T31 = GHC 17.8) 55

30.76
(5.67)
[29.23–32.29]

335.65
(89.30)

29.96
(1.21)
[26.63–30.28]

Note: Standard deviation in parentheses, 95% confidence intervals in square brackets. Source: Authors.
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In Table 6, the mean WTP in the full sample is GHC 29.79. This constituted an
estimated 9% of the rural households’ discretionary income. This proportion of income to
electricity expenditure was consistent with previous contingent valuation results [23,68].

The average WTP were further evaluated based on sub-samples belonging to current
tariff categories (of the Uniform National Tariff) in the minigrid project communities. As
explained earlier (see Table 1), there were six main tariff categories. The respective numbers
of households surveyed were as follows: 37 (18.5%) households in T11, 90 (45%) households
in T21, 55 (22.5%) households in T31, 16 (8%) households in T42, and 2 (1%) households
subscribed to the T53 tariff. None of the households surveyed subscribed to the T01 tariff
category. Results of the regressions based on the three large sub-samples are included in
the Appendix B as Table A2.

Table 6 shows the observed and predicted average WTP of households within these
tariff bands. The predicted average WTP for the T11 tariff band sub-sample was GHC
28.25. This estimated amount corresponded to about 9% of those households’ monthly
income and was more than three times their current electricity expenditure (GHC 7). In
the same vein, the predicted average WTP for the T21 tariff band sub-sample was GHC
28.55 as compared to the current amount of GHC 12.4 per month. This estimated WTP
amount (GHC 28.55) was more than twice their current expenditure on electricity and
corresponded to about 9% of the households’ monthly income. A similar WTP result was
obtained for the T31 tariff band sub-sample. The expected mean WTP for this group of
households was GHC 29.96, compared with their current monthly electricity expenditure
of GHC 17.8, representing about a 68% increment over their current electricity expenditure
and corresponding to 9% of the average monthly income from this subsample.

Thus, households were willing to pay substantially more than currently if a stable
renewable energy supply was guaranteed. Oseni [37] similarly showed that Nigerian
households are similarly willing to pay up to 86% above their current electricity tariffs for
an enhanced power supply. According to ESMAP [69], rural households in Ghana want
electricity more than they want low electricity tariffs, because in the absence of electricity
access, households resort to paying higher proportions of their income on inferior energy
forms. This also suggests that any form of business model to be considered and adopted
by the government in the long term must seriously consider households’ willingness to
enjoy more and better available electricity and the fact that rural households are ready
to discharge appropriate financial commitment to support sustainability of minigrids.
However, poorer households currently signed on to low tariffs would be confronted with
the largest increase in electricity expenditure, if they were charged according to their stated
WTP. This calls for caution in the implementation of business models that might replace
the uniform tariffs.

6. Conclusions and Policy Implications

Universal access to reliable and sustainable energy services requires expanding access
to electricity, a key precondition for achieving the Sustainable Development Goals. Many
governments in Africa set the agenda of meeting the universal electrification goals by
electrifying remote and off-grid communities in rural areas with renewable minigrids.
These minigrid technologies require huge capital outlays and therefore would need the
backing of government, private sector, and households living in isolated, rural communities
to achieve electrification goals and more so to ensure minigrid systems scalability and
sustainability. This study relied on the contingent valuation method to estimate households’
willingness to pay for renewable-generated electricity in the rural, off-grid communities
in Ghana.

The results from the study indicated that rural households are willing to pay an
average of about GHC 30 (USD 5) per month for renewable-powered electricity services,
which is on average twice the amount they are currently paying, based on the Uniform
National Tariffs. The surveyed households are thus willing to pay around 9% of their
discretionary incomes for renewable-powered electricity. The results also showed that
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the elasticity of willingness to pay with regards to household income is 0.46. Given the
economic growth rate of Ghana, at approximately 1.7% in 2020 (a decline from 6.5% in 2019
due to the COVID-19 shock), households’ willingness to pay for electricity is expected to
significantly increase in the future.

Household income, household size, basic education level of household head and
marital status of respondents were noted to be significant factors that impact households’
willingness to pay for renewable minigrid services. Another important finding was that
households that do not have enough electrical capacity to meet all their current and
potential energy needs are willing to pay more for renewable-powered electricity services.

The benefits that come with electricity access are evident to all the minigrid-connected
communities, as even households without adequate electrical capacity indicated their
readiness and willingness to pay a “premium” price for the minigrid electricity services.
This should serve as a major signal to the policy makers: first, of the households’ readiness
to embrace new forms of alternative energy sources, and second, of the need to fast-track
access provision for the energy have-nots and under-served areas, bringing into sharp
focus the importance of the minigrid business model.

The results suggested that a private sector model could be considered and adopted for
minigrid electrification in the future, as off-grid rural households’ financial circumstances
can support the sustainability of this business model. A hybrid minigrid business model
(Public–Private Partnership) could also be explored. To this end, the government must
develop the relevant regulatory and policy frameworks that support sustainable tariff
approaches and minigrid business models, in order to de-risk investments and attract
private developers into the off-grid renewable sector.

Another policy implication of the study is for the government and district/municipal
authorities to support the minigrid communities with the development of productive uses
of clean energy. Such initiatives have the potential of generating income for households
from light industrial and agro-processing activities and thus enhancing the wealth of
families in the rural areas. Poor households will then be better positioned to withstand
shocks that may come with the abolishment of the Uniform National Tariff policy.

The study exclusively surveyed the five minigrid communities (which were the only
renewable minigrid-electrified communities at the time of the study), and the sample was
thus representative of the population covered by rural minigrids. Although the surveyed
communities generally shared similar socioeconomic characteristics with the rural poor
in Ghana (and hence results are generalizable), these minigrid communities have had the
benefit of already enjoying renewable electricity access relative to the other rural population
with little or no electricity access. Thus, perceptions and attitudes about alternative energy
sources and the level of willingness to pay for these energy sources may differ from the
general population. It will be a task for future research to evaluate whether there are
significant differences in WTP values for renewable minigrid electricity services across
already electrified communities and unelectrified rural locations.
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Appendix A. Discrete Choice Model Results (Double-Bounded and Probit Models)

Table A1. Maximum WTP regression results.

Explanatory Variable Double-Bounded Model Probit Model

Starting bid (log) −0.170 ** −11.970 ***
(0.067) (−2.321)

Electricity bill (log) −0.009 0.179
(0.030) (−0.479)

Monthly discretionary income (log) 0.572 *** 6.507 ***
(0.055) (−1.099)

Marital status (Dummy) 0.037 0.327
(0.028) (−0.406)

Gender (Male) 0.003 0.065
(0.028) (−0.356)

Use of electricity for all activities (No = 1) 0.071 ** 0.876 **
(0.028) (−0.404)

Household size 0.007 0.117 *
(0.004) (−0.065)

Educational level, basic −0.002 −0.264
(0.043) (−0.554)

Educational level, secondary 0.001 −0.292
(0.048) (−0.622)

Educational level, tertiary −0.012 −1.842 *
(0.059) (−0.947)

Constant 0.663 ** 3.725
(0.274) (−3.963)

Community dummies Yes Yes
Regression’s estimated standard error 0.114 ***

(0.012)
Observations 200 200
Hosmer and Lemeshow goodness-of-fit
(prob > chi2) 0.75

Note: Standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1. Source: Authors.

Appendix B. Further OLS Regression Results

Table A2. OLS regression results—full vs. sub-samples (tariff categories).

(1) (2) (3) (4)

Variable Full Sample
Sub-Sample 1

(Tariff Level = GHC 12.4)
Sub-Sample 2

(Tariff Level = GHC 17.8)
Sub-Sample 3

(Tariff Level = GHC 7)

Starting bid (Log) −0.038
(0.027)

−0.017
(0.038)

−0.011
(0.039)

−0.161 *
(0.086)

Monthly income (Log) 0.463 ***
(0.045)

0.450 ***
(0.067)

0.534 ***
(0.059)

0.397 ***
(0.097)

Marital status
(Dummy)

0.063 ***
(0.021)

0.090 ***
(0.028)

0.012
(0.032)

0.057
(0.077)
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Table A2. Cont.

(1) (2) (3) (4)

Variable Full Sample
Sub-Sample 1

(Tariff Level = GHC 12.4)
Sub-Sample 2

(Tariff Level = GHC 17.8)
Sub-Sample 3

(Tariff Level = GHC 7)

Gender (Male) −0.009
(0.018)

0.012
(0.029)

−0.017
(0.027)

−0.037
(0.053)

Use of electricity for all
activities (No)

0.060 ***
(0.021)

0.060 *
(0.031)

0.001
(0.038)

0.097 *
(0.051)

Household size 0.007 ***
(0.003)

0.009 *
(0.005)

0.003
(0.006)

0.017 **
(0.008)

Education level, basic 0.036
(0.024)

0.065 *
(0.038)

−0.054
(0.046)

0.052
(0.049)

Education level,
secondary

0.047 *
(0.027)

0.050
(0.044)

0.024
(0.038)

−0.016
(0.067)

Education level,
tertiary

−0.006
(0.040)

0.020
(0.057)

0.032
(0.046)

Constant 0.752 ***
(0.249)

0.640 *
(0.324)

0.382
(0.360)

1.411 **
(0.629)

Community dummies Yes Yes Yes Yes
Observations 200 90 55 37

Expected Mean 29.14 28.55 29.96
R-squared 0.713 0.746 0.801 0.735

F-test 26.13 *** 14.17 *** 24.42 *** 11.52 ***

Dependent Variable for WTP: WTP Amount (Final); Robust standard errors in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1. Source:
Authors.
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Abstract: After two decades of privatization of building maintenance service in government hospitals
in Malaysia, evidence of under-maintained hospital buildings suggests a need to raise the level of
hospital maintenance service delivery. This study identified the critical success factors to enhance
the value outcomes of hospital maintenance service. A total of 66 questionnaire survey responses
from maintenance personnel in public hospitals were analyzed using the Importance-Performance
Matrix Analysis (IPMA) in the SmartPLS3.0 software. The Importance versus the Performance of
value-based practices was mapped to identify the critical areas that require greater considerations to
improve maintenance service delivery. The findings revealed four critical success factors: Responsive
to Needs, Integrated Service Solutions, Innovative Improved Practices, and Value for Money. These
practices were found to be the impetus that can bring significant enhancement to hospital building
maintenance service delivery. Although the findings are based on data derived from public hospitals
in Malaysia, the outcomes are applicable to private hospitals both in and outside of Malaysia.

Keywords: hospital building maintenance; critical success factor; value-based practices; importance-
performance matrix analysis

1. Introduction

Hospitals perform essential functions concerning human lives, health, and well-being.
Maintenance of hospital buildings is challenging due to their engineering plants and
systems [1,2]. The healthcare industry is subjected to high standards and regulation com-
pliance and has a high operational risk of failure [3]. Besides safety, comfort, and security
considerations [4], hospitals are also expected to attain energy efficiency requirements [5].
Failure in healthcare facilities can cause catastrophic impacts [3], and poor service qual-
ity affects patient satisfaction [6,7]. It is crucial for hospital buildings to always perform
at an optimal state so that the delivery of medical functions is not compromised. Thus,
maintenance works are necessary to support the functionality and continuity of hospitals’
healthcare service [8].

There are 144 public hospitals in Malaysia with 42,424 beds and 210 private hospitals
with 15,957 beds [9]. The government privatized the maintenance service in 1997 under
Facilities Management (FM) to standardize and improve service delivery nationwide [10].
Concession agreements were signed with concession companies to provide various sup-
ports including the maintenance of M&E engineering, civil engineering, and architecture
works. Despite the privatization of maintenance service, there is still room for improve-
ment. Problems such as fungal attack, building defects, lift breakdown, and moisture
problems were frequently reported. Poor maintenance of fire safety was pointed out as a
frequent incident [11]. In 2016, a fatal fire incident in a public hospital killed six patients
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and resulted in the evacuation of 487 patients and staff [12]. The same hospital had seven
fire incidents before that fatal incident [13]. Other issues include a woman giving birth in
a lift [14], a pre-mature baby trapped in a lift [15], and a collapsed ceiling [16]. Empirical
evidence on building condition assessment found that facilities for persons with disabilities
in public hospitals were critical [17]. These issues of poor performance in hospitals could
be prevented if maintenance service were delivered effectively.

Extant research revealed weaknesses in maintenance management [10,18,19] due to mul-
tifaceted causes such as low service level by contractors [19], lack of understanding of user’s
needs [20,21], and less focus on collaborative working. The maintenance process involves
constant interactions of various systems and different parties, i.e., the maintenance contrac-
tors, building users, and maintenance personnel and hospital management. Hence, issues of
maintenance should be investigated from the practices of the parties involved and the effect of
collaboration among them. Value concepts emphasizing user involvement [22,23], value-adding
practices of contractors [24–26], and value co-creation through collaborative work [25,27–31]
can potentially mitigate the problems in maintenance management.

However, there is a lack of theoretical and empirical justification for implementing a
value-based approach in healthcare building maintenance [20,21]. Past research in hospi-
tal building maintenance was fragmented and diversified in maintenance efficiency [32],
benchmarking [33], cost [34,35], audit assessment [19], defects [36], strategy [37], and effec-
tiveness [2]. Recent research trends focus on energy-saving [38], green hospitals [39], service
quality in hospital FM [6,40], lean six sigma [41], performance [42], and fire safety [12].
Research in value-based maintenance is limited to the case study by Okoroh et al. [24] and
recent studies by Olanrewaju et al. [21] and Wong et al. [43].

In our previous work on the value-based building maintenance model for hospitals [43],
the causal relationships between value factors and value outcomes of building maintenance
were established, where value-adding and value co-creation were found to have a positive
influence on achieving value outcomes. The previous study provided information about
the main factors and their respective sets of practices in general. However, it has limitations
where the specific sub-factors or indicators that are critical were not known. Information
about the main areas that directly or indirectly impact the performance of maintenance
service delivery are crucial for systemic decision-making. Hence, this study continues
our previous work to address its limitation [43] by mapping the Importance versus the
Performance of value-based indicators of the model with the aim of establishing the critical
success factors (CSFs) of value-based building maintenance. CSFs are the set of criteria that
facilitate the achievement of the objective of the project or services.

2. Literature Review

Value is referred to as “value-in-use” in the service-dominant (S-D) logic model de-
veloped by Vargo and Lusch [28] and Vargo et al. [29]. Under the S-D logic model, value
is determined in the usage, rather than “value-in-exchange” in the traditional exchange of
goods and money from goods-dominant (G-D) logic [29]. The “value-in-use” is defined
as “a customer’s outcome, purpose or objective that is achieved through service” [31]. The
term “service” is defined as the application of competences by one party for the benefit of
another [29]. In this study, the outsourced maintenance is a form of service, where mainte-
nance contractors offer their competencies in the form of technology, knowledge, resources,
and innovation to benefit the hospitals. In such an arrangement, value is determined in use;
hence, the S-D logic model is relevant in this study.

Value is perceived and determined by the customer, instead of embedded in goods and
determined by the producer [28]. Similarly, Gummerus [44] suggested that the beneficiary
determines value. Hence, in this study, value outcomes of hospital maintenance are dictated by
the hospitals and their users.

2.1. Value Outcomes

Based on the value-in-use concept, value outcomes for public hospital maintenance
can be two-fold, with an emphasis on daily operational outcomes and strategic ones. The
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operational value outcomes are the daily work processes [30] such as shorter response
time by the contractor [27], reduced risk and quality of output [27], and basic maintenance
requirements such as health and safety [26]. In the longer term, strategic value outcomes
result from parties’ collaborative effort in skill, knowledge, and technology advancement
and transfer [27]. Through synergy, contractors are treated as partners and therefore
entrusted with more diverse roles [30]. In the long run, corporate image [24] and user
satisfaction [24,27,45,46] can be achieved.

2.2. Value-Based Factors
2.2.1. User Involvement

User involvement explores the demand side of the maintenance arrangement in
terms of user expectations, user involvement, and user satisfaction. Users are classified
as hospital staff who perform day-to-day operations in the hospital to deliver healthcare
services. They are the medical or clinical staff, and administrative and supporting staff. A
recent survey conducted on doctors and nurses in public hospitals in Malaysia revealed
their dissatisfaction over unresolved complaints on maintenance issues [47]. The findings
indicated a low attainment of users’ needs even though their roles have shifted from
passive recipients to knowledgeable and active participants.

Gathering and knowing the expectations of main stakeholders will facilitate better-
informed decision-making and evaluation, as suggested by Jensen and Maslesa [22] in
value-based building renovation. By understanding users’ expectations, the gap between
users and maintenance providers can be minimized or closed [48]. Organizations should
co-opt customer competency to increase their competitiveness [49]. Hence, this study
postulated the need for inclusion of users from three aspects. Firstly, organizations must
understand user expectations [22,23,50,51]. Secondly, it is beneficial to involve users in the
maintenance process [22,23,50]. Thirdly, user satisfaction needs to be measured to gauge
the achievement of their expectations [23,40,52].

2.2.2. Value-Adding Practices

The concept of added value explores the supply side of the maintenance arrangement.
Maintenance service providers are expected to deliver more than essential transactional
maintenance functions. It was propounded that public sector real estate has moved beyond
satisfying customers based on the traditional time–cost–quality trilogy [53]. There is
an urgency to provide a relationship or partnership with their customers in the value-
adding service offering [25,26,54]. On top of that, FM research conducted in Nordic
countries [46,50,55] postulated that the focus of value has shifted from a customer focus
towards a value-adding notion.

The contracted service providers of hospital support are bound by conditions stip-
ulated in the concession agreement. Contractors may appoint their sub-contractors to
carry out these tasks. However, there are areas of concern in terms of the contractor’s
efficiency in the outsourced FM [19], heavy reliance on the sub-contractors [10], and a lack
of top management support for the contractor [10]. Issues of rising operation costs [34]
also indicate the lack of value for money. To mitigate problems faced by maintenance
contractors, the concept of added value was explored. Innovative practices, value for
money, and cost reduction/cost savings from contractors [24] can potentially add value to
the service provider’s provision. Ali-Marttila et al. [26] also identified the service partner’s
ability to solve problems and provide a service solution as essential factors in value creation.
Besides, responsiveness to needs is also a necessary value that customers look for in their
partners [23,25].

2.2.3. Value Co-Creation

The S-D model emphasized the importance of value co-creation, where service sys-
tems such as people, information, and technology engage with other service systems
for adaptability and survival [29]. Value is co-created jointly or reciprocally among the
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provider/producer and the consumer or beneficiaries, through physical and tangible re-
sources [29]. Value co-creation is also defined as “the joint, collaborative, concurrent,
peer-like process of producing new value, both materially and symbolically” [56]. The
business focus should be shifted to co-create unique value with customers rather than
the traditional company-centric value creation [57]. Grönroos and Voima [58] suggested a
“joint sphere” where value is co-created when service providers and customers interact
jointly, directly or indirectly. Malaysian public hospitals currently rely on a fee deduc-
tion system to ensure conformance and performance [10], which drains the manpower
in contractor supervision and monitoring [10] when hospitals are already reported to be
under-staff [59]. Improvement in the collaborative working environment rather than a
punitive system could potentially help to enhance service delivery. Previous studies shown
that collaborative working improved the construction supply chain [60] and infrastruc-
ture asset maintenance [61]. Past literature acknowledged that value co-creation could be
achieved through intensive cooperation [51], sharing of information [29], knowledge trans-
fer [29,30] and effective communication [51]. Additionally, openness and honesty; mutual
trust and confidence [25] and relationship synergies [26], strategic alignment [30], strategic
integration [27], and strong governance [25] were also explored as value co-creation factors.
Hence, it is postulated that value co-creation practices can potentially improve the delivery
of maintenance service to hospitals, therefore enhancing the value outcomes.

In this study, three causal relationships between the value-based factors and value
outcomes are hypothesized as follows:

Hypothesis 1 (H1). User involvement positively influences value outcomes.

Hypothesis 2 (H2). Value-adding practices positively influence value outcomes.

Hypothesis 3 (H3). Value co-creation positively influences value outcomes.

Value-based factors and their indicators are presented in Table 1.

Table 1. Value-based factors and indicators.

Value-Based Factors Indicators

1 User Involvement User Expectation
User Involvement
User Satisfaction

2 Value Added Integrated Service Solutions
Innovative Improved Practices

Value for Money
Cost Reduction/Saving

Responsive to Needs
3 Value Co-Creation Sharing of Information

Operational Integration
Intensive Cooperation
Knowledge Transfer

Effective Communication
Transparency of Internal Information

Openness and Honesty
Shared Risks

Mutual Trust and Confidence
Relationship Synergies

Strategic Integration
Strategic Alignment
Strong Governance

Sharing of Information
Operational Integration
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3. Methods

A questionnaire survey was administered from January to July 2019 using the online
platform. The target respondents were the engineers of public hospitals in Malaysia
who are appointed by the ministry to monitor, supervise, and inspect the privatized
support service [18]. They were the most suitable respondents since they represent the
maintenance department in tasks involving hospital users and maintenance contractors,
and they report to the hospitals’ top management. Only five concession companies were
contracted to provide maintenance service to public hospitals in the entire country [9].
Hence, this study attempted to collect data from all 139 public hospitals (excluding medical
institutions/centers) listed in the Ministry of Health Malaysia website. The census method
was selected due to the well-defined, accessible, and small population [62].

The first section of the questionnaire gathers the background information of respon-
dents and the hospitals, whereas the second section measures the value-based factors
(User Involvement, Value-Adding Practices, Value Co-Creation) and value outcomes. The
constructs’ measurement items were developed from the literature review based on the
synthesis and integration of past studies of value concepts. The constructs and number of
items are shown in Table 2. This study employed an even-numbered 6-point Likert scale to
measure respondents’ experience of practices and outcomes. The 6-point Likert items were
chosen to give a greater discriminant and reliability value [63].

Table 2. Measurement items.

Constructs Items Scale

Value Outcomes 11 (reflective) 6-points Likert scale:
1 = Strongly Disagree

2 = Disagree
3 = Slightly Disagree

4 = Slightly Agree
5 = Agree

6 = Strongly Agree

User Involvement 3 (reflective)

Value Add 5 (reflective)

Value Co-Creation 15 (reflective)

Two parts of the analyses were performed in this study. In Part 1, PLS-SEM Smart-
PLS 3.0 software [64] was used to perform the structural equation modeling (SEM) to
test the three proposed hypotheses; the detailed analysis and outcomes were presented
in Wong et al. [43]. PLS-SEM was chosen due to the nature of the study being more ex-
ploratory than confirmatory [65,66] and it is recommended for non-parametric data [65].

This paper focuses on Part 2 of the analysis, which applied the same software to
perform the Importance-Performance Matrix Analysis (IPMA) at the construct level and
indicator level. The IPMA function was used to analyze the importance versus performance
of constructs and indicators resulting from Part 1 of the SEM analysis. The IPMA analysis
was conducted based on steps outlined by Ringle and Sarstedt [67] and Ramayah et al. [65].
The first step involved a requirement check where latent variable scores were re-scaled
from 0 to 100, while all indicator codes must be in the same scale direction. The second step
was to compute the performance values, where the average value of the latent variable
score represented the average Performance. Next, the Importance value was computed.
This represented the total effect of the relationship between two constructs. Lastly, the
Importance–Performance map was created. IPMA was conducted at the construct and
indicator levels to identify specific areas of improvement required.

To interpret the Importance–Performance map, the revised IPA grid by Abalo et al.
(2006), as cited in Abalo et al. [68], is referred to. Any point on the map with an importance
rating above its corresponding Performance rating was identified as an area that requires
improvement effort (“Concentrate Here” category). Subsequently, the points that were
high in both the Importance and Performance ratings were the areas to be maintained
(“Keep Up the Good Work”). Using the same principle, points that were low in both the
Importance and Performance ratings were considered “Low Priority”. In contrast, those

165



Sustainability 2021, 13, 11908

with low Importance but high in the Performance rating were categorized as “Possible
Overkill”. In this study, factors that fell in the “Concentrate Here” and “Keep Up the Good
Work” categories were established as the CSFs. The IPMA technique has been adopted in
numerous studies in various disciplines to obtain detailed insights into factors investigated
(for example, Ong and Bahar [69], Su and Cheng [70], Ting et al. [71], Valaei et al. [72], and
Tailab [73]).

4. Results

A total of 66 usable responses were collected out of 139 public hospitals. The distri-
bution of respondents comprised 41% engineers and 59% assistant engineers; the average
number of years of experience was five years. The profile of the respondents is shown in
Table 3.

Table 3. Respondent profiles.

Description
Frequency

(66 Samples)
%

Years of Experience
Mean 5.19

Standard deviation 2.593
Range 1–14

Position
Engineer 27 40.9

Assistant engineer 39 59.1
Total 66 100

Education (Level)
Diploma 32 48.5

Bachelor’s degree 31 47.0
Master’s degree 3 4.5

Others 0 0.0
Total 66 100

The sample size was sufficient for PLS-SEM analysis, where only a minimum of
30 cases of observations was required [65]. Based on the rule of thumb of 10 times of
structural paths directed to a construct [74], the minimum sample size required was 30.
Besides, it also fulfilled the requirement of the minimum R-squared method, whereby for a
model with maximum three arrows pointing to a construct and an R2 of 0.423, with a 5%
probability of error, the minimum sample size required should be within the range of 16 to
37 [66].

4.1. Part 1: Structural Equation Modeling (SEM)

This section reports the essence of the SEM analysis as previously presented in
Wong et al. [43]. The reflective measurement model was assessed in terms of internal
consistency reliability, convergent validity, and discriminant validity. Composite reliability
(CR) for all constructs in the range of 0.756 to 0.927 met the criteria of above 0.7 [66] and
below the maximum CR value of 0.95 to avoid indicator redundancy [75]. Overall, six
indicators were deleted due to low factor loading and within the caveat of the 20% limit
of overall number indicators [76]. The average variance extracted (AVE) of all constructs
was above the minimum acceptable level of 0.5. Both the Fornell–Larcker criterion and the
cross-loading pattern confirmed sufficient discriminant value validity [65].

The structural model validation was conducted based on the five essential steps to
assess lateral collinearity, the path coefficient, the coefficient of determination, the effect
size to R2, and the Stone–Geisser Q2 predictive relevance [65]. All three exogenous latent
variables had a variance inflator factor (VIF) value of below 3.3 [77], cited in Ramayah
et al. [65], which indicates no collinearity problem. The three hypotheses H1 (User → Value
Outcomes), H2 (Val Add → Value Outcomes), and H3 (Co-Creation → Value Outcomes)
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were tested. The results show that Value Added had a significant influence on the value
outcomes (p = 0.000, t = 3.476) with a medium effect size, whereas Value Co-Creation
significantly influenced the value outcomes (p = 0.014, t = 2.214) with small effect size.
However, Hypothesis 1 is not supported, as the User Involvement construct was not found
to have a significant effect on the value outcomes. The result of the SEM is presented in
Figure 1.

 
Figure 1. Result of structural equation modeling (SEM).

4.2. Part 2: Importance-Performance Matrix Analysis (IPMA)

Based on the outcome of the SEM, further analysis using IPMA function in Smart-
PLS3.0 was carried out. Table 4 shows that Value Added had the highest Importance
but lowest Performance rating. This indicates that even though Value Added is the most
important construct, it was given the least attention to achieve the desired performance.
Subsequently, the Value Co-Creation construct ranked second in both Importance and
Performance ratings, whereas the User Involvement construct was lowest in Importance,
but highest in Performance, which means it was the least critical area.

Table 4. Importance and performance (constructs).

Construct Importance Performance

Co-Creation 0.318 78.696
User Involvement 0.071 82.309

Value Added 0.417 (highest) 74.413 (lowest)

Further analysis was extended on the total 18 indicators. From Table 5, the indicator
VAL5 (Responsive to Needs) had the highest Importance rating (0.129) but was relatively
lower in terms of its Performance (76.061), which ranked 14th out of 18. Figure 2 depicts
VAL5 falling within the “Concentrate Here” category. Subsequently, VAL1 (Integrated
Service Solutions), VAL2 (Innovative Improved Practices), and VAL3 (Value for Money),
which ranked second, third, and fourth in terms of Importance, all fell in the “Keep Up the
Good Work” category. Other indicators fell below the 50% continuum of the Importance
axis but above the 50% continuum of the Performance axis, indicating their Performance
was higher than their relative Importance, or in the category “Possible Overkill”. Hence,
these indicators are not the main focus for hospital maintenance improvement compared to
other areas. The four indicators that fell in the “Concentrate Here” and “Keep up the Good
Work” categories were established as the CSFs of the value-based building maintenance in
this study (see Table 6).
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Table 5. Importance and Performance of indicators.

Code Indicators
Indicator

Importance
Ranking of
Importance

Indicator
Performance

Ranking of
Performance

VAL5 Responsive to needs 0.129 1 76.061 14
VAL1 Integrated service solutions 0.081 2 80.303 6
VAL2 Innovative improved practices 0.078 3 73.636 16
VAL3 Value for money 0.069 4 67.879 18
VAL4 Cost reduction/saving 0.061 5 71.515 17
STR1 Strategic integration 0.043 6 76.364 13

WWW3 Relationship synergies 0.040 7 81.212 5
STR3 Strong governance 0.035 8 78.182 9
USE3 Measure user satisfaction 0.034 9 84.848 1

COM3 Openness and honesty 0.033 10 77.273 12
STR2 Strategic alignment 0.032 11 77.879 10

WWW2 Mutual trust and confidence 0.031 12 74.848 15
OPE2 Intensive cooperation 0.030 13 80.303 6
JOR3 Sharing of information 0.028 14 78.788 8

COM1 Effective communication 0.027 15 82.424 3
USE2 User involvement 0.023 16 77.879 10
OPE3 Knowledge transfer 0.021 17 81.515 4
USE1 User expectation 0.014 18 83.333 2

Figure 2. Importance versus Performance of value-based maintenance practices.

Table 6. Critical success factors.

Category Indicators Decision

Concentrate Here VAL5 Critical success factor
Keep Up the Good Work VAL1, VAL2, VAL3 Critical success factor

Possible Overkill

COM1, COM3, JOR3, OPE2,
OPE3, STR1, STR2, STR3,

WWW2, WWW3, VAL4, USE1,
USE2, USE3

-

Low Priority - -

5. Discussions

From the SEM outcomes, Value-Adding Practices and Value Co-Creation were found
to positively influence the value outcomes in hospital maintenance. User Involvement was
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not supported to have influence on value outcomes, which merits further investigation.
Further analysis on 18 indicators using IPMA found Responsive to Needs, Integrated
Service Solutions, Innovative Improved Practices, and Value for Money were critical,
and hence were established as the CSFs for value-based hospital maintenance. Even
though there are no direct comparable CSFs on value-based maintenance in past research,
comparison with the closest work by Ab Ghani [78] on CSFs for FM in the Malaysian
healthcare sector found two related CSFs, which are “value for money” and “integrated
process”. However, their research focused on generic FM in the healthcare sector, and not
specific to a value-based approach. In comparison, Amaratunga et al.’s [79] case study on
CSFs for FM in NHS facilities in the UK found three related CSFs, which are “Timeliness”,
“Service Delivery Innovation”, and “Value for Money”. From their study, corresponding
measures for Timeliness are patient environment assessment, Service Delivery Innovation
measured by the effectiveness of service planning, and Value for Money’ measured using
estate returns measures, budget variance, absenteeism, and benchmarking tools. Their
research is not value-based; however, the examples of measurement tools can be adapted
to develop KPI for CSFs in this study.

In a review on CSFs for healthcare FM by Ahmad Pakrudin et al. [3], top management
commitment and support was found to be the top-ranked cited factor. In contrast, our
results show that the indicator “Strong Governance” falls under the “Possible Overkill”
category, which indicates the Performance rating exceeded the Importance rating, hence it
is not as critical in the Malaysian public hospital context.

The identified critical success factors of the value-based building maintenance model
are presented in Figure 3.

VALUE 
OUTCOMES 

* Critical Success Factor 

Figure 3. Critical success factors of the value-based building maintenance model.

6. Conclusions

Our previously established value-based building maintenance model [43] identified
value-adding practices and value co-creation as main factors having positive impacts on
value outcomes in an integrated model. The previous study recommended for maintenance
contractors to provide value-adding practices in their delivery and justified the needs
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for collaborative working in hospital maintenance arrangements. However, the general
sets of practices are not sufficient to guide practitioners and policymakers to concentrate
explicitly on the key aspects that could give the most impact to the desired outcomes. This
study extended analysis on all the indicators from the previous model [43] to evaluate
their level of importance and their respective performance to obtain more valuable and
specific information. From the evaluation, the importance and performance were weighed
so that the important areas that were lacking in terms of performance could be identified.
The outcome of this study complemented the previous model with four identified critical
success factors. The new findings add value to the model by providing deeper insights for
practitioners to concentrate on the vital areas, i.e., Responsive to Needs, Integrated Service
Solutions, Innovative Improved Practices, and Value for Money, to heighten the value of
maintenance service.

Notably, all four critical success factors identified from this study attributed to value-
adding practices, which were derived from the supply side of the maintenance arrangement.
The essential finding highlights the crucial role of the maintenance contractors. Hospital
management and policymakers could prioritize contractors’ selection based on their track
records in the aforesaid critical areas. These criteria can also be extended to develop key
performance indicators (KPIs) to monitor their performance for contract renewals.

Specifically, contractors could keep up their good work by providing integrated service
solutions such as providing loans of equipment during breakdowns and providing technical
advice. Innovative improved practices such as predictive maintenance, technology, and
innovation are critical attributes expected from contractors. Value for money through
initiatives such as energy-saving can add value to hospitals in terms of sustainability. As
more responsibilities are placed on concession companies by the government in achieving
sustainability goals [5], it becomes essential for contractors to pro-actively add value to
their services in this respect.

Lastly, this study identified Responsive to Needs as the most critical success factor.
Further action and research can focus on contractors’ responsiveness to close the gap
of Importance and Performance, such as on-site productivity measurement to eliminate
non-value-added tasks or further supply chain analysis extended to the subcontractor and
suppliers’ level.
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Abstract: The development of the world’s electric power systems goes back over a century. During
this period, the overwhelming majority of states have formed stable, typically centralized systems
for generation, transmission, and distribution of electrical energy. At the same time, technologies,
primarily for energy generation, are steadily developing, which leads to the emergence of potentially
effective technological solutions based on fundamentally new energy sources. The most rapidly
expanding group at the moment are renewable energy sources (RES). This fact is due to the significant
coverage of the potential environmental and economic benefits of using technologies based on RES in
the information environment. At the same time, the process of transformation of traditional electric
power systems, by integrating generation technologies based on the use of renewable energy sources,
is extremely resource-intensive, and also potentially reducing the level of sustainability and efficiency
of the entire system functioning as a whole. This thesis is primarily true for exclusively centralized
power systems. The purpose of this study is to create a forecasting model for the development of
non-conventional renewable energy sources (NCRES) for short, medium, and long term, which makes
it possible to form an action plan to ensure a reliable and uninterrupted supplying of consumers,
taking into account the existing electric power system. The developed model made it possible to
identify the most promising directions of NCRES from the integration point of view, and for them the
quantification and clustering of the information environment was carried out, which made it possible
to identify key trends and the specifics of the development of technological solutions for these
directions of renewable energy sources. The developed tool and systemic conclusions formulated
on the basis of its application make it possible to develop mathematically sound solutions in the
direction of managing the development of traditional electric power systems based on the integration
of NCRES.

Keywords: renewable energy sources; non-conventional renewable energy sources; RES; NCRES;
electric power system; information environment

1. Introduction

The world is currently on the verge of a fourth energy transition to the widespread
use of renewable energy sources and the displacement of fossil fuels. The rate of these
changes, the speed of transition, and the impact on the already established electricity
system are associated with high uncertainty [1]. Any global changes in technologies require
risk assessment within the framework of existing systems, since the sustainability and
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continuity of energy supply determine not only energy security, but also the stability of
economic development of individual regions and the country as a whole. Modern electric
power systems in many countries have been formed for more than a century and their key
elements are the fuel supply system, electric power generation, and the transmission and
distribution systems of electrical energy. Modern trends encourage decentralization, on the
one hand, stimulating the development of small generation facilities, including renewable
energy sources, and, on the other hand, require taking into account the specifications of
each technology being introduced [1,2]. The presence of significant negative consequences
from underestimating the impact of an increase in the share of renewable energy sources in
the balance of the power system’s capacity is emphasized by the facts of massive disruption
of power supply that consumers experience in different countries.

Non-conventional renewable energy sources (NCRES) include wind power; solar
energy; small-scale hydropower; wave energy and energy of ebb and flow; geothermal
energy; and bioenergy. Consider the dynamics of the development of renewable energy
sources in different countries and in the world as a whole. This increment affects traditional
energy systems which can cause significant issues, such as blackouts, due to instability
of output for renewables. Such issues could influence the expansion of NCRES in some
developing countries. Therefore, a model is required to predict the capacity of energy
sources and predict possible problems within energy systems. Based on data provided
by BP Statistical Review of World Energy [1] and the MGBM model described in the
article, which is supposed to be the most accurate model [2], we made a trend model of
the renewable’s development (Figure 1). As is shown on a graph, there is a significant
difference in the development of renewable energy sources in different regions of the
world; however, there is a trend of increasing shares of renewables. On the downside,
the model has a significant issue. It is a trend model which is based on statistical data,
which leads to high errors during forecast periods in which rare events take place. For
example, in 2014 there was a significant spike in renewable development, which can be
explained by scientific exploration. Analyzing the 2014 spike [3] led us to conclusion
that there were technology developments which led to a breakthrough and numerous
projects in the renewables sphere. A trend model could not forecast these kinds of events,
so our research is based on an originally developed mathematical model which includes
developing projects and innovation trends within articles, so it makes prediction more
valuable and accurate. Moreover, our model can be used for long-term forecasting because
it is possible to evaluate future projects and some scientific trends, which makes our
prediction more precise in long-term predictions, in contrast to traditional trend models
which are influenced by cumulative error.

The purpose of this study is a predictive analysis of the prospects for the development
of renewable energy sources, taking into account the existing energy system in the short,
medium, and long term. In order to achieve this goal, it is necessary to accomplish the
following tasks:

1. Investigate the specifics of the development of NCRES in relation to a universal object;
2. Propose a mathematical model that can be used to assess the development of NCRES

and their mutual influence on the existing energy system;
3. Justify the features of the application of the forecasting model for the short, medium,

and long term;
4. Investigate the degree of reliability of the application of the proposed model for

certain technologies of NCRES;
5. Determine the most promising NCRES in the context of the identified predictive

dynamics;
6. Identify technological trends typical for the most promising NCRES.

Non-conventional renewable energy sources world development forecast is shown in
Figure 1.
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Figure 1. Non-conventional renewable energy sources world development forecast [1–3].

The established purpose of this study is not unique to the current scientific envi-
ronment. This statement is due to the fact that the traditional energy system has been
undergoing a rapid transition in the past 10 years with two most notable features, one
of which is the high penetration of renewable energy generators using discontinuous
renewable sources such as wind and solar. This transition is also causing a high degree of
penetration of power electronic devices in generation, such as wind turbine converters and
solar inverters, transmission, such as flexible AC or DC transmission system converters,
and distribution/utilization systems, such as electric vehicles and microgrids. The devel-
opment of modern power systems with multidirectional high penetration, i.e., with high
penetration of renewable energy sources and power electronic devices, significantly affects
the dynamics of the power systems and causes new sustainability problems [4].

At the same time, the importance of conventional power plants is increasing in parallel
with the development of generation based on the penetration of renewable energy sources,
its primary cause being the unsustainability of the generation process [5]. At the same time,
a 10% increase in power generation using solar panels and wind could reduce the annual
CO2 emissions of the average thermal plant by about 4% [6]. Thus, researchers distinguish
two key vectors of the impact of NCRES on the traditional power system: reduction of CO2
emissions and increasing the level of unsustainability.

It should be noted that the electrical grid infrastructure is undergoing unprecedented
transformations, mainly due to external factors: policies by government and regulatory
authorities aimed at combating climate change; increasing opportunities and requirements
of consumers; the development of distributed energy and the growth of electric vehicles
quantity; the digitalization of grids with increasing integration of information and opera-
tional technologies; increased risks of cyberattacks; and energy market reforms, paving the
way for completely new forms of competition. Attention should be paid to the fact that the
impact of NCRES development is indirect. Transmission and distribution participants tend
to interact more with each other in order to cope with the increased decentralized stochas-
tic generation and changes in operating rules and procedures aimed at improving load
regulation. These processes become the consequences of increasing the share of NCRES in
traditional power systems [7].
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In the confines of combating climate change, international experts generally consider
only SPP (Solar Power Plant), WPP (Wind Power Plant) and some other renewable sources
as an alternative to traditional sources [8]. At the same time, the prospects of using the
traditional power system with reduced environmental impact and without the direct
participation of NCRES should be noted. Technologies based on hydrogen and conversion
of electricity into gas may become worldwide leaders [9,10]. Despite the prevailing trend
toward electrification of energy sources and end-use, a balanced and reliable energy
system is likely to require simple ways to transmit and store gas—possibly decarbonized
gas. Consequently, energy-gas technology has enormous potential to provide synergistic
coupling of sectors, which essentially means transmitting electricity for end-use in non-
electric form. Gas infrastructure powered by greener gas can help ensure security of supply
by bridging the mismatch between levels of peak power generation (most of the time by
irregular renewable sources such as wind and solar) and demand [11].

Research of storage systems to enable the operation of NCRES in accordance with the
mode of consumption is undoubtedly relevant [12,13]. Breakthroughs in electrochemical
energy storage technologies—such as lithium or sodium ion batteries and supercapacitors—
were used to create small-sized mobile electronic devices, medium-sized vehicles, portable
and stationary devices, as well as for energy storage in large electric grids, paving the way
to a new market with unlimited potential [14–16].

Energy recycling also has significant potential. Municipal solid waste-global pro-
duction of 3.6 million tons per day gives an energy potential of 178 GW; hazardous
waste—1.2 million tons per day, 43 GW; bio-waste—14 million tons per day, 685 GW; car
tires—28,000 tons per day, 1.4 GW. The combined total is 907.4 GW, which compares to the
entire U.S. installed capacity of 1100 GW [17]. As a different example, plasma recycling of
municipal solid waste can provide about 5% of U.S. electricity needs. The most promising
for the nearest future seems to be a complex approach which consists of waste management
system development for each region [18,19].

NCRES has a variety of directions for development. In addition to the already common
SPP technologies, chemical energy can be produced as a byproduct of utilizing sunlight [20].
Solar energy is a key element for many different ways to produce chemical fuel: produc-
tion of biofuel from biomass; production of hydrogen in the process of microalgae; and
production of biofuel by photocatalysis, performed by artificial devices [21–23]. Each of
these methods has its own advantages and disadvantages. Successful development of
these methods and overcoming the existing drawbacks requires further research in each of
these sectors. Currently, the most popular solar fuel is biofuel derived from plant biomass.
At the same time, molecular hydrogen is considered to be the fuel of the future, since it is a
carbon-free chemical compound enriched with energy [24,25].

Thus, we can conclude that the prospects for the development of NCRES are extremely
diverse, which is also multiplied by their level of impact on the traditional energy system.
Parallel developing technological solutions, which cannot yet have a significant impact, but
unambiguously contribute to the harmonization of the development of traditional energy
together with renewable energy, are noted. However, the presented studies practically do
not consider the problems of integrating generation systems based on renewable energy
sources into existing traditional energy systems. Possible problems are extremely diverse
and ignoring them can lead to both significant financial losses and the loss of energy security
of entire regions. One of the most significant ways is to determine the most promising
from the point of view of complex development of NCRES. It is necessary to effectively
balance traditional and renewable sources. Only in such a case will the electric power
industry develop towards minimal environmental risk and energy security [26]. Thus, the
main gap in the current level of knowledge is the extreme inconsistency of research in the
field of integration of modern energy generation technologies based on renewable energy
sources into existing energy systems. The existing energy systems have been formed for
decades and their current state and structure is determined both by the needs of energy
consumers and by technological, natural, and infrastructural constraints of the environment.
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Eliminating this gap requires systematization of the current trends in the development
of technologies based on renewable energy sources and the formation the forecasts of
development of this industry. This will make a significant contribution to the sustainability
management of energy systems. This study raises the question of assessing the prospects of
development and areas of impact of NCRES on the functioning of traditional power system,
which can be largely investigated using statistical information processing. The scientific
significance of this study and its difference from all those presented lies in a systematic
approach to the analysis of the development directions of NCRES in the context of their
integration with existing traditional energy systems. A systematic analysis of this issue is
based on the analysis of objective statistical information and the results of quantification of
the information environment, and does not use expert assessments, which increases the
objectivity of the conclusions.

Thus, the main contribution of this research can be described by the following points:

1. Formation of a universal forecasting model for the development of basic NCRES
technologies.

2. Identification of the most dynamically and steadily developing NCRES technologies.
3. Description of the specifics of the development of identified emerging NCRES tech-

nologies in the context of their integration into existing energy systems and increasing
their sustainability.

This article, presenting the results of the current research, is divided into 5 main
sections. The first section provides an overview of the current scientific basis and articulates
a key gap in existing research. In the second section, the research methodology is presented
in detail and the key methods for constructing a forecasting model for the development of
the main NCRES technologies and an information environment analysis model describing
the state of research of identified technologies are formed. The results section presents a
forecasting model for the development of main NCRES technologies and identifies the
most dynamically and steadily evolving NCRES technologies. The discussion section
explores the information environment describing the development of the main NCRES
technologies in the context of their integration into existing energy systems and identifies
the key vectors for the development of renewable energy in general, taking into account
the current scientific basis. Finally, the results are aggregated, and a brief summary of the
study is presented.

2. Materials and Methods

The above-mentioned goal of the study determines the need for a consistent structural
description and quantification of the development process of renewable energy in con-
junction with traditional power systems. At the same time, the analysis of theoretical and
methodological frameworks has established that the directions of NCRES development
are extremely differentiated, both from a technological and economic point of view. Thus,
the initial phase in this case should be the quantification and hierarchical classification of
key renewable energy technologies, considering the dynamics of perspective development.
However, in addition to the global technological development of NCRES, it is necessary
to consider the importance of natural, territorial, and social factors that invariably affect
the prospects for the use of the described technologies within a particular state or region.
Consequently, the results of the initial stage should be specified taking into account these
limitations. For the purpose of this study, the Russian Federation is chosen as a subject of
analysis. There are several key reasons for this:

1. The Russian Federation is extremely vast from a territorial point of view, which
determines a significant differentiation of natural and climatic conditions of NCRES-
based projects development.

2. The Russian Federation has significant reserves of traditional energy resources, which,
in turn, determined the formation of a developed traditional power system, that is
totally centralized and sensitive to technological transformations.
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3. The Russian Federation has a significant scientific and economic potential for the de-
velopment of non-conventional renewable energy sources, which is being confirmed
by the projects implemented in this area.

Thus, the primary stage of this study is aimed at identifying the most perspective
NCRES influencing traditional energy system. The effect will be more significant in
developing energy systems, which start energy transition to renewables, so it is possible to
use the Russian energy system as an example to prove the model. However, the identified
areas of development are extremely multidimensional; thus, they need to be clarified. For
these purposes, it is proposed to conduct thematic clustering of the informational scientific
environment focusing on the identified promising spheres, and to identify key areas of
research in these segments. System analysis of links between the identified key areas
of research will allow us to highlight the specifics of development of non-conventional
renewable energy sources in the context of traditional power systems.

As part of the research, a mathematical model was developed, which was used to
evaluate the development of renewable energy sources and their mutual influence on the
existing power system of the Russian Federation. The analysis began with a review of
historical data on the dynamics of capacity of non-conventional renewable energy sources
in the Russian power system (Figure 2) [27].

 

Figure 2. Historical data of NCRES development in Russia.

The graph has a characteristic non-linearity, which does not allow using simple
polynomial time trends to assess the development of NCRES. Usage of such trend models
can lead to a poor result shown in Table 1. Because of that we suggest developing a more
advanced model which will be described below.

Table 1. Time-based trends in the development of renewable energy sources.

R-Squared MSE

Linear trend 0.56263715 308.4257
Quadratic trend 0.82746759 200.0688

Cubic trend 0.89081251 164.7449

None of the results obtained can be called satisfactory, because in the case of the cubic
trend the number of variables becomes too large compared to the sample size, which makes
this analysis irrelevant. On the other hand, the temporal influence on the development of
the industry cannot be neglected.
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In the analysis of technological development, inventions in non-conventional renew-
able energy technologies were analyzed, after which a correlation was found that all peaks
in renewable energy growth are preceded by major discoveries within NCRES industries, as
well as the completion of major projects. For example, in 2013, Sharp made a breakthrough
in solar photovoltaic cells, increasing their efficiency to 44% [28]. In 2014, a project to build
a biopower plant was implemented. In 2017, a large plant for the production of innovative
solar panels “HEVEL” was built.

As for the current state of NCRES industries in Russia, solar energy is 0.72% of all
energy capacity. Wind energy accounts for around 0.56% of the energy system. Other types
of NCRES industries amount to about 0.3%. In its current state the influence is rather low,
but will increase in the future development.

Due to the fact that non-conventional renewable energy is a knowledge-intensive
industry, it is proposed to address the relationship between the creation of renewable
energy facilities and the development of technologies of NCRES industries. However, in
the development of technology there are a large number of innovations that do not receive
any follow-up. In this regard, it is proposed to introduce a link between the development
of technology and projects that have actually been implemented. A similar idea of linking
the growth of emerging industries was expressed in the Thomas L. Heath series of books
“The Thirteen Books of the Elements” [29].

Based on these judgments, it is suggested that the correlation between articles written
on technology in any of the NCRES industries and actual projects using the technology
described in the articles or using the result of the article in an actual project has to be
evaluated. In addition, it is proposed to assess the general trend of projects within the
selected NCRES industry through the value of the projects being developed. The last
criterion will be the probability of discovery. This criterium is based on the correlation
between the technologies of real projects and those described in highly significant articles,
which can be considered a kind of fundamental work for the industry. Model scheme and
results within every model step is presented in Figure 3.

Figure 3. Scheme of mathematic model for prediction of NRCES development.

Ravg—Average R-squared value across all significant NCRES industries.
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Rval—Is a range between lowest and highest R-squared value across all significant
NCRES industries.

Based on the identified dependencies, three percentage values were calculated:
Estimated growth rate from developments-assuming an annual increase in the share

in the balance of power of the industry, due to the projects implemented in it.
Scientific potential, showing the percentage of scientific activity that has real applica-

tion within the industry.
Discovery potential, a percentage value reflecting the percentage of works of high

importance with technologies that are implemented in projects of different companies.
As a final step, the model involves risks and regionalization which are supposed to

make our prediction more precise.
For this purpose, algorithms were created in the Python 3 programming language for

the article aggregators E-Library and Science Direct, as well as the procurement aggrega-
tors. With the help of the developed programs, articles and projects were uploaded after
being sorted by keywords. Next, the technologies in the articles were analyzed and their
correlation with the projects was confirmed. The Table 2 shows the results of the correlation
analysis for 2020.

The result of the application of the described methodology is a model that allows us
to identify the most promising dynamically developing types of NCRES. However, for the
purposes of a predictive analysis of the prospects of renewable energy sources, considering
the existing energy system in the short-term, it is necessary to describe the specifics of
the most promising dynamically developing types of NCRES. To achieve this goal, it is
necessary to analyze the information environment of each of the selected NCRES types.
The automated algorithm for analyzing the information environment is shown in Figure 4.

 

Figure 4. Information environment analysis algorithm.

The details of this methodology are presented in the study [30]. Based on the results
of the application of this algorithm, a set of conclusions is formed regarding the specifics
of the dynamically developing types of NCRES, which will make it possible to detail the
specifics of the evolution of the energy sector. The complete algorithm of this study is
shown in Figure 5.
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Figure 5. Research algorithm.

3. Results

Within the framework of this study, it was revealed that the main areas of development
of non-conventional renewable energy sources are SPP, WPP, and BIOEP (Biofuel Power
Plant). At the same time there is a significant increase in the number of SPP-based projects
under development, which is again due to the recent development of technology in this
area. Tidal power plants are promising in terms of development, but at the moment there
are no implemented and functioning projects.

After the research, the linear trend model was extended by percentage coefficients.
The final formula is as follows:

POi = POi−1 ×
(

1 +
Ki−1

r
1.5

)
+

(
1 +

Ki−1
r + Ki

s
100%

)
× Ttr + P(Vex) ×

(
1 + ∑i

n=0 Kn
s

100%

)
× Ttr (1)

where

1. POi—Industry volume in period i, expressed in installed capacity, in MW.
2. Ttr—Trend annual growth coefficient of the industries calculated on the basis of

historical data on the development of the industry.
3. Ki−1

r —The estimated growth rate from developments in the previous period.
4. Ki

s—Current scientific potential.
5. Vex—Discovery potential.
6. P(Vex)—Is a function returning 1 with probability Vex and returning 0 with probability

(1 − Vex).

Part of the calculations was the approximation that all projects in the procurements
are implemented within 1.5 years of acceptance; this approximation was validated by
the Pearson’s Chi-squared criterion and the hypothesis that projects are implemented in
1.5 years with a 95% probability was accepted.

For any predictive model it is the predictive ability that is significant, which can be
evaluated by calculating statistical parameters. To validate the model, we took data from
2002 up to 2020 with a lag of 2 years. The lag is caused by the fact that in order to use
the linear regression algorithm a certain minimum sample is required, otherwise it will
be impossible to construct a linear trend. In this regard, we took the data on the branches
of NCRES and calculated the model. This dataset was taken as a validation to ensure
that model is suitable for predictions within different states in energy evolution. In its
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current state, renewables in Russia account for a small share of such energy sources in
energy system, but its influence increases as the time goes by. Next, statistical indicators
such as coefficient of determination, standard deviation, and coefficient of variation were
estimated. The results are presented in the table below for some typical industries, in which
the dependence is very different from the linear one. These industries had the highest
deviations from the time trend, which prevented it from being used in the calculations
(Table 3).

Table 3. Statistical parameters of the developed model.

Parameter WPP SPP BIOEP

R squared 99.79% 99.72% 99.94%
MSE 2.22 16.47 5.18

Coefficient of variation 4.16% 5.67% 1.84%

As we can see, the coefficient of determination indicates that the model accurately
describes the real dependence. The low values of the mean square error and the low
coefficient of variation also indicate the high accuracy of the model. For the remaining
industries, the coefficient of determination ranges from 98 to 99%, and the coefficients
of variation do not exceed 7%, which indicates the versatility of this model for the non-
conventional renewable energy industries. A visual comparison of the power NCRES
graphs is presented below (Figures 6–8).

 

Figure 6. Comparative analysis of wind energy industry.

As we can see, the model has high accuracy, which makes it possible to make predic-
tions on its basis and create certain patterns. It can be noted that for solar power plants
prediction is in significance interval and it still can be used for a prediction modeling
and forecasting, but has lowest accuracy across prediction of NRCES that is caused by
significant non-linearity in data. This is due to the fact that a linear trend deriving from
previous periods is used for each calculation. In turn, the linear trend becomes quite stable
with a large sample, then the effect of outliers is not so great, in this case, the sample
consists of five values, which are not enough for the trend to stabilize.
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Figure 7. Comparative analysis of solar energy industry.

 

Figure 8. Comparative analysis of biological energy industry.

The presented model does not extensively highlight the specific sectors of renewable
energy sources prevailing in each region of Russian Federation, focusing more on the rate of
development of these technologies on the whole. This need derives from the inexpediency
of placing certain types of renewable energy sources in certain regions due to their physical,
economic, or other features. For example, all types of hydroelectric power plants need to
be located in regions with an abundance of water resources due to the technical features
of electricity generation. In this regard, regions with large volumes of water resources are
more likely to build hydroelectric power plants. In order to take into account regional
features in the model, the regions were ranked according to the development potential
of the non-conventional renewable energy sectors [31,32]. For forecasting purposes, it is
necessary to estimate the parameters of the model for future periods:

1. Scientific potential;
2. Potential of discovery;
3. Estimated growth rate of the industry from project development.

As part of data analysis on publications, a characteristic linearity was revealed in the
percentage of publications whose technologies were applied in projects. On the basis of
this, a linear trend was built and the scientific potential in the future period was calculated
using the trend. The potential for discovery was estimated using the average percentage
of high value articles that correlated with actual completed projects. From the point of
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view of this indicator, it does not change over time, remaining rather low in any sector of
non-conventional renewable energy sources.

The growth rate of the industry from projects in development is proposed to be
estimated using the average value of the growth of industries over the recent years, since
the influence of this indicator has a high impact in the short term. In the medium and long
term, the key factor will be the scientific potential and the capacity for discovery, which
allows us to use a rough estimate of this indicator due to the specificities of the model.
Afterwards, based on the above conditions established for the model, the forecast was
divided by time intervals into short-term (up to 5 years), medium-term (up to 10 years), and
long-term (up to 15 years) forecasts. Due to the structure of the model, a certain segment
of the formula presented above will affect the formation of each forecast. The first one is
responsible for the short-term perspective, which does not take into account the potential of
scientific discoveries, assuming that the development of the industry in this case is brought
only by projects launched into implementation, since any innovative pilot project requires
investment and is most often implemented in a much longer time frame. In the medium-
term, for which the second item is responsible, scientific potential appears, showing that
some designs that are in the pilot status can become full-fledged projects in the end and
significantly affect the non-conventional renewable energy sector. In the long term, some
discoveries are possible in each of the non-conventional renewable energy sectors, which
was taken into account in the form of a probabilistic function of the opening potential.
Within the framework of the baseline scenario for the development of non-conventional
renewable energy sources, the probability had the pattern of a Gaussian distribution, and
the number of cycles according to the Monte Carlo method was 1000 iterations. Figure 9
illustrates the rates of NCRES development over the years.

 

Figure 9. Forecast of RES development until 2035.
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This graph reveals that some industries are developing more monotonously than
others; for example, the SPP industry has a strong dependence on the emergence of new
technologies. In our country, the industry has received extensive development, including
scientific, which allows us to conclude the possibility of new discoveries in this sector
of non-conventional renewable energy sources. Moreover, for all industries mentioned
above as a whole, exponential development is typical, which may be a consequence of
a favorable climate for the development of these areas in the long term, but this forecast
is not completely accurate, since at the moment the risks of drastic structural change are
not taken into account, which can seriously affect the further development of the industry.
For forecasting purposes, it is not enough to rely solely on the current parameters of the
system, since unforeseen events may occur in the future that may affect the development
of a particular sector of non-conventional renewable energy sources. In this regard, it
is necessary to introduce an additional risk correction parameter, estimated by PESTLE
analysis using a fuzzy logic tool, which makes it possible to obtain a quantitative risk value,
which will be taken into account in the presented model by shifting the distribution in
the generator relative to normal, which seriously affects the change in the results after
calculation by the Monte Carlo method. It should be noted that this study does not take into
account the influence of solar cycles and global warming when predicting the development
of solar and wind energy generation technologies.

Thus, it was revealed that the solar and wind energy industries are promising, as
they have high potential for development at the moment. Within the SPP industry, a large
development potential was identified, which allows us to expect high growth rates in the
next 7–10 years. The industries of wave and tidal power plants will not become widespread
due to the lack of large-scale projects being implemented, as well as new technologies that
could help increase their efficiency. The growth rate of other industries (small hydroelectric
power plants, geoPPs, bioelectric power plants, and the production of electricity from
waste) will remain at an average level, due to their low level of development and the
specificity of use of similar non-conventional renewable energy technologies. However, it
is worth noting the systemic importance of BioEP, as a fundamental development vector
from a technological point of view. The resource specificity of these technologies makes
them universal, which largely determines their prospects. Therefore, it is necessary to
study the information scientific environment of the solar, wind, and bioenergy industries.

4. Discussion

The conducted research allows us to assert that the dynamics of the development of
existing NCRES in many respects confirms the conclusions of previous studies, and the
primary driver of development is indeed environmental issues [6]. The conclusions of the
study [8] were fully confirmed—the key technologies at the moment are solar and wind
power plants. This fact indicates the extremely high importance of the climate change
factor in the mediation of the development of renewable energy sources. Moreover, it is
these technological areas that are currently being actively integrated into existing energy
systems. At the same time, the dynamics of the development of technologies based on
the use of hydrogen [9,10] or gas [11] is much less intense. The reason for this may be
the logistic specifics of using these technologies, as well as the risk specifics. At the same
time, only the analysis of the information environment will make it possible to establish
the significance of the development of digital technologies within the framework of the
development of NCRES [7].

In order to study the areas and topics related to non-conventional renewable energy
sources, the most promising in the context of the study, it was decided to analyze the articles
and research papers published over the past 3 years. Sciencedirect.com, an aggregator
of scientific works, was chosen as the fundamental source of information. This site has
several significant advantages over its analogue: only works from reputable journals and
periodicals are published on the resource; it presents the results of research from around
the world; and it is possible to fine-tune the scope of the search, which was used to simplify
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the process of collecting and processing information. It is also necessary to note that articles
aggregated within the framework of this source require mandatory detailed reviewing,
which in turn does not exclude generalized and low-quality materials from the analytical
array. It is also necessary to take into account the openness of these materials. This model
was created to predict renewable capacity in an energy system, using a system theory to
describe such a complex concept. Calculation of exact values for Russia’s united energy
system requires some simplifications in the data that are estimated. Citation rate was used
to calculate science potential, because it represents the paper’s popularity and relevance
among other scientists. To account for the connection between articles and real-life projects,
authors used correlation between technology in articles and real projects of companies that
includes this technology. Citation rate was also used to calculate probability of discovery.
However, in this case only the most valuable articles were considered (which have a citation
rate of more than 50; value was calculated according to articles that were most influential
in renewables in the past). To confirm the connection between new discoveries and their
practical state, correlation between developed technologies and articles was used. This data
were collected across the whole dataset and the model proved to be accurate according to
series of statistical tests that were mentioned in 2nd block.

Since the key task of this stage of the research is the cluster analysis of tokens obtained
during the processing of scientific papers on several main topics related to non-conventional
renewable energy sources, a set of keywords should be chosen for each topic assessed.
Search topics are selected according to their industry relevance. Consequently, tokens on
the topics of solar, wind, and bioenergy will be researched. The fundamental difference
between aggregators of scientific articles in comparison with search engines familiar to a
modern person is that, due to the variety of articles, one list of keywords can get results
from completely different areas of scientific research, which will be clearly demonstrated
below. Accordingly, when choosing a set of keywords to form a sample of scientific articles,
it requires accuracy in terminology and compliance with a strict limit on the number of
selected words. The situation is also complicated by two additional factors: first, differences
in the terminology of the Russian and English languages in the energy industry significantly
limit the choice that allows you to maintain the accuracy of the query; secondly, when
using automated methods of data processing, it is rather difficult to weed out scientific
papers that do not correspond to the meaning, if their keywords match the request. As a
result, the following keywords were chosen for data collection: for SPP—“solar power”,
for WPP—“wind power”, for BioEP—“biogas energy”.

As for the methods of processing the obtained data, for this work we chose an auto-
mated analysis of information using the Python 3 programming language, since, thanks to
the almost unlimited possibilities of creating functions and programs, Python 3 allows you
to create the most convenient analytic tools. This language was chosen because of its sim-
plicity, the ability to run and test the program’s performance in the process of writing code,
as well as wide support from the community and the abundance of additional libraries
that are perfect for analyzing both quantitative and qualitative information.

The program code has been divided into three parts for ease of editing and executing.
The first part performs an automated entry to the site, selection of keywords, and loading
the titles of all found articles into a separate *.xlsx file. For these purposes, in addition to
the basic Python functions, the selenium, BeautifulSoup and time libraries were used. The
selenium library, originally created to test the operation of browsers, today is often used
for scraping—the process of automated collection and processing of data from the Internet.
BeautifulSoup allows you to turn a page on the Internet into a set of text for the subsequent
selection of the desired data by “tags”—elements of the code of a web page written in the
html language. Time library—for setting delay timers for some program actions.

The next step was the transformation of the obtained data into a set of words for
analyzing the frequency of mentioning various terms. For this, the following libraries
were imported: nltk with different extensions—for tokenization (dividing text into words),
lemmatization (highlighting the original form of a word to simplify aggregation and

189



Sustainability 2021, 13, 12919

analysis), and removing words without independent meaning (prepositions, conjunctions,
articles)); the re library for extracting the title and individual words from the corresponding
parts of the web page code; and pandas—for the formation of datasets and their subsequent
study. Since language analysis requires fine tuning for automated functioning, several
variables were introduced containing a list of designations for the key parts of speech and
the choice of a list of stop words (words that have no independent meaning).

The last part of the code is the calculation of the frequency distribution of each token.
For this, the collections library was used, which allows one, in particular, to count the total
number of mentions of each word in the titles of articles. Thus, the final distribution file
was generated.

The final stage of data processing before analysis was sorting the received tokens by
frequency and excluding insignificant parts of the sample. For research purposes, those
tokens are considered insignificant if the frequency of their mention is less than 13 times.
Additionally, the tokens with the highest frequency of mention, as well as the keywords
used for the search, are removed from the selection, since they have no meaning. Thus, for
each area of data collection, a list of words was formed, with a volume of about 100 units,
each of which was divided into clusters, according to the meaning of each of the tokens.

Based on the analysis results, the following conclusions can be drawn:
1. The most popular research topic related to all analyzed non-conventional renewable

energy technologies is electricity generation and its technologies. For SPP, the correspond-
ing tokens occupy about 6% of the sample (127 references), for WPP—about 2% of the
sample, BioEP—4%. However, each of the industries has its own characteristics: articles on
solar technologies place the greatest emphasis on photocatalytic decomposition as the main
technology and works on wind energy place emphasis on a comparative analysis of existing
technologies of wind power plants and solar power plants. In terms of bioenergy research,
it mentions different ways to obtain fuels from biomaterials, accounting for 3.6% of the
sample. Additionally, in the works analyzed, great emphasis is placed on the disclosure of
different types of fuel resources or resources suitable for the mass production of biofuels.
So, 6.7% (241 references) of the sample are tokens associated with this aspect.

2. Hydrogen energy is an integral part of almost all discussions related to the topic of
non-conventional renewable energy sources. This fact is reflected in the research papers
studied: each of the three samples contains references to hydrogen energy in varying
degrees—from 1 to 1.5% of the sample. However, articles on bioenergy also contain
descriptions of several technologies for hydrogen production: steam conversion, reforming,
and gasification. Thus, it can be concluded that the discussion of bioenergy in the world
scientific community is closely related to the production of hydrogen.

3. One of the important points in research on the topic of non-conventional renewable
energy sources is also the ecological component of the relevant technologies. So, articles
about SPP contain references to ecological tokens in the amount of 2% of the sample, WPP—
3.2%, BioEP—an outstanding 5.4%, which is not surprising, given the lower environmental
friendliness of bioenergy from the public point of view.

4. Another common theme for the three industries is accumulation systems, which
occupy 2–3% of the sample for WPP, SPP, and BioEP. Based on this fact, it can be concluded
that scientific community is highly interested in the issues of leveling and stabilizing the
generation of non-conventional renewable energy sources using various storage devices,
such as pumped storage power plants, battery complexes, and other technologies and
resources, such as, for example, hydrogen, which was mentioned above.

5. It is also worth noting that scientific works on wind energy stand out from the rest
because of the abundant interest in the issues of forecasting production. In particular, it is
proposed to do this using neural networks, the mentions of which occupy about 1.5% of the
sample. This trend was noticed only in this industry, which suggests the development of
research directions, the results of which allow expanding the list of economically efficient
wind generation regions in the future.
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Thus, according to the results of this study, it can be concluded that the development
process of the selected technological areas is extremely differentiated, which indicates
fundamentally different technological development problems. The current gap in scientific
knowledge is associated not with the lack of a unified position regarding the prospects for
the development of renewable energy sources, but with the technological uniqueness of
each of the selected areas. The technologies of solar and wind power plants are the most
researched, which led to their dynamic development. At the moment, it is the technologies
of solar and wind power plants that are developing in the context of practical use and, as a
result, integration into existing energy systems.

5. Conclusions

Based on the conducted study using the tools of regression analysis, as well as quan-
tification and clustering of the information environment, the features of the development
of technological trends characteristic of the development of NCRES were identified. The
main technologies that can influence the traditional electric power system are WPP, SPP,
and bioenergy. The proposed mathematical model, with the help of which it is possible to
assess the development of NCRES and its mutual influence on the existing energy system,
considers the results of assessing the development of scientific potential and the potential
for discovery. Since all the identified factors differ in time in terms of their impact, it is
proposed to take into account the specificities of applying the forecasting model for the
short, medium, and long term, namely projects at the stage of implementation, scientific
potential, and the potential of discoveries. A high degree of application reliability of the
proposed model for certain technologies of NCRES was demonstrated.

Based on the results of the study, models have been created for predicting the devel-
opment of NCRES for the short, medium, and long term, which makes it possible to form
an action plan to ensure a reliable and uninterrupted supply of consumers, taking into
account the existing electric power system. This goal has not previously been considered
separately using data on scientific potential and potential for discovery. The authors con-
sider it important to note the versatility of the approach to forecasting the development of
NCRES in a specific power system with the simultaneous planning of measures to ensure
energy security. The obtained results contribute to the elimination of the current knowledge
gap associated with non-systematic research in the field of integration of modern energy
generation technologies based on renewable energy sources into existing energy systems
and form the basis for further research in this area, potentially allowing us to significantly
increase the sustainability of energy systems. As key limitations, it is worth noting that
this study does not take into account the influence of solar cycles and global warming
when predicting the development of solar and wind energy generation technologies, and
also that the results of the analysis of the information environment can be interpreted in
different ways. However, despite the existing limitations, the results obtained are of a
multilevel theoretical and applied nature. The results can be used to develop plans for the
development of the electric power system of the regions and the country as a whole.
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