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Preface to ”Empowering Communities, Beyond

Energy Scarcity - BIWAES 2021 Biennial International

Workshop Advances in Energy Studies”

Energy is a fundamental resource for societal and economic metabolisms; not only do we need

energy, but we clearly need to address crucial questions about its use (energy to do what? energy

from where?) and appropriate management (top-down vs. bottom-up energy policy making). As

is well known, a new kind of energy scarcity is occurring, not only due to limited abundance,

but increasingly due to environmental constraints and trade-offs, as well as unequal availability

worldwide and market prices. Achieving sustainable economies and shared wellbeing calls for

an urgent re-framing of the energy problem toward a balanced mix of solutions. The latter

include technological improvements, use of energy resources consistent with their thermodynamic

properties, a selection of environmentally friendly sources and carriers, suitable approaches to the

monitoring of impacts, efficiency measures with rebound control, lifestyle equity and reduction of

energy poverty, decrease in wasteful habits, recognition of environmental limits on a limited planet,

and careful management of the energy-water-food-environment nexus.

Sergio Ulgiati, Hans Schnitzer, and Remo Santagata

Editors
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“If we talk of promoting development, what have we in mind: goods or people?” [1]

1. A Collaborative Network of Scientists and Social Communities

Since the year 1998, a series of Advances in Energy Studies Workshops (BIWAES) have
aimed to sharpen scientific focus and build a critical mass and collaborative network among
scientists and social communities researching energy and energy-related wellbeing. The
workshop was hosted by different countries (Italy, Brazil, Spain, Austria, India, Sweden).
The 2008 workshop (Towards a Holistic Approach Based on Science and Humanity) was
held in Graz, Austria [2] The 2021 BIWAES occurred in Graz, as a Special Session of the
ERSCP2021, European Roundtable on Sustainable Consumption and Production [3].

This workshop aimed to gather all potential players in the energy field, to share
knowledge and practices, regulations and roadmaps, as well as integrating and promoting
different ways of looking at energy solutions. If successful, this pattern may finally help so-
ciety to move beyond fossil fuels, overcome energy scarcity and environmental degradation,
and prevent the exclusion of important sources of understanding and knowledge.

2. Interdisciplinary Evaluations

The energy problem cannot be addressed using only thermodynamic or technolog-
ical terms. As was shown in previous editions of BIWAES, a deeper understanding of
trends, solutions and policies can only be achieved by converging the efforts of different
disciplinary sectors, so that economic, social, environmental, cultural and psychological
expertise can converge into an innovative picture of local and larger communities, towards
a shared well–being.

3. Old and New Consumers

After COP 21 in Paris [4], the promotion of international agreements on climate change
and societal attention to the sustainable use of energy and resources continued to increase.
Energy and environmental security are major problems facing our global economy. The
increased growth, although this was recently slowed down by the Covid pandemic, and
the demands for welfare and well-being made by developed and developing countries,
have placed increased pressure on energy resources. A large fraction of “new consumers”
in developing countries, mainly concentrated in megacities, strive to access commodity
and energy markets worldwide, thus boosting energy consumption and competition for all
kinds of resources.

Energies 2022, 15, 4106. https://doi.org/10.3390/en15114106 https://www.mdpi.com/journal/energies1
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4. Energy Planning

Fossil fuels contributed heavily to climate change and planetary instability. Their
supply is governed by dynamic political, economic and ecological factors, independently
of the sometimes-questioned estimates about the remaining storage. However, renewable
energies are not exempt from environmental and management problems, which make
their use questionable, and they are not yet available everywhere. Not all energies have
the same quality and environmental costs. They also differ in their extraction, processing,
use, turnover time, and land and water demands. This means that energy planning is
a challenge, which reaches beyond the achieved or achievable technological progress.
We cannot disregard the fact that all energy sources (both renewable or nonrenewable)
have pros and cons; their use affects the environment and quality of life to different but
non-negligible extents.

However, energy is a fundamental resource for societal and economic metabolisms;
not only do we need energy, but we clearly need to address crucial questions regarding its
use (energy to do what? energy from where?) and appropriate management (top-down vs.
bottom-up energy policy-making).

5. A New Energy Scarcity

As is well known, a new kind of energy scarcity is occurring, not only due to its limited
abundance, but due to environmental constraints and trade-offs, its unequal availability
worldwide and the market prices. The latter also affects the spread of renewables and
energy-efficiency efforts and programs. The achievement of sustainable economies and
shared well-being calls for an urgent re-framing of the energy problem towards a balanced
mix of different solutions, including technological improvements, a use of energy resources
that is consistent with their thermodynamic properties, a selection of environmentally
friendly sources and carriers, suitable approaches to monitoring the impacts, efficiency
measures with rebound control, lifestyle equity and reductions in energy poverty, decrease
in wasteful habits, recognition of environmental limits in a limited planet, and careful
management of the energy–water–food–environment nexus. A deeper understanding of
these crucial aspects, including ways to address them in our production and consumption
patterns, may help us develop qualitative growth and sustainable lifestyles, beyond the
illusion of unlimited energy availability and technological fixes.

6. Empowering Communities

Who is in charge of energy solutions? Scientists and technology experts have pro-
vided important contributions within research, business and policy-making frameworks.
However, some top-down solutions have not always shown an ability to fully address the
needs of communities, nor have they promoted stakeholders’ and citizens’ participation in
tailored solutions for different situations. It may be time to integrate top-down and bottom-
up efforts, in order to benefit from community insight and knowledge (from regional,
urban, neighborhood and condominium realities, rural organizations, and developing
communities worldwide), and find needs and solutions that are visible to local realities and
not easily visible to experts and policy-makers.

7. Well-Being

Well-being, at the level of local or larger-scale communities, is not only linked to
decreasing fossil energy use and energy scarcity. Instead, well-being is deeply linked to
lifestyles, community services, fair relations among ages, social levels, professional cate-
gories, and stakeholders, towards the satisfaction of primary needs (access to food, decent
housing, suitable mobility, and an appropriate and rewarding job), as well as lifestyles
that offer each individual access to quality growth, such as culture, social relations, leisure,
recognition, and empowerment. Although we cannot claim that energy is the solution to all
world problems, we are well aware that energy is one of the most important developmental
drivers. Too many countries suffer from energy poverty, due to insufficient, inadequate,

2



Energies 2022, 15, 4106

expensive or unequal energy supply. There is energy behind the water supply, food
production, urban and extra-urban mobility, housing, health, education, communication,
democracy and, ultimately, well-being [5].

Awareness of the planetary limits calls for equity policies based on resource-sharing,
education, understanding, happiness, and peace. A radical change in the business-as-usual
paradigm is needed to allow for people to develop within the Earth’s biophysical limits.
The further that business-as-usual is allowed to go, the more difficult it will be to reverse
this process.
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Abstract: As a result of the increase in city populations, and the high energy consumption and
emissions of buildings, cities in general, and buildings in particular, are the focus of attention for
public organizations and utilities. Heating is among the largest consumers of energy in buildings. This
study examined the influence of the income of inhabitants on the consumption of energy for heating
and the CO2 emissions in city buildings. The study was carried out using equivalized disposable
income as the basis for the analysis and considered the economies of scale of households. The results
are shown per inhabitant and household, by independently considering each city. Furthermore, to
more clearly identify the influence of the population income, the study was also carried out without
considering the influence of the climate. The method was implemented in the case of Spain. For
this purpose, Spanish cities with more than 50,000 inhabitants were analyzed. The results show
that, both per inhabitant and per household, the higher the income of the inhabitants, the greater
the consumption of energy for heating and the greater the emissions in the city. This research
aimed to help energy utilities and policy makers make appropriate decisions, namely, planning for
the development of facilities that do not produce greenhouse gases, and enacting laws to achieve
sustainable economies, respectively. The overall aim is to achieve the objective of mitigating the
impact of emissions and the scarcity of energy resources.

Keywords: energy consumption for heating; CO2 emissions; income; buildings; cities; Spain

1. Introduction

1.1. Overview

In 2014, 54% of the world’s population lived in cities, and it is projected that by
2050, that number will reach 67%. In Europe and North America, more than 80% of the
population will live in cities [1]. Currently, between 60% and 80% of energy is consumed
in cities where, in addition, CO2 emissions account for 75% of the total [2]. From this
perspective, buildings are the most important energy consumers in cities, in both the
residential sector and the tertiary sector (businesses and activities that provide services
but do not produce goods, such as banks, stores, government buildings, etc.). These
sectors are responsible for the consumption of 36% of energy and the production of 40%
of emissions [3]. The two usual forms of energy consumption in buildings are electrical
and thermal in the form of natural gas [4], which is used for heating [5]. Specifically, this
form of energy accounts for 45% of energy consumption in the OECD [6]. These factors
highlight the importance of city buildings for both policy makers and utilities, in terms of
legislation for more efficient consumption of energy and lower production of emissions,
and appropriate planning of facilities using renewable energy to mitigate the scarcity of
energy resources, respectively.

At the global level, this importance is reflected in the Sustainable Development Goals
of the United Nations [7]. Specifically, Goal 11 is exclusive to cities: make cities and human
settlements inclusive, safe, resilient, and sustainable. However, the above issues are also

Energies 2021, 14, 4531. https://doi.org/10.3390/en14154531 https://www.mdpi.com/journal/energies5
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reflected in Goals 7 (regarding the use of renewable energies), 12 (regarding sustainable and
responsible use), and 13 (regarding the reduction of CO2 emissions) [2]. At the European
level, The European Green Deal was established to make Europe a climate neutral continent
by 2050 [8]. In addition, Next Generation EU, a EUR 750 billion recovery plan, has been
launched, in which buildings are among its priority fields of action [9]. This plan focuses
on The European Green Deal and is also a response to the COVID-19 pandemic, which has
mainly affected cities [10].

1.2. Literature Review

The main focus of this research is the consumption of energy for heating in the form
of natural gas, and its relationship with population income and CO2 emissions. For this
reason, the following review of the literature was carried out in terms of these three
perspectives, the relationship between them, and the novelty of this study in relation to the
existing research.

Studies have examined the more efficient use of energy in buildings and the reduction
in their emissions. The importance placed on these issues by society is reflected in the
increase in the number of these studies. Thus, in the period from 2007 to 2017, their
number increased from 9 to 82 [11]. Building envelopes and their influence on energy
consumption have been investigated in different types of buildings, namely, non-residential
buildings [12]; residential buildings in rural [13] or urban [14] areas; and low-income
houses [15]. The conclusion is that by improving the thermal insulation of the building
envelope, energy consumption is reduced. The relationship between buildings and the
health of occupants has also been studied. Inadequate indoor temperatures imply poor
health, and particularly respiratory, cardiovascular, and mental health disorders [16].

Thermal energy in the form of natural gas is commonly used for heating in build-
ings. Conclusions can thus be drawn about how to reduce natural gas consumption and
emissions. The studies carried out on this type of energy have been focused on predicting
its daily demand at a global level [17], and at the level of a particular sector, such as
residential [18] or residential and commercial [19] sectors. Artificial neural networks [20]
and learning methods [21] are among the methods most commonly used to undertake
demand prediction.

Gross domestic product (GDP), rather than the income of the population, is usually
included in the variables used to make these predictions. Because GDP is a more general
variable than income, it does not allow analysis at a more specific level of detail. However,
the income variable has been used to analyze the detail of the thermal conditions of the
low-income segment in some countries [22].

Regarding the use of GDP, certain studies have used the GDP variable to predict
demand, although it is usually used with others, such as price [23], heating degree days [24],
population [25], and urbanization [26]. Other studies analyzed the influence of different
variables on each other, such as gas consumption and GDP. The conclusion they reached is
that the elasticity of gas demand is very low; that is, consumers do not respond to price
changes by adapting their consumption or using other sources of energy [27].

Regarding CO2 emissions, studies have examined the emissions produced in buildings
in general, without specifically examining those that come from heating. Studies that have
taken natural gas into account as an energy source have analyzed the emissions produced
in distributed generation projects [28], or the differences in emissions when district heating
systems or heat pumps are used for heating in buildings [29].

However, as was the case with consumption, most studies that analyze emissions
have focused on the influence of different variables on each other. Among these, rather
than income, GDP has again been used, but in this case, it has been related to energy
consumption in general [30–32], and few studies have related it to gas consumption in
particular [33]. Population is another of the commonly used variables. In two studies
comprising a group of 83 countries [34] and the OECD countries [35], the results show that
the higher the income, the greater the emissions.

6
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The geographical scope of the studies is relatively wide, and does not focus on local
detail. At the country level, household emissions in Ireland [36], and France and the
USA [37], have been investigated. The conclusion of both studies is that the higher the
income, the greater the emissions. Other studies at the national level have been carried
out for China [38] and a group of 170 countries [39]. However, analysis of emissions at
the city level has only been carried out for 10 cities considering technical and geophysical
factors [40]. In addition, the complete CO2 emissions of the households of four Chinese
cities, in both their urban and rural areas, have been analyzed. The conclusions indicate
that emissions are higher in urban areas than in rural areas [41].

The above review indicates that, to the best of the knowledge of the authors, the
previous studies have not addressed the analysis of energy consumption for heating and
its CO2 emissions in cities using the approach undertaken in the current research: at the
income level of the population, considering the cities independently, and eliminating the
influence of the climate. Hence, the authors consider this study to be novel.

1.3. Aim of the Research

The importance for energy consumption and CO2 emissions of cities in general, their
buildings in particular and, more specifically, thermal energy for heating, is highlighted in
this research. It is necessary to know the starting point to allow governments and utilities
to take the appropriate measures to reduce energy consumption and emissions, and plan
the necessary infrastructure to achieve this. For this purpose, cities must be considered
to be independent elements of study, rather than being treated with a single criterion for
the application of the same solution to all cities. For this reason, this study focused on the
energy consumption related to heating in city buildings and the emissions they produce.
To allow analysis and comparison of the cities as independent elements, the inhabitants
and households are used as basic units, and the energy consumption for heating of all
the buildings in the city is assigned to these units. For this purpose, the consumption
corresponding to non-residential buildings is also distributed among the inhabitants and
households. This is because the purpose of non-residential buildings is to fulfill the needs
of the city’s residents, and the number of these buildings is proportional to the number of
inhabitants.

The methodology used in the study is based on other classical approaches that have
been used recently [42–45], and on others that are based on the creation of synthetic popu-
lations [46]. These approaches use aggregated public data to represent the population of
each city in a simplified manner. The practical application of the method was implemented
for the 145 Spanish cities, considered individually, with more than 50,000 inhabitants.

The main contributions of this paper are to: analyze energy consumption for heating
and related emissions in buildings; study energy consumption and related emissions based
on the income of building inhabitants; analyze the results at the inhabitant and household
level; consider all of the cities of a country separately rather than in aggregate form; and
eliminate the influence of the climate on the results. To the best of the authors’ knowledge,
a similar investigation has not been carried out previously.

The paper is structured as follows: Section 2 presents the proposed methodology; the
application of the method to the case of Spain, in which the scope is defined as cities with
more than 50,000 inhabitants, is shown in Section 3; in Section 4 the results are presented
and discussed; finally, Section 5 summarizes the findings with respect to the study’s aims.

2. Method

The sequence followed in the proposed method was: first, define the study area;
second, define the criteria for selecting the cities under study; third, classify cities according
to the income of their inhabitants; fourth, determine the consumption of thermal origin
of the buildings, per inhabitant and per household (it should be recalled that energy for
heating usually has a thermal origin in the form of natural gas); fifth, eliminate the influence
of the climate on consumption; and sixth, calculate the CO2 emissions produced by this

7
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consumption. Because the climate is a variable that notably influences the consumption
of heating, this influence was eliminated. In addition, other variables can also influence
energy consumption: population density, income of its inhabitants, characteristics of the
house, age of buildings, etc. However, their elimination is beyond the scope of this study.
All of the data used was publicly accessible and, where possible, of governmental origin.
The aim was that the obtained results would provide individualized information for each
city. Thus, the information relating to the energy consumed by each city allowed the
determination of the power demand for each city, and thus the corresponding level of
emissions and the requirement for energy from renewable sources to reduce the city’s
emissions. Figure 1 presents the methodological approach.

Figure 1. Methodological approach.

2.1. Classification of Cities by Income of Their Inhabitants

First, the geographical area of interest was selected, which could be as large as desired.
The cities to be studied and that met a certain criterion of interest were chosen. This criterion
could include the number of inhabitants, the possible saturation of its infrastructure, etc.
Next, each city was assigned a certain income value of its inhabitants, thus allowing a
segmentation of that income. This was based on different criteria, such as the National
Minimum Wage (NMW) or a relationship to it.

To perform the analysis, the main statistical data of thermal consumption for each
group of cities were studied:

Mean:

Ei =
∑j Eij

ni
(1)

Standard deviation:

si =

√√√√∑ij
(
Eij − Ei

)2

(ni − 1)
(2)

Median:

Mediani =
[

ni+1
2

]
th term if the total number of the elements is an odd number,

otherwise Mediani =
(

ni
2 )th term +(

ni
2 +1)th term

2

(3)

where ni is the number of cities that belong to group i; Ei is the mean energy consumed
in group i; Eij is the energy consumption of city j, which is in group i; si is the standard
deviation of the energy consumed in the cities of group i. The consumption of thermal
energy and cities’ consumption were listed in ascending order to calculate the median.
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Furthermore, to analyze the variations in consumption, an index was defined. A
similar index for monthly electric energy consumption was defined in [47]. The income
variation index (IVI) was defined as follows:

IVIi = Ei/E (4)

where IVIi is the index of the group of cities that have size i, Ei is the energy consumption
mean value of group i, and E is the mean energy consumption of all cities (of all groups).
This index allows visualization of the variations of each group of cities, and identification
of those with the highest and lowest consumption.

A common reference was selected to make the comparison between the city groups.
For this purpose, different possible criteria may be used. The most basic is the income per
inhabitant. However, equivalized disposable income is another possible criterion. Because
this research was carried out both per inhabitant and per household, in the opinion of the
authors, the latter criterion is more appropriate and was therefore used in the analysis.

2.2. Equivalized Disposable Income

Households are characterized by a certain economy of scale depending on the number
of members and the ages of the people who form it. This is considered in the concept of
equivalized disposable income, which also considers total household income after taxes.
Each household was assigned an equivalent size, which is the sum of the weights of all
of the members of a given household. The weight of each member was calculated using
the modified OECD equivalence scale. This scale attributes the following weights to each
member: 1 to the first adult, 0.5 to the other adults in the household, and 0.3 to those under
14 years of age. Finally, equivalized disposable income was calculated by dividing the
household’s total income from all sources by its equivalent size. Using the equivalized
disposable income of each household, it is possible to obtain that corresponding to the
city. Thus:

ES = ni + 0.5 nj + 0.5 nk (5)

EDI = ∑i Income
ES

(6)

where ES is the equivalent size, ni is equal to 1 for the first adult in the household, nj is the
total number of people over 14 years of age minus 1, nk is the number of people under 14
years of age living in the household, and EDI is the equivalent disposable income.

Therefore, it is necessary to have access to data on inhabitants per household and their
ages, and on disposable income per inhabitant and city. Note that, hereinafter, the word
income is used to refer to the equivalized disposable income.

2.3. Thermal Energy Consumption

Energy consumption for heating in homes is produced almost exclusively by means
of thermal energy in the form of natural gas. The pressure at these supply points is equal
to or less than 4 bar. The official data that are usually published for this supply pressure do
not distinguish between whether these consumption points are residential, commercial, or
administrative office buildings. In addition, stores and administrative offices exist in a city
to fulfill the needs of its inhabitants. For this reason, it was decided to carry out the study
by distributing the energy consumed in these non-residential buildings among all citizens.
Therefore, the allocated energy consumption includes both that consumed in households
and that of stores and administrative offices. All information from public databases was
processed to obtain the necessary data for the investigation.

2.4. Elimination of the Influence of Climate

Climate is a parameter that significantly influences energy consumption in cities [48].
Energy consumption varies depending on the climate [49]. To better analyze the influence
of income on consumption for heating, the influence of climate can be eliminated. For this

9



Energies 2021, 14, 4531

purpose, each city must be assigned a climate, for which the city must be geographically
located on the climate map of the study area. Subsequently, the mean consumption of the
climatic zone to which it belongs must be identified.

The correction is made by a factor [43] as follows:

Kci = Ec/Eci (7)

where Eci is the mean energy consumed in the climate zone i; Ec is the mean energy
consumed in all cities studied; and Kci is the correction factor by which each city will
be affected according to its climate. Finally, the energy consumption of the city must be
corrected. The correction factor is applied to the energy consumed by each city according
to the climatic zone in which it is located.

2.5. CO2 Emissions

CO2 emissions are obtained based on energy consumption in buildings. Therefore,
based on the information obtained on energy consumed, it is possible to determine the
emissions.

3. Application of the Method to the Case of Spain

The case of Spain is presented as an application of the proposed method. As a study
area, Spain as a whole was considered. The data used were those corresponding to the year
2016. The study cities were those with more than 50,000 inhabitants. These represent more
than 50% of the Spanish population [50]. Knowledge of the consumption of thermal energy
and the emissions they produce will allow correct planning of infrastructure to cover
future needs, in addition to promoting ad hoc measures to reduce energy consumption
and emissions in each city.

3.1. Classification of Study Cities

In Spain there are 145 cities with more than 50,000 inhabitants. For each of these, the
income of its inhabitants, its thermal energy consumption, and its CO2 emissions were
considered. The cities were separated into five groups based on the mean income value of
their inhabitants. This value was assigned to each of the cities. NMW was chosen as the
basis for segmentation and its value in 2016 amounted to EUR 7429.97 per year [51]. Initially,
a division into groups based on a differentiation at 0.5 NMW was studied. However, this
resulted in a highly unbalanced number of cities per group. The number of cities with
income between 2 and 2.5 NMW was much higher than the remainder. To achieve a more
balanced number of cities per group, groups with different multiples of the NMW were
established. Thus, the difference between some groups is 0.5 NMW and in others it is
1 NMW.

Cities with incomes less than 2 times the NMW form Group 1; those between 2 and
2.5 times the NMW form Group 2; Group 3 comprises those with income between 2.5 and
3 times the NMW; Group 4 includes those whose inhabitants have incomes between 3 and
4 NMW; finally, the cities with incomes greater than 4 NMW make up Group 5. The cities
that make up each group, arranged alphabetically, are shown in Table 1.

Normally, the information on the average income of the inhabitants is provided in the
databases, and is the situation in Spain. Alternatively, if information corresponding to the
median income was available, rather the average, this could be used instead.
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Table 1. Classification of cities according to their equivalized disposable income.

Equivalized Disposable
Income

Cities

Group 1: income less than
2 times the NMW

Alcalá de Guadaíra, Alcoy/Alcoi, Arona, Arrecife, Benalmádena, Benidorm, Chiclana de la Frontera,
Dos Hermanas, Ejido (El), Elche/Elx, Elda, Estepona, Fuengirola, Gandía, Jerez de la Frontera,

Linares, Línea de la Concepción (La), Lorca, Marbella, Mijas, Motril, Orihuela, Parla, Puerto de Santa
María, Roquetas de Mar, San Bartolomé de Tirajana, San Fernando, San Vicente del Raspeig, Sanlúcar

de Barrameda, Santa Coloma de Gramenet, Santa Lucía de Tirajana, Talavera de la Reina, Telde,
Torremolinos, Torrent, Torrevieja, Utrera, Vélez-Málaga,

Group 2: income between
2 and 2.5 times the NMW

Albacete, Alcalá de Henares, Alcorcón, Algeciras, Alicante/Alacant, Almería, Aranjuez, Arganda del
Rey, Ávila, Avilés, Badajoz, Badalona, Cáceres, Cádiz, Cartagena, Castellón de la Plana, Ceuta,

Ciudad Real, Collado Villalba, Córdoba, Cornellà de Llobregat, Coslada, Cuenca, Ferrol, Fuenlabrada,
Getafe, Gijón, Granada, Guadalajara, Huelva, Huesca, Jaén, Las Palmas, Leganés, L’Hospitalet de
Llobregat, Lleida, Logroño, Lugo, Málaga, Manresa, Mataró, Melilla, Mérida, Molina de Segura,

Mollet del Vallès, Móstoles, Murcia, Ourense, Palencia, Palma de Mallorca, Paterna, Pinto,
Ponferrada, Pontevedra, Prat de Llobregat (El), Reus, Rubí, Sabadell, Sagunto/Sagunt, Salamanca,
San Cristóbal de la Laguna, Sant Boi de Llobregat, Santa Cruz de Tenerife, Segovia, Sevilla, Siero,

Terrassa, Torrejón de Ardoz, Torrelavega, Valdemoro, Valencia, Vigo, Viladecans, Vilanova i la Geltrú,
Vila-Real, Zamora

Group 3: income between
2.5 and 3 times the NMW

A Coruña, Barakaldo, Burgos, Cerdanyola del Vallès, Girona, Granollers, Irún, León, Oviedo,
Pamplona/Iruña, Rivas-Vaciamadrid, San Sebastián de los Reyes, Santander, Santiago de

Compostela, Tarragona, Toledo, Valladolid, Zaragoza

Group 4: income between
3 and 4 times the NMW

Alcobendas, Barcelona, Bilbao, Castelldefels, Getxo, Madrid, San Sebastián/Donostia,
Vitoria/Gasteiz

Group 5: income greater
than 4 times the NMW Boadilla del Monte, Majadahonda, Pozuelo de Alarcón, Rozas de Madrid (Las), Sant Cugat del Vallès

3.2. Thermal Energy Consumption

Data for the study were obtained from the Ministry of Economic Affairs and Digital
Transformation. Those corresponding to population and cities were taken from the Spanish
National Statistics Institute [52], and those for consumption were taken from the National
Commission on Markets and Competition [53].

3.3. CO2 Emissions

Directive 2010/31/UE of the European Parliament and the Council of 19 May 2010
was issued in 2010 by the European Union. This directive establishes energy performance
of buildings, based on which, Spain established the emission factor for natural gas at 0.252
t CO2/MWh [54].

4. Results and Discussion

4.1. Sample of Study

The study area considered comprised Spain and, separately, the 145 cities with more
than 50,000 inhabitants. The consumption of energy for heating in buildings was studied.
The data obtained from public sources were processed to obtain the conclusions of the
investigation. Five groups of cities were defined based on the NMW.

The number of cities in each group is presented in Figure 2. Almost 80% of the cities
have incomes lower than 2.5 times the NMW, of which the cities with NMW between 2 and
2.5 are the most numerous. The number of cities decreases as the NMW of their inhabitants
increases, with those corresponding to incomes greater than 4 NMW the least numerous.
Regarding the population of cities, almost half of the inhabitants have incomes between 2
and 2.5 times the NMW (Group 2) and almost 25% have incomes between 3 and 4 times the
NMW (Group 4), despite accounting for only 5% of cities. Cities with fewer inhabitants are
those with incomes greater than 4 NMW (Group 5), for which the number of inhabitants is
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less than 2% (Figure 3). The main statistical data of population and households are shown
in Table 2. Both have a similar behavior.

 
Figure 2. Number of cities of each group.

 
Figure 3. Population of each group of cities.

Table 2. Statistical data by population and household of each group of cities.

POPULATION NUMBEROF HOUSEHOLDS

Equivalized
Disposable Income

Total Mean Std. Dev. Median Maximum Minimum Total Mean Std. Dev. Median Maximum Minimum

Group 1 3,310,409 87,116 38,473 76,624 228,675 52,620 1,220,128 32,109 13,571 29,249 83,182 18,927
Group 2 11,954,158 157,292 140,553 104,380 787,808 50,334 4,517,519 59,441 53,452 41,936 312,339 17,901
Group 3 2,960,859 164,492 142,846 112,815 664,938 57,723 1,188,755 66,042 59,001 46,331 269,347 21,470
Group 4 5,841,470 730,184 1,116,856 216,673 3,182,981 65,954 2,345,167 293,146 445,649 90,617 1,262,282 23,811
Group 5 392,954 78,591 17,530 85,605 95,071 51,463 122,900 24,580 5963 26,291 29,937 15,434

4.2. Energy Consumption per Group

Statistical data of the energy consumed in cities, in MWh per year, are shown in
Table 3. Group 4 has the highest consumption, although it has half the population of Group
2, which has the next highest, but similar, consumption. These are followed by Group 3
which, although it has a population similar to that of Group 1, has a consumption that is
almost five-fold higher. The final group is that with incomes above 4 NMW, which has a
similar consumption, despite having a population 10-fold lower than that of Group 1. The
total consumption of each group, in GWh per year, and the of the mean groups, are shown
in Figure 4.
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Figure 4. Mean energy consumption by group of cities.

Table 3. Statistical data of consumption of the groups.

MWh/Year

Equivalized
Disposable

Income
Total Mean Std. Dev. Median Maximum Minimum

Group 1 1,501,718 39,519 67,369 19,955 354,793 0
Group 2 14,435,580 189,942 171,343 140,476 643,146 0
Group 3 6,815,922 378,662 400,478 234,313 1,627,614 78,422
Group 4 15,059,610 1,882,451 3,062,082 550,718 8,969,965 140,304
Group 5 1,045,547 209,109 47,470 200,928 267,920 145,028

4.3. Energy Consumption per Household

Table 4 presents the statistical data of the consumption per household of each group,
in MWh per year, and Figure 5 shows the mean values and the mean consumption of
all the groups. Consumption increases as income increases, and the group of cities with
incomes greater than 4 times the NMW has the highest consumption. With the exception
of the group of cities with incomes below 2 NMW, the groups have a higher value than the
median. The difference between the consumption of the group with less than 2 NMW and
that of the remainder is marked. Thus, the next highest group, Group 2, consumes almost
four-fold that of Group 1, and that with the highest consumption, Group 5, consumes more
than seven-fold that of Group 1. The consumption of the highest income group is more
than 35% greater than that of the next highest.

Table 4. Statistical data of household consumption.

MWh/Year

Equivalized
Disposable Income

Mean Std. Dev. Median Maximum Minimum

Group 1 1.11 1.57 0.69 8.29 0.00
Group 2 3.89 2.72 4.36 8.43 0.00
Group 3 5.53 2.15 5.67 8.65 1.94
Group 4 6.29 1.63 5.79 8.80 4.44
Group 5 8.46 1.17 8.99 9.16 6.38
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Figure 5. Mean energy consumption per household by group of cities.

Consumptions was analyzed using the IVI index defined in Section 2.1. Figure 6
presents the variation of the index in the groups. The higher the income in the cities, the
higher the index and, therefore, the consumption. The lowest value of the index is 0.3 in
the group with incomes less than 2 times the NMW; that is, consumption in these cities is
70% lower than the average consumption. On the contrary, cities with incomes greater than
4 times the NMW have an index value of 2.32; that is, their consumption is 132% higher
than the average. Therefore, there is a consumption difference of more than 200% between
the cities with the highest and lowest consumption values.

 
Figure 6. Variation of the IVI index for energy consumption per household by group of cities.

In conclusion, the higher the income, the higher the consumption per household.

4.4. Energy Consumption per Inhabitant

To calculate consumption per inhabitant, the value of consumption per household in
each city was used. Furthermore, the number of inhabitants per household in each city
was determined. Using these data, the information corresponding to energy consumption
per inhabitant was calculated.

The main statistical data of the consumption per inhabitant of each group, in MWh per
year, are shown in Table 5, and the mean values and the mean consumption of all the groups
are presented in Figure 7. As in the case of energy consumed per household, the higher the
income in the cities, the higher the consumption. Similarly, only the consumption of cities
with incomes less than 2 NMW is less than the mean consumption. In this case, the greatest
difference between groups occurs between Groups 1 and 2; consumption is three-fold
greater in Group 2. Consumption of the group with the higher income is six-fold greater.
Therefore, the differences between the groups are somewhat smaller than in consumption
per household.
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Table 5. Statistical data of inhabitant consumption.

MWh/Year

Equivalized
Disposable Income

Mean Std. Dev. Median Maximum Minimum

Group 1 0.41 0.55 0.26 2.82 0.00
Group 2 1.48 1.00 1.76 3.28 0.00
Group 3 2.18 0.82 2.13 3.64 0.81
Group 4 2.48 0.64 2.28 3.76 1.88
Group 5 2.68 0.31 2.82 2.82 21.3

Analyzing the variations in consumption using the IVI index (Figure 8), it is once
again found that, as income increases in city groups, consumption increases. In this case,
the increase with respect to the previous group of cities is less pronounced. The index in
Group 1 is 0.3, equal to that in the case of households, whereas in Group 5 it is 1.94 and,
therefore, lower than that in the case of households, which is 2.32.

Therefore, the higher the income, the higher the consumption per inhabitant.

 
Figure 7. Mean energy consumption per inhabitant by group of cities.

 
Figure 8. Variation of the IVI index for energy consumption per inhabitant by group of cities.

4.5. Energy Consumption without the Influence of Climate

The climate influences the energy consumption in each city. To analyze the influence
of the income of the inhabitants on the energy consumption, without being masked by
another important variable, the influence of the climate was eliminated. For this, the 145
analyzed cities were located on the climate map of Spain. Thus, each city was assigned
a climate zone. Using the research carried out in [49], the consumption per household
(Figure 9) and per inhabitant (Figure 10) of each city as a function of its climate were
identified.
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Figure 9. Mean energy consumption per inhabitant by climate zone.

 
Figure 10. Mean energy consumption per household by climate zone.

Considering the consumption of the cities calculated in Sections 4.3 and 4.4, and
the consumption based on the climate of each city, the consumption of the cities per
household and inhabitant was obtained without the influence of the climate. Thus, Table 6
and Figure 11, and Table 7 and Figure 12, show the main statistical parameters and mean
consumption, according to the income of each group, per household and inhabitant,
respectively.

Table 6. Statistical data of household consumption without the influence of climate.

MWh/Year

Equivalized
Disposable Income

Mean Std. Dev. Median Maximum Minimum

Group 1 1.59 1.76 0.80 7.39 0.00
Group 2 3.67 2.35 3.48 7.47 0.00
Group 3 4.63 1.62 4.60 7.23 1.87
Group 4 5.62 0.98 5.68 7.33 4.30
Group 5 6.50 0.89 6.11 8.09 5.96

The conclusions regarding the consumption per household obtained by eliminating the
influence of the climate are similar to those obtained previously: the higher the income, the
higher the consumption. However, the differences, although large, are not as pronounced,
and are about half the magnitude of the previous values. Thus, the group with the highest
income has a consumption that is more than three-fold higher than the group with the
lowest income. In addition, the consumption of the group with incomes above 4 NMW is
15% higher than that of the next highest. A similar result is found with the lowest income
group compared to the next highest, for which the difference is more than double.
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Figure 11. Mean energy consumption per household by group of cities without the influence of
climate.

Table 7. Statistical data of inhabitant consumption without the influence of climate.

MWh/Year

Equivalized
Disposable Income

Mean Std. Dev. Median Maximum Minimum

Group 1 0.60 0.64 0.33 2.69 0.00
Group 2 1.39 0.87 1.48 2.69 0.00
Group 3 1.79 0.62 1.81 2.69 0.72
Group 4 2.17 0.44 2.05 2.69 1.66
Group 5 2.09 0.33 1.94 2.69 1.94

 
Figure 12. Mean energy consumption per inhabitant by group of cities without the influence of
climate.

This also occurs when analyzing the results obtained per inhabitant by eliminating
the influence of the climate: higher income implies higher consumption. The differences
between the different groups of cities are approximately half those that existed without
eliminating the influence of the climate. However, a difference is observed in the groups
with incomes greater than 3 times the NMW. In this case, their consumption values are
very similar, and those of Group 4 are only 3% higher than those of Group 5.

4.6. CO2 Emissions

In accordance with the method presented in Section 3.3, Spain established the emission
factor for natural gas at 0.252 t CO2/MWh. Therefore, once the demand for this type of
energy is known, its emissions can be obtained. In this section, the emissions produced by
heating in cities are analyzed according to the income of their inhabitants. As undertaken
previously, emissions are analyzed with and without the influence of the climate.
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Figures 13 and 14 present the CO2 emissions by households and inhabitants, respec-
tively. In both cases, a similar behavior is observed: the higher the income, the higher the
emissions. Regarding household emissions, only cities with incomes less than 2 times the
NMW have emissions below the mean, and are 70% lower. On the contrary, cities with
incomes above 4 NMW produce the most emissions, which are almost 90% higher than
the mean. In addition, the jumps that occur between Groups 1 and 2, and between Groups
4 and 5, are greater than that in the groups who have incomes between 2 and 4 times
the NMW.

Emissions per person display a similar behavior to those of households. However, the
difference in emissions between Groups 1 and 2 is significantly more pronounced, and the
emissions of the latter are almost four-fold higher than those of the former. By comparison,
the increase in emissions among higher income groups is less pronounced than in the case
of households. Regarding their comparison with respect to mean emissions, the group with
the lowest emissions, Group 1, and the group with the largest, Group 5, have a behavior
similar to that of households.

 
Figure 13. Mean CO2 emissions per household by group of cities.

 
Figure 14. Mean CO2 emissions per inhabitant by group of cities.

Emissions per household and inhabitant, after eliminating the influence of the climate,
are reflected in Figures 15 and 16, respectively. In this case, a similar behavior is once again
evident: cities with higher incomes produce higher emissions. In both cases, only the cities
with incomes below 2 NMW produce emissions lower than the mean, and furthermore,
these cities have a greater difference with respect to the emissions of the upper group of
cities. In the case of emissions per household, the growth between groups is approximately
linear. In the case of emissions per inhabitant, growth among groups with incomes between
2 and 4 NMW is also approximately linear. However, cities with more than 4 NMW produce
slightly fewer emissions than those in the group of cities between 3 and 4 times the NMW,
although the difference is 3%.
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Figure 15. Mean CO2 emissions per household by group of cities without the influence of climate.

 
Figure 16. Mean CO2 emissions per inhabitant by group of cities without the influence of climate.

5. Conclusions

More than 50% of the world’s population lives in cities, and that share is expected to
exceed two-thirds by 2050. In certain areas, the urbanized proportion of the population is
even larger. Furthermore, buildings consume more than 35% of energy and produce 40%
of CO2 emissions. In particular, heating is among the uses that consumes the most energy,
accounting for almost 50%, and produces the most emissions. Hence, cities in general, and
buildings in particular, have significant importance for both public administration and
utilities. This is even more so due to the COVID-19 pandemic, by which cities have been
the most affected. Cities and buildings are important to public administrators because they
are responsible for legislating to achieve sustainable development goals, and to utilities
because they must plan infrastructure for the proper functioning of the cities.

Because of the importance of heating in buildings, this paper presents a method to
analyze the influence of the income of city inhabitants on consumption and its related
emissions. The study was carried out at the city level and was based on equivalized
disposable income, which was used to consider the economies of scale of households.
The method selected cities in a geographic area and grouped them based on the national
minimum wage. The study was carried out using households and inhabitants as the basic
unit. The energy consumed in all of the buildings of each city was distributed among all of
its inhabitants and all of its households. In addition, to more clearly analyze the influence
of income, the influence of climate was removed. For this purpose, it was necessary to
locate each city on a climate map of the study area and thus assign it to a climate zone. To
facilitate the analysis, an index was introduced.

The method was applied to 145 Spanish cities with more than 50,000 inhabitants. The
inhabitants of the cities and the members of the households were identified, in addition to
the heating energy consumed in all of the buildings. The results show that the higher the
income, the higher the consumption for heating and the higher the emissions, at both the
household and the inhabitant levels. Subsequently, the climate of each city was identified,
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and the study was carried out by eliminating the influence of the climate on the city. The
results obtained again confirm the same finding: the higher the income, the higher the
consumption and the higher the emissions.
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Abstract: For informing future energy policy decisions, it is essential to choose the correct social
discount rate (SDR) for ex-ante economic evaluations. Generally, costs and benefits—both economic
and environmental—are weighted through a single constant discount rate. This leads to excessive
discounting of the present value of cash flows progressively more distant over time. Evaluating
energy projects through constant discount rates would mean underestimating their environmental
externalities. This study intends to characterize environmental–economic discounting models cal-
ibrated for energy investments, distinguishing between intra- and inter-generational projects. In
both cases, the idea is to use two discounting rates: an economic rate to assess financial components
and an ecological rate to weight environmental effects. For intra-generational projects, the dual
discount rates are assumed to be constant over time. For inter-generational projects, the model is
time-declining to give greater weight to environmental damages and benefits in the long-term. Our
discounting approaches are based on Ramsey’s growth model and Gollier’s ecological discounting
model; the latter is expressed as a function of an index capable of describing the performance of a
country’s energy systems. With regards to the models we propose, the novelty lies in the calibration
of the “environmental quality” parameter. Regarding the model for long-term projects, another
innovation concerns the analysis of risk components linked to economic variables; the growth rate
of consumption is modelled as a stochastic variable. The defined models were implemented to
determine discount rates for both Italy and China. In both cases, the estimated discount rates are
lower than those suggested by governments. This means that the use of dual discounting approaches
can guide policymakers towards sustainable investment in line with UN climate neutrality objectives.

Keywords: energy policy investments; cost-benefit analysis; social discount rate; dual discounting;
energy transition index

1. Introduction

Nowadays, energy policies are a key governmental instrument for achieving economic,
environmental, and social objectives, encouraging sustainable development, providing
environmental protection, and containing greenhouse gas emissions (GHG) [1]. In this
respect, the path to energy transition—increasingly advocated for by governments—is
driven by investment programmes whose effects often manifest themselves in the long
term; these include energy infrastructure and the pricing of environmental externalities
such as carbon emissions [2]. Thus, choosing more sustainable investments means making
intertemporal decisions. Such choices involve trade-offs between benefits and costs that
occur at different times [3]. It follows that a critical issue in environmental and resource
economics is the choice of social discount rate (SDR), as it significantly influences the
outcome of a cost–benefit tests [4,5]. A social discount rate reflects a society’s relative
assessment of well-being today versus well-being in the future [6]. The SDR allows the
costs and benefits that an investment generates over time to be weighted to make them
economically comparable. It is therefore a fundamental parameter for being able to express
an opinion on the economic performance of an investment project whenever the analysis is
conducted from the point of view of a public operator or of the community [7].
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Choosing an appropriate social discount rate is crucial for cost–benefit analysis. Choos-
ing too high a social discount rate could preclude the realization of many desirable public
projects for society, in terms of extra-financial repercussions. Conversely, setting an SDR
that is too low would risk steering investment decisions towards economically inefficient
investments. Furthermore, a relatively high social discount rate ends up giving less weight
to the benefit and cost streams that occur in progressively more distant times, favouring
projects with benefits that occur at the beginning of the analysis period [8].

The choice of social discount rate affects both the ex-ante decision that allows the test-
ing of whether a specific public sector project deserves funding, and the ex-post evaluation
of its performance [9].

The issue of discounting is also crucial for energy efficiency projects. In this case,
investors must weight higher initial costs against future energy savings [10]. There are two
aspects of energy projects that need to be addressed: Firstly, these are investments that
have multiple extra-financial effects on the community, so their effectiveness is more of
a social nature rather than a specifically financial one. Secondly, the time perspective is
very long for some initiatives [11]; see, among others, the European Green Deal projects,
with targets for 2050 [12], or energy transition programmes to curb global warming, whose
effects last for centuries [13].

To guide the decision-making process towards efficient investments that respect the
defined programmatic guidelines, it is necessary to attribute a greater ‘value’ to the extra-
financial effects that the intervention initiatives generate on the community in the analysis.
According to Kula and Evans [14], in a moment of strong environmental stress like the one
we are experiencing, environmental effects should be discounted separately and differently
from economic impacts. In particular, the challenge today is to fix the discount rate for
environmental effects at a rate that reaches either a natural capital depletion rate that
maximises the utility of consumption of current and future generations, or the preservation
of natural capital. One cannot assume a common discount rate for both natural and
man-made capital, since natural capital is finite, while man-made capital is unlimited.
So, there should be two discount rates. On the contrary, the two discount rates can only
coincide if the demand for ecosystem goods and services does not exceed the ecosystem’s
regenerative ability.

The aim of this paper is to propose an innovative economic–environmental (or dual)
discounting approach in which environmental externalities are weighted at a different and
lower rate than that used for strictly financial cash-flows. This is possible because the social
welfare function (SWF), from which the social discount rate derives, is no longer only a
function of consumption—and therefore of economic parameters—but also of environ-
mental quality. With this research, we want to define a dual discounting specification for
energy projects. Specialising the discounting rate according to the investment sector can
lead to a fairer and more equitable allocation of resources [11,15]; specifically, to consider
the performance of the energy systems of individual countries, the variable “environmental
quality” is defined as a function of the Energy Transition Index (ETI) [16].

In addition, we distinguish between intra-generational energy projects (or those with
short-term effects) and inter-generational energy projects (or those with long-term effects).
In the first case, we define a dual discounting approach based on time-constant environmen-
tal and economic discount rates. In the second case, both discount rates—environmental
and economic—are based on a time-declining structure. The use of constant discount rates
for projects with long-term implications would end up excessively contracting the present
value of progressively more distant costs and benefits over time.

This paper is divided into the following four sections: Section Two first proposes a
review of the relevant literature. Section Three defines the theoretical framework of the two
environmental–economic discounting models. In Section Four, we implement the models
defined to estimate constant and declining discount rates, with reference to both the Italian
and Chinese economies. Section Five concludes and discusses energy policy implications.
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2. Literature Review

The social discount rate (SDR) plays a critical role in cost–benefit analysis (CBA). The
SDR allows the comparison of socio-economic costs and benefits—expressed in monetary
terms—in order to make a judgement on the efficiency of a project, programme, or pol-
icy [17]. This judgement is summarised by performance indicators such as the economic
net present value (ENPV). This indicator is a measurement of an investment’s marginal
utility for ‘present’ society [18,19]:

ENPV =
Bt − Ct

(1 + SDR)t (1)

In which Bt and Ct represent, respectively, the benefits and costs arising at time t;
1/(1 + SDR) is the discount factor. (1) shows that as the discount rate increases, the present
value of net benefits decreases, as they become more distant from the time of valuation.

The effect of the contraction of the present value of cash flows is a crucial issue when
the objects of analysis are long-lived projects, whose effects extend for at least 30–40 years
and therefore involve more than one generation [6]. In the valuation of intergenerational
projects, such as those with environmental impacts, the choice of appropriate discount rate
involves the additional challenge of taking intergenerational equity into account [9,20].

This is one of the main reasons why there is still no consensus on the discount rate to
be used in valuations. The issue becomes even more complex when environmental effects
make large contributions and mainly occur in the long run.

The literature review shows that the most widely used approach to estimate the
discount rate is the social rate of time preference (SRTP) [21,22]. According to this approach,
the social welfare function (SWF) depends on the utility U(c) of income or consumption c
alone. In the formula:

SWF =
∫ ∞

t=0
U(c t) e−ρtdt (2)

SWF is dependent on the following parameters: U(c t), which represents the utility
that society derives from public and private per capita consumption at time t; e−ρt is
the discount factor that allows the incremental utility resulting from an additional unit
of consumption at time t to be weighted; ρ represents the rate at which future utility is
discounted. This last parameter is also called the pure rate of time preference. In order to
determine the discount rate that society should apply to incremental consumption, it is first
necessary to estimate the discount factor by maximising the SWF. If W denotes the integral
of equation 2, then the derivative of W with respect to consumption in period t represents
the discount factor and can be interpreted as the social present value of an incremental
unit of consumption in period t [21]. The social discount rate is equal to the proportional
rate of decrease in this discount factor over time. In other words, this parameter—also
called SRTP—is the rate at which the value of a small increment of consumption falls as
time changes. It is shown that the SRTP is a function of two components [9]. The first is ρ,
the pure time preference rate (or the utility discount rate). ρ reflects the importance that
society attaches to the welfare of the current generation relative to the welfare of the future
generation. The second contribution is the product of the elasticity of the marginal utility
of consumption η and the growth rate of per capita consumption g. This product shows
that an additional unit of consumption for a future generation has a lower utility value
than an incremental unit of consumption for the current generation [8]. The formula:

SRTP = ρ + η × g (3)

(3), also known as the Ramsey formula, depends only on economic parameters and is
time-constant, i.e., it leads to estimating a constant discount rate throughout the analysis
period. Therefore, according to some authors, this approach fails to properly consider
environmental externalities, which often occur in the long term. In this regard, Emmerling
et al. [23] argue that the climate goals of the Paris Agreement (2015) can only be achieved
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by employing very low discount rates, such as the one estimated by Stern [24]. Similarly,
van den Bijgaart et al. [25] and van der Ploeg and Rezai [26], using analytical integrated
assessment models (IAMs), reveal that the discount rate is a key factor in the social cost of
carbon. Gollier [27] proposes an extension of the Ramsey formula for projects with long-
term effects, e.g., investments for climate change that reduce greenhouse gas emissions.
The assumption is that the consumption level in SWF is uncertain and that fluctuations
in consumption growth are distributed independently and normally. According to these
assumptions, (3) becomes:

SRTP = ρ + η × μg − 0.5 × η2 × σ2
g (4)

where μg and σ2
g are respectively the consumption growth rate mean and variance.

0.5 × η2 × σ2
g is the precautionary term and indicates the planner’s intention to save

more now in favour of future benefits. This term, called “precautionary”, summarizes the
uncertainty of the growth rate of consumption and determines a reduction in the value of
the discount rate [18,27]. Luo et al. [3] demonstrate that non-diversifiable idiosyncratic risk
reduces the discount rate and increases the present value of the uncertain future benefits of
projects.

Other scholars suggest the use of dual discounting approaches, whereby environmen-
tal components are weighted at a lower “ecological” rate than the “economic” rate, which
is useful for assessing strictly financial costs and revenues [14,28–31]. This means that the
economic net present value (ENPV) is given by the sum of two rates:

ENPV =
n

∑
t=0

Ft

(1+ rc)
t +

n

∑
t=0

Et

(1+ rq
)t (5)

where: Ft and Et indicate, respectively, the annual economic cash flows and net envi-
ronmental benefits at time t; rc represents the consumption discount rate (or economic
discount rate); rq is the environmental quality discount rate (or more simply environmen-
tal discount rate), with rq < rc. In other words, the environmental and social damages
and benefits generated by the project, after being transformed into monetary terms, are
discounted using rq. While the economic benefits and costs are assessed through the
rc [18,20,27]. The formulas for estimating rc and rq are derived in the following section, via
Formulas (7) and (8).

Another branch of the literature proposes the use of time-declining discount rates
to give more weight to distant project effects than is the case when using time-constant
discount rates [32–36]. Two methods are used to estimate the declining discount rate (DDR):
The expected net present value approach and the consumption-based approach. For both,
the theoretical assumption is to include an uncertainty factor in the time-structure of the
discount rate. In the ENPV approach, the same discount rate is modelled as an uncertain
parameter, while in the consumption-based approach, the uncertainty concerns the growth
rate of consumption which appears in the Ramsey formula.

With reference to the first approach, Weitzman [6] shows that estimating ENPV with
an uncertain but constant discount rate is equivalent to computing net present value (NPV)
with a certain but decreasing “certainty equivalent” until it reaches the minimum possible
value at time t = ∞. Thus, if the discount rate is modelled as a stochastic variable, we can
first estimate the certainty equivalent discount factor, then the corresponding certainty
equivalent discount rate, understood as the exchange rate of the expected discount factor
or rate of progression from t to t + 1.

According to Gollier’s consumption-based approach [18,27,29], the absence of a suffi-
ciently large dataset covering the growth process of the economy in the long run implies
that parameters μ and σ of (3) can be treated as uncertain. It is then assumed that the
consumption log follows a Brownian motion with trend μ(θ) and volatility σ(θ). These
values depend on parameter θ, which is uncertain at time 0. These assumptions allow us to
transform (3) into a time-declining function.
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Weitzman’s [6,32] findings guided the UK and France to adopt discount rates with a
declining structure for projects with long-term consequences [37,38]. The U.S. Environmen-
tal Protection Agency [39] has also followed suit.

Finally, recent studies analyse the need to use a specific discount rate for environ-
mental sectors and services. Baumgärtner et al. [31] show that ecosystem services should
be discounted at significantly lower rates than those used to weight consumer goods.
Vazquez-Lavín et al. [40], with reference to projects aimed at preserving biodiversity in
marine protected areas in Chile, estimate a declining SDR for eco-system services. Muñoz-
Torrecillas et al. [41] estimate an SDR to be employed in the appraisal of afforestation
projects in the United States.

With specific reference to the energy sector, Steinbach and Staniaszek [42], Kubiak [10],
and Poudineh and Penyalver [2] offer a review of social discount rates for energy transition
policies and their implications for decision-making. Foltyn-Zarychta et al. [11] consider
employing a lower discount rate than that suggested by the government, as energy policy
planning horizons are generally very long. The US Department of Energy (DOE) evaluates
a rate of 3% for energy conservation and RES projects. The estimate is based on long-term
Treasury bonds, averaged over a 12-year period [42].

The following Table 1 summarises the main literature studies concerning approaches
to estimating the discount rate.

Table 1. Literature review on the social discount rate.

Literature Branch References

Constant and single discounting [8,21,43–50]
Declining discounting [3–7,17,20,32–36,51]

Dual discounting [14,18,28,30]

Specific discount rate per investment
sector/area of intervention

Energy systems [11,42]
Application for different investment sectors [15]
GHG emissions [23]
Ecosystem Services [31,40]
Afforestation Projects [41]

Considering the framework outlined, this research intends to characterise new ap-
proaches for estimating SDR for use in economic evaluations of energy interventions and
policies. As the literature review shows, there is a lack of studies proposing both constant
and declining dual models specifically for the economic evaluation of energy projects.
Thus, building on the existing literature, we define a new discounting model in which
environmental quality is described as a function of an energy transition index. Specifically,
we define: (i) a constant-dual discounting model for intra-generational energy projects,
whose effects can be assessed over a thirty-year period. In this case we define an environ-
mental and an economic discount rate, which are constant over time; (ii) a declining-dual
discounting model for inter-generational investments, i.e., those with appreciable effects
over the long run. In the second case, however, we define an environmental discount and
an economic discount, both with a declining structure over time; this is possible because
we take macroeconomic risks into account in the modelling.

3. Modelling the Social Discount Rate for Energy Policies

In this section, we characterise discounting models that can fairly account for the
environmental impacts of energy policies, both short- and long-term. Section 3.1 focuses on
the model for estimating discount rates for intra-generational energy projects, i.e., invest-
ments whose impacts occur over a period of at most thirty years. Section 3.2 defines the
discounting model for energy projects with long-term effects for which inter-generational
equity issues need to be considered.

Both models are based on the use of discount rates, that are lower for discounting
environmental externalities than rates which weight only the strictly economic components.
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This is because the mathematical structure of the discount rate is a function not only of
consumption, but also of environmental quality. The latter is, for the first time, expressed
as a function of the Energy Transition Index (ETI), to orient decision-making towards
investments increasingly in line with climate neutrality goals.

The model for energy intra-generational projects proposes the use of time-constant
rates. This is legitimate as the contraction effects on the present value of cash flows are
acceptable for time intervals limited to 20–30 years. Instead, in the case of investments
with long-run effects, inter-generational equity issues are addressed by using rates with a
declining structure over time. Otherwise, long-term environmental damage and benefits
would be underestimated, or not considered at all in the analysis.

3.1. A New Discounting Model for Energy Intra-Generational Projects

Our approach to discount the effects of intra-generational projects in the energy field
is based on Ramsey’s growth model [47] and Gollier’s ecological discounting model [29].

Gollier [29,51] proposes discounting the environmental components of investment
at a different and lower rq than the rc needed to weight the strictly financial effects. To
derive useful rates discounting different costs and benefits at different time horizons,
it is necessary to consider a representative agent consuming two goods whose avail-
ability evolves stochastically over time. This is possible by extending Ramsey’s rule
(Equation (3)—taking into account the degree of substitutability between the two goods
and the uncertainty surrounding economic and environmental growth. The rate at which
environmental impacts should be discounted is in general different from the rate at which
monetary benefits should be discounted. It is shown that, under Cobb–Douglas certainty
and preferences, the difference between the economic and ecological discount rates is equal
to the difference between the economic and ecological growth rates.

More specifically, it is assumed that the utility function Ut also depends on environ-
mental quality qt as well as consumption ct, i.e., Ut = U(ct, qt). In addition, since the
environment tends to deteriorate over time, an incremental improvement in environmental
quality will be more valuable to future generations than to current ones. Assuming again
that ct is a partial substitute for environmental quality, economic growth has a positive
impact on the ecological discount rate, potentially offsetting the effect of environmental
deterioration. If the substitutability is limited, the effect of environmental deterioration
dominates economic growth. This leads to a low ecological discount rate that allows
environmental assets to be preserved.

Based on the assumptions introduced, the inter-temporal SWF becomes the sum of
the utilities derived from both consumption ct and environmental quality qt:

SWF =
∫ ∞

t=0
U(ct, qt)· e−ρtdt (6)

To derive the economic discount rate and the environmental discount rate, we assume
that environmental quality is a deterministic function of economic performance: qt = f(ct).
Common sense implies that environmental quality is a decreasing function of GDP per
capita, but this is much debated in scientific circles. For this reason, it is permissible
to assume the following monotone relationship qt = ct

ρ, where ρ can be either positive
or negative. If we assume that qt follows a geometric Brownian motion, we obtain an
analytical solution for rc and rq . Without going into the analytical demonstration of the
formulae, for which we refer to Gollier [29], it should be noted that deriving U(ct, qt) with
respect to consumption ct, we have the function describing the economic discount rate rc:

rc = ρ + [η1 + δ · (η2 − 1)] · [g1 − 0.5 · (1 + η1 + δ · (η2 − 1)] · σ11 (7)

Deriving U(ct, qt) with respect to environmental quality qt, we obtain the ecological
discount rate function rq :

rq = ρ+[(δ · η2+η1− 1)] · [g1− 0.5 · (δ · η2+η1)] · σ11 (8)
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(7) and (8) show how rc and rq depend on: (i) socio-economic parameters, such
as the time preference rate ρ, risk aversion to income inequality η1, the growth rate of
consumption g1, the uncertainty of the consumption growth rate σ11 in terms of the
mean square deviation of the variable; (ii) environmental variables, such as the degree of
environmental risk aversion η2 and the elasticity δ of environmental quality to changes in
the growth rate of consumption g1. The estimation of each parameter is detailed at the end
of this section.

The aim of this research is to propose discount rates that adequately account for the
costs and benefits of energy investments. The main novelty of the model is therefore the
modelling of environmental quality qt, which for the first time is defined as a function of
the Energy Transition Index (ETI). The index, estimated by the World Economic Forum
(WEF), provides a framework to compare and support countries in their energy transition
needs, considering their current energy system performance and the readiness of their
macroeconomic, social, and regulatory environment for transition. The index, which
summarises 40 different indicators, is currently available for 114 countries. The scores show
that while 92 countries have risen their score over the last 10 years, only 10% of countries
have been able to reach consistent gains, which are necessary to achieve climate targets for
the next decade.

According to the World Economic Forum report ‘Fostering Effective Energy Transi-
tion [16], even as countries continue in their progress in clean energy transition, it becomes
necessary to embed the transition in economic, political, and social practices to ensure
irreversible progress. For this reason, it is essential to introduce a variable into the math-
ematical structure of the discount rates that sees the progress of countries on the path to
energy transition. This introduces an acceptance criterion that can guide decision-making
towards those projects that are in keeping with climate neutrality goals to be achieved by
2030 and 2050.

Defining qt = f(ETI), we can derive the value of the elasticity δ of environmental quality
to changes in the growth rate of consumption as follows. Let c1 be the GDP per capita of
a country and c2 the relative ETI. The slope of the regression line that correlates the two
parameters GDP per capita and ETI corresponds to the value of δ. It follows that a different
definition of environmental quality may allow the model to be adapted to the assessment
of project categories other than energy projects.

In the following, the approaches to estimate the parameters that make up (7) and (8)
are defined.

With reference to socio-economic variables, the time preference rate ρ is the sum of (i)
l, which coincides with the average mortality rate for a country—this is because individuals
tend to discount future utility according to the probability of being alive at the time of the
decision; and (ii) r, or the pure time preference rate. This parameter reflects the irrational
behaviour of individuals in making choices about the distribution of resources over time
and is generally between 0 and 0.5% [49,50].

The elasticity η1 of the marginal utility of consumption represents the percentage
change in marginal utility resulting from a unit change in consumption [51]. It is a measure
of risk aversion to income inequality, and it is estimated using the formula proposed by
both Stern [52] and Cowell et al. [53]:

η1 =
log (1 − t)
log (1 − T

Y )
(9)

(9) is a function of t, the marginal tax rate, and T/Y, the average tax rate.
The growth rate of consumption g1 expresses the degree of wealth in society and it is

generally at the average growth rate of a country’s GDP per capita [46,48].
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Finally, a further environmental parameter is η2, which represents the degree of envi-
ronmental risk aversion. It can be expressed as a function of the consumption expenditure
η* to be allocated to environmental quality, considering that 10% < η * < 50% [29,54,55]:

η∗ = η2 − 1
η1 + η2 − 2

(10)

3.2. A New Discounting Model for Energy Inter-Generational Projects

To provide the “right” weighting for the environmental effects of energy projects and
policies in the long run, a dual and diminishing discounting approach is proposed. In other
words, the structure of the two functions of the discount rate, economic and environmental,
defined in the previous section begins decreasing over time.

This can be done by considering macroeconomic risk, i.e., we assume that the growth
rate of consumption g1 is a risky variable. To do this, we must first analyse the variable’s
trend over time, then define the probability distribution that best approximates the histori-
cal data. From the probability distribution of g1 thus obtained, we derive the probability
distributions of the unknowns rc and rq. From these parameters we then derive the values
of the economic and environmental discount rates for each of the n years of the analysis
period.

The next step is to move from the two uncertain and constant discount rates rc and
rq, which coincide with the expected value of the probability distributions obtained, to
certain but decreasing rates with a ‘certainty equivalent’. This is possible by using the
expected net present value (ENPV) approach, according to which, assessing the ENPV
with an uncertain but constant discount rate is correspondent to evaluating the NPV with
a certain rate, but diminishing with a ‘certainty equivalent’ until it has the minimum value
at time t = ∞ [33]. In order to move from the uncertain and constant discount rate to the
certain but decreasing discount rate with a ‘certainty equivalent’, it is first necessary to
assess the economic discount factors Ec(Pt) and environmental discount factors Eq(Pt), and
then rct and rqt:

rct =
Ec(Pt)

Ec(Pt + 1)
− 1 (11)

rqt =
Eq(Pt)

Eq(Pt+1)
− 1 (12)

In (11) Ec(Pt) is calculated using the following formula:

Ec(Pt)= Ec

[
m

∑
i=1

prci· e(−rci t)

]
(13)

where rci is the value of the i-th economic discount rate, resulting from the probability
distribution of rc; pci = probability of the i-th value of rc; m = intervals of discretization of
probability distributions rc and rq;

In (12) Eq(Pt):

Eq(Pt)= Eq

[
m

∑
i=1

prqi· e(−rqi t)

]
(14)

In which rqi is the value of the i-th environmental discount rate, deriving from the
probability distribution of rq; pqi = probability of the i-th value of rq.

4. Application: Estimation of SDRs for Italy and China

The approaches described in Sections 3.1 and 3.2 are implemented below to estimate
discount rates for intra- and inter-generational energy projects for two very different
economies: Italy and China. This is to demonstrate how: (i) the model can be applied to
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any territorial context; (ii) different social, economic, and environmental conditions lead to
significantly dissimilar results.

4.1. Estimation of Constant and Dual Discount Rates for Italy and China

In the following we detail the estimation of the socio-economic and environmental
parameters in (7) and (8).

The time preference rate ρ is a function of the mortality-based discount rate l and the
pure time preference rate r. The first parameter, l, corresponds with the time-averaged
mortality rate of the country. Since this rate undergoes small variations over time, it is
considered correct to consider data from the last 30 years. l is estimated using mortality
rates for the period 1991–2020 given by ISTAT for Italy and by the World Bank for China.
Table 2 below shows the result of the calculations.

Table 2. Mortality rates for Italy and China over the 30-year period 1991–2020.

Year 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 Decade average rate
Death rate Italy (%) 0.97 0.96 0.97 0.97 0.98 0.97 0.98 1.00 0.98 0.98 0.98
Death rate China (%) 0.67 0.66 0.66 0.64 0.66 0.66 0.65 0.65 0.65 0.65 0.66

Year 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 Decade average rate
Death rate Italy (%) 0.96 0.98 1.02 0.95 0.98 0.96 0.98 0.99 1.00 0.99 0.98
Death rate China (%) 0.64 0.64 0.64 0.64 0.65 0.68 0.69 0.71 0.71 0.67 0.67

Year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 Decade average rate
Death rate Italy (%) 1.00 1.03 1.00 0.98 1.07 1.00 1.04 1.05 1.05 1.06 1.03
Death rate China (%) 0.71 0.72 0.72 0.72 0.71 0.71 0.71 0.71 0.73 0.74 0.62

Thirty-year average rate Italy (%) 1.00

Thirty-year average rate China (%) 0.68

The result for Italy is l = 1.00%, in line with the estimations obtained by Percoco [46]
and Florio and Sirtori [48]. For China l = 0.68%. This lower value compared to Italy is the
effect of lower mortality rates over the 30-year period.

The pure time preference rate r is positive and reflects the irrational behaviour of
individuals in making choices about the distribution of resources over time. As suggested
by both Pearce and Ulph [49] and Evans and Kula [50], 0 < r < 0.5% and is assumed to be
0.3%. It follows that:

ρItaly = 1.00% + 0.3% = 1.30%;

ρChina = 0.68% + 0.3% = 0.98%.

By implementing (9) we calculate the elasticity η1 of the marginal utility of consump-
tion. Using the data of the marginal t and average T/Y individual income tax rates given
by the Organization for Economic Cooperation and Development Countries (OECD), we
assess log(1 − t), log(1 − T/Y), and the corresponding ratio. Processing returns a value of
η1 = 1.34 for Italy.

The analysis of average and marginal tax rates by income bracket in China gives
instead a value of η1 = 1.14 (source: https://taxsummaries.pwc.com/peoples-republic-of-
china/individual/taxes-on-personal-income, 10 July 2021).

In summary, the estimations return the following values:

η1Italy = 1.34;

η1China = 1.14.

Estimates are consistent with known values from the literature, where the social values
approach leads to 1 < η < 2.
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From the analysis of the trend of per capita GDP growth rate of the two countries,
g1 is estimated for Italy by averaging data over the last forty years, while for China the
evaluation is carried out based on data over the last sixty years.

As for the estimation of the two environmental parameters, the value of η2 is derived
from (10), assuming η * = 30%, according to Hoel and Sterner [54], Sterner and Persson [55],
and Gollier [29]. Hence, it follows that:

η2Italy = 1.15;

η2China = 1.06.

δ expresses the sensitivity of environmental quality q, expressed through the ETI,
to changes in consumption c. The latter parameter is related to GDP per capita. For 115
countries, the index values in 2021 are related to their GDP per capita in the same year.
Figure 1 gives the results of the ETI-GDP per capita regression analysis, from which δ

is 0.23.

Figure 1. Regression analysis between ETI and GDP per capita.

Table 3 gives the values obtained for each parameter as well as the estimated rc and rq
for Italy and China.

Table 3. Estimation of rC and rq for Italy and China.

Parameter Value for Italy Value for China

l 1.00% 0.68%
r 0.30% 0.30%
ρ 1.30% 0.98%
η1 1.34 1.14
g1 1.22% 8.17%
η2 1.15 1.06
σ11 0.03% 0.46%
δ 0.23 0.23

rC 2.7% 9.8%
rq 1.8% 4.02%
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4.2. Estimation of Declining and Dual Discount Rates for Italy and China

To estimate time-declining rct and rqt discount rates for energy projects with inter-
generational effects, the reference is the approach defined in Section 3.2. Also, in this case,
estimations are carried out with reference to both the Italian and Chinese economies.

gt is estimated based on the growth rate of GDP per capita, in accordance with
literature data [46]. As anticipated in Section 4.1, we consider it consistent to select data for
the last forty years, i.e., from 1981 to 2020.

In fact, the data reported for the previous period reflect historical and economic
contexts that can no longer be linked to either the current or foreseeable future economic,
social, and cultural context of the country.

We identify the probability distribution that most closely approximates the historical
series to predict the values to be associated with the growth rate of consumption, which in
this context is the Weibull curve, chosen based on the Anderson–Darling test. Then, the
expected values of the GDP growth rate are predicted by implementing the Monte Carlo
analysis, calibrated on 10,000 random trials. The simulation was carried out using Oracle
Crystal Ball software. Once the probability distribution of the consumption growth rate g1
is defined, the probability distributions of the economic discount rate rc and the ecological
discount rate rq are extracted by implementing (7) and (8). Table 4 shows the values of
the statistical indices for the Monte Carlo simulation. The calculations indicate that: g1
has values between −8.56% and 4.82%, and after 10,000 simulations the standard error
of the mean is 0.02%; rc and rq have values between −10.71%–7.67% and −4.08%–3.99%
respectively. In both cases, the mean standard error is acceptable as it is 0.02% and 0.01%
respectively after 10,000 trials. Since negative discount rates have no economic significance,
only positive values are considered in the definition of the declining structure of the two
rates.

Table 4. Statistical indices on g1, rc, and rq for Italy.

Hypothesis: g1 Forecast: rc Forecast: rq

Trials number 10,000 10,000 10,000
Base case 1.17% 2.66% 1.79%

Mean 1.21% 2.71% 1.81%
Median 1.49% 3.09% 1.98%

Standard deviation 1.69% 2.33% 1.02%
Variance 0.03% 0.05% 0.01%
Kurtosis 4.75 4.75 4.75

Variation coefficient 1.40 0.86 0.56
Min −8.56% −10.71% −4.08%
Max 4.82% 7.67% 3.99%

Mean standard error 0.02% 0.02% 0.01%

The analysis interval chosen for China is that between 1960–2020, in which the GDP
growth trend rate tends to be steadily increasing. In this case, the Anderson–Darling test
showed that the curve that best approximates the historical data is the logistic curve.

Again, the likely values of the GDP growth rate are predicted by implementing the
Monte Carlo analysis, based on 10,000 random trials. Table 5 shows the values of the
statistical indices for the forecast: g1 has values between −18.96% and 40.58%, and after
10,000 simulations, the standard error of the mean is 0.06%. Furthermore, in the case of
the simulations of rc and rq, the standard error is acceptable because it holds for the first
variable at 0.07% and for the second at 0.02%. In addition, only positive values for the two
discount rates are considered. This assumption is acceptable because the probability of
having a positive discount rate rc is 95.06% and the probability that the discount rate rq is
greater than 0 is 95.96%.
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Table 5. Statistical indices on g1, rc and rq for China.

Hypothesis: g1 Forecast: rc Forecast: rq

Trials number 10,000 10,000 10,000
Base case 8.17% 9.86% 4.02%

Mean 8.79% 10.57% 4.262%
Median 8.81% 10.60% 4.272%

Standard deviation 5.62% 6.51% 2.18%
Variance 0.32% 0.42% 0.047%
Kurtosis 4.26 4.26 4.26

Variation coefficient 0.6399 0.6157 0.5714
Min −18.96% −21.55% −6.49%
Max 40.58% 47.38% 16.58%

Mean standard error 0.06% 0.07% 0.022%

The probability distributions of rc and rq obtained are first discretized into 100 intervals.
Then, for each of the two distributions, we estimate the probability that the average rate of
each interval has of occurring. Given the set of values to be associated with the discount
rates rc and rq and their probability, the equivalent certainty discount factors Ec(Pt) and
Eq(Pt) are estimated using formulae (11) and (12). Finally, using (13) and (14) for each
instant t leads to the estimation of the time sequence of the declining economic discount
rate rct and the declining ecological discount rate rqt. These are declining functions along
the time horizon, assumed to be 300 years.

Figures 2 and 3 illustrate the term-structure of the economic and environmental
discount rates for Italy and China respectively.

 
Figure 2. Term-structure of economic discount rate rct and environmental discount rate rqt for Italy.
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Figure 3. Term-structure of economic discount rate rct and environmental discount rate rqt for China.

5. Results and Discussion

As Table 3 indicates, the values of the discount rates to be used in the analysis of
intra-generational energy projects for Italy are significantly lower than those obtained for
China. In fact, rc and rq for Italy are 2.7% and 1.8% respectively, while for China rc is
9.8% and rq is 4.0%. It should be noted that the difference between the environmental and
economic discount rates for China is marked. On the contrary, in the Italian case, the values
of the two discount rates are much closer to each other.

The implementation of the discounting model for energy inter-generational projects
leads to the following results. For Italy:

• The economic discount rate function rct for Italy begins from an initial value of 3.4%
to attain a value of 0.7% after 300 years, thus decreasing by about 2.6%.

• The environmental discount rate rqt, on the other hand, takes on significantly smaller
values of rct, starting from 1.92% and reaching 0.18% after 300 years.

• The average economic discount rate for the first 30 years is about 3.0%, which coincides
with the value of the discount rate suggested by the European Commission [56].

• The average environmental discount rate for the first 20 years is 1.8%, highlighting
how from the beginning of the assessment more weight is given to the damages and
benefits that the investment generates on the environment.

For China:

• The economic discount rate function rct is of 12.90% and reaches a value of 5.36% after
300 years.

• The environmental discount rate rqt is well below the values of rct, as it has an initial
value of 4.54% and a final value at t = 300 years of 1.01%.

• The average economic discount rate for the first 30 years is about 10.2%, which is
slightly higher than the value of the discount rate suggested by the Asian Development
Bank [57] for economic analysis, which is 9.0%.

• The average environmental discount rate for the first 30 years is 4.0%.

Figures 4 and 5 explain the step functions (with solid lines) that approximate the
functions (dashed lines) of the economic declining rate and the ecological declining rate for
Italy. For practical purposes, it is useful to approximate the declining function to a step
function. In other words, it may be permissible to use the same value of the discount rate
for a period of thirty years in the analysis. In this time interval, the effect of present value
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contraction on cash flows can be considered acceptable [37–39]. Figures 6 and 7 indicate
the same step functions of rct and rqt for China.

 
Figure 4. Step structure of the economic discount rate rct for Italy.

Figure 5. Step structure of the economic discount rate rqt for Italy.
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Figure 6. Step structure of the economic discount rate rct for China.

Figure 7. Step structure of the environmental discount rate rqt for China.

The results indicate that the use of two different rates for discounting strictly financial
and extra-financial components would allow greater weight to be given to environmental
damages and benefits, thus orienting the decision-making process towards more sustain-
able investment choices.

It is interesting to underline that the two functions of the discount rate for China start
from higher initial values than for Italy but decline much more rapidly after the early years
of the period of analysis. The higher initial value is mainly due to the higher values of GDP
growth rate for China compared to Italy. However, the faster decline in the term-structures
of the discount rates is linked to China’s ‘worse’ environmental condition. Indeed, as
shown by the lower Energy Transition Index (ETI) value, more weight should be given to
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environmental impacts of energy projects in China from the early years of the assessment.
This is to prioritise investment choices in line with sustainability and climate neutrality
objectives to be achieved in the coming decades.

6. Conclusions

Energy transition policies aim to respond to both economic, social, and environmental
challenges. Therefore, it is essential to steer the decision-making process towards policy
initiatives that ensure a balance between socio-economic benefits and costs. In this context,
the choice of discount rate becomes central to comparing policy strategies and investment
programmes—but also to determine the speed with which an energy transition policy
should be delivered to reach decarbonisation targets within the defined timeframe [2].

Thus, the discount rate affects the final judgement on the efficiency of the investment
policy or project. However, there is still no unanimity in the literature as to what value of
the discount rate should be used in analyses, or how it should be estimated. The question
becomes even more controversial when a very long-term perspective is adopted.

With this research, we propose an innovative discounting approach for discounting
energy investments, distinguishing between intra-generational and inter-generational
projects.

In the first case, a constant and dual discounting approach is characterised. The
discount rate used to discount the environmental components is lower than the discount
rate used to weight the strictly financial contributions. However, since the effects of these
projects are felt over a period of thirty years at the most, both discount rates are assumed
to be time-constant.

For projects with inter-generational environmental effects, a dual and time-declining
econometric model is defined to give greater weight to long-term environmental compo-
nents that would be underestimated using constant rates.

For both models, the main change is that environmental quality is defined as a func-
tion of the Energy Transition Index (ETI). It is considered essential to introduce into the
mathematical structure of the SDR a variable that considers the progress of countries on
the path towards energy transition. In other words, a discount rate defined in this way
allows decision makers to be oriented towards those projects that are in line with 2030
and 2050 climate neutrality goals. In addition, the dual and declining approach also takes
macroeconomic risk into account, as the growth rate of consumption is modelled as a
stochastic variable.

The defined models were implemented to estimate discount rates for both Italy and
China. The results obtained show that: (i) in the case of the dual and constant approach for
both Italy and China, the environmental discount rate has smaller values than the economic
discount rate; (ii) in the case of the dual and declining approach, the two functions of the
discount rate—economic and environmental—for China start from higher initial values
than for Italy, but decline much faster from the beginning of the analysis period. The higher
initial value is mainly due to the higher values of GDP growth rate for China compared to
Italy. However, the application demonstrates how China’s ‘worse’ environmental condition
leads to a more rapid decline in the term-structures of the discount rates.

While the model is relatively easy to implement, for some countries it may be difficult
to find the data needed to estimate each parameter of the model. In addition, estimates
of discount rates need to be periodically updated. The application shows, firstly, how
different discount rates can be in relation to socio-economic context. Secondly, it is clear
how the use of estimated discount rates can favour more sustainable investment choices
in line with UN climate neutrality objectives. The decision-making effects on energy
policy investments are therefore evident and extremely important; evaluating the economic
feasibility of energy projects using dual, and possibly even time-declining approaches,
means attributing greater weight to extra-financial damages and benefits. On the contrary,
by using the social discount rates provided by governments, which are generally unique
and constant over time, policymakers would orient their choices towards investments with
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higher initial financial returns, without considering the short and long-term repercussions
on the environment.

Finally, research perspectives may include the implementation of the model for other
countries in order to provide a larger database of environmental and economic discount
rates, as well as the adaptation of the model to other sectors of intervention.
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Abstract: Scarcity of resources and their waste, as well as deteriorating quality of life and the envi-
ronment, are pressing problems of modern civilisations. Rational and efficient energy consumption
is one of the possibilities for preventing harmful practices and the degradation of ecosystems. Un-
derstanding the consumer’s way of thinking and acting by identifying his needs and preferences
are essential for effective efforts for smart, sustainable, and inclusive economic growth. Therefore,
the aim of this article was a comprehensive socioeconomic analysis of particular behavioural types
of energy consumers, as a continuation of the authors’ previous research. The paper uses statistical
methods (chi-square test and correspondence analysis) dedicated to non-metric variables for an
effective analysis of the data obtained from the questionnaires. The identification of socioeconomic
factors was carried out on a representative sample of n = 4506 respondents from eight European
countries (the Czech Republic, France, Greece, Spain, Germany, Poland, Romania, and the United
Kingdom). This allowed for distinguishing a typical representative of five consumer segments (EI;
AE; DS; O; I), developed on the basis of motivation to save energy. The authors succeeded in com-
bining behavioural segmentation with the socioeconomic characteristics of the created classes. The
results indicated that 10 out of 12 examined factors were significantly correlated with the behavioural
type. These are (in order of significance): attitude towards saving energy; age; employment status;
home country; the ownership status of the premises; the number of people in a household; average
monthly income per person in a household; education; gender and place of residence.

Keywords: energy consumer; behavioural model; consumer segmentation; socioeconomic character-
istics; end user profile; energy awareness

1. Introduction

This paper is a continuation of work on universal behavioural segmentation [1],
carried out as part of a research project on energy consumer behaviour in selected European
countries. Energy consumption and related behaviours, attitudes, and preferences are
one of the most important social problems today. Scarcity of resources, including energy,
rational use, and change of beliefs and habits of a typical consumer are becoming an issue
to be solved as soon as possible, not only on a global scale (world and national) but, above
all, on a regional and local scale. Local communities may become the driving force of
change and a role model at a time when ecological thinking, environmental protection, and
natural resources protection are becoming not just a passing fad or whim but a necessity
and even a long-term strategy. Therefore, it is necessary to support local pro-ecological
initiatives, build social and environmental capital, and, above all, help understand the
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behaviours, attitudes, and needs of ordinary people. Understanding seems to be the first
step necessary to shape attitudes and change behaviours. Education and promotion of
pro-environmental actions are essential to improving the public’s knowledge on how to
use resources more efficiently and eliminate harmful and wasteful practices.

The authors hope that the presented research results will contribute to increasing
this knowledge, especially as there are still few researchers involved in a comprehensive
analysis of energy consumer behaviour. In this regard, this paper fills the existing research
gap and can serve as both a model and a contribution to further research for other scientists.
The significant innovative contribution of the authors is both the developed behavioural
segmentation and its combination with the socioeconomic characteristics of the segments.
Such an approach allows for forming a full picture of a typical energy consumer, which is
not a common practice in the literature. It should be emphasised that the segmentations
developed so far explain a limited (geographically, size of the sample, and methodologi-
cally) research scope, hence the existing approaches characterise the energy consumer only
in a fragmentary and often one-dimensional way. The authors’ research presented in this
paper was conducted on a wide representative research sample of n = 4506 respondents
from eight European countries, including seven European Union member states: the Czech
Republic, France, Greece, Spain, Germany, Poland, Romania, and the United Kingdom.
Therefore, the obtained results can serve as a universal tool to identify the basic motivations
of energy consumers as well as their socioeconomic characteristics.

Attempting to provide answers to the following research questions was the main aim
of this paper:

1. Is it possible to identify a typical representative of each segment of the authors’
behavioural segmentation of energy consumers, in terms of distinguishing their
socioeconomic characteristics?

2. Are all the examined socioeconomic factors relevant to the characteristics of the
different segments?

3. Whether the profile of the typical energy consumer obtained as a result of the analysis
is convergent (similar) to other typologies existing in the literature.

Analysing the data obtained, the authors tried to identify the basic relevant socioeco-
nomic factors that could characterise a typical representative of behavioural segmentation.
This analysis can be used by local and regional decision makers as a useful tool for shaping
environmental policies and campaigns, but also by consumers themselves to learn and
become more aware of their own motivations and preferences, and perhaps make them
reflect on the values that are worth following in their daily lives.

The study used methods enabling the analysis of non-metric variables: chi-square test
and correspondence analysis. The authors chose these statistical tools because they allowed
not only to indicate significant relationships between the studied variables (socioeconomic
factors and respondents’ behaviour towards energy saving), but also to show which cate-
gories of these variables are related to each other. Moreover, the possibility of visualising the
obtained results in the correspondence analysis allows for an easy interpretation, without
the need to be familiar with the method itself.

For a better understanding of the content, the article has been divided into the follow-
ing six sections. An introduction of the topic and the aim of the research and the authors’
original contributions are included in Section 1. Section 2 provides an overview of the
literature on energy behaviour, energy saving, existing segmentations of energy users, and
factors influencing their behaviour. Section 3 describes the methodology used in the paper
and Section 4 presents the obtained results. The article concludes with a discussion of the
results obtained with previous works (in Section 5) and a short summary in Section 6.

2. Literature Review

Energy consumption, especially by individual users and households, is an impor-
tant and complicated issue, interesting not only from the point of view of the scientific
community and policy and decision-makers, but also for the various market entities like
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energy suppliers and manufacturers of various electronical appliances. A lot of emphasis,
especially in the European Union, is placed on sustainable development and the related
sustainable consumption, which can take two forms: weak (increasing efficiency as a way
to improve the quality of life [2,3]) and strong (seeking to change behaviours, lifestyles,
and consumer decisions based on social responsibility [4–6]).

2.1. Energy Consumption and Energy Savings

Energy consumption has been, and still is, the subject of many studies attempting
to discern different factors that are influencing it in order, on the one hand, to predict
its future size [7], which is of key importance for the supply side of the market [8] and
energy security of a given country/region [9,10], and, on the other hand, to plan and
take measures aimed at balancing the load on the electricity grid and shifting part of
consumption outside peak periods [11]. Research in the field of energy consumption
highlights a number of factors that can be assigned to various categories, such as, the
socioeconomic characteristics of the household itself (e.g., the number of people in the
household and their age, economic status [12–14]), the type of dwelling (e.g., type and age
of the building, floor area [15,16]), number of owned and used appliances (e.g., whether the
household uses renewable energy sources RES or if the heating uses electricity or another
energy source [13,17,18]), external conditions (e.g., climate [19,20]), or the level of economic
development of a given area [21,22]). The influence of consumers’ lifestyles on energy
consumption [23,24] or childhood experiences from the family home [25] are also getting
more attention from researchers.

In the case of behaviours related to energy saving, two main trends of undertaken
actions, referring to the concept of strong and weak sustainable consumption, can be
observed: actions aimed at increasing the efficiency of the energy used and actions
aimed at persuading consumers to reduce their consumption [26]. Research concerning
consumers energy-saving behaviours is trying to determine what socioeconomic fea-
tures (e.g., income, education, gender [27–31]) or psychographic features (e.g., sense of
duty, pro-environmental awareness [32–35]) are manifested by consumers willing to
save energy and limit their consumption, and on the other hand, how to motivate other
consumers to undertake such actions. In order to better understand consumers’ energy-
saving behaviours, attempts to link them with the consumers’ lifestyles or the culture
of the country of origin have also been made [36,37]. Two motivations recur most
frequently in the research aimed at identifying factors that may motivate consumers
to undertake energy-saving measures, one related to financial reasons (whether it is
co-financing or subsidising a given type of solution or lowering the energy costs [38,39])
and the other related to pro-ecological awareness and attitude [40–42]. Additionally, the
literature indicates that factors such as social pressure/influence [41,43,44] or attitudes
towards technology/available technological support [45,46] may motivate consumers
to save while concerns about reduced comfort and convenience resulting from reduced
energy consumption [47,48] may act as demotivators.

Energy behaviours and promoting energy efficiency and energy savings are research
directions that are of great interest currently due to such issues as energy scarcity, the need
to change the energy mix to a more sustainable one, and climate change due to increasing
CO2 emissions. Energy consumption and energy saving behaviours are influenced by
many different factors. That is a reason why when planning interventions, a certain balance
between the more personalized approach to a given consumer while motivating as many
consumers as possible is needed. A segmentation of energy consumers may be used as
a compromise to solve that dilemma and provide interested parties with a viable tool.
Attempts at energy customer segmentation is one of the approaches to understanding and
managing the demand side of the energy market. Most approaches to the segmentations do
not combine behavioural and socioeconomic factors, both for distinguishing the segments
and then characterising them. Additionally, most of existing segmentations focus only
on a very narrow set of factors. That practice was identified as a research gap that the
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authors attempted to fill by developing a behavioural segmentation based on consumers’
motivations and beliefs and then using socioeconomic data to further characterise the
different segments in order to provide more complex consumer profiles.

2.2. Segmentation of Energy Consumers Focused on Their Willingness to Save Energy

Segmentation studies aim at identifying homogeneous groups of consumers [49–51]
to better understand motivations and factors influencing their decision-making process
and/or in order to control and influence their future consumption behaviours. It is a
complex process that requires researchers to identify and analyse the non-obvious (as they
are largely ingrained in the person’s mind) motivations and reasons behind manifested
(and observable) consumer behaviours [52]. Any attempts at energy users’ segmentation,
especially those where the focus of the study is not so much on energy consumption
as on consumers’ energy-saving behaviours, are faced with these challenges. When de-
scribing energy consumption (and subsequently energy-saving behaviours), one should
mention the developed segmentations referring to the previously mentioned sustainable
consumption [53,54], as some of them will also include issues related to energy use [55–57].

There are four most common types of segmentation: demographic segmentation, psy-
chographic segmentation, behavioural segmentation, and geographic segmentation. Each
type of segmentation assigns consumers to their respective segment basing on a different
category of indicators. The most common forms of energy consumer segmentations are
demographic segmentation and behavioural segmentation. Psychographic segmentation,
being the most difficult to perform, is not very common [58]. Nevertheless, it should be
noted that certain elements of psychographic segmentation are being included in segmen-
tations focusing mainly on consumer behaviour (behavioural segmentations) [37,59–62].
When trying to identify types of energy consumers, energy consumption (energy load pro-
files [63–65]), socioeconomic/infrastructural characteristics (income, occupational status,
dwelling type and size [64,66]), or behavioural indicators [50,67] are most commonly used
to assign consumers to particular segments.

This approach to segmentation does not always work when trying to investigate and
identify types of users in terms of their willingness to take on energy-saving actions, espe-
cially as [68] has shown that factors relevant for energy consumption may not necessarily
be relevant for energy-saving behaviours. For segmentations attempting to distinguish
consumers in terms of their energy-saving behaviours (or potential motivation for such
behaviours), behavioural segmentation is most commonly used [69]. Existing studies
on energy saving behaviours have adopted, e.g., general values [59]; lifestyles [58,66,70];
general consumer behavioural patterns [62,70]; attitudes towards the environment and
environmental awareness [71]; attitudes towards the use of technology [61]; contextual
factors [72,73]; and rebound effect [74] as a basis for segmentation, but they usually had a
rather narrow focus and only concerned particular types of action (e.g., tariff choice [67]).

It should be emphasised that, regardless of the type of segmentation and the
factors differentiating the segments, in the case of most energy consumer segmentations
socioeconomic factors (such as income, age, education and others) are at times used
to characterise and describe individual segments, but only if they have proven to
be particularly relevant and distinctive for a particular segment. This practice is so
popular that it is easier to indicate studies that have dispensed with the inclusion of
these factors when describing segments [19,67,75–77] than to list all those in which such
an element (even though socioeconomic factors themselves were not the basis for the
given segmentation study) has been included.

Table 1 presents examples of segmentation of energy consumers focusing on their
tendencies towards energy-saving behaviours, with an indication of socioeconomic factors
that turned out to be particularly important for the characteristics of individual segments.
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Table 1. Overview of selected energy consumer segmentations with an indication of socioeconomic factors particularly
relevant to segment characterisation.

Study Focus
Relevant Socioeconomic
Factors for Segments’
Characteristics

Approach Sample

Pedersen (2008) [78]

segmentation and
profiling as input for
preparing long-term
program planning and
communications
strategies

• age
• ethnicity
• gender
• income
• number of cohabitants
• occupational status
• ownership of housing
• type of housing
• urban vs. rural

quantitative
end-use survey,
cluster analysis

4191 BC Hydro
residential customers
across the British
Columbia province
(Canada)

Accenture
end–consumer
observatory on
electricity
management (2010)
[79]

identifying opinions
and preferences toward
electricity management
programs

• age
• gender
• income

quantitative global
survey, 17 countries
conjoint analysis

9108 individuals from:
Australia, Brazil,
Canada, China,
Denmark, France,
Germany, Italy, Japan,
the Netherlands,
Singapore, South
Africa, South Korea,
Spain, Sweden, the
United Kingdom, the
United States

Sütterlin et. al
(2011) [69]

an attempt at preparing
segmentation of energy
consumers using a
more comprehensive
way than previous
attempts—advocating
the need for a more
behavioural based
approach

• age
• education
• gender
• income

cluster analytic
approach, a mail-in
survey

random sample of 1292
Swiss households
(Switzerland)

Han et al. (2013)
[80]

analysing preferences
for interventions
strategy to promote
neutral urban
development through
energy-saving
behaviour

• age
• education
• income
• ownership of housing

latent class model
analyses, an online
questionnaire

1500 households of
Eindhoven region (The
Netherlands)

Tabi et al. (2014)
[60]

searching for factors
influencing adoption of
green electricity

• education

latent class
segmentation
analysis based on
choice-based
conjoint data,

414 German consumers
(Germany)

Yang et.al (2015)
[59]

identifying household
preferences for
electricity products

• age
• gender
• income
• number of cohabitants

latent class
modelling,
self-administered
questionnaires,

Danish households,
1012 usable
questionnaires
(Denmark)
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Table 1. Cont.

Study Focus
Relevant Socioeconomic
Factors for Segments’
Characteristics

Approach Sample

Albert and
Maasoumy (2016)
[81]

creating an intuitive
segmentation and
targeting process that
can be used by energy
utility to engage its
customers

• education
• ethnicity
• income
• number of cohabitants
• occupational status
• ownership of housing
• religion

a-priori
segmentation with
use of predictive
algorithm for
allocation to
appropriate
segment, machine
learning

data from enrolment
and consumption from
150 consumers of
energy utility (The
United States)

Seidl et. al. (2017)
[82]

analysing the potential
for behavioural change
through the cities’
intervention through
links between current
behaviours and
potential for future
change

• age
• gender
• income
• number of cohabitants
• ownership of housing

cluster analysis,
survey

706 respondents from
cities of Baden,
Winterthur, and Zug
(Switzerland)

Tumbaza and
Moğulkoç (2018)
[83]

investigating attitudes
and behaviours
concerning energy
efficiency

• age
• education
• income

two-step cluster
analysis based on
online survey

526 Turkish households
(Turkey)

Smart Energy
Consumer
Collaborative (2019)
[61]

analysing the
relationship between
technology and
energy-saving
decisions

• age
• education
• gender
• income
• occupational status
• ownership of housing
• number of cohabitants
• type of housing

online survey,
update of SECC’s
consumer
segmentation from
2015

2451 residential energy
consumers (The United
States)

Słupik et. al. (2021)
[62]

identifying
underlaying motivation
for energy saving
behaviours

• income
• number of cohabitants

cluster analysis,
survey 1237 Silesia, Poland

Two differences can be observed in the case of segmentations presented in Table 1.
Firstly, they differ by the number (between 1 and 9) of socioeconomic factors that were
found to be important for characterisation, and secondly by the factors that were found
to be important themselves. Among the most commonly included socioeconomic factors
were income (10 out of 11), age (8 out of 11), education (6 out of 11), number of people
in the household (6 out of 11), ownership of the housing (5 out of 11), and gender (5 out
of 11). The selected and presented examples of segmentation do not include all of the
previous scientific outputs related to the attempts at dividing the energy consumers into
more homogeneous groups. Nevertheless, it can be assumed that they are a representative
sample that allows for distinguishing three main trends, dividing segmentations (regardless
of their type) into those that:

• refer to a specific type of solution (RES, green energy), action, or potential interven-
tion [59,60,77–81,83–87],

• attempt to indicate how the characteristics of individual householders and their
mutual dynamics will influence the behaviours related to energy consumption and
saving [88,89],
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• focus on the reasons, conditions, and motivations for taking or not taking actions
aimed at saving energy [61,62,69,82,90,91].

Focusing on motivations rather than specific types of interventions provides greater
insight into how and why consumers make decisions. That knowledge may be utilized to
develop a universal strategy for engaging and motivating consumers to take different types
of action tailored to their abilities and preferences. This was the goal of the authors for
preparing their own behavioural segmentation for the eco-bot project (more details about
the project itself [1,92,93]). The inclusion of socioeconomic factors in the characteristics
of the segments (although they do not constitute the basis for distinguishing individual
types of consumers per se) may allow for a better understanding and prediction of their
behaviours. A more detailed description of the segments may allow stakeholders to better
design and prepare their interventions.

In the following sections, socioeconomic factors relevant to the behavioural segmen-
tation of energy consumers proposed by the authors will be indicated (in Section 4) and
confronted with examples of factors relevant for previous segmentations (Section 5).

3. Materials and Methods

The analysis presented in this article is based on empirical data obtained during a
quantitative survey carried out by the CAWI method using a structured questionnaire
survey. The gathering of data funded by the eco-bot project and conducted between
March and June 2021 was commissioned to two research agencies: DRB Polonia and SW
Research. A total of 4506 interviews were conducted with a representative sample of
energy consumers in 8 European countries: the Czech Republic (n = 500), France (n = 500),
Germany (n = 572), Greece (n = 500), the United Kingdom (n = 512), Poland (n = 900),
Romania (n = 500), Spain (n = 522). The sample was selected using the quota method,
taking into account the selection of individual participants in terms of gender, age, and
region of residence (urban, rural). The assumptions of the conducted survey were based on
a sample size of a minimum of 500 respondents in each country. The survey questionnaire
was collected over a two-week period, and due to a high interest in the survey, in some
countries more questionnaires were received than initially specified. The additional data
received were analysed and selected to meet the conditions of quota representativeness.
The authors therefore decided that the obtained material would enrich the conducted
analysis, hence the extra questionnaires were not rejected. It should be mentioned here that
we worked with relative and not absolute values, therefore the analysis performed and its
results were not affected by the disproportionate sample. The average time to complete
the questionnaire was 15 min. The countries of the consortium partners were primarily
selected for the study due to the nature of the eco-bot project and the participation of some
project partners in the pilot phase (Spain, Germany, the United Kingdom). In addition, the
sample was expanded geographically, taking the following criteria into account:

• inclusion of the widest possible range of countries in the study in terms of geographical
location, hence representatives of Central and Eastern Europe were also selected;

• inclusion of countries with a diversified energy mix;
• inclusion of countries due to sociocultural, income, lifestyle, climate, and energy

price differences.

The survey mainly focused on identifying the main motivations, opinions, and de-
clared behaviours regarding energy saving, as well as consumers’ attitudes towards various
IT tools supporting energy management at home. The authors received a raw database of
aggregated and anonymised data in the SPSS/MS Excel format for analysis. The survey
contractors have all the remaining data, i.e., the completed online survey questionnaires of
individual respondents, which they are obliged to archive for a period of one year.

3.1. Behavioural Segmentation—Novel Approach and Assumptions

The authors’ behavioural segmentation of consumers was performed on the basis of
respondents’ answers to selected questions (prepared in terms of the hypotheses set—a
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priori approach to segmentation). All the assumptions of this segmentation, along with the
methodology and the individual stages of the procedure used, are described in detail in
our paper [1]. On this basis, five segments were distinguished, differentiating respondents
in terms of their motivation to save energy:

Ecological Idealist (EI)—characterised by the highest environmental awareness, which
is the main motivation for their actions. They manifest leadership qualities—they can be
leaders and initiators as well as ambassadors inspiring others to take pro-environmental
actions. They are very often financially involved in ecological activities.

Aspiring Ecologist (AE)—characterised by high environmental awareness, however,
they are also very prone to follow trends, fashion, and the example of other social groups.
Consumers assigned to this segment are willing to pay more for ecological products but
are less motivated to behave and look for pro-environmental solutions on their own.

Dedicated Saver (DS)—representatives of this segment show average environmental
awareness but are mainly motivated to act by potential financial benefits. They are often
very well informed and have a wide knowledge of ecology which they are able to use
(devoting their time) if it provides a chance at cost savings, even achievable in the long
term. Potentially, over time, they could become representatives of EI or AE segments.

Opportunist (O)—consumers with very low ecological awareness, relatively unin-
volved in pro-ecological behaviours and activities, are assigned to this segment. They may
act occasionally, irregularly, and show pro-environmental behaviours under the influence
of financial or ecological incentives, but only under the condition that these actions are easy
to perform and convenient. Consumers in this segment are satisfied with their attitude and
very often do not want to change it.

Indifferent (I)—this segment is characterised by a complete lack of environmental
awareness, showing a complete lack of interest in and concern for energy consumption
levels. Representatives assigned to this segment do not show any signs of motivation
to change their behaviours to more sustainable ones. Hence, this segment is extremely
resistant to any financial or worldview incentives that could influence the attitudes and
behaviours of this type of people.

According to the behavioural segmentation procedure, the following distribution
of the respondents was obtained (see Figure 1): EI—28.9%, AE—15.3%, DS—43.5%,
O—4.2% and I—4.1%. As can be seen, 4332 people were unambiguously assigned to the
individual segments. Only 3.8% of the total number of respondents (174 persons) were
not unambiguously classified into the indicated groups, which is a very good result
and validates the applied assumptions of segmentation procedure.
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Figure 1. Distribution of respondents assigned to particular behavioural segments.

3.2. Identifying the Relationship between a Behavioral Type and Socioeconomic
Factors—Statistical Approach

The aim of this paper is to characterise the created behavioural types of energy con-
sumers by taking into account socioeconomic factors that were not applied during the
segmentation procedure. The actual analysis was therefore performed for pairs of variables,
where each time one of them was segment membership (representing the respondent’s
behavioural type) and the other was a selected socioeconomic factor describing the re-
spondents. The intention of the study was both to identify the relationship between
these variables and to measure similarities between their categories. Therefore, the study
proceeded in the following steps:

Step 1. The hypothesis about the independence of the studied variables was verified using
the χ2 test, assuming a significance level of α = 0.05. Moreover, in the case of
dependencies, the strength of the relationship between the studied variables was
determined using the Cramer’s V coefficient.

Step 2. Correspondence analysis was performed for pairs of variables that were found to
be dependent to indicate which categories of these variables are related.

Step 3. An auxiliary dendrogram to facilitate the interpretation of the results of the corre-
spondence analysis was made using Ward’s method.

Achievement of the paper’s stated goal was possible mainly through the use of
correspondence analysis. Benzécri (1973) [94] was the precursor of this method, but it
was popularised mainly by Greenacre (1984) [95]. Hoffman and Franke (1986) [96], Carrol,
and Green and Schaffer (1986) [97] proposed the first economic applications concerning
marketing research.

Correspondence analysis is an exploratory technique for examining contingency tables,
which aims to transform the points representing the rows and columns of this table into
a space with a lower dimension, in which it is easier for the researcher to observe certain
regularities. The purpose of this analysis is to graphically present the relationships between
the categories of variables under study, which permits forming conclusions about the
relationships occurring between these categories.

It is worth emphasising that the statistical methods the authors used for the analysis
are dedicated to non-metric variables, as they often allow interesting conclusions to be
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drawn from empirical surveys. The possibility to visualise the results, which leads to easy
interpretation, is another advantage and reason for using these methods.

The general scheme of operation in correspondence analysis can be presented by the
following points:

1. A correspondence table, or relative frequencies matrix, is created from the contin-
gency table.

2. The columns and rows of the correspondence table are transformed separately to
obtain points (called row and column profiles) representing the categories of non-
metric variables under study.

3. A space with a smaller dimension is designated, to which the points (profiles) obtained
in a previous phase are projected (with possible rotation). The choice of space and its
rotation is made in such a way as to minimise the loss of information contained in the
original data.

4. The so-called correspondence map, which is a graphical presentation of the relation-
ship between the categories of the studied variables is created.

5. Appropriate conclusions about the dependencies involved are drawn on the basis of
the map, which constitutes the interpretation of the obtained results.

The stage of inferring dependencies between categories of examined nominal vari-
ables takes place on the basis of the arrangement of points, representing these categories,
presented on the correspondence map. Unfortunately, it is not always possible to draw
clear conclusions from the obtained maps. In such cases, cluster analysis methods are
generally used as an auxiliary. In this work, Ward’s hierarchical method was used [98].

As this article focuses on the applicability of the proposed segmentation procedure, the
authors do not describe the methodology of the statistical tools used: the chi-square test and
Cramer’s V coefficient, nor do they present in detail the subsequent steps of correspondence
analysis. These methods are well known, and their detailed description can be found in
many references. The chi-square test and measures of dependence for nominal variables are
described, among others, in the works of Cramér (1946) [99] and Brzezińska (2011) [100],
while correspondence analysis are described in papers by Greenacre (2021) [101], Rozmus
(2004) [102], and Stanimir (2005) [103].

4. Results

The respondents divided, according to the authors’ behavioural segmentation [1],
into five segments (EI, AE, DS, O, I) which differed in terms of their motivation to save
energy, since this was the basis for assigning them to the right groups. However, the
question is whether they are also significantly differentiated by other characteristics, such
as age, employment status, or country of residence. The results of the analysis, carried
out according to the procedure described in Section 3, show that most of the studied
socioeconomic factors are significantly related to the behavioural type of energy users,
represented by the segment to which they have been classified. As the results of the
chi-square test (presented in Table 2) indicate, 10 out of 12 socioeconomic characteristics
(empirically extracted factors) show a significant correlation with assigning the consumer
to a specific segment (in each case the p–Value was lower than the adopted significance
level, equal to 0.05). In addition, the calculated Cramer’s V coefficient allows for measuring
the strength of this relationship, which is, however, weak in each of the studied cases
(V ∈ (0.04; 0.3)).

Only the type of the respondent’s dwelling (house, apartment, etc.), as well as
the average monthly electricity costs in a household, showed no significant correlation
(factor 11 and 12 in Table 2). The first factor (type of housing) can be explained by the
fact that there are now more opportunities to invest in RES or take other energy-saving
measures in apartments and other types of collective housing and not only in detached or
terraced houses, as was the case only a few years ago. An example of such energy-saving
measures is the investment by the French energy company Électricité de France (EDF) in
the town of Alès, where a photovoltaic installation was located on the roof of a residential
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block. This photovoltaic installation will directly supply energy to 100 households on a
self-consumption model and the estimated annual savings could be around €100 for each
family [104,105]. Another solution is the introduction of the so-called virtual prosumer
option, where a person who does not have sufficient space to instal their own RES may
join with another prosumer or a person who is considering such an investment and has
the possibility to install required utilities. Such solutions available in the USA, Lithuania,
Greece, Italy, Cyprus, and France allow more flexibility for energy consumers in terms of
energy-saving measures regardless of the type of property they own. Hence, this factor
may not have an impact on consumer profiling, as shown by our study.

Table 2. Results of the chi-square test between the respondent’s type/segment and individual
socioeconomic factors, along with the values of the Cramer’s V coefficient.

Factor χ2 p-Value V-Cramer

(1) attitude towards saving energy 372.87 0 0.293
(2) age 248.81 0 0.138

(3) employment status 209.04 0 0.110
(4) country 181.82 0 0.102

(5) the ownership status of the premises 26.42 < 0.001 0.078
(6) number of people in a household 98.14 < 0.001 0.075

(7) average monthly income per person in a household 62.85 < 0.001 0.060
(8) education 53.49 < 0.001 0.056

(9) gender 25.25 0.001 0.054
(10) place of residence 16.24 0.04 0.043

(11) type of a dwelling (a flat/a detached house, etc.) 6.15 0.63 –
(12) average monthly electricity costs/bills in a

household 23.16 0.51 –

The cost of electricity for households depends on its price and level of consumption.
However, within the EU, both very large price differences and variations in consumption
between countries can be observed [106]. In both cases, this is mainly due to the impact
on price and consumption of a number of supply and demand conditions, such as the
geopolitical situation of a given country, the characteristics of the national energy mix,
diversification of energy imports, varying weather conditions, and all kinds of end-user
taxes, network charges, or environmental protection costs [107]. Furthermore, the price
of electricity relative to purchasing power parity can significantly alter the perceived cost
of electricity for the individual consumer. At the same time, high energy consumption
when it is the so-called green energy may not be perceived by consumers as something
negative (the rebound effect). All these conditions may result in the lack of a demonstrated
significant relationship between electricity costs and segment-specific consumer motivation
to save electricity.

The results presented in Table 2, showing a significant relationship of the behavioural
type of energy user with the 10 studied factors (1–10 in Table 2), indicate that conducting a
correspondence analysis for these variables would be valid. This will allow to combine
categories of the studied variables. As already mentioned, one of them is the segment into
which the respondent is classified, and the other is one of the ten socioeconomic factors. The
interpretation of the obtained results allows for characterisation of each of these segments,
which in turn forms the basis for creating profiles of typical representatives of these classes.

The strongest dependence determining the classification of an energy consumer into
a segment, as shown in Table 2, is whether the surveyed respondent declares taking any
energy-saving measures (factor 1 from Table 2). Due to methodological limitations of corre-
spondence analysis, it was not possible to create a correspondence map in this case (this
is due to the fact that the variable representing the answers to the question about energy
saving has only two categories: “yes” and “no”; the reduction of multidimensionality
which is necessary here leads to the creation of only one dimension, which precludes the
drawing of a two-dimensional correspondence map).
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From the distribution of answers, it can be seen that energy saving is most often
declared by respondents assigned to the DS segment, as well as by ecological idealists (EI
segment). The group of consumers who declared not taking any steps towards energy
saving included those assigned to groups: EI (1.3% of the total sample), AE (1.4%), and
DS (2.3%). However, their percentage share in each segment does not differ significantly.
When analysing the reasons given by respondents for not taking any steps to save energy,
a certain consistency can be observed between the segments of consumers characterised by
ecological motivation. Namely, both idealists (EI) and aspiring ecologists (AE) gave similar
reasons for not saving energy. Lack of time was indicated as by far the main reason for not
taking action, and to a large extent, representatives from both segments declared that both
lack of relevant information on how to save energy and lack of capacity to make changes
are important obstacles for taking energy-saving actions. Aspiring ecologists (AE) also
strongly indicated that other household members were not interested in energy saving,
which influenced their attitude. This should not come as a surprise since, as shown by the
characteristics of the aspirants (AEs),consumers classified in this segment are very often
guided in their actions by the opinions of other people, especially their family and friends.
Therefore, the negative example of household members could be considered as a deterrent
to making any effort. The last reason indicated by the segment of idealists (EI) was, to a
large extent, the lack of technical or practical support. The reasons for not saving energy
provided by consumers classified in the financially motivated segment (DS) seem to be
interesting. Here, the main reason was the lack of technical and practical support and, as in
the case of the AEs, the lack of interest in energy saving by other family members. It can
be assumed that the representatives of this segment decided that a single effort, without
the support of other household members, to reduce consumption would not significantly
affect the reduction of bills, and therefore they did not take any actions in this direction.

The obtained results can also be analysed by extracting the individual countries
participating in the survey from the sample. Interestingly, from this angle, in almost
all countries the greatest number of people declaring energy savings were in the DS
segment. Countries such as Poland, the Czech Republic (over 50%), France, Greece, and
Romania (over 40%) recorded a clear advantage of DSs over other segments. Only in Spain,
among energy-saving consumers, were ecological idealists (EI) the dominant segment
(above 40%). When looking at non-savers (excluding the Indifferent segment, which
is generally characterised by a passive attitude), Germany (14.1% of the total) and the
United Kingdom (8.1%) recorded the highest number of such cases, and Poland (1.9%)
and the Czech Republic (2.7%) the lowest. In all surveyed countries, the largest number of
people declaring to be non-saving energy were also classified in the DS sector. The high
percentage of non-savers classified as segments other than (I) in Germany can be explained,
for example, by the high share of renewable and green energy in the overall energy mix,
which may translate into a tendency to consume more energy and not to think about saving
it in part of the population. On the other hand, energy costs in Germany are the highest in
the entire EU (€0.3 per kWh), but at the same time, Germany is characterised by a dynamic
increase in investment in small-scale photovoltaic installations (5 GW capacity additions in
2020 compared to 3.8 GW in 2019), which translates into a reduction in the costs associated
with the purchase of electricity by households [108].

Another factor that is significantly related to the behavioural type of the energy user
is the age of the respondent (factor 2 of Table 2). On the basis of the correspondence map
(Figure 2), it is easy to notice that the ecological attitude to energy saving (EI and AE
segments) is most often characteristic of people aged 26–40 years. In contrast, reducing
energy consumption for financial reasons is most notable for people over the age of 40.
The youngest people (aged 18–25) most often display opportunistic behaviour or are not
interested in specific activities that could reduce their energy consumption.
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(a) (b) 

Figure 2. Correspondence map (a) and an auxiliary dendrogram (b) showing the dependence of each behavioural type of
energy consumer on their age groups.

Looking again at the results of individual countries, it can be noticed that in almost all
countries the characteristics of the segments in terms of age groups coincide with the typical
representative of the classes (see Table 3). Interesting differences can be observed in the
case of Poland and Spain. Poland is dominated by the DS sector in each age bracket, which
should not come as a surprise, since the analysis of correspondence of individual segments
with the respondent’s country shows that the Polish are the closest to consumers motivated
to save energy by financial factors. This can be explained by the fact that Poland is among
the EU countries with the highest energy price calculated according to the purchasing
power parity. In Spain, on the other hand, the dominant segment in almost every age group
is the ecological idealist (EI). Only those over 65 are characterised by a financial approach
and were mostly classified in the DS sector. However, this may change as Spain has been
experiencing significant energy price rises recently, with a new time-of-day billing system
being introduced across the country in June 2021. Differences in rates during the day can
reach up to 50%. It is therefore likely that the Spanish will probably start to pay more
attention to their electricity bills [109].

Analysing another factor significantly influencing the behavioural type of energy
consumer, employment status (factor 3 from Table 2), the following relationships can be
identified (Figure 3):

• people who save energy for ecological reasons (EI and AE) most often work full-time
and part-time; respondents who are self-employed and even unemployed also share
an ecological idealist attitude (EI);

• financial motivation (specifically for the DS segment) is typical for retired people,
which partially confirms the results of the survey taking into account the respondents’
age. This is also easily explained by the fact that in this occupational group, in most
cases, there is a decrease in income. As a result, consumers are becoming more
financially sensitive, also in relation to environmental and especially energy issues.
Those two aspects are usually closely linked to energy prices, which are often the
biggest burden on household budgets;

• housekeepers are very often indifferent (I) to the motion of reducing energy consumption;
• students are the most opportunistic (O) consumers.
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Figure 3. Correspondence map (a) and an auxiliary dendrogram (b) showing the dependence of each behavioural type of
energy consumer on their professional status.

Studying individual countries in detail, the results point to Germany and Spain as the
countries that have the closest segment distribution to the typical representative obtained
by correspondence analysis. In Central European countries (Poland, the Czech Republic) a
slightly different distribution of respondents according to segment affiliation is observed.
In these countries, the dominant segment, in almost every occupational group, is the DS.
It should be emphasized that in these countries ecological, environmental, and climate
protection issues are becoming relatively recent themes in public debates. Hence, it can
be assumed that the level of environmental awareness and the ideological motivations of
consumers to save energy will only become more apparent in the future.

It is worth emphasising again that, due to surveys being carried out in eight European
countries, it was possible to find out what motivates respondents from different European
countries to save energy (factor 4 of Table 2). As the results of the correspondence analysis
illustrated in the chart (Figure 4) show, financial motivation (DS) is most often the key
motivation for the Poles, French, and Czechs. The distribution of answers indicates that
the characteristics of aspiring ecologists are relevant for the Greek population, but also
for Romania. Respondents from the UK and Spain, on the other hand, generally reduce
their energy consumption out of concern for the environment and ecology (EI). People
from Germany were found to be the most opportunistic, however, it should be noted
that the behaviours characteristic of both ecological idealists and opportunists are not as
clear-cut as those of aspiring environmentalists and dedicated savers. This is indicated by
the greater distance between the points representing the different categories of examined
characteristics. Interestingly, the behaviour of indifferent consumers cannot be linked to
any of the countries under study. Such people are certainly present in the analysed group,
but it is difficult to unambiguously assign them to any nationality.

The assignment of energy consumers to the relevant behavioural segment is also
significantly related to whether the respondent owns their flat or house or lives in a
flat/building that they rent (factor 5 in Table 2). This is quite an understandable relation,
as it is logical that non-owners are much less inclined to invest in solutions that can
significantly reduce their energy consumption. These people are more likely to carry out
simpler and less costly activities, which, however, are not as efficient or are perceived as
natural everyday habits/routines and are not associated with significant energy savings.
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Figure 4. Correspondence map (a) and an auxiliary dendrogram (b) showing the dependence of each behavioural type of
energy consumer on their country of residence.

For this factor, it was also impossible to create a correspondence map (factor 5 has
only two categories, which precludes making a two-dimensional map). However, the
analysis of the distribution of answers shows that, among those who declare to be flat and
house owners, most show the characteristics of a dedicated saver, although this group also
includes respondents with a pro-environmental attitude towards energy saving (both EI
and AE). Tenants are more often opportunists and indifferent people. Due to the relatively
weak influence of this factor on segment profiling, the links between the different categories
of variables studied are not very obvious.

Considering individual countries, the case of Germany is interesting, where 63.8% of
respondents declare that they rent their flats or houses. The dominant tenant sector in this
case turned out to be DS, unlike the owners classified as EI. In the other surveyed countries,
the situation is quite the opposite, as most respondents own their property. Romania
and Poland are the leaders with 90.7% and 81.9% of declarations claiming ownership,
respectively. Moreover, in these countries, both the owner and the tenant have mostly been
assigned to the DS sector. This distribution is not surprising, looking at the current housing
and cultural situation occurring, e.g., in Poland, where there is still a deficit of housing
stock, especially for renting. Poles prefer taking out loans to buy their own property rather
than rent it, which is still perceived as a temporary solution in extraordinary situations.
Moreover, Poles have little knowledge of long-term investing. Combining those facts with
a lack of ability to assess the real and full costs of buying and maintaining a flat, most often
bought on credit, compared to the cost of renting, as well as high rental prices, translate
into this type of preference [110]. On the other hand, highly developed countries are
characterised by a flexible approach to rental housing that can adapt to changing housing
needs and living situations, including work situation or the family’s financial capabilities.

The number of persons in the household (factor 6 in Table 2) is another one signif-
icantly differentiating respondents assigned to particular segments. The results of the
correspondence analyses (Figure 5) show that:

• two-person households are characteristic to the dedicated saver segment; however,
those living alone, as well as those forming multi-person households (seven persons),
are most financially motivated to save energy;
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• aspiring environmentalists (AE) are most often representatives of five-person house-
holds and environmental idealists (EI) of four-person households; however, members
of three- or six-person households are also characterised by pro-environmental moti-
vation to reduce energy consumption and can be classified as both AE and EI;

• for this analysis, it is not easy to indicate how many people the opportunist households
consist of; moreover, it is not possible to assign to any category those in the indifferent
segment, nor those in households consisting of eight or more people.

 
(a) (b) 

Figure 5. Correspondence map (a) and an auxiliary dendrogram (b) showing the dependence of each behavioural type of
energy consumer on the number of persons in the household.

The results of the chi-square test showed that the income of the respondents was also
related to the segments into which they were classified (factor 7 from Table 2). Income
ranges shown in the graph have been calculated against the average earnings in each
country, as reported by Eurostat [111]. In the course of the study, four income brackets were
assumed (0–0.4 of the average earnings, 0.41–0.7 of the average, 0.71–1.4 of the average,
and above 1.4 of the average), taking into account the analysis of minimum and average
earnings per person in a household in each country. The authors attempted to set the
brackets in such a way that the distribution of respondents by income would reflect as
closely as possible a cross-section of the population in a given country in terms of earnings.

The arrangement of points representing categories of these two variables (Figure 6),
indicates the occurrence of the following relationships:

• monthly per capita income in a household below 0.7 of the average earnings in a given
country is characteristic of people in the DS segment;

• people who save energy for pro-ecological reasons (EI and AE) generally have a higher
disposable income than DS; they range from 0.71 to 1.4 of the average earnings;

• Opportunists and indifferent respondents most often refused to provide answers
about their income.

When analysing individual countries, the highest percentage of respondents who did
not answer the question about income were from Poland (11.3% of all Poles participating in
the survey) and Greece (10.5% of all Greeks). In both cases, most were classified to the DS
sector. Taking the income factor into account, it can be noted that in all surveyed countries
the distribution of respondents with respect to sectors was very close to the obtained typical
representative (Table 3).
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Figure 6. Correspondence map (a) and an auxiliary dendrogram (b) showing the dependence of each behavioural type of
energy consumer on their average monthly income.

Examination of the relationship between the behavioural type of energy consumer
and their education (factor 8 of Table 2, Figure 7) shows that people whose motivation to
save energy comes from pro-environmental considerations tend to be better educated than
dedicated savers or opportunists. Respondents assigned to the EI and AE segments most
often have a bachelor’s or master’s degree, while most people in the DS segment have
secondary education. Indicating the level of education for the typical opportunist is not so
clear-cut, although the correspondence analysis, as well as the auxiliary dendrogram, most
closely associate these individuals with primary education. Indifferent respondents most
often declared other education. It can also be added that a doctoral degree was not typical
for any of the segments.

  
(a) (b) 

Figure 7. Correspondence map (a) and an auxiliary dendrogram (b) showing the dependence of each behavioural type of
energy consumer on their education.
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The obtained distribution coincides to a large extent with the results of studies by
other authors [61,69,78,80,81], where an increase in environmental awareness and attitudes
among consumers is observed as they attain higher degrees of education. Environmental
and ecological education helps people to make informed choices. Activities designed in
the educational policies of European countries are aimed at shaping people’s behaviours
to be more sustainable and environmentally friendly. Better educated consumers more
often show pro-ecological attitudes, intentions, and behaviours. On the other hand, the
obtained results confirm the necessity to reach those less educated and excluded with the
appropriate message and reliable knowledge. The authors see great possibilities for action
and positive influence of regional administration together with other local stakeholders,
who have the potential to become focus and facilitators for communities of residents and
family circles. Applications dedicated to energy management, such as the eco-bot [93],
may, thanks to their simplicity, be used as an effective educational tool that will change the
user’s habits.

When analysing another factor showing a significant relationship (factor 9 from
Table 2), it was noticed that due to the presence of people declaring a different gender
among the surveyed energy consumers, arrangement of points presented on the corre-
spondence map (Figure 8) is not very clear. For this reason, the auxiliary dendrogram
was used to interpret the results: It shows that when it comes to saving energy, mainly
women are driven by financial motivation (DS), while menare most often motivated by
pro-ecological considerations (EI and AE).

 
(a) (b) 

Figure 8. Correspondence map (a) and an auxiliary dendrogram (b) showing the dependence of each behavioural type of
energy consumer on their gender.

It can be assumed that such classification results from the fact that in households it
is mostly women who take care of household matters, including finances. They control
family expenditures and initiate pro-saving measures. Hence, they are very familiar with
energy-saving opportunities and benefits, so their actions, behaviours, and even opinions
may be financially motivated. Men, on the other hand, may look at environmental issues
from a broader, long-term perspective, concerned about family security, and their pro-
environmental motivations may stem from their desire to ensure healthy and better living
conditions for their family.
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The last factor that shows a significant dependence with the analysed behavioural
segment is the place of residence (factor 10 from Table 2). The results of the correspondence
analysis (Figure 9) show that:

• people from the ecological idealist segment usually live in the suburbs; it turns out,
however, that this location is typical for the opportunists as well;

• dedicated savers are more likely to live in rural and urban areas than in the suburbs;
• the place of residence of a typical aspiring ecologist is not as obvious as in the case of

respondents from the already mentioned segments, although people from this group
most often indicated that they live in the rural areas;

• once again, concerning their place of residence, the indifferent respondents are am-
biguously assigned.

  
(a) (b) 

Figure 9. Correspondence map (a) and an auxiliary dendrogram (b) showing the dependence of each behavioural type of
energy consumer on their place of residence.

The location of residence of people characterised by pro-ecological motivations
(suburbs, rural areas) results mainly from greater ecological awareness and following
the currently fashionable trends, like the so-called “escape to the countryside”, the
desire for greater contact with nature, seeking silence and peace, as well as breaking
away from the hustle and bustle of the city and switching to the increasingly popular
slow lifestyle. The dedicated saver is a city dweller. The financial motivation is not
surprising here either—the rising prices of real estate and maintenance costs, shrinking
areas suitable for habitation, and scarcity of natural resources (often in cities there are
no or only limited possibilities to introduce ecological solutions, e.g., water recycling or
RES installations), result in increased expenses for satisfying basic living needs. As [112]
noted, despite the fact that city dwellers adopt and declare, to a large extent, pro-
environmental values, their attitudes, behaviours, and actions are less pro-ecological
than those of rural residents. The actions of the latter are more consistent with their
expressed worldviews. This is also confirmed by the presented results.

5. Discussion

Using the results obtained from the analysis of socioeconomic characteristics of
individual behavioural segments, an attempt was made to identify the profile of a
typical representative for each segment. At the same time, the obtained profiles, pre-
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sented in Table 3 (in the first row), were compared with previous works on behavioural
segmentation of energy consumers. Unfortunately, it quickly turned out that such a
comparison is only possible to a limited extent. In order to ensure the highest pos-
sible comparability of the obtained profiles, only segmentations with a certain level
of similarity between the designated segments and the novel segmentation approach
presented by the authors were selected. Despite the earlier indication (Section 2 and [1])
of such similarities, it turned out that for some segmentations a comparison of typi-
cal segment representatives in terms of socioeconomic characteristics is not possible
due to insufficient representation of this aspect of the consumers studied by other
researchers. For example, the Accenture end-consumer observatory on electricity man-
agement (2010) [79] identifies the following characteristics of six proposed segments:
Eco-rationals—more often women, Proactives—no significant socioeconomic character-
istics, Cost conscious—more often women, Pragmatics—more often men (two segments
with financial motivation), Skepticals (equivalent to Opportunist)—higher income, and
Indifferents—more often men with lower income under 24 years old. However, these
descriptions mainly contain a reference to one socioeconomic characteristic, which was
considered insufficient to include this segmentation in the comparisons. In the case of
another segmentation that parallels the currently proposed one in terms of motives,
the results of the study described by Tabi et al. (2014) [60] indicated that most socioe-
conomic characteristics (age, gender, income, household size) were evenly distributed
across all segments, and only education was a distinguishing factor for the segment
motivated by pro-ecological beliefs. In other segmentations, despite the occurrence of
partial similarity between segments and motivation, the number and nature of factors
motivating consumers to save energy were so different from those taken into account by
the authors that this supported the removal of these works from the compilation [59,61].
Finally, for the comparison included in Table 3, three of the behavioural segmentations
indicated in Section 2 were selected, which included, in addition to the factors used to
prepare the segmentation, socioeconomic characteristics [69,78,80]. Segmentations of
energy consumers that did not allow a comparison of segments due to differences with
the approach to motivation were not taken into account.

Table 3. Characteristics and comparison of a typical representative in selected existing energy consumer segmentations.

A Typical Representative of the Behavioural Segments

Study
Ecological by
Conviction

Eco-Friendly But
with Other Focus

Focused on Costs
and Money Saving

Comfort and
Convenience Focused

Indifferent

Proposed
segmentation

(EI) (AE) (DS) (O) (I)
most often declared
energy-saving

most often declare
energy-saving

male male female

age 26–40 age 26–40
over 40 years of age,
especially over 65 years
of age

age 18–25

resident of the suburbs rural resident urban and rural dweller resident of the suburbs
employed full-time or
part-time

employed full-time
and part-time pensioner student housekeeper

flat or house owner flat or house owner flat or house owner tenant tenant
bachelor or master’s
degree

bachelor or
master’s degree secondary education primary education other

education

4 people in household 5 people in
household

1 or 2 people in
household

0.71–1.4 of earnings
average

0.71–1.4 of
earnings average

0–0.7 of earnings
average

refuses to answer
questions about
earnings

refuses to
answer
about
earnings

The United Kingdom,
Spain Greece, Romania France, the Czech

Republic, Poland Germany
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Table 3. Cont.

A Typical Representative of the Behavioural Segments

Study
Ecological by
Conviction

Eco-Friendly But
with Other Focus

Focused on Costs
and Money Saving

Comfort and
Convenience Focused

Indifferent

Han et al.
(2013) [80]

Environmentally
minded residents
(EMR)

Conscious
residents (CR)

Cost focused residents
(CFR)

Ease-driven residents
(EDR)

age does not
differentiate 35 years and more age 27–35 age 35–59

highest income income average
and higher

lower income on
average

income slightly above
average

highest education average education
more often owners more often tenants more often tenants more often owners

Sütterlin et al.
(2011) [69]

Idealistic energy
savers (IES)

Selfless
inconsequent
energy savers
(SIES) and
problem-aware
wellbeing-oriented
energy consumers
(PAWOEC)

Thrifty energy savers
(TES)

Convenience-oriented
indifferent energy
consumers (COIEC)

well educated (higher
technical education)

two types of semi-
environmental
consumers but
only one
(PAWOEC) was
distinguished by
higher general
education

more often vocational or
secondary education

more often female more often male
the oldest
lowest income

Pedersen
(2008) [78]

Devoted
conservationists (DC)

Stumbling
proponents (SP)

Cost-conscious
practitioners (CCP) Comfort seekers (CS)

Tuned-out
and
carefree
(TOaC)

the oldest segment—6
out of 10 consumers
are over 65 years old

“the average segment” age 35–44
younger
than 45
years

lowest income high income highest
income

retired

slightly more females mainly
male

highest education least people with higher
education

rather house
dwellers

more often flat
dwellers

rather
tenant

rather from out of
town

more often urban
resident

rather from
urban areas

more often live with
children and more (3+)
people in the
household
other nationalities
(languages)
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Table 3. Cont.

A Typical Representative of the Behavioural Segments

Study
Ecological by
Conviction

Eco-Friendly But
with Other Focus

Focused on Costs
and Money Saving

Comfort and
Convenience Focused

Indifferent

Similarities
between
segment char-
acteristics

mostly higher
education

more often higher
education

on average lower
education

no similarities—the
segments here may
actually differ in their
motivation/approach
to comfort and
convenience

problems
with distin-
guishing
that
segment or
lack of
distinctive
features in
this
segment

highest income average and higher
income

on average lower
income

more often owner more often older
more often female

The last row of the Table 3 identifies, on the basis of the prepared comparison, the
socioeconomic characteristics common to the different behavioural segments distinguished
in terms of the motivation behind energy-saving behaviours. It should also be noted that
certain characteristics indicated as important in the segmentations which are not included
in Table 3 overlap to some extent with the authors’ findings (e.g., women with low incomes
are more likely to represent mainly financially motivated segments [59,79], or higher
education is characteristic of the pro-environmental segment [59,60]). The prepared analysis
of socioeconomic factors, which complements the basic characteristics of behavioural
segments determined on the basis of the distinguished motivation of the consumer, allows
for a better definition of individual segments. It can be considered an attempt to extend
the behavioural type of segmentation to include socioeconomic factors. It should be
emphasised that the aim was not to determine segments on this basis alone (it is not
a demographic type of segmentation) but to extend behavioural segmentation with an
additional aspect that may make it easier for potential stakeholders to use the tool prepared
by the authors.

By analysing and comparing the existing research, it can be noticed that the image of
energy consumers is constantly changing. This is related not only to changing fashion or
culture but also to changing socioeconomic and environmental conditions. Perception and
sensitivity to the problems of modern civilisation, as well as knowledge and willingness to
prevent them, play an important role. Consumers increase their environmental awareness
through education and the influence of local communities and associations of residents.

However, there is still little research into identifying motivations and attitudes, as
well as comprehensive characterisation, of energy consumers. This seems crucial at a time
when behavioural change and greater care for the natural environment are becoming a
necessity, not only for the present but also for future generations. In order to achieve this,
it is necessary to understand the needs, aspirations, and motives of consumers’ behaviours
as well as prioritise the preservation of natural heritage and encourage the building of the
social capital. The authors hope that the results of the presented research will contribute
significantly to promoting behavioural changes and raising environmental awareness of
consumers as well as serving as a starting point for other researchers’ further considerations.

6. Conclusions

The article aimed to identify the main socioeconomic factors specific to the distinct
behavioural segments of the energy consumer. The identified factors were used to charac-
terise a typical representative of the created segments. It should be emphasised that the
segmentation presented in the paper is an original and innovative concept of the authors,
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as well as a result of continuing research on the motives of energy consumers’ behaviours.
The combination of behavioural segmentation with socioeconomic characteristics of the
created classes is an approach rarely seen in the literature, hence the results provide a
comprehensive picture of the energy consumer. Moreover, the statistical tools used in this
paper (chi-square test and correspondence analysis), which allow us to find out significant
relationships between behavioural type and the indicated factors, have not been used so
far in studies on energy consumption.

In the course of the analysis, the authors managed to positively verify the first, and
partially the second, posed research question. Namely, as the research results showed,
it is possible to indicate a typical representative for each of the obtained segments,
as well as its socioeconomic characteristics. However, it turned out that not all the
socioeconomic factors assumed in the study are relevant for describing the typical
representative. Two of the twelve characteristics (type of housing and electricity costs)
are irrelevant for the differentiation of the segments. In the case of the third research
question, it turned out that the picture of the typical energy consumer has changed over
time and a comparison of typologies is not entirely possible. The authors were able to
identify three other existing behavioural segmentations whose class characteristics are
relatively close to those developed and presented in this paper. However, it should
be emphasised that in each of the identified segments, only a small number of factors
coincided with previous proposals by other authors and that the similarity of factors
was not the same for all three compared segmentations.

The approach to a comprehensive analysis of the energy consumer presented in
the paper is not free from certain limitations. Some of them have been described in
detail in [1] and concern the constructed research tool, which was used both to validate
the segmentation proposed by the authors and to characterise the segments. First of
all, it concerns the impossibility of including in the questionnaire all contextual factors
influencing the attitudes and motivations of consumers and the fact that the answers of
the respondents reflect their self-assessment of behaviour and not actually the observed
behaviour. Moreover, it should be noted that in the case of some demographic questions,
the respondents had the option not to provide the answer, which they sometimes took.
Although it was not a large percentage of the respondents, it could have influenced the
final results. Of course, the countries chosen for the study can also be seen as a kind of
limitation, but the authors tried to select representatives of Europe, taking into account
existing economic, social, and cultural differences.

According to the authors, the most important limitation of the presented approach is
the necessity of repeating the research and verifying the segmentation obtained. Along
with the changing political-economic and sociocultural conditions, it may turn out that
the main motivations of energy consumers can change dramatically—which will have an
impact on their segmentation.

It is also important to note that the segmentation presented is based on the results of
extensive empirical research, including several European countries, which is not a common
practice. This comprehensive analysis of individual behavioural types of energy consumers
can serve many different stakeholders as a baseline tool for the construction of policies,
instruments, and plans that take into account the problems of energy saving, climate
change, and dwindling natural resources. Consumers from different European countries
themselves, for whom the results of the study can provide interesting insights into their
own internal motivations for saving energy and can also be a starting point for considering
changes in their behaviour and attitudes, should also be mentioned as stakeholders. In
addition, consumer organisations and energy suppliers can use the results to better reach a
diverse customer base. This will increase their efficiency in operating, providing tailored
products and services, and helping to effectively promote sustainable consumption and
attitudes that reduce energy consumption. We also hope that our publication will be of
interest to other researchers, and by referring to and discussing our results they will further
expand the common knowledge and understanding of the consumers’ energy behaviours.
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The authors see the possibility of extending the comprehensive analysis of the energy
consumer further, for example, by examining the relationship of individual behavioural
types with the various types of instruments, measures, and incentives used to support
energy management at home, as well as enabling energy savings and behavioural change
in a pro-environmental direction. Furthermore, it might be interesting to investigate
the influence of social groups on particular segments and their approaches to modern
technologies. The authors plan to extend the research in those directions and publish the
results in future articles.
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83. Tumbaz, M.N.M.; Moğulkoç, H.T. Profiling energy efficiency tendency: A case for Turkish households. Energy Policy 2018, 119,

441–448. [CrossRef]
84. Michelsen, C.C.; Madlener, R. Motivational factors influencing the homeowners’ decisions between residential heating systems:

An empirical analysis for Germany. Energy Policy 2013, 57, 221–233. [CrossRef]
85. Sanguinetti, A.; Karlin, B.; Ford, R. Understanding the path to smart home adoption: Segmenting and describing consumers

across the innovation-decision process. Energy Res. Soc. Sci. 2018, 46, 274–283. [CrossRef]
86. Ropuszynska-Surma, E.; Weglarz, M. Profiling end user of renewable energy sources among residential consumers in Poland.

Sustainability 2018, 10, 4452. [CrossRef]
87. Abrahamse, W.; Steg, L.; Vlek, C.; Rothengatter, T. The effect of tailored information, goal setting, and tailored feedback on

household energy use, energy-related behaviors, and behavioral antecedents. J. Environ. Psychol. 2007, 27, 265–276. [CrossRef]
88. Bell, S.; Judson, E.; Bulkeley, H.; Powells, G.; Capova, K.A.; Lynch, D. Sociality and electricity in the United Kingdom: The

influence of household dynamics on everyday consumption. Energy Res. Soc. Sci. 2015, 9, 98–106. [CrossRef]
89. Boudet, H.S.; Flora, J.A.; Armel, K.C. Clustering household energy-saving behaviours by behavioural attribute. Energy Policy

2016, 92, 444–454. [CrossRef]
90. Sardianou, E. Estimating energy conservation patterns of Greek households. Energy Policy 2007, 35, 3778–3791. [CrossRef]
91. Wang, Z.; Zhang, B.; Yin, J.; Zhang, Y. Determinants and policy implications for household electricity-saving behaviour: Evidence

from Beijing, China. Energy Policy 2011, 39, 3550–3557. [CrossRef]
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Abstract: Islands are widely recognised as ideal pilot sites that can spearhead the transition to
clean energy and development towards a sustainable and healthy society. One of the assumptions
underpinning this notion is that island communities are more ready to engage with smart grids
(SGs) than people on the mainland. This is believed to be due to the high costs of energy on islands
and the idea that the sense of community and collective action is stronger on islands than on the
mainland. This paper presents findings from a survey conducted to assess people’s perception of,
and readiness to engage with, SG and demand response (DR) in the communities of three islands
taking part in a H2020 project called REACT. The main objective of the survey, conducted in 2020,
was to inform the recruitment of participants in the project, which is piloting different technologies
required for SGs and DR with communities on the three islands. The results show that many island
residents are motivated to take part in SG, to engage with energy saving, and are willing to change
some energy-related behaviours in their homes. However, the results also indicate that levels of
ownership of, and knowledge and familiarity with, the SG and DR related technologies are extremely
low, suggesting that the expected uptake of DR in islands might not be as high as anticipated. This
brings into question the readiness of island dwellers for the SG, their role in the deployment of such
schemes more widely and the validity of the assumptions often made about island communities. This
has significant implications for the design of SGs and DR solutions for islands, including devoting
sufficient efforts to build knowledge and awareness of the SG, investing in demonstration projects
for that purpose and tailoring interventions based on island communities’ motivations.

Keywords: smart grids; demand response; island communities; social acceptance; technology readi-
ness; sustainability; Spain; Italy; Ireland

1. Introduction

In response to the global challenge of climate change, a green energy transition
is needed, based on replacing fossil fuels with renewable energy sources [1,2]. These
alternatives, which include wind power and solar photovoltaics (PV), generate intermittent
energy. To be able to power electricity provision using renewables, smart energy networks
known as smart grids (SG) coupled with demand response (DR) principles are key [3–5].
Achieving a SG entails the engagement of users in managing peak loads, whereby they
have to change their electricity consumption patterns and shift their daily activities to
when demand on the grid is lower [6]. It is envisaged that homes will become spaces where
smart home energy management systems (HEMS) and other ICT-enabled technologies
are deployed so that householders either manage their electricity consumption or give
permission to third parties to do so on their behalf, and consequently plan their everyday
activities accordingly.

Islands are widely recognised as ideal pilot sites which can spearhead the transition
to clean energy through SGs and DR technologies that enable localised and renewable
energy production and the optimised management of load on the network [7–9], to function
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as “laboratories for technological, social, environmental, economic and political innova-
tion” [8].

One of the assumptions underpinning this notion is that people living in island com-
munities are more ready to engage with SGs and DR than people on the mainland, mainly
due to the higher costs of energy on islands [10,11]. In this regard, the SG can have finan-
cial benefits. The geographic characteristics of islands and the challenges related to the
provision of electricity services from the mainland [12] make them ideal candidates for
deployment from a technical point of view. Another reason is the perceived stronger sense
of community among smaller populations on islands compared to mainland communities
and neighbourhoods [11,13], suggesting that the typical social barriers attributed to reluc-
tance of DR uptake will be weaker in the case of islands. This posits the question of whether
island communities are more likely to adopt these technologies and adapt their lifestyles
to provide flexibility through DR and SG technologies. Energy research that has pointed
out the role of islands in testing the SG with various DR technologies [14–18] has not
adequately considered societal challenges [19]. Meanwhile, policy assessments emphasise
the importance of autonomy and energy sustainability for Europe’s outer regions including
islands, suggesting that public engagement and acceptance remain important challenges to
overcome [20], thus maintaining the need for promotional and educational efforts.

The interest in developing SG in islands [8] and the increasing efforts in financing
research and development projects for islands in Europe [21] raise an important question
of whether island communities are ideally suited for such interventions. Studies have
generally found that island residents’ knowledge and attitudes towards renewable energy
technologies or DR to be positive. Insights from a study on the uptake of solar photovoltaics
in French island territories suggest that decisions to install such technologies may be driven
by energy insularity (power cuts and comparatively expensive energy bills), though also
complicated by other life-course events and a desire to maintain high quality energy
services [22]. Where projects on energy management are successful, this also depends on
island energy utility companies’ efforts to maintain trust with the community, and building
on this relationship to encourage participation in DR schemes [23]. Another element is
knowledge and understanding of DR and flexibility, which are necessary for people to be
motivated. In relation to islanders’ knowledge of how DR technologies work and how
intermittency can be managed, a distinction is made between formal technical knowledge
and other forms of sensory or practical knowledge that can be effective in helping residents
adapt to systems in order to offer flexibility to the grid [24].

These findings indicate similarities to mainland communities, where knowledge of the
technologies and attitudes to RETs and energy consumption are important determinants for
DR adoption. However, exploring the notion of islands as test beds for energy technologies,
Skjølsvold et al. [13] noted that islands are often exoticized on a social level, perceived
as being “distinct sociomaterial places with a particular form of topography, location in
global value chains, and being associated with a form of social exoticism” (p. 7). As
such, the presence of a sense of community and kinship is emphasised and presented as an
advantage to the implementation of new energy technologies and innovations. However, in
some cases, the history of economic and political dependence and peripherality of islands
can be a hurdle for economic and sustainable development [25]. Other studies [26] have
pointed out that island communities’ close-knit nature offers a potential for community
energy but also a challenge for gaining the trust and acceptance of sustainable-focused
development interventions. These findings focus on what distinguishes island communities
from mainland populations. This itself raises the question of what experiments in SG
can tell us about their potential for wider deployment. However, existing and future
investments in island communities for energy using smart solutions [8], as well as concerns
for energy provision for islands [20,21], indicate that the readiness of island dwellers for
SG and DR programmes remains an important question requiring further research.

As indicated above, a large number of research and innovation projects have and are
focusing on piloting renewable energy technologies and smart energy grids on islands,
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including the demonstration of several SG technologies, storage and the introduction of
renewable energy sources [21]. The research presented in this paper was conducted as part
of one of these projects called REACT [27]. The REACT project is seeking to demonstrate
the potential of renewable energy systems (RES) on geographical islands to bring economic
benefits, decarbonise islands’ energy systems, reduce greenhouse gas (GHG) emissions
and improve environmental air quality. This is to be achieved by integrating existing and
emerging technologies to create a cloud-based solution enabling a SG with the potential to
support the energy autonomy of geographical islands, demonstrating the solution on three
different islands with differing climate and market contexts, and developing plans for large-
scale replication of the REACT solution on five follower islands. The REACT project pilot
islands are La Graciosa (Spain), San Pietro (Italy) and the Aran Islands (Ireland). Within
these islands, the REACT solution is being piloted in the following towns or population
centres: Caleta del Sebo in La Graciosa, Carloforte in San Pietro and Inis Mór, one of the
Aran Islands. This paper presents the findings of a survey conducted with a sample of
the people living in these towns. An analysis of the survey responses from the survey
participants is presented to show whether people living on these islands are motivated to
engage in SGs and DR and how ready and willing they are to engage with DR principles
and technologies in their homes.

Following this introduction, the remainder of this paper is split into five sections. To
contextualise the research, Section 2 presents a discussion of what motivates people to take
part in SG and DR programmes, and how the technologies people have in their homes
impact on their readiness to do so. Section 3 discusses the methodology applied in the
survey research presented. Section 4 presents the findings of the survey. Section 5 discusses
whether the findings suggest that people living in island communities are ready to engage
with SGs and DR. It then goes on to discuss what the findings suggest are the best strategies
to encourage island communities to engage in SGs and DR, including considerations in
relation to the design of SG and DR solutions intended for use by island communities. The
final section of the paper draws some conclusions as to whether island communities are
ready for the SG and the implications of this on broader plans and projects focusing on
smart solutions intended for geographical islands.

2. Elements of Smart Grid Readiness: Technical, Economic and Social Considerations

2.1. Technical Requirements for Householder Readiness to Take Part in Smart Grids and Demand
Response

When it comes to users and consumption, SGs entail the introduction of demand side
management [28]. Traditionally, demand side interventions focused on behavioural change
and improving the energy efficiency of appliances in the home, e.g., energy efficient light
bulbs [29,30]. In the context of the SG, consumers are expected to engage through DR,
which offers them a significant role in the delivery of flexibility by reducing or shifting
their electricity usage during periods of stress or constraint [31].

Participation in SG-related DR programmes by household consumers has two key tech-
nical requirements. Firstly, households must have a smart meter installed to enable some
form of dynamic pricing based on real-time or near real-time consumption patterns [32,33].
However, whilst these enable the implementation of dynamic pricing schemes, on their
own they do not ensure significant improvements in demand-side activity [33]. As such,
HEMS are a second key requirement if household electricity consumers are to participate
actively in DR programmes [34]. Essentially, HEMS are a technology platform comprised
of both hardware and software that allow the user to monitor energy usage and production
and to manually control and/or automate the use of energy within a household [33]. In
this regard, the integration of new ICT capabilities is instrumental in facilitating wider
engagement with the SG to achieve various benefits [35].

This is particularly the case in the domestic sector, where automation and direct load
control were found to be not only acceptable but also key in broadening engagement with
DR programmes [36]. To enable automated DR across all electric loads, heating and cooling
systems as well as wet appliances will have to be smart and electric vehicles will require
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smart charging and discharging [28]. Research has highlighted numerous technical barriers
to DR in the domestic sector in relation to ICT [37]. These include the lack of the necessary
SG infrastructure in many regions, the diversity of ICT devices on the consumer side
from different market providers that follow different communication protocols, creating
interoperability issues, as well as security risks and scalability challenges [38].

Research on blocks of buildings and their readiness for demand response has shown
similar challenges and potential barriers, which would indicate the propensity to engage
with implicit or explicit DR depends on the level of integration of various electricity loads
via energy management systems [39]. Accordingly, the heating and cooling services in
homes can have different impacts, such as whether they include a thermostat that can
be programmed externally, or whether the householders themselves are accustomed to
controlling or programming the heating and cooling systems in their homes [40–42]. Given
that 64% of the residential sector’s energy consumption is used for space heating (Eurostat
available at: https://ec.europa.eu/eurostat/web/products-eurostat-news/-/DDN-201906
20-1 (accessed on 20 February 2020)), the types of heating and cooling systems that people
have installed in their homes are also key to the level of flexibility they can offer the grid in
terms of DR. In this context, the penetration of electric, as opposed to gas or wood powered
heating, is an important consideration.

2.2. Motivation to Take Part in the Smart Grid and Demand Response
2.2.1. Economic Motivations

Lower energy costs are often cited as the main reason why people might engage with
demand side interventions such as DR [43–46]. The expectation is that consumers in their
homes will be incentivised through the implementation of time-of-use (TOU) tariffs that
vary the cost of electricity throughout the day [40]. Earlier work on the SG has argued that
the two main reasons why consumers adopt SG-related technologies are financial benefits
and environmental motivations, with the majority expecting economic pay back, suggesting
that environmental concerns are not sufficient on their own to affect adoption [47]. A
survey of student motivations found similar trends, where the main motivation was to save
money, followed by positive environmental benefits, such as reducing energy demand and
supporting the integration of renewables into energy networks [48]. However, many factors
influence the extent to which price signals can be effective, including the type of pricing
mechanism used, climate zone and season, ownership of air-conditioning equipment, and
household characteristics such as income [49]. For example, studies have shown that higher
income households do not respond well to price signals alone [45]. The way an economic
incentive is framed is also important, e.g., is the incentive to use the electricity from the
battery communicated as payment or saving [50]. Whilst further research and analysis
is needed to assess how well price signals work [51,52], it remains an important factor
to consider when assessing the lowering of bills as a motivation for households when
choosing to take up TOU tariffs as a way of managing their electricity demand.

2.2.2. Attitudes and Social Norms

Studies based on social norms have examined energy consumption and participation
in DR as driven by pro-social motives [53]. Attitudes that pertain to the uptake of DR
relate to environmental motivations for individuals and communities to reduce their
carbon emissions and contribute to climate change mitigation. Studies have shown that
environmental motivations have prompted people to change their energy demand [46,54]
and develop new energy-related habits [54]. Studies focusing on personal attributes have
identified motivations related to an interest in cutting edge technology [55], awareness of
energy consumption and better quality feedback [46], as well as the desire to better control
energy consumption [56,57]. Other pro-social motivations that have been highlighted
include the ability of households to contribute to the reliability of the grid [58] and to
improve their local community [59], as well as feeling empowered to manage and take
responsibility as a citizen over their electricity consumption [60]. For example, in a study on
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the acceptance of TOU tariffs, the interest in national energy independence was a stronger
factor than the expected economic benefits for individual households [61]. More broadly,
how climate change is framed within national policy has been shown to impact on the
likelihood for support and uptake of energy technologies including DR solutions [62].

Feedback technologies play a crucial role in developing awareness with regards to
energy consumption, and the energy savings that could be achieved by using it [63].
Motivation to reduce energy consumption by allowing households to compare their con-
sumption to other households in their neighbourhood or community, called comparative
feedback, has been developed [64] based on research that works on activating social norms
in individuals, i.e., how does an individual behaviour compare to others [65]. Several
interventions in this field have utilized social media platforms to enable a comparison
of ecological footprint and energy behaviour [66]. This work developed into dedicated
online communities to promote energy-saving behaviour through public pledges and com-
petition [67], whilst other research—focused on social media based applications—found
that energy consumption reduced significantly through socially mediated incentives and
competition [68]. In a similar vein, community-based projects that focused on comparative
feedback found longer-term engagement with in home displays when it was coupled
with weekly email-based newsletters and sustained communication [69]. In summary,
research on energy consumption suggests economic, environmental and norm-activated
motivations can all play a part in incentivising behavioural changes at the individual and
household levels in relation to energy consumption. These have informed our survey ques-
tions pertaining to people’s motivation in taking part in DR programmes and participating
in the SG, to better understand the readiness of island households and communities for
technologies such as the REACT solution, the results of which are presented in Section 4.

2.2.3. Knowledge and Familiarity with SG

Familiarity with the principles and technologies of DR and the SG is a frequently
identified barrier to the uptake of TOU tariffs or active DR management across European
electricity markets [70]. Familiarity is a key factor in increasing or decreasing social
acceptance of technology [71]. In a study on the acceptance of smart meters in the USA,
familiarity along with climate change risk perception were found to be the strongest
predictors of smart meter acceptance [72]. Arguably, a lack of familiarity with DR is likely to
lead to a lack of trust in the interventions of energy utility companies and further reluctance
to take up other DR services [73]. Crucially, familiarity has a determining effect on uptake
as well, which is very important when considering contexts where DR programmes and
innovations are being introduced [74,75]. Li et al. [76] found that lower levels of reported
familiarity with DR and SG concepts was correlated with less reported willingness to
postpone the use of different appliances in the homes. As such, in the research reported
in this paper, we consider familiarity with the concept of the SG and familiarity with the
SG and DR related technologies to be an important factor when assessing the readiness of
households for the SG.

2.3. Flexible Energy Demand

Considering the household level, the potential for flexible energy demand depends
on the level of interest in smart appliances and devices [77,78], attitudes in relation to
lifestyle [79] and anxiety over smart technology installation and use difficulty [80]. Earlier
research found that in some cases, flexibility was related to the design of the heating
system. For example, in homes fitted with insulated underfloor heating (that keeps the
warmth for a longer time period), householders are more flexible in the timing of their
energy demand [81]. In another example it was found that the inclusion of ‘buffer’ heating,
such as fireplaces, made households happier to be flexible in their energy use, because
they could save on their bills whilst enjoying the warmth and comfort in their homes [82].
Overall, earlier research found that householders were able to offer flexibility in relation to
their use of several appliances. However, the level of flexibility depends on the appliance
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and the type of activity associated with it. Mostly, people are more willing to shift the
use of their washing machines, dryers and dishwashers more than freezers, fridges and
bathroom heaters [82]. Inflexibility is reported in the literature in relation to dining and
cooking, where mealtimes and the hours of the day allocated to food preparation are the
least flexible, and therefore the use of appliances for those purposes is not amenable to
shifting [83]. To summarise, whilst heating flexibility is related to the type of heating
equipment and level of insulation, in relation to the different everyday activities, those
that pertain to cleaning, household care and laundry are generally more flexible than those
pertaining to family life, such as mealtimes and social gatherings.

3. Methods

3.1. Survey Design and Distribution

Taking the literature discussed in the previous section into consideration, it was
decided to conduct a survey as part of the REACT project to inform the recruitment of
participants in the project, which is piloting different technologies required for SGs and
DR with the communities on the three islands that are testing the REACT solution. The
paper-based survey was adapted to the specific needs of the REACT project, from a survey
conducted by Li et al. (2017). The surveys were distributed to the communities in the
towns or population centres where the technology will be deployed as part of the REACT
project. These are Caleta del Sebo in La Graciosa, Carloforte in San Pietro and Inis Mór,
on one of the Aran Islands. In total, the survey questionnaire included 31 questions,
including questions on demographic and household characteristics, home heating and
cooling systems, knowledge of and familiarity with SG concepts and DR technologies and
motivators for taking part in the SG and DR programmes (see Appendix A, Table A1).
The data collected enabled the researchers to assess the communities’ perception of, and
readiness to engage with, SG-related technologies and DR in order to inform the recruitment
strategy for the later stages of the REACT project. The surveys were distributed via schools,
community meetings related to the REACT project and by going door to door in the case of
Inis Mór.

3.1.1. Sample Size

In Inis Mór in the Aran Isles roughly 230 households are permanently occupied
throughout the year. In total, 81 surveys were collected from households residing there
during the winter months. Therefore, our sample is roughly 35% of the permanent residents
on the island. The average number of households occupied in Caleta de Sebo on the island
of La Graciosa can be conservatively estimated at 150 [84]. In total, 21 surveys were
collected in Caleta de Sebo. Therefore, the sample is roughly 13% of the total number of
households. In San Pietro on the island of Carloforte there are 2800 households. A total of
77 surveys were collected in San Pietro. Therefore, the sample size is approximately 3%
of the total number of households (anecdotal evidence suggests that less people live in
Carloforte than is officially indicated in the population census).

3.1.2. Sample Representativeness

To check the representativeness of our samples where possible, we compared the
socio-demographic data from the survey to the available population demographics. If
there are no data available at the local or regional level, the data from our sample were
compered to data at the national level. As shown in Table 1, this comparison indicates that,
on the whole, our samples do not differ too greatly from the wider populations to which
they were compared.
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Table 1. Comparison of survey demographic data with wider community regional and national demographic data in the
three islands.

Socio-Demographic Variable Survey Results Wider Community (Regional Level)

Inis Mór, Aran

Age

65% or older: 30% 65% or older: 25%
55 to 64: 20% 55 to 64: 15%
45 to 54: 21% 45 to 54: 18%
35 to 44: 26% 35 to 44: 20%
25 to 34: 2% 25 to 34: 13%
18 to 24: 1% 18 to 24: 8%

Gender 64% Female; 36% Male 51% Female; 49% Male

Education

Primary: 7% Primary: 7%
Lower secondary: 13% Lower secondary:15%
Leaving certificate: 23% Leaving certificate: 24%
Post-leaving cert.: 16% Post-leaving cert.: 14%

Third level: 41% Third level: 40%

Carloforte, San Pietro

Age

65% or older: 22% 65% or older: 34%
55 to 64: 19% 55 to 64: 17%
45 to 54: 30% 45 to 54: 19%
35 to 44: 16% 35 to 44: 14%
25 to 34: 13% 25 to 34: 11%
18 to 24: 0% 18 to 24: 5%

Gender 44% Female; 56% Male 50.9% Female; 49.1% Male

Education

Primary: 0% Primary: 0%
Middle school: 5% Middle school: 28%

Diploma: 56% Diploma: 29%
University level: 39% University level: 43%

La Graciosa

Age

65% or older: 14% 65% or older: 21%
55 to 64: 19% 55 to 64: 11%
45 to 54: 24% 45 to 54: 24%
35 to 44: 24% 35 to 44: 20%
25 to 34: 5% 25 to 34: 15%
18 to 24: 10% 18 to 24: 9%

Wider community (National level)

Gender Female: 52%; Male: 48% Female: 50%; Male: 50%

Education
Secondary: 5% Secondary: 28%

Diploma/vocational: 24% Diploma: 27%
University level: 58% University level: 45%

3.2. Data Analysis

Data from the collected surveys were entered into Microsoft® Excel. This spreadsheet
is used for two purposes. Firstly, to check and revise the responses ensuring missing data
and invalid responses were corrected, and secondly to conduct a comparative frequency
analysis of the responses from each of the island communities. By conducting the compara-
tive analysis of the responses from each of the islands, we were able to see if there were
any noteworthy differences in the survey responses of the islands residents on each of the
REACT pilot islands. This was key to enabling us to inform the recruitment strategy for
the later stages of the REACT project on each of the pilot islands. It also enabled a consider-
ation of whether our findings might be typical of island communities in general. Given
their geographical location, the main differences in the island pertained to the heating and
cooling systems installed in respondents’ homes, with respondents on Inis Mór mostly
using heating and Carloforte largely using cooling appliances. For most variables relating
to the SG and DR perceptions and attitudes, the findings show that respondents from the
three islands are not significantly different from each other. This enables us to consider the
results as indicative of island communities in Europe more generally.
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4. Results

In this paper, we present the results from survey responses on the three islands
pertaining to respondents’ motivations for taking part in DR and the SG, and their readiness
to take part in that. To identify respondents’ motivations, we asked questions about the
impact of energy bills on household expenditure, the importance of saving energy and
RET’s to respondents and the different factors that might motivate them to take part in
the SG. To address their readiness to take part in the SG, we asked questions about the
technologies they have in their homes, the SG and DR technologies they would like to
adopt, their familiarity with these technologies and how flexible they are willing to be
across the use of different household appliances.

4.1. Motivations to Take Part in Demand Response and the Smart Grid

As discussed in Section 2.2, different factors can motivate people to take part in the
SG and adopt DR technologies, including financial motivations (e.g., lower bills) and
environmental concerns. To gauge how important energy costs are to the respondents,
our survey asked what impact their energy bill has on their household budget. The
answer categories were provided on a scale from “Very High” to “Very Low”. As Figure 1
illustrates, in the case of all three islands, by far most respondents (71% in La Graciosa,
84% in Carloforte and 88% in Inis Mór) indicated that the impact of their energy bill on
their monthly expenditure is very high, high or medium. Respondents were also asked to
indicate the importance they gave to energy saving and for having RET technologies on
their island, using a five-point scale (from “Very Important” to “Not important at all”). As
can be seen in Figure 2, the majority of respondents on all three islands indicated a high
level of interest in saving energy, with 85% in La Graciosa, 74% in Carloforte and 77% in
Inis Mór believing that saving energy is very important. The percentages of respondents
reporting that the use of RETs is very important is also high across the three islands,
with 80% of respondents in La Graciosa, 71% of respondents in Carloforte and 63% of
respondents in Inis Mór indicating that the use of RET is very important on their island
(see Figure 2).

 

Figure 1. Impact of energy expenditure of households in the three islands.
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Figure 2. Importance of energy saving and RET use for households in the three islands.

In our survey, we asked respondents if the factors listed in Figure 3 would motivate
them to accept SGs and use smart appliances. The answer categories provided were
“Strongly motivating”, “Motivating”, “Slightly motivating”, “Not motivating” and “I don’t
care.” In terms of respondents’ motivations to take part in the SG and DR programmes,
our findings echo those of the earlier studies discussed in Section 2, which have found
that people are motivated by economic and environmental concerns. By far, the majority
of respondents from all three islands (88% in La Graciosa, 78% in Carloforte and 83% in
Inis Mór) would be strongly motivated or motivated by a reduction in their energy bills to
accept SGs and the use of smart appliances (see Figure 3). In relation to environmental and
altruistic motivations, the results show that the majority of respondents (75% in La Graciosa,
65 % in Carloforte and 83% in Inis Mór) would be strongly motivated to accept SGs and the
use of smart appliances to reduce CO2 emissions (see Figure 3). As illustrated in Figure 3,
giving your house a more sustainable character was also found to be strongly motivating
or motivating by a majority of respondents (75% in La Graciosa, 70% in Carloforte and 52%
in Inis Mór).

Interestingly, respondents were not as strongly motivated to accept SGs and the use
of smart appliances by the prospect of sharing results on social media or comparing their
household’s energy consumption to other households as the literature in this field often
assumes (see Figure 3). Only 15% of respondents in Carloforte and 17% of respondents in
Inis Mór indicated that they would be strongly motivated by sharing results on social media
to accept SGs and the use of smart appliances. The number of people motivated by this is
slightly more encouraging in the case of La Graciosa, with 41% of respondents indicating
that they would be strongly motivated by the prospect of sharing results on social media.
However, this approach to motivating people to accept SGs and the use of smart appliances
is unlikely to be successful in the other two islands, where the majority of respondents
(59% in Carloforte and 64% in Inis Mór) did not care about sharing results on social media
or are not motivated by this to adopt SGs and the use of smart appliances. The findings
relating to the potential of motivating respondents by enabling them to compare their
household’s energy consumption to that of other households is also less encouraging than
might be expected, with only 18% of respondents in Carloforte and 19% of respondents in
Inis Mór indicating that they would be motivated by this to accept SGs and the use of smart
appliances. Again, the number of respondents that would be motivated by this is slightly
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more encouraging in the case of La Graciosa, with 38% of respondents indicating that they
would be strongly motivated to accept SGs and the use of smart appliances if this enabled
them to compare their household’s energy consumption to that of other households.

 

Figure 3. Motivating factors for the uptake of DR technologies.

The high percentages of respondents that perceive the impact of energy costs on
household expenditure to be significant and the use of RETs to be important, combined
with participants’ high levels of interest in saving energy, are encouraging in terms of
island residents’ motivations to take part in the SG and DR programmes. Similarly encour-
aging are the high numbers of respondents reporting that they would be motivated by
the potential of reducing their energy bills and lowering their CO2 emissions to use the
technologies required for DR. However, respondents’ ‘readiness’ to take part in the SG
and DR depends on the technologies they currently have in their homes, how they use
them and whether they are prepared to adopt enabling technologies such as smart meters,
HEMs and smart appliances. These issues were explored in our survey and the findings
are presented in the following section.

4.2. Readiness to Take Part in Demand Response and the Smart Grid

This section presents the responses from the survey questions related to the respon-
dent’s existing heating and cooling systems, their current ownership of SG technologies and
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their willingness to adopt them, their familiarity with the SG concept and their knowledge
and familiarity with the SG and DR technologies.

4.2.1. Household Heating and Cooling Systems

The existence of heating and cooling systems and their type (central or individual), as
well as whether they use a thermostat, are good indicators of the likelihood for people to
shift their heating/cooling or turn it off to offer flexibility. As discussed in Section 2, how
people heat or cool their homes is key to the level of flexibility they can offer the grid in
terms of DR. None of the respondents in Inis Mór use air-conditioning whilst homes in
Carloforte use both heating and cooling to achieve thermal comfort. Unexpectedly, only
four households in La Graciosa reported having cooling systems whilst only one household
has a mobile heating unit. The results are summarised in Table 2.

Table 2. Heating and cooling systems of the respondents in the three islands.

Heating Cooling

La Graciosa With Heating 5% With Cooling 20%
Central – Central 50%

Individual 100% Individual 25%
Both types – Both types 25%

Other – Other –
Carloforte With Heating 81% With Cooling 67%

Central 11% Central 85%
Individual 74% Individual 9%
Both types 10% Both types 2%

Other 5% Other 4%
Inis Mór With Heating 100% With Cooling 5%

Central 78% Central 75%
Individual 4% Individual 25%
Both types 6% Both types –

Other 12% Other –

In La Graciosa, only 5% of households have individual heaters and only 20% of
those surveyed had air-conditioning installed in their homes. Of those, half (50%) have a
centralized cooling system, 25% have individual units and another 25% have both systems.
Therefore, the findings of our survey in relation to the potential for DR control for thermal
load is not encouraging in the case of La Graciosa.

For Carloforte, 81% of those surveyed have heating in their homes, split across central,
individual or other types (biomass burners). The majority have individual heating units,
with only 11% having a centralized heating system, indicating that a minority would have
the option to include automated heating controls as part of the REACT solution in their
homes. For cooling, 67% of respondents have air-conditioning, and of those, 85% have
a central cooling system in their homes, whilst 9% have individual air-conditioning for
separate rooms, 2% have both and 4% have other cooling devices such as fans.

In Inis Mór, all respondents have heating equipment installed in their home and none
of them have air-conditioning equipment. The majority (78%) there have central heating,
while 4% have only individual heating units and 6% from Inis Mór have both central and
individual heating equipment. The individual heating units used by the respondents from
Inis Mór are typically storage heaters, stoves or solid fuel heaters.

With respect to thermostats for heating, none of the households surveyed in La
Graciosa had any thermostats since they did not have central heating. In Carloforte, only
41% of respondents reported having a thermostat for heating. Of those, 32% have the
heating on when at home set at different temperatures and 21% have it set at a constant
temperature. In Carloforte, 16% of respondents have the heating on all the time at a
constant temperature whilst 16% have their heating at different temperatures for each
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room. The remaining 16% of respondents reported that they did not use the thermostat
often.

In Inis Mór, 63% of respondents relied on thermostats to control their heating systems.
Of those, the majority have the heating turned on when they are at home at a constant
temperature (43%) or at different temperatures across the house (24%). The remainder have
the heating always on, including 18% at different temperatures and only 6% at a constant
temperature, whilst 9% reported not using heating often. Figure 4a compares heating
control behaviours for Carloforte and Inis Mór. Overall, this shows that the majority do
use the thermostats albeit in different ways. In this context, there is potential to consider
having their heating controlled remotely if needed, due to their familiarity with controlling
the temperature in their homes centrally. This is an encouraging indicator in terms of
the familiarity with temperature or heating control remotely. However, the majority of
the heating systems in Inis Mór are not electric and moving them to electric heat pumps
would require significant investment, alongside related barriers to the electrification of
heating [85].

  
(a) (b) 

Figure 4. (a) Heating system use among respondents in Carloforte and Inis Mór islands; (b) Cooling system use among
respondents in La Graciosa and Carloforte islands.

For the control of cooling systems, in La Graciosa, only four respondents reported
having an air-conditioning system in their homes, and of those, three homes have a
centralised cooling system. Further, 10% of the respondents have a thermostat that they
use to turn on the cooling when at home, allowing for different temperatures for each room
(see Figure 4). Therefore, in relation to heating and cooling, the potential of DR control is
not encouraging. In Carloforte, only 5% of those surveyed have the cooling always on, 24%
have the cooling on when they are at home at a constant temperature and 34% have it set
at a different temperature. None of the respondents in Inis Mór have air-conditioning in
their homes. Figure 4b compares cooling control behaviours of La Graciosa and Carloforte.

4.2.2. Familiarity with Smart Grids and Demand Response and Their Enabling
Technologies

The survey asked respondents how familiar they are with the concept of the SG prior
to being contacted by members of the REACT project team. The responses offered were
‘Never heard of it’, ‘Heard a little but don’t understand the concept’, ‘Heard a lot but don’t
understand the concept’, ‘Know a little about the concept’ or ‘Know a lot about the concept.’
A large proportion of respondents from all three islands said that they had never heard
of the concept of the SG prior to being contacted by the REACT project team or they had
heard of it but didn’t understand the concept (58% in La Graciosa, 80% in Carloforte and
74% in Inis Mór). Very few of the respondents (5% in La Graciosa, 3% in Carloforte and 8%
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in Inis Mór) said they knew a lot about the concept of the SG prior to being contacted by
the project team (see Figure 5).

 

Figure 5. Familiarity of the three island residents with the Smart Grid concept.

Respondents were also asked how familiar they are with the different SG and DR
enabling technologies listed in Figure 6. With regards to each of the technologies, they were
asked to state whether they had ‘Never heard of it’, ‘Heard of it but do not understand it’,
‘Know a little about it’, ‘Know a lot about it’ or whether they own such technology. In La
Graciosa, only 5% of research participants own a smart meter and only 5% know a lot about
smart meters. In the case of Carloforte, only 1% have a smart meter and only 1% know a lot
about them. In Inis Mór only 1 % have a smart meter and only 4% know a lot about them.
In addition, many of the respondents had never heard of a smart meter (30% in La Graciosa,
65% in Carloforte and 49% in Inis Mór). Given that smart meters are a key enabling
technology for engaging with the SG and DR, these figures are not encouraging. In the case
of HEMs, the figures are no more encouraging, with no respondents in Carloforte owing a
HEMs and only 1% of respondents from Inis Mór and 5% of respondents in La Graciosa
owning a HEMs. Again, for in-home displays, the situation is similar, with no installations
amongst the sample in La Graciosa and Carloforte, and only 10% in La Graciosa and 3% in
Carloforte knowing a lot about them. In Inis Mór, only 1% have an in-home display and
only 4% reported confident levels of knowledge and understanding of these technologies.
This suggests that the existing level of knowledge and understanding of the concepts of
SG or DR and the technologies and devices that would have to be installed or deployed
in homes is limited. Therefore, concentrated efforts are needed to increase the awareness
and familiarity of island residents with these technologies to ensure the success of any
deployment plans for islands communities to be realised.

Overall, as illustrated in Figure 6, very few of the respondents from all three islands
owned or had a significant knowledge of any of the SG and DR enabling technologies. The
majority of the respondents reported that they have not heard of most of the SG and DR
technologies included in the survey (see Figure 6). In Inis Mór and Carloforte, around half
of the respondents reported never to have heard of the technologies with the exception
of electric vehicles, solar photovoltaic panels and smart washing machines. Levels of
familiarity are slightly higher in La Graciosa. Of note (see Figure 6), is the very small
number of respondents that own one of the DR technologies or report to know a lot about
them, especially in Carloforte and Inis Mór. In all three islands, the very low levels of
knowledge and familiarity with smart meters, in-home displays and HEMs is concerning,
given their importance as enabling technologies for DR and the SG [33].
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Figure 6. Familiarity of the three island residents with various Smart Grid technologies.
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4.2.3. Respondents’ Willingness to Adopt SG Enabling Technologies

Given the very low levels of ownership of SG and DR technologies reported by
respondents, their willingness to adopt these technologies in the future is key to their
engagement in the SG and DR in the future. Respondents were asked which of the different
SG enabling technologies listed in Figure 6 they would like to use in their home. The
results (see Figure 7) show that respondents in La Graciosa were the most positive about
these technologies. However, even in La Graciosa, only 52% of respondents indicated
that they would like to use a smart meter or HEMs in their homes, which as discussed
in Section 2 are key enabling technologies for the SG. The lowest support for SG and DR
enabling technologies comes from Carloforte, where respondents are the least willing of
the respondents on the three islands surveyed to adopt such technologies. In Carloforte,
only 14% of respondents said they would like to use a smart meter in their home, although
a more encouraging percentage of respondents (39%) said they would like to use a HEMS.
In Inis Mór, the percentages of respondents that indicated they would like to use SG
enabling technologies is more encouraging overall than is the case for Carloforte, with 41%
indicating that they would like to use a smart meter and 40% indicating they would like
to use a HEMs. Overall, the results suggest a reluctance amongst a significant number
of island residents when it comes to adopting or installing various SG and DR related
technologies, such as heat pumps, EVs, smart metering or technologies that would allow
the management of the energy loads in their homes, such as HEMs or in-home displays.

 

Figure 7. Willingness of island respondents to use SG enabling technologies.
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4.2.4. Willingness to Invest in Smart and Renewable Energy Technologies

Given the low levels of ownership of SG and DR enabling technologies, the level of
investment that respondents are willing to make to install RETs or SG-related technologies
is important to consider. Respondents were asked how much they are willing to invest
(as one-off investment) for installing RETs or smart energy control systems in their homes.
The responses offered were “less than €99”, “between €100 and €499”, “between €500 and
€999”, “between €1000 and €4999”, “€5000 or more”, “I don’t know” and “Not willing
to invest”. Figure 8a below shows that in Inis Mór, almost half (52%) of the respondents
were willing to invest, with the majority (39%) preferring to pay between €1000 and €4999,
followed by 25% who prefer to pay between €500 and €999 (Figure 8b).

  
(a) (b) 

Figure 8. (a) Willingness to pay for SG technologies in Inis Mór, Aran Isles; (b) Range of payment respondents are willing to
make in Inis Mór, Aran Isles.

Figure 9a, below, shows that in Carloforte the majority of the respondents were willing
to invest (69%), with 33% preferring to pay between €1000 and €4999, followed by 24%
who prefer to pay between €500 and €999 (Figure 9b).

  
(a) (b) 

Figure 9. (a) Willingness to pay for SG technologies in Carloforte; (b) Range of payments respondents are willing to make
in Carloforte.
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In La Graciosa, as shown in Figure 10a, 59% will consider investing in SG technologies
compared to 41% who do not know whether they are willing or not. Of these, 30% are
willing to pay less than €99, 10% are willing to pay between €100 and €499, 20% are willing
to pay between €500 and €999 and 40% are willing to pay between €1000 and €4999 (as
shown in Figure 10b). The results suggest that more transparent communication is needed
with respect to how much these technologies cost and what levels of investments and
subsidies should be considered if more RET assets are desired. Therefore, for the majority
of respondents, it can be seen that people are willing to invest in DR and RET technologies.
However, a large proportion of the respondents in the three surveys were not willing to
pay more than €500. This is important to consider when designing residential solutions,
which should have realistic and feasible costs.

  
(a) (b) 

Figure 10. (a) Willingness to pay for SG technologies in La Graciosa; (b) Range of payment respondents are willing to make
in La Graciosa.

5. Discussion

The survey results from the three islands are important for considering how ready and
likely residents are in islands in Europe to participate in the SG and to adopt the various
enabling technologies in their homes. Given the results discussed in Section 4, there is
potential insofar as the respondents’ motivations are concerned. The high importance of
energy bills for households on islands and the high levels of reported willingness to save
energy and adopt RETs are encouraging and correspond with the literature on islands
as communities generally motivated to take part in sustainable energy transitions [9]. In
this section, we discuss the results in comparison to findings from the literature exploring
acceptance of TOU, DR and SG-related technologies, and knowledge and perceptions of
the SG and smart appliances. Although the majority of these studies were conducted on
mainland communities and households, we consider their findings relevant to our results,
highlighting the salient issues that should be considered in assessing the readiness of
island communities for the SG and when implementing DR and SG-related interventions
in islands.

The cost of energy is argued to be a key motivator for the uptake of new and innovative
energy technologies for the home and many argue that financial incentives are the most im-
portant motivators for people to change their behaviour, and respond to DR programming
and flexibility requirements [40,86]. This is also evident in our results, showing that envi-
ronmental motivations are also important for respondents, corresponding with findings on
residents in general in relation to non-economic factors increasingly reported in the liter-
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ature as a determinant in people’s motivation for DR uptake [46,87]. However, previous
studies on TOU have also highlighted the limitations of economic motivations alone [44,45],
especially for higher income groups or those that do not use electricity for space heating
and cooling [88]. Equity and fairness concerns were also raised in earlier research [89],
particularly in relation to low-income groups and price rises where households do not have
the means to respond to mechanisms such as TOU, e.g., not having a thermostat to control
temperature settings [89]. Whilst wealthier households are able to invest in energy saving
solutions for their homes [90], the transition to greener and smarter homes risks driving
poorer households into further poverty and exclusion. Accordingly, DR implementation
should only follow sufficient investment in energy efficiency for lower-income homes and
maintaining the voluntary contracting based of TOU. Importantly, the context within which
DR interventions are made, i.e., the household appliances and equipment and the extent to
which homes on the island require investment, should also be considered. In this regard,
the readiness of the three islands with respect to the SG should carefully consider how far
can the economic motivations of the islanders be effective in incentivising them to respond
positively to DR requests. Importantly, equity and justice considerations should be taken
into account to ensure energy transitions for island communities are just.

As mentioned earlier, familiarity and knowledge with the principles and technologies
of SG and DR is imperative for participation in and adoption of such systems [70,73].
However, our survey found that many people living on the REACT pilot islands have little
or no understanding of the smart grid and the technologies required to interact with it,
with very small proportions of respondents reporting any familiarity or experience of using
it. This is reflected in their lack of willingness to install most of the DR technologies in their
homes, particularly the enabling technologies, as they do not know enough about how these
technologies work or how they might impact their everyday life. We note that smart meters,
in-home displays and HEMs for households that wish to participate in DR are the necessary
infrastructure that is required, and therefore the reluctance of individual households to
install these technologies in their homes suggests that island communities may not be as
ready to lead in sustainable energy transitions as has been argued in the literature. This
low level of readiness is also reflected in the limited penetration of controllable heating
and cooling equipment in the homes of the respondents in our survey and the challenges
associated with transforming the domestic sector towards electric heating such as heat
pumps [85]. Even though the respondents’ reported behaviours for saving and thermostat
use are encouraging, the limited proportion of households with programmable thermostats
suggests a low level of technological readiness.

A further barrier to readiness to engage in the SG and DR that emerges from our survey
results is that respondents are generally not motivated by mechanisms that activate social
norms related to energy consumption [65], such as comparing their energy performance
to others or using social media platforms to motivate and compete, in order to reduce
or change their electricity consumption. In this regard, whilst the community aspect of
islands relative to social cohesion [25] should not be ignored, relying on competition and
comparison as a driver for engagement will have limited traction with islanders. Therefore,
although islands possess characteristics that can make them ideal testbeds for new the SG,
efforts should focus on how DR and SG interventions are designed, and caution should
be taken when making assumptions of what can motivate householders to adopt new
technologies in their homes and to adapt their lifestyles to accommodate the requirements
of the SG and localised renewable energy generation.

Finally, a further barrier to consider regarding readiness for the SG and DR would be
people’s everyday lifestyles and practices, and how far these interventions can succeed
in changing people’s energy consumption patterns and behaviours. Studies on energy
consumption informed by perspectives from the social sciences have shown that, in general,
people do not often think about or calculate how much electricity they use until they
see their energy bill [91], as people use their electrical appliances to conduct normal
everyday activities, including cooking and eating, leisure, as well as convenience and
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cleanliness [92,93]. As such, electricity consumption is largely inconspicuousness, and
different energy consuming behaviours become habitual [94]. In contrast, energy related
practices are expected to change—in their timing as well as in their constituent elements
(the different technologies and artefacts that shape them)—if the SG and the uptake of
associated DR technologies is to be achieved. Further challenges related to the uptake of
DR include the nature of some everyday practices. An examination of user experiences
with DR has shown where many of those activities can be inflexible [95,96]. In this way,
participating in the smart grid can be perceived as an inconvenience, particularly when
the economic incentives are unable to overcome these issues [97]. A family’s convenience
is dependent on schedules and the simultaneous timing of different events and activities
that include using different appliances. Family structures influence uptake, where single-
person households and childless couples are more flexible than families with children
or pets [82,98,99]. For families with children, the morning routine would be too busy a
time to insert those activities into [82]. Therefore, designer expectations on how much
flexibility can be obtained from users in DR interventions such as REACT should take
into consideration barriers that pertain to normal everyday practices, and the extent of
shifting action and flexibility is therefore bounded by household variables. Hence the type
of households that are most suited to interventions like REACT could be further limited.
Therefore, providing householders with the option of opting out of certain DR requests
during certain hours of the day or over different times of the year will help circumvent
those difficulties and encourage householders to participate in DR programmes.

To build on the economic and environmental motivations emerging from the analysis,
efforts are needed to improve knowledge and understanding of the technologies of the SG
and the implications these have on people’s homes, their everyday lives and communities.
The current low levels of adoption of DR and SG technologies forces us to think about
the different barriers for the diffusion of innovation in societies, from becoming aware of
an innovation, deciding whether to accept or reject it, to adopting and using it [100,101].
From this perspective, users who adopt an innovation before others are considered “early
adopters”, who as individuals might be more open to change and “earlier in adopting
new ideas than other members of a system” [100] (p. 267). These individuals are typically
younger in age, enjoy a higher social status, and are more educated. As such, they can
see the benefits of adopting new technologies earlier than others. Similarly, in a study on
the likelihood of accepting sustainable energy technologies, Stephanides et al. [9] found
that the group more supportive of change were male, knowledgeable and concerned about
the environment. This in turn suggests that to instigate the diffusion of DR technologies
and the SG, efforts should aim at increasing knowledge about these technologies in island
communities. This is especially important given the overall low familiarity reported from
the survey results.

The implications for DR technologies such as the REACT solution are discussed on
the basis of five factors, as developed by Garling and Thogersen [102], namely relative
advantage, compatibility with existing context, complexity, trialability and observability.
Relative advantage pertains to how much is an innovation perceived to be better than
existing ideas or solutions. Compatibility concerns the innovations is suitable and fitting
with the lifestyle, needs, values and experiences of potential users. Complexity refers to
how relatively difficult or challenging to understand or use the innovation is, whereas
trialability refers to how easy it is to demonstrate or experiment with the innovation.
Finally, observability pertains to how visible the outcome of the innovation would be to
potential users. The relevance of these implication to DR technologies and the case of the
REACT solution is outlined in Table 3.
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Table 3. Dimensions of technology adoption for the REACT solution.

Dimension for Adoption Dimension of Adoption for the REACT Solution

Relative advantage The advantages of DR are well known; however, knowledge of
the principles and technologies of SG is low overall.

Compatibility

Previous research indicates that the flexibility that SG requires
might not be easy to implement. The reluctance of respondents
for adopting SG technologies suggests that perceived
compatibility is low.

Complexity
The low levels of understanding of SG concepts and
technologies is likely to be a result of the complexity of the
concept and its application.

Trialability
The possibility to trial the REACT solution is an advantage here,
particularly given the high costs if the REACT solution was to
be available in an open market.

Observability

Financial benefits to households can be observed via lower
electricity bills. The wider outcomes of SG technologies are not
directly visible as these pertain to efficiencies to the grid, lower
CO2 emissions and lower costs for the islands.

The findings from our survey show the limited knowledge that residents in the
three islands have of DR concepts and the SG. As such, demonstrations and trials are
necessary for engaging communities with energy demand management, including DR and
other technologies of the SG. In this context, the ability to trial DR projects like REACT
can be an advantage. However, the complexity involved in the operation of various
technological components and in being able to understand the principles underpinning
the SG is a challenge. Direct lower electricity bills might be an observable outcome of
the REACT project, which is advantageous. However, the inability to observe wider
effects on the island will mean that other non-economic and community benefits can lose
their significance. Therefore, to increase the observability of REACT and make it more
visible in the communities, the demonstration of its solutions in community and public
buildings should be an opportunity to showcase the benefits to the island residents. In
turn, these will have to be communicated effectively to members of the community and
households, using local networks that are trusted and that are embedded in the respective
communities. As examples from other energy projects have shown, partnering with local
community organisations and institutions [103], as well as engaging with the islanders
with transparency in order to build trust [23] are crucial for the success of interventions for
DR. Earlier research has also shown that if the designers of technologies intended to reduce
or shift energy consumption are not sensitive to how people live and work in buildings, a
gap occurs between the expected and actual performance of those technologies [104,105].
Therefore, it is essential to the success of SG interventions on islands that they are designed
in ways which are sensitive to island residents’ expectations.

6. Conclusions

In this paper, we introduced the H2020 REACT project that is being piloted in the three
European islands: La Graciosa, Carloforte and Inis Mór. We outlined the main objectives
of the project and presented the findings from a survey we conducted with a sample
of households on the three islands. Conducting the survey presented us with a unique
opportunity to assess the readiness levels for the SG among island dwellers and to measure
familiarity and knowledge of the SG concept and DR technologies among island dwellers
by employing a quantitative approach. Our results show that high levels of economic and
environmental motivation and a willingness to change electricity consuming behaviours
indicate households in those communities are ready to participate in the SG and adopt DR
technologies. However, other variables suggest that more efforts are needed to succeed
in engaging with communities with technological solutions such as REACT. Insofar as
people’s experience and familiarity with DR technologies is concerned and their lack of
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familiarity with the concept of the SG, coupled with the very low levels of current adoption
of such technologies, these island communities might not be as receptive as expected.

This has implications for the design and development of interventions in DR and the
future of smart grids. Firstly, more effort should be devoted to building awareness and
knowledge of the SG by effectively utilising local networks and partnering with community-
based organisations and, where possible, to demonstrate these technologies in community
buildings. The design of the user interface should also take into consideration the different
factors that motivate people to take part in DR programmes. For example, tailoring
interventions based on people’s stated preferences and motivations based on conducting
consumer surveys will improve the roll-out of these solutions. Finally, the ability to opt-out
of DR requests should be a built-in feature of any DR intervention to overcome the reticence
of households who are concerned about how shifting their consumption patterns might
affect their routines and the smooth running of their homes. Considering the processes
required for the successful diffusion of innovation [102], the demonstration of technological
interventions such as REACT represents a crucial phase in their development. Sufficient
attention to make these projects effective models of innovation and engagement is therefore
imperative to success in transitioning islands to greener and more sustainable futures. Our
study indicates that the readiness of island dwellers for the SG should not be assumed,
while careful social indicators in relation to knowledge, familiarity and motivations should
be assessed when planning smart solutions for islands.

Author Contributions: Conceptualization, T.C. and D.A.G.; methodology, D.A.G.; formal analysis,
D.A.G. and T.C.; investigation, D.A.G. and T.C.; data curation, D.A.G.; writing—original draft
preparation, D.A.G.; writing—review and editing, T.C.; visualization, D.A.G.; supervision, T.C.;
project administration, T.C. and D.A.G.; funding acquisition, T.C. All authors have read and agreed
to the published version of the manuscript.

Funding: The research presented in this paper is partly financed by the European Union (H2020
REACT project, Grant Agreement No.: 824395).

Institutional Review Board Statement: Ethics approval was granted to D.A. and T.C. by the School
of Computing, Engineering and Digital Technologies Research Ethics Sub-Committee [SRESC] held
on 14 November 2019, subject to minor amendments. These amendments were submitted on 3
September 2019 and final approval was granted on 6 December 2019.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the
questionnaire study.

Data Availability Statement: Not applicable.

Acknowledgments: The authors would like to express their gratitude towards the partners of the
REACT project show supported data collection efforts on the three islands, reviewed earlier versions
of the questionnaire and translated the questionnaire to the local languages. Therefore, special thanks
go to Feníe Energía in La Graciosa, R2M Solutions especially Giulia Carbonari in Carloforte and
to Údaras na Gaeltachta and Comharchumann Forbartha Árann Teo (CFAT) in Inis Mór, especially
Cathy Ní Ghóill for their tremendous efforts that made this research possible.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or
in the decision to publish the results.

Appendix A

The survey questions are described in Table A1 below. The questions on energy atti-
tudes, familiarity with SG and DR technologies and motivating factors were adapted from
the work of Li et al. [76]. Questions on demographics, households, building characteristics,
heating and cooling technologies and behaviours, as well as willingness to invest in RET
and SG enabling technologies were developed by the authors.
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Table A1. Questions in the survey.

Aspects Survey Questions

Demographic, household
and building characteristics

Age; gender; household size; age of household members;
education level (primary, secondary, technical training/education,
university, postgraduate); employment (student, part-time work,
full-time work, self-employed, unemployed, retired); type of
dwelling (detached, semi-detached, row house, apartment in
building, shared house); number of bedrooms.

Energy consumption and
impact on household

impact of energy bill on household budget (very high impact,
high impact, medium impact, low impact, no impact, Don’t
know), average household energy bill (€50 or less, €50–€100,
€100–€150, €150–€200, €200 or more, I don’t know), heating and
air-conditioning systems: type (central, individual units, both,
Don’t know); rooms heated; method of use (always on at constant
temperature, always on at varied temperatures, turned on when
someone is at home at constant temperature, turned on only
when someone is at home in varied temperatures, Not often
used); thermostat availability).

Energy attitudes

Importance of energy saving (very important, important, slightly
important, not important, not important at all); having RETs (very
important, important, slightly important, not important, not
important at all)

Familiarity with SG and DR

How familiar are you with the SG concept before contact by
REACT? (never heard of it, heard a little of it but don’t
understand the concept, heard a lot of it but don’t understand the
concept, know a little about the concept, know a lot about the
concept); How familiar are you with the following SG
technologies and appliances? (smart washing machine, smart
tumble dryer, smart dishwasher, smart refrigerator/freezer, smart
heat pump, hot water storage tank with smart charging and
discharging, battery with smart charging and discharging, electric
vehicle, pv, micro co-generation (micro combined heat and
power), smart meter, home energy management system, home
energy display. Possible answers: never heard of it, heard of it but
do not understand the concept, know a little about the concept,
know a lot about the concept, I own one.

Willingness to adopt SG
technologies

Which of the following would you like to use in your house?
Smart washing machine, smart tumble dryer, smart dishwasher,
smart refrigerator/freezer, smart heat pump, hot water storage
tank with smart charging and discharging, battery with smart
charging and discharging, electric vehicle, pv, micro
co-generation (micro combined heat and power), smart meter,
home energy management system, home energy display

Motivating factors

Which of the following measures can motivate you to accept
smart grids and use smart appliances?—Giving your house a
more sustainable character, making your house high-tech,
comparing your energy consumption to other households,
sharing your results on social media, reducing your energy bill,
contributing to the reliability of the grid, receiving
acknowledgement for efforts, seeing the effects of your actions,
reducing your CO2 levels—(strongly motivating, motivating,
slightly motivating, not motivating, I don’t care).

Willingness to pay for SG
technologies

How much would you be willing to invest for installing RETs or
SG enabling technologies?—(€99 or less, €100–€499, €500–€999,
€1000–€4999, €5000 or more, Don’t know, I’m not willing to invest
any money)

90



Energies 2021, 14, 6218

References

1. Edenhofer, O.; Pichs-Madruga, R.; Sokona, Y.; Seyboth, K.; Kadner, S.; Zwickel, T.; Eickemeier, P.; Hansen, G.; Schlömer, S.; von
Stechow, C.; et al. (Eds.) Renewable Energy Sources and Climate Change Mitigation: Special Report of the Intergovernmental Panel on
Climate Change; Cambridge University Press: Cambridge, UK, 2012.

2. Jacobson, M.Z.; Delucchi, M.A.; Bauer, Z.A.F.; Goodman, S.C.; Chapman, W.E.; Cameron, M.A.; Bozonnat, C.; Chobadi, L.; Clonts,
H.A.; Enevoldsen, P.; et al. 100% Clean and Renewable Wind, Water, and Sunlight All-Sector Energy Roadmaps for 139 Countries
of the World. Joule 2017, 1, 108–121. [CrossRef]

3. Muench, S.; Thuss, S.; Guenther, E. What hampers energy system transformations? The case of smart grids. Energy Policy 2014, 73,
80–92. [CrossRef]

4. Wissner, M. The Smart Grid—A saucerful of secrets? Appl. Energy 2011, 88, 2509–2518. [CrossRef]
5. Lovell, H. The promise of smart grids. Local Environ. 2019, 24, 580–594. [CrossRef]
6. Gyberg, P.; Palm, J. Influencing households’ energy behaviour-how is this done and on what premises? Energy Policy 2009, 37,

2807–2813. [CrossRef]
7. IRENA. A Path to Prosperity: Renewable Energy for Islands; International Renewable Energy Agency: Bonn, Germany, 2016.
8. Smart Islands Initiative. Smart Islands Declaration: New Pathways for European Islands; Smart Islands Initiative. Available

online: www.smartislandsinitiative.eu (accessed on 24 June 2021).
9. Stephanides, P.; Chalvatzis, K.J.; Li, X.; Lettice, F.; Guan, D.; Ioannidis, A.; Zafirakis, D.; Papapostolou, C. The social perspective

on island energy transitions: Evidence from the Aegean archipelago. Appl. Energy 2019, 255, 113725. [CrossRef]
10. Sigrist, L.; Lobato, E.; Rouco, L.; Gazzino, M.; Cantu, M. Economic assessment of smart grid initiatives for island power systems.

Appl. Energy 2017, 189, 403–415. [CrossRef]
11. Lovell, H.; Hann, V.; Watson, P. Rural laboratories and experiment at the fringes: A case study of a smart grid on Bruny Island,

Australia. Energy Res. Soc. Sci. 2018, 36, 146–155. [CrossRef]
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Abstract: New modelling tools are required to accelerate the decarbonisation of the building sector.
Urban building energy modelling (UBEM) has recently emerged as an attractive paradigm for
analysing building energy performance at district and urban scales. The balance between the fidelity
and accuracy of created UBEMs is known to be the cornerstone of the model’s applicability. This
study aimed to analyse the impact of traditionally implicit modeller choices that can greatly affect
the overall UBEM performance, namely, (1) the level of detail (LoD) of the buildings’ geometry;
(2) thermal zoning; and (3) the surrounding shadowing environment. The analysis was conducted
for two urban areas in Stockholm (Sweden) using MUBES—the newly developed UBEM. It is a
bottom-up physics-based open-source tool based on Python and EnergyPlus, allowing for calibration
and co-simulation. At the building scale, significant impact was detected for all three factors. At
the district scale, smaller effects (<2%) were observed for the level of detail and thermal zoning.
However, up to 10% difference may be due to the surrounding shadowing environment, so it is
recommended that this is considered when using UBEMs even for district scale analyses. Hence,
assumptions embedded in UBEMs and the scale of analysis make a difference.

Keywords: urban building energy model; UBEM; level of detail; LOD; shadowing; thermal zoning

1. Introduction

Buildings are responsible for one-third of the total final energy use and nearly 40%
of total greenhouse gas emissions [1]. Hence, this sector is one of the key contributors to
climate change and should be addressed in order to meet the 1.5 ◦C scenario [2]. There
is a wide range of mitigation options available including the decarbonisation of supply,
refurbishment of the existing building stock, and near-zero energy requirements of new
buildings. However, the current speed of building energy transition is much slower than
what is needed to meet national and local climate commitments [3]. New decision-making
paradigms and tools are required to improve the overall efficiency of the building sector.
There is an urgent need for integrated models and tools that would allow for the assessment
of the benefits and deficiencies of each urban energy intervention in a holistic manner for
all of involved stakeholders.

The initial uptake of city-scale building energy modelling was captured in the reviews
by Swan and Ugursal [4] and Kavgic [5], which provided categorisation of the models into
top–down and bottom–up, where the latter were divided into statistical and engineering.
Top–down approach imposes the representation of the entire building stock as a single unit
of analysis. In contrast, the bottom–up approach intends to focus on individual buildings. In
their turn, statistical and engineering stand for data-driven or physics-based models being
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later joined by hybrid reduced-order models combining both approaches. The subsequent
review by Reinhart and Davila [6] introduced the term of ‘Urban Building Energy Modelling
(UBEM)”, which was attributed explicitly to bottom–up engineering models. This approach
is different from a plain assembly of single building energy models (BEM) as it creates the
automated generation of simulations based on larger amounts of structured data and a more
simplistic representation of individual buildings. Most of the recent review papers have
tended to focus on these types of models such as UBEMs, systematising their functional
components [7], applied approaches [8], and key challenges [9]. However, a recent review
by Ali et al. [10] returned to a wider scope, providing a comparative analysis of modern
top–down and bottom–up urban-scale energy models.

A number of UBEM environments and tools have been developed in recent decades [11].
These include UBEMs using more detailed physics-based thermal engines such as Ener-
gyPlus (CityBES [12], UMI [13]), simpler reduced-order models based on self-made RC
networks (DIMOSIM [14], CitySim [15] or not formally named [16]), energy signatures [17],
or the ISO/CEN standard method (SimStadt [18], CEA [19]). The review of UBEM cases
in [20] shows that the choice of the model can be attributed to the project constraints, data
and skills’ availability, and, ultimately, the purpose of developed UBEM. The issue of scale
has been addressed in different ways [7] including various approaches to align the created
urban scale models with measured data using probabilistic calibration [21,22]. In the UBEM
field, physics-based multizone dynamic models are required to evaluate design scenarios
for new urban areas or carbon reduction strategies to existing building stock such as urban
scale building retrofitting [6]. However, in the case of large scales, even a slight increase in
resolution for one or more aspects of UBEM (e.g., spatial, temporal, scenario space) can lead
to a noticeable growth in the computational burden due to the issue of dimensionality. For
instance, more detailed thermal zoning will require that the higher system’s dimensions
are solved. In addition, another serious bottleneck for introducing higher spatial resolution
to UBEM is traditionally the limited data availability.

The balance between model fidelity and accuracy is a key issue in UBEMs. Many
studies have utilised archetypes (representative buildings for a group of similar buildings)
to lower the number of simulations needed on a city scale [17,23,24]. A number of studies
have investigated the impact of choices made when a new UBEM is set up. Three fidelity-
related aspects have been regularly highlighted as having a crucial impact on the quality
and applicability of the derived UBEMs, namely (a) the level of detail (LoD) of buildings’
geometry [25], (b) thermal zoning [26], and (c) the shadowing effect of the surrounding
environment [27]. Hence, the main value of the proposed study is in characterising the
impact of these implicit assumptions on the quality of UBEMs. This contribution is expected
to raise the awareness of scholars and practitioners, provide more ground-based reasons in
making these modelling choices, and finally, improve the quality of decision-making based
on these promising and powerful modelling tools.

This paper aimed to investigate the impact of the typical choices made at the UBEM
generation stage, namely around the level of detail (LoD) of building geometries, the
approach to thermal zoning, and the boundaries of the surrounding environment to be
considered for shadowing. The study utilised MUBES (Massive Urban Building Energy
Simulations)—a novel UBEM simulation tool presented in Section 2. The two urban districts,
Minneberg and Hammarby Sjöstad (Stockholm, Sweden), used for the case study are
described in Section 3. The analysis of the impact of LoD, thermal zoning, and shadowing
is provided in Section 4. Finally, Section 5 summarises the paper with a discussion and
our conclusions.

2. MUBES—An Open Tool for Urban Building Energy Modelling (UBEM)

2.1. UBEM Workflow

This section describes the methodology of MUBES—the new generation UBEM used
for the analysis in this study. MUBES is a bottom–up physical UBEM providing a common
framework for the computation of an individual buildings’ energy demands in urban areas
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by using the data from various public data sources as inputs for dynamic building physics
models. These building energy models follow a shoebox paradigm and are automatically
generated for each individual building. These are composed of two levels: the building
and the zone levels.

The building level requires building geometry with its surrounding environment,
internal thermally conditioned zones/volumes delimitation, and some elements that char-
acterize the performance of the building’s envelope. The related inputs are assumed as
static ones for the UBEM workflow as these are not time dependent on a yearly time
basis. The zone level requires indoor elements and occupancy related inputs that have
time-related impacts on energy needs. Hence, along the UBEM workflow, the latter inputs
can be seen as dynamic ones. Internal heating and cooling production equipment are
situated at the zone level as different production types can be present in the same building.
Following the same paradigm, envelope leaks with time dependent impacts (from variables
such as wind, pressure, and temperature) are also situated at the zone level. These can be
differently addressed, depending on the type of zone (heated or non-heated).

The overall workflow can be described with four main steps (Figure 1): (I) data
integration; (II) the generation of building models; (III) run of building energy simulations;
and (IV) output and aggregation of results.

Figure 1. MUBES UBEM workflow.

The UBEM can be used in either building per building or archetype-based simulation
modes. In both cases, a physics-based white box model was defined with as many elements
as possible. The current version of UBEM was based on Python 3 for the structuring process
and EnergyPlus 9.1 for the thermal core engine. Multithread processing was implemented
for the computationally intensive processes (the generation of models and dynamic thermal
simulations). While the basic function uses the eppy python package [28], a special branch
was created using the geomeppy package [29] in order to enhance the thermal zoning
method and enable complex building footprints to be considered. The tool with sample
data is freely available under MIT license at https://github.com/KTH-UrbanT/mubes-
ubem (accessed on 19 January 2022). The following subsections present the details of the
used UBEM workflow for (I) data integration (Section 2.2); (II) generation of models on
building (Section 2.3) and zone (Section 2.4) levels; (III) simulation options (Section 2.5);
and (IV) results output (Section 2.6).

2.2. Data Integration

The process of data integration followed the Extract, Transform, Load (ETL) paradigm
implemented in the Feature Manipulation Engine (FME) from SAFE software as described
in [30]. The initial data sources and subsequently generated data inputs provided to MUBES
UBEM are depicted in Figure 2.
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Figure 2. Data integration—primary data sources and derived data products loaded into the UBEM.

All building information was blended in FME to generate two GeoJSON files for each
urban area analysed. GeoJSON is a standard geospatial data interchange format chosen
due to its universality and human readability. The first file, Buildings.geojson contained
a set of geometric (MultiPolygon) and non-geometric features, where the latter could
include all attributes from the linked records for property and building cadastres (such
as building purpose or form of ownership) and the energy performance certificate (EPCs)
database. The second file, Walls.geojson, contained the geometric features (Linestrings
with a range of heights) representing the shadowing environment for the whole district.
Each building listed in Buildings.geojson was provided with a list of walls affecting the
sun exposure of a particular building using the identifiers from Walls.geojson. This second
file (Walls.geojson) was only needed to model the shadowing effect of the surrounding
environment. In the case of larger urban areas, up to the city scale, several GeoJSON file
pairs are generated.

EPCs are the essential data source in this UBEM workflow. Despite this policy in-
strument being universally adopted across the whole of the EU, its implementation and
the quality of the resulting datasets can differ among EU member states [31]. In Sweden,
EPCs are produced by independent energy experts and collected by the National Board
of Housing, Building, and Planning (Boverket). EPCs are required for all larger buildings
every 10 years and are based on the yearly data of the energy consumption split by different
needs (space heating and cooling, domestic hot water, electricity, subdivided into collective
and private areas) and energy carriers. The data origin can either be from energy supplier
invoices or measured using devices especially designed for EPCs. The numeric values
can be obtained either from installed meters or from the yearly collection of invoices from
energy suppliers. Data gathered in EPCs also includes some useful details on the building
geometry, installed equipment, occupancy type, etc.

Swedish EPCs possess a reasonable quality of data that allows them to be widely used
for analysis on an urban scale [17,32]. However, they are also prone to certain problems.
For instance, the time lag imposed by the methodology of the EPC data collection can result
in missing effects from recent building retrofitting (be it either envelope or equipment),
leading to model performance gaps. As was shown previously in [31,33], heated area
attributes (area heated above 10 ◦C) are the key source of uncertainties in EPCs and models
utilising this data source. Therefore, at the transformation stage, data from EPCs were
cross-validated and enriched from other sources including building and property cadastres
from Lantmäteriet and point cloud building data from the Stockholm municipality.

The following subsections describe the process for generating the energy model based
on the input data provided in the main GeoJSON file.
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2.3. Generation of Models—Building Level

This level is about geometry definition, thermal zoning, surrounding environment,
and envelope characteristics. Each are presented separately in the following subsections.

2.3.1. Geometry Definition

Building footprints from the Swedish property map (2D) were used as the basis for
the 3D model. The polygons were integrated with the EPC register by using an ETL
method developed by [30,32] to obtain additional information, which was later used by
the simulation engine. Each building footprint was used to clip a photogrammetric point
cloud and a terrain model, which was used to calculate the median roof height and ground
height of the building. This method is described further by [30,32] and was designed
either to make LoD 1.2 or 1.3, considering the classification proposed in [25]. Being based
on CityGML 2.0 specification ranging from LoD 0 (footprint) to LoD 4 (contains indoor
features), it provides a more fine-grained specification of LoDs, specified by four sublevels
for each LoD 0–3.

Building footprints from the property map can (in general) can only be used to create
LoD 1.2, which can create a high deviation in building volume compared to the actual
building. This is especially the case for buildings that consist of a large variety of building
heights. The volume deviation can be decreased by creating LoD 1.3. This LoD does not
result in a high increase in the number of surfaces compared with more detailed LoD
levels [25], which is important for UBEM, as an increase in the number of surfaces for each
building results in more intensive energy calculations.

To test the impact of using LoD 1.3, a method of segmentation of building footprints
by different roof heights was developed. The point cloud was first cleaned by filtering
5% of the highest and lowest points and triangulating the remaining points. Triangles
with high vertical slopes were kept and dissolved with their neighbours and later replaced
with a centreline. Snapping was used to extend the centreline to the correct boundaries of
the building footprint. The centreline was then used to cut building footprints in several
parts. The median and ground height were then recalculated. Each building footprint and
building part was generalised using the Douglas algorithm to minimise the number of
vertices, and segment snapping was applied to remove small distances between footprints.
To create the 3D model, the building footprint was set at the median ground height and
was then extruded to the median roof height.

The 3D model was also used as an input to create a neighbourhood shading walls
file to supply the simulation engine for shadowing computations. The buildings in the
3D model were de-aggregated into 2D lines with ground height and roof height stored
as two attributes, creating a light dataset that would also be possible to re-generate later
in the simulation engine. All lines were replaced by a centre point that was used to find
all neighbouring points within a 250-m radius. All points were connected by a line to
represent the line of sight; lines that crossed one or more buildings were filtered out. For
each building, a list of the remaining walls was stored, and duplicates were removed.
Finally, the walls file was created with a unique id of the walls with a corresponding wall
id in the 3D buildings file. This made it possible to obtain fast and accurate neighbouring
walls for a building. A low calculation time was achieved as the calculation was conducted
entirely in 2D, and the height of the building and terrain was not considered, which may
lead to less accurate energy calculations for some buildings.

In Section 4, the impact of the above-mentioned level of details from LoD 1.2 to LoD 1.3
is quantified for one specific district.

2.3.2. Envelope Characteristics

Since fewer elements are available for analysis at the urban scale, the envelope char-
acteristics are in two different layers, representing the insulation effect and the inertia
effect, respectively. This differentiation allows for the modelling of either lightweight or
heavyweight buildings as being well insulated or not. The position of both layers can also
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be defined in order to capture the impact of external or internal insulation on the envelope.
The definition of these lumped layers follows the resistance/capacitance paradigm for
layers in a series as 1D conduction was considered in the thermal engine. Three main
thermal properties are required for the layers composed of one single material, other than
the thickness, namely: density (kg/m3); thermal conductivity (W/K/m2); and specific heat
capacity (J/K/kg). Specific surface properties such as radiative properties can be defined
at this stage if a specific effect is to be considered (e.g., special paint coatings or metallic
surface layers). Windows are part of the envelope. The window to wall ratio (WWR) is
defined as an input. Window width overlaps 95% of the zone width and the height is
computed using the input given for WWR. Their energy performances are also defined in
the input data.

2.3.3. Thermal Zoning

Several options for thermal zoning are implemented, from the single zone for heated
and non-heated volumes up to the core and perimeter zoning option on each floor. In the
case of aggregation of different floors into a single zone, the inputs are still represented at
the floor level, but are then further corrected using a floor-multiplier factor, as proposed
in [26]. The core and perimeter zoning option required a specific algorithm. Depending
on the perimeter depth, the perimeter zone definition is automatically created starting
from each edge, delimiting the core zone. The core zone definition includes a threshold for
the resulting vertex’s distance within three vertexes. This threshold is, by default, set to a
half of the perimeter depth. This allows us to avoid having too narrow zone angles, too
small edges, or too small zones. Then, for the perimeter zones, triangle zones (having a
single vertex on the external polygon) are not allowed, except for the last perimeter zone
definition, closing the loop over the edges of the core. Thus, perimeter zones with more
than one edge in common with the core zone are allowed. The perimeter depth starts at 3
m by default and is reduced by half if any issue is encountered during the process. This
algorithm was derived from the original one given in the Geomeppy package [29]. Figure 3
presents the thermal zoning options and the effect of the perimeter depth for two sample
buildings.

Figure 3. Thermal zoning for two sample buildings—LoD 1.2 (top) and LoD 1.3 (bottom), using three
zoning strategies: single zone (a), and perimeter/core zoning at 2 m (b) and 3 m (c) perimeter depths.

As shown in Figure 3, non-convex zones are currently allowed, thus all external
non-convex surfaces were split further into convex ones for the purpose of shortwave
multireflection (see Surrounding Environment Section 2.3.4). Internal non-convex surfaces
were not treated further. Internal convex ones are only needed if internal shortwave
multireflection is required, which is not of concern in the case of UBEM, as no internal
architecture would be available at this scale of analysis.
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2.3.4. Surrounding Environment

The shadowing impact from the surrounding environment was considered for each
building. Shadowing is automatically dealt with in EnergyPlus by using the shadowing
element object. External surfaces can still receive and reflect shortwave radiation, but
longwave radiation exchanges are not considered. The latter would have required the
computation of the view factors between each surface before simulation, and then the
use of an iterative approach to capture the heat fluxes between surfaces at each time
step. Some proposals for iterative methods have been suggested by [34]. The maximum
effect of a 3.6% decrease in heat needs have been observed in different locations in the
U.S. In the proposed UBEM workflow, all external surfaces are sequentially considered
for each building, and all visible surfaces belonging to other buildings (included in the
Walls.geojson file introduced earlier) are reported. Then, depending on a threshold for the
distance from the building’s centroid, surfaces beneath the limit are viewed as shadowing
surfaces in EnergyPlus. Figure 4 illustrates the distance threshold on the modelling process
for one random building.

Figure 4. Shadowing effect for the environment of a random building, based on the distance thresh-
olds (50, 100, and 200 m).

Parametric simulations for two different districts are reported in the Results (Section 4).

2.4. Generation of Models—Zone Level

This level concerns all local elements that have a time dependent impact on the zone’s
energy balance. Figure 5 represents the different required inputs for this level. All are
presented in the following subsections.
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Figure 5. Model elements at the zone level.

2.4.1. Internal Mass Equivalence

The buffering effect on indoor temperature dynamics from internal furniture and
partition walls is modelled through an internal mass object. The buffering effect is of greater
importance in UBEM assumptions as the internal architecture is unknown. Indeed, all zones
are defined as open spaces in which area-based elements are given as inputs. Internal mass
object is equivalent to a material with classic thermal properties with an amount defined
by weight per square meter and a link with the zone’s ambient air through a surface of
exchange. In the proposed UBEM, the default values are 40 kg/m2 of an equivalent material
with the following properties: thermal conductivity of 0.3 W/K/m, density of 600 kg/m3,
and specific heat of 1400 J/kg/K. The surface of exchange is twice the floor area as in [35].
The floor-multiplier is also used when thermal zoning is considered (single zones for heated
and non-heated volumes).

2.4.2. Envelope Leakage

Envelope leakage is of great importance. It is influenced by the thermal gradient
between indoor and outdoor conditions and the zone’s height (used to compute the hydro-
static pressure gradient). Several other elements can influence related heat transfer such as
stairwells, urban area density, and the building’s height. The EnergyPlus infiltration model
with flow coefficient enables us to consider these influenceable factors. In the proposed
UBEM, a value of 0.667 was used for the pressure exponent value in the power law. In
Sweden, the above listed influenceable parameters are given in the EPC’s templates.

For non-heated zones, instead of the above-mentioned model, an air change rate is
defined in hours per volume. This approach makes more sense for use with below ground
levels without using pressure balance solvers.

2.4.3. HVAC System

In the proposed UBEM workflow, the focus is on the used-energy needs. This means
that the energy carriers as well as their production and distribution efficiencies are not
considered at the zone level, but are accounted for in the post-treatment and calibration
stages, as will be further described. The heating, ventilation and air conditioning (HVAC)
system shall thus be able to represent any kind of system embedding the indoor renewable
air change rate including any potential heat recovery from it. An equivalent shoebox HVAC
model was considered with the Ideal Loads Air System object, which computes, for each
zone, the needed energy to match the internal temperature set point. Figure 6 presents a
schematic view of such a system. A limitation can be specified for either the supplied air
temperature or compensation mass flow rates of the overall supplied power. The heating
and cooling supplies will, at each time step, correspond to the external needed energy for
this zone to comply with its temperature setpoint. The temperature setpoint can be defined
as either constant or from fixed schedules for day and night times, or even through an
external file. In the proposed UBEM workflow, each zone has its own HVAC system.
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Figure 6. Model of ideal loads air system used to represent the HVAC system.

2.4.4. Occupancy

Occupancy rate can have a strong impact on the energy balance in non-residential
types of buildings. In contrast to residential buildings, the number of occupants steers
the air change rate and can cause significant heating effects (considering each occupant
releases an average of 70 W, 15 people produce more than 1 kW of heating). The occupation
density is lowest, by a large margin, in residential type buildings and does not affect the
ventilation rates (the occupant’s activity can if the system is demand-controlled based).
Thus, for the latter type of buildings, the impact of occupancy can be embedded in the
appliance’s energy needs. In the proposed UBEM workflow, two options are available
using either the maximum density per type of activity or hourly numbers of occupants
based on random beta distribution. Scheduled timetables have also been proposed using
opening and closing hours.

2.4.5. Appliances

The energy used and released by internal appliances is considered through lumped
values to further decline into hourly data. Thus, a higher time resolution than just the
yearly values of W/m2 are required. Starting from a yearly value given in EPCs or other
databases, the cumulative distribution of internal gain is represented by a reversed sigmoid.
Equation (1) represents the cumulative distribution of internal load (CDIL) function in a
regular sigmoid shape. The seasonal effect can be tuned by the slope factor γ, which would
represent a greater seasonal effect for greater values. The regular sigmoid curve would
represent more internal gains during the summer period (considering a starting period of
the first of January), while a 6-month offset should be introduced to represent more internal
gains during the winter period. A 6-month offset was thus introduced and normalised
CDIL computed. Figure 7 presents the slope factor effect on the normalised CDIL. The
derivative values of the CDIL were written in an external file defined as an input file of
hourly watts per square meter in EnergyPlus using the electric equipment object in each
heated zone.

CDIL =
YearlyConsumption
(1 + exp(−γt))

(1)
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Figure 7. Internal appliance profiles.

2.5. Simulation Options
2.5.1. Domestic Hot Water

The proposed UBEM workflow assumes that domestic hot water (DHW) does not
contribute to providing heat to the building. The option of modelling DHW would thus be
steered by the calibration stage, using aggregated measured data for both space heating
and DHW. In such cases, the related energy needs for DHW are modelled through a simple
water use equipment object. The temperature of the hot water supply was fixed at 55 ◦C by
default, and the temperature of hot water from the water tap was fixed at 37 ◦C by default,
and the temperature of the cold-water supply was defined through the time series’ input
(or taken as constant). Together with water tap usage patterns, this results in the energy
needs for DHW. As DHW might only be considered for the calibration stage (Section 2.5.2),
the FMI option (Section 2.5.3) could be used to compute the water tap usage to diminish the
discrepancies between the measured and simulated energy needs in non-heating periods.

2.5.2. Calibration

Despite UBEM not being a simple aggregation of BEMs, a calibration process for
accurate models is still required. Even though a number of simplifications have been
made in UBEMs when compared to BEMs, many inputs are still needed, which are usually
associated with higher uncertainties than single BEMs. The UBEM calibration process
needs to be adapted for each type of building. Hence, while missing inputs can be more
or less the same for a whole sample of buildings, the calibrated inputs would definitely
be different.

The probabilistic calibration has been repeatedly reported as the best fit for UBEM
applications [21,22]. The iterative Bayesian process has been found to be particularly
promising as it allows for the automatic adjustment of the exploring ranges for missing
inputs for each building. The developed UBEM workflow is fully compatible with this tech-
nique. It provides the option of conducting numerous simulations with Latin Hypercube
Sampling (LHS) for any input parameter(s) for the purpose of either sensitivity analysis or
model calibration.

2.5.3. Co-Simulation Environment

The co-simulation option implemented in MUBES follows the paradigm of a functional
mock-up interface (FMI) [36]. Functional mock-up units (FMU) are to be built for any
model (building) that may need adjustment of one or more inputs or parameters during
the simulation. All the FMUs were used in an environment dedicated to running FMUs.
The FMU toolkit for EnergyPlus [37] is embedded in the MUBES UBEM workflow. FMUs
can thus be automatically generated for each building in the input file. This requires the
definition of specific inputs and outputs to be matched with the controlled parameters
targeted in co-simulation. For the proposed UBEM tool, two examples of co-simulation are
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proposed using the indoor temperature setpoint and the DHW tap usage as inputs at each
time step.

2.6. Output of Results

All variables available from EnergyPlus can be given as the output in the UBEM
workflow. As post-treatment might be specific to each case studied, some generic methods
are proposed in the UBEM, but only for the sake of illustration.

In the following sections, the above described UBEM workflow was used to make
parametric simulations. The impact of the level of detail (LoD) is first highlighted, followed
by thermal zoning, and the shadowing of the surrounding environment. Two different
districts in Stockholm County are used for illustration. After an initial presentation of the
two districts and the related database construction process, the results are presented.

3. Case Study

Two districts in Stockholm (Sweden), Minneberg and part of Hammarby Sjöstad, were
considered for the impact analysis using parametric simulations (Section 4). Both districts
are mainly residential, however, most of the analysed buildings include a small percentage
of non-residential occupancy. Minneberg, and the analysed part of Hammarby Sjöstad,
are composed of 33 and 45 buildings, respectively (Figure 8). Minneberg was developed
in 1987 and is distinctive for the high homogeneity and good energy performance of its
buildings (over 33 buildings, the average performance according to EPCs is 76 kWh/m2

with a standard deviation of 10 kWh/m2). Hammarby Sjöstad is world-famous as one of
the first environmental districts with ambitious energy targets [38]. However, the selected
part belongs to the earliest stage of its development (2000–2003), containing more diverse
architecture solutions with a noticeably higher variance of building energy performance
(over 45 buildings, the average performance according to EPCs is 114 kWh/m2, with a
standard deviation of 43 kWh/m2). Only Minneberg was used for the analysis of the level
of detail (LoD) impact, while both districts were analysed for the impacts of thermal zoning
and the surrounding shadowing environment on the thermal energy demand intensity
(TEDI) for space heating. The earlier described UBEM workflow (Figure 1) and input data
(Figure 2) were used in both cases.

a) Stockholm b) Minneberg c) Hammarby Sjöstad

Analysed buildings 
are marked in red.

(b)

(c)

Figure 8. The two urban areas in Stockholm (a) considered in this study—(b) Minneberg and (c)
Hammarby Sjöstad. The buildings analysed are marked in red.

4. Results

In this section, the results of parametric simulations are presented to analyse the
impact of the level of detail (LoD) (Section 4.1, the thermal zoning impact (Section 4.2), and
the shadowing impact of the surrounding environment (Section 4.3). Two different districts
in Stockholm municipality (Section 3) were used for the purpose of illustration. For all
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simulations, the climate of Stockholm Arlanda airport was used from the IWEC typical
year database from ASHRAE [39].

4.1. The Impact of Level of Detail (LoD)

Minneberg district was used to investigate the impact of the level of detail (LoD) of
the building geometry. Two levels of detail were analysed: LoD 1.2 and LoD 1.3. For this
analysis, 23 out of 33 buildings were used as other buildings were not available in the LoD
1.2 format. The application of the two LoDs resulted in two different geometries generated
for each building, as depicted for the two sample buildings in Figure 9.

 

Figure 9. Two sample buildings represented with (a) LoD 1.2 and (b) LoD 1.3 models in comparison
to (c) a satellite view.

The calculated thermal energy demand was normalised using the heated area to
compensate for the difference in total heated area. However, the changes in the surface
of the external envelope and the solar gains emerging from the choice of LoD still led to
different heat gains and losses. Figure 10 presents the deviation between the thermal energy
demand intensity (TEDI) for LoD 1.3 and the reference of LoD 1.2 versus the change in
shape factor (the ratio between the envelope surface area facing outwards and its volume)
induced by upgrading from LoD 1.2 to LoD 1.3. The results show that even though most
discrepancies remained below 4%, some buildings demonstrated more than 10% greater
heat needs for LoD 1.3 than LoD 1.2. The two largest changes were observed in the case of
buildings 9 and 10 where the shape factor increase was nearly 20%. Thus, at the UBEM
scale, keeping LoD 1.2 could lead to a 10% extra discrepancy of TEDI for some buildings.
However, for the overall considered district (23 buildings), the difference remained below
1% (ΔTEDI = 0.76%). Hence, using a higher level of detail might be irrelevant for some
larger scale UBEMs targeted at lower spatial resolution. At the same time, making the extra
effort by using LoD 1.3 can be worth it in the case of building calibration or analysing the
impact of ECMs, as in this case, the identified 10% extra TEDI would result in a skewed
definition of calibrated building parameters or wrongly estimated energy savings.
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Figure 10. Relative change of shape factor and thermal energy demand intensity (TEDI) from the
upgrade of the level of detail (LoD) for buildings in the Minneberg district, from LoD 1.2 to LoD 1.3
(LoD 1.2 serves as a reference).

4.2. Impact of Thermal Zoning

This subsection presents, for the two districts described above, the impact of different
thermal zoning resolutions. Figure 11 presents the different options available in the UBEM for
a simple building: (a) single zone for heated and non-heated volumes, (b) single zone per
floor, (c) core-perimeter zones for heated and non-heated volumes, and (d) core-perimeter
zones per floor.

Figure 11. Four thermal zoning approaches, applied to a sample building consisting of three regular
floors and two basement floors: (a) single zone for heated and non-heated volumes, (b) single zone
per floor, (c) core-perimeter zones for heated and non-heated volumes, and (d) core-perimeter zones
per floor.

The paradigm of floor multiplier was applied for options (a) and (c). The core and
perimeter (c, d) zone definition followed the algorithm presented above (Section 2.3.3). All
elements other than the thermal zones remained the same within the different simulation
setups presented below. The impact of thermal zoning is characterised by the change in
TEDI. Figure 12 presents the distributions of absolute (left) and relative (right) discrepancies
along the four zoning options, with (b) (single zone per floor) as the reference. The same trends
were observed for the three geometry cases (one district with LoD 1.2 and two with LoD 1.3).
The configuration with single zone (a) remained close, with a minor underestimation of
TEDI, to the configuration (b) with single zone per floor. The core and perimeter zone approach
(c, d) increases TEDI by a small amount, keeping the same difference between configuration
(c) and (d) as between (a) and (b), with a very minor underestimation of TEDI when
aggregating the different floors into one volume (c). These results match the findings of
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similar studies reported earlier [26]. The highest relative difference applies for the buildings
with the lowest consumption, while the highest absolute difference was observed for the
buildings with the highest consumption.

Figure 12. Absolute (I) and relative (II) change in thermal energy demand intensity (TEDI) for
buildings in Minneberg (LoD 1.2 and LoD 1.3) and Hammarby Sjöstad (LoD 1.3) districts with single
zone (a), single core−perimeter (c), and core-perimeter per floor (d) zoning applied. Single zone per
floor (b) was used as a reference.

Table 1 provides the calculated changes of TEDI across different LoDs and thermal
zoning approaches at a district scale. These values suggest that, similarly to the varying
LoDs, different thermal zoning approaches might lead to the same results and are not
worthy of interest for analysis made on a district scale. As a great deal of extra time is
required when using a core and perimeter zone on each floor (d), one zone per floor (b) zoning
can be suggested as the default choice for UBEM studies.

Table 1. Change in the total thermal energy demand intensity (TEDI) due to different zoning
approaches (Figure 11) at the district scale.

Total TEDI Difference, %
Single Zone per Floor (b) Is Used as a Reference.

District LoD (a) Single Zone
(c) Single

Core-Perimeter
(d) Core-Perimeter

Per Floor

Minneberg 1.2 −0.5 1.7 2.1
1.3 −0.3 1.7 2.0

Hammarby
Sjöstad 1.3 −0.4 2.0 2.3

4.3. Impact of Surrounding Shadowing Environment

This subsection explores the impact of the threshold distance, beyond which the
shadowing effect of surrounding buildings is not considered. The distance was defined
as presented earlier in the model workflow (Section 2.3.4). Parametric simulations were
conducted for all buildings in the two case districts with a fixed LoD (1.3) and thermal
zoning (b, one zone per floor) configuration.

The buildings’ performances, estimated as TEDI, were obtained for each building
and aggregated at the district scale. The TEDI factor represents the ratio of TEDI for each
shadowing distance over the maximum TEDI computed for all shadowing distances. As
expected, there was an evident dependency of the shadowing effect from the surrounding
environment. Figure 13 shows that on a building level (i), greater shadowing areas resulted
in higher TEDIs. While this held true for both districts, the aggregated results at the district
level were quite different. Only 5% TEDI difference was observed for Minneberg at the
district scale, while 12% TEDI difference was computed for Hammarby Sjöstad.
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Figure 13. Impact of shadowing environment limited by a distance threshold on thermal energy
demand intensity (TEDI) for each building (top) and the entire district (bottom) in (a) Minneberg and
(b) Hammarby Sjöstad districts. Maximum TEDI was used as the reference.

These results allow us to characterize the magnitude of the effect of certain thresholds
for shadowing environments on TEDI. At a district scale, differences below 2% could be
achieved by including all shadowing surfaces within 50 m from the building’s centroid.
Furthermore, surfaces farther than 150 m did not seem to have any effect at the district
level. At the same time, these results suggest that a threshold of 200 m should be kept for
analysis at the building level.

5. Conclusions and Discussion

This paper has presented MUBES—a new simulation tool for urban building energy
modelling (UBEM). This tool can be used for a number of applications including: (a) anal-
ysis of the current energy performance of an existing building stock at a district or city
scale; (b) mapping the system effects from the large scale roll-out of retrofitting actions;
(c) generation of a calibrated sample of simulations that can further be used to compensate
for missing data; and (d) analysis of various operation strategies for the building stock
on a district scale that could improve the overall performance of the urban energy system
(including power distribution grid or district heating network).

MUBES UBEM follows a physics-based paradigm using a Python-based framework
as an environment for the generation and management of simulations and EnergyPlus as
a core thermal engine. To enable analysis of the impact of the level of detail (LoD), the
geometry definition with photogrammetric point cloud method was conducted at the data
integration stage. The developed UBEM workflow generates models for building energy
performance simulations building-by-building and runs simulations at the district scale in
a fully automated way. Input data are provided through a GeoJSON file containing both
geometric (polygons for all building’s external surfaces) and non-geometric properties for
each building integrated from several data sources. At its core, the workflow follows a
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shoebox paradigm with ideal HVAC system, and in this way provides additional robustness
for the further expansions required for intaking input data in other formats.

The developed simulation tool was used to investigate the impact of three aspects that
can affect the performance of UBEMs on a district/urban scale: (1) the level of detail (LoD)
for input building geometries; (2) thermal zoning approach; and (3) the shadowing effect
of the surrounding environment. Following the analysis of these phenomena for the two
case districts in Stockholm, the subsequent conclusions can be drawn:

Level of detail (LoD). A change in the LoD from 1.2 to 1.3 resulted into quite distinctive
shape factors (0–20%) for some buildings, leading to a noticeable (0–13%) impact on the
thermal energy demand intensity (TEDI) for space heating at the building scale. At the
same time, for a district scale analysis, given a certain level of homogeneity of the analysed
district, a more detailed LoD 1.3 might not be required. For instance, in the case of the
studied district of Minneberg, the overall TEDI difference (ΔTEDI) at the district scale
remained below 1%, despite a change of over 10% for some buildings. Hence, as use of
LoD 1.3 may require extra effort in data collection, LoD 1.2 could be seen as sufficient
for district scale analysis. On the other hand, bottom-up physical models are required to
accurately compute the impact of energy conservation measures that are to be estimated.
Thus, as these impacts might be less accurately estimated with LoD 1.2, it would still be
recommended to use LoD 1.3 if available.

Thermal zoning. The analysis of various thermal zoning approaches has mostly con-
firmed earlier studies. Particularly, the overall ΔTEDI at the district scale has remained
below 5%, despite a more pronounced effect for some buildings. The analysis showed that
a single zone option for heated and non-heated volumes should be avoided, which is in line
with recommendations from existing standards. At the same time, a compromise of having
one zone per floor was still found to be acceptable. For higher buildings, the merging of
middle floor zones while keeping bottom and top floor zones separate could be worthy of
further investigation.

Surrounding shadowing environment. Up to 12% of ΔTEDI could be attributed to the
change in the shadowing environment in the case of two districts with quite different
types of building geometries, with a monotone increase in TEDI along with the increase
in the shadowing distance threshold. At the district scale, limited effects (below 2%) were
observed for the nearest shadowing environment (up to 50 m). Furthermore, surfaces
farther than 100 m did not have any profound effect at the district scale for both studied
areas. At the building scale, the limited effects’ threshold rose to 150 m. However, as extra
computing time is negligible, the authors would advise keeping 200 m for all simulations.

We conclude that the analysed modeller assumptions embedded in UBEMs have a dis-
tinct impact on the UBEMs’ outcome and suggest promoting more explicit documentation
of these choices in upcoming UBEM studies.
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Abstract: Considering increasingly ambitious pledges by countries and various forms of pressure
from current international constellations, society, investors, and clients further up the supply chain,
the question for companies is not so much whether to take decarbonisation action, but what action
and by when. However, determining an ideal mix of measures to apply ‘decarbonisation efficiency’
requires more than knowledge of technically feasible measures and how to combine them to achieve
the most economic outcome: In this paper, working in a ‘backcasting’ manner, the author describes
seven aspects which heavily influence the composition of an ‘ideal mix’ that executive leadership
needs to take a (strategic) position on. Contrary to previous studies, these aspects consider underlying
motivations and span across (socio-)economic, technical, regulatory, strategic, corporate culture, and
environmental factors and further underline the necessity of clarity of definitions. How these
decisions influence the determination of the decarbonisation-efficient ideal mix of measures is further
explored by providing concrete examples. Insights into the choices taken by German manufacturers
regarding several of these aspects stem from about 850 responses to the ‘Energy Efficiency Index of
German Industry’. Knowledge of the status quo, and clarity in definitions, objectives, time frames,
and scope are key.

Keywords: decarbonisation; climate neutrality; industrial energy saving; strategic decision making;
net-zero; road mapping; energy efficiency; ideal mix; sustainability strategy; energy efficiency index

1. Introduction

1.1. Background

Ahead of the United Nations’ Climate Conference COP26 in Glasgow, a vast array of
severe weather incidences across the globe—floods, storms, droughts, increase in tempera-
ture, melting ice shelves, etc. [1], underlined the warnings presented by various bodies [2–5].
The latter stress that significant action is required by policymakers to still be able to limit
global warming to less than 2 ◦C, ideally 1.5 ◦C, above pre-industrial levels, as agreed in
the Paris Climate Agreement [6].

The Intergovernmental Panel on Climate Change (IPCC), the International Energy
Agency (IEA), the German Energy Agency, and many other bodies have published reports,
roadmaps, and scenarios [4,7,8] on actions necessary to meet the set target. The pace of
environmental change suggests that actions should be taken sooner rather than later to
keep the required action trajectory manageable and maintain the ability to meet the target.
Nonetheless, unforeseen situations, such as the conflict between Russia and the Ukraine
and the linkages to energy-dependency, can further increase the urgency of decarbonisation
and switching to renewables [9]. In fact, events of an imminent magnitude can trigger
stakeholders to societally endorsed changes of policy and concerted action in a time of
crisis. For example, this was the case with the COVID-19 pandemic and also with the
nuclear reactor catastrophe in Fukushima, which led Germany to move away from nuclear
energy and announce the Energiewende [10].
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Ahead of COP26, an increasing number of countries have reacted by declaring their
ambitions for net-zero emissions in line with the requirement to submit updated intended
nationally determined contributions (INDCs) to the United Nations Framework Convention
on Climate Change. According to the Climate Action Tracker [11], “over 140 countries had
announced or are considering net-zero targets, covering 90% of global emissions”. Net-zero
means that emissions remaining after reduction efforts are balanced out through offsetting
(i.e., via carbon sinks or compensatory projects) [12]. While many countries pledge to reach
net-zero emissions by 2050, some aim at reaching this goal earlier (e.g., Germany 2045),
some later (e.g., China 2060). Moreover, whereas some countries target carbon neutrality,
others target climate neutrality (e.g., European Union 2050) [13]. Carbon neutral only refers
to carbon-dioxide emissions (CO2), whilst climate neutral includes other emissions such as
methane, etc. How countries aim to achieve these goals, however, remains vastly vague.

As setting a target never automatically leads to its achievement or even further actions,
it is crucial to equip policymakers with the insights needed (on how) to achieve net-zero
in actuality and effectively. Looking at the demands faced by governments to fight and
prioritize climate change, it may seem like it is up to the governments alone to mitigate
climate change. However, by direct action, governments only account for the emissions of
their immediate actions and on their premises. Conversely, they have indirect influence on
the emissions of their entire economy through regulatory measures and policies. These may
include bans, minimum requirements, mandatory actions, the provision of infrastructure,
incentives, and subsidies.

Typically, most emissions are caused by energy generation and key economic sectors,
such as transport, industry, housing, and agriculture [14,15]. Therefore, achieving climate
change targets essentially comes down to getting these sectors to reduce their emissions,
usually with the aforementioned set of policy measures.

Specifically, the challenge is to identify which set of measures is effective and economic
to decarbonise which part of the economy. Instructive measures have proven impactful
in the past (i.e., minimum standards, phasing-out of incandescent light bulbs, etc.) [16,17].
Nonetheless, given that achieving net-zero requires emissions to be cut or removed across
the board, it is necessary that individual and intrinsic actions are as broad as possible.
Hence, it is essential to find effective means to trigger such intrinsic wish in stakeholders
to reduce emissions, in other words, convincing them to ‘buy-in’. This way, rather than
avoiding regulations and trying to find loopholes, stakeholders proactively look for means
with which they can succeed in meeting their self-set targets.

Two key challenges arise: Firstly, one has to identify means that successfully trigger
the (intrinsic) decision to decarbonise and, secondly, to provide those who have taken this
decision (or are at least contemplating to) with the means to decarbonise effectively.

As stakeholders are principally aware of their own operations, they have a good
chance finding ways to reduce their emission footprint. The cumulative proactive efforts of
stakeholders then allow governments to shift attention from the spot-policing of compliance
(with instructed policies) to ensuring a suitable environment for stakeholders to be able to
decarbonise (i.e., planning capacities, generation and transmission infrastructure, support
mechanisms). Furthermore, potential gaps in stakeholder ambitions to meet the countries’
goals can then be addressed.

1.2. Industrial Sector of High Relevance for Achieving Net-Zero—But How to Get Started?

One of the most relevant groups in the energy transition is the industrial sector. Not
only does it account for a large proportion of most countries’ energy consumption, but
also for associated energy- and process-related emissions [18–22]. Furthermore, this sector
determines the shape, performance, and durability, as well as the energy and resource
consumption of goods during production and service life, but also their repairability, recy-
clability, and how and where the required raw materials are sourced. Hence, the industrial
sector influences all other sectors by controlling product and machinery characteristics as
well as their modes of operation (e.g., power stations, turbines, transmission infrastructure
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equipment, vehicles, materials for new buildings and retrofits, machinery, electronics,
clothing, or furniture). These decisions largely determine the embedded emissions of all
produce, a factor which is rapidly gaining in importance. This is further underlined by
both the ‘Sustainable Product Initiative’, which is developed by the European Commission
at present, including “requirements on mandatory sustainability labelling and disclosure of
information to consumers on products along value chains” [23], and a ‘Resource Passport’
for buildings that the German government plans to introduce, along with reshaping its
support programmes from purely considering energy-related characteristics to the whole
lifecycle footprint [24].

Therefore, decarbonisation in manufacturing can be considered a critical enabler to
the question of how to achieve carbon or climate neutrality on a country-wide level and
beyond. A growing number of studies thus explore pathways for deep decarbonisation,
particularly of energy-intensive industries. According to Nurdiawati et al. [25] (p. 2), many
of these studies “focused much on the technological pathways and less on the supportive
enabling reforms that would facilitate their uptake”. Bauer et al. [26] explore pathways for
decarbonising four emission-intensive sectors, even moving beyond direct emissions to also
considering value-chain and end-consumers emissions. Bataille et al. [27] (p. 1) present an
“integrated [policy] strategy for a managed transition” in energy intensive industries, also
including technology options, and Rissman et al. [28] review policy options, sociological,
technological, and practical solutions in detail.

These studies address decarbonisation of industry from either a policy, a supply-side,
or technology perspective—often with a focus on energy intensive industries—but are
short of giving corporate stakeholders (irrespective of their company’s energy intensity)
concrete advice on how to get started from an individual company’s perspective. Similarly,
studies such as the one by Johnson et al. [29] analyse and compare national roadmaps for
decarbonising the heavy industry on a global scale, alongside factors such as ambition,
financial effort, and mitigation measures. Nevertheless, this approach again leaves a gap
when it comes to company-tailored advice.

Consultancies and advisories fill this gap insufficiently. While they generally indicate
which steps have to be taken by a stakeholder to shape a decarbonisation roadmap from
a company perspective [30–32], they either do not go into sufficient detail, or do not
address the prerequisite, qualifying steps, notably those of strategic decision making.
These, such as the motivation leading to the decision to decarbonise, however, often have
serious implications on the shape of an ‘ideal’ decarbonisation strategy and how it can be
implemented effectively.

An effective way to develop decarbonisation roadmaps could involve applying ap-
proaches from the backcasting framework literature. This concept, established by Robin-
son [33], refers to a strategy where stakeholders/policymakers set up a target (energy
consumption/emissions) and work backwards from this target to reach it in the future.
This framework is widely applied in designing emission-reduction pathways. In this
context, a new strand of the scenario literature includes a focus on low-carbon scenario
road mapping. As part of this new literature, Hughes and Strachan find “that low carbon
scenarios tend to focus either on qualitative, social trend-based approaches to developing
futures, or on purely technological, engineering-based views of an energy system” [34]
(p. 46). In particular, technologically focused studies, such as Bataille et al. [35] and Man-
ders et al. [36], often operate within a ‘backcasting’ framework explained by Holmberg and
Robèrt [37]. However, they argue that road mapping the future is always, to some extent,
hampered by uncertainty and that therefore the system level, as well as the actor and the
technology level, must be considered. Thus, one may argue, that due to the uncertainty
and inaccuracy of existing studies and roadmaps, they remain low in their ability to give
concrete advice.

Having said that, studies that not only focus on either technology, individual, social,
or system level are still rare. Similarly, there is a lack of studies that take into account the
whole industrial/manufacturing sector instead of only focusing on its energy-intensive
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parts. Closing this gap, and thus contributing to effective decarbonisation roadmaps, is the
aim of this article.

1.3. The Issue: Enabling Corporate Stakeholders to Decarbonise Effectively

The present article addresses this gap by answering the following research question:
What foundational questions matter and need answering to provide practical guidance to
corporate stakeholders on how to shape an effective and tailored decarbonisation strategy?

Derived from professional practice and applying a mix-methods approach based on
data gathered via the Energy Efficiency Index of German Industry (EEI) [38], this work
addresses underlying motivations and spans across (socio-)economic, technical, regulatory,
strategic, corporate culture, and environmental factors. It further underlines the necessity
of a mutual understanding, clarity, and communication of definitions and targets.

Plenty of companies have already made pledges related to emission reductions. How-
ever, these companies constitute only a small proportion of the global manufacturing
industry, even though they might be big in size individually. Nonetheless, to achieve
net-zero on a societal level, it is not sufficient to address the largest emitters only, but to find
ways to reach at best all emitters. Specifically, it is crucial to get their ‘buy-in’, irrespective
of their emission intensity or size, and empower them (and the communities they are
embedded in) to take action.

Tackling these challenges, this work aims at aiding executive leadership, as well as
other company functions relevant to the transition, in shaping their pathway to net-zero
effectively. It further provides insights to policy makers, service providers, financiers, and
the general public on (often not obvious) obstacles, needs for support, and infrastructure,
as well as interdependencies along the process. Several of the general principles may
also apply and, therefore, prove to be helpful to other sectors, state actors, communities,
or individuals.

The motivation for this article partly arose out of a meeting with a company invested
in advancing energy efficiency, but which had not yet seen the point in decarbonisation.
Following an explanation of why it is in their best interest to take decarbonisation seriously
(by highlighting a series of external pressure points), the manager expressed the belief
that immediate action was necessary. To brief the company’s CEO, the manager then
enquired what aspects the executive leadership of a manufacturing company needs to
consider to shape an effective and economic strategy. Although the analysis may generally
be broadly applicable to many stakeholder-types, the author focuses on (predominantly
manufacturing) companies that have taken the decision to decarbonise or contemplate
whether to do so.

Following a backcasting approach, this article provides an overview of seven foun-
dational questions that need answering to enable a general understanding, as well as
to provide practical guidance on how to shape an effective and tailored decarbonisation
strategy. The results demonstrate that clarity in definitions, objectives, timeframes, and
scope, as well as a thorough understanding of the status quo and the technically feasible
options, are key. In light of changing emission and energy prices, as well as the goal of
ensuring resilience against external shocks, digital solutions, and an adjusted approach to
economic viability calculations are needed to help with keeping such a strategy ideal.

2. Methods and Materials

As discussed earlier, previous studies about decarbonisation road mapping tend to
focus either on the system (national roadmaps) or on the individual level (specific sectors).
Furthermore, they tend to concentrate either on policy or technological factors. This article
digs a bit deeper by taking most of these factors into consideration and combining them,
thus eventually requiring a combination of qualitative and quantitative elements.

The associated methodology applied by the author is a backcasting method, as de-
scribed by Robinson [33] (p. 339), that is adjusted for the context of company decision-
makers and the goal of decarbonisation. The resulting seven individual steps take inspira-
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tion from the six steps originally proposed by Robinson but differ in their shape and nature.
‘Backcasting’ in this context means working backwards from the desired outcome to the
ingredients that need to be obtained or taken into account to reach that future. It is thus an
explicitly normative approach [33] (p. 337).

In an iterative process, starting in May 2019, the author analysed manufacturing
companies’ stand towards decarbonisation with a particular focus on local decarbonisation
efforts, notably around energy efficiency.

The qualitative element of the analysis of companies’ actions, ambitions, and intentions
is based on primary sources. Direct conversations with companies allow for a first-hand
understanding of their viewpoints and needs. The businesses consulted were manufac-
turing companies that are either clients in energy efficiency or decarbonisation projects,
participate in the Energy Efficiency Index of German Industry (EEI), seek guidance on the
topic or partook in events concerning industrial decarbonisation. In addition, business
press, newspaper articles, press releases, and pledges from companies, as well as feedback
received in context of public speeches and outcomes from expert discussions have been
taken into account. These kinds of observations promise to shed light on aspects concerning
willingness and efforts to decarbonise.

Afterwards, these observations were tested quantitatively within the framework of
the Energy Efficiency Index of German Industry (EEI) to confirm the anecdotal evidence
and assess the actual progress of decarbonisation. Introduced in 2013, EEI surveys German
manufacturing companies of all sizes, energy intensities, and across 27 sub-sectors twice
a year. It aims at gaining an understanding of companies’ stands, expectations, plans,
opinions, experiences towards energy efficiency, and increasingly also decarbonisation.
EEI data is gathered applying a mixed-methods approach combining online (ca. 10%) and
telephone surveys (ca. 90%) [38].

An iterative process was applied to deepen the understanding of interdependencies and
elements that are the foundational ingredients that enable—or hold back—decarbonisation.
Whenever the EEI uncovered a relevant finding, the next data collection, after pre-testing,
was utilised to drill deeper. In total, evidence from five data collections is considered in the
context of this article (cf. Table 1).

Table 1. Energy Efficiency Index of German Industry (EEI) datasets referred to [39–43].

EEI Data Collection Data Collection Period Observations

2019/2 October–November 2019 915
2020/1 May 2020 863
2020/2 October–November 2020 884
2021/1 April–May 2021 717
2021/2 November 2021–January 2022 865

To provide a general overview, a series of EEI questions of the past five data collections
were identified to illustrate selected aspects: (a) whether companies plan to decarbonise,
and (b) if so, by when. What level of ambition they have for (c) 2025 and (d) for 2030
and (e) optimising for which dimension(s). Based on (f), what motivation they do so, and
(g) what weight different determinants have in deciding for decarbonisation measures.
Beside the area of observation (h), EEI explores the increasing relevance of product carbon
footprints (i). The awareness of companies’ emission footprint (j), along with knowledge
about energy consumption and type (k, l) and energy saving potentials (m), are explored to
assess companies’ knowledge of their status quo [39–43].

3. Results

Before making a decision, one often considers the implications and repercussions of
that decision. Nevertheless, even after a thorough consideration it is not unlikely that
an aspect that significantly impacts the overall ambition is overlooked—unless one has
succeeded in a very similar or identical undertaking before. Decarbonising one’s business
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is to some extent like building a house for the first time. After completion, one has learnt
much about what to do better or differently the next time. Nonetheless, in many instances
one only builds one house (if any). Roughly the same applies in the case of decarbonisation:
once it is achieved—however (in-)efficiently—there is rarely a situation where one does
it again from scratch (unless a company has multiple sites and started with a pilot one or
offers the experience as a service to others). Again, similar to one’s house, there remains
the prospect of continuous optimisation. While some improvements might be incremental,
other interventions would require significant interference if at all possible (for example
switching from a radiator-based heating system to underfloor heating to allow the installed
heat pump to serve the home with heat more efficiently [44]). Setting a clear target to be
reached in the future and being aware of multidimensional factors, which might influence
how it is reached, is the ultimate goal for a successful decarbonisation strategy.

Therefore, it is of high relevance—to stakeholders of any sector—to find answers to
seven foundational questions, ideally before, but at least simultaneously to taking action.
Only the response to these questions allows one to determine one’s ideal decarbonisation
strategy, or to make an informed decision whether to go ahead and act, or even to openly
pledge to take action.

(1) Terminology;
(2) Optimisation variable;
(3) Level of ambition;
(4) Area of observation;
(5) Motivation and needs;
(6) Priorities;
(7) Status quo.

Based on the responses to these, it is then possible to derive (a) general, and (b) specific
routes of action to determine a decarbonisation strategy suiting one’s situation, goals,
and opportunities. Making use of (c) digitalisation and (d) a modified form of economic
viability calculations allows one to find one’s ideal roadmap to neutrality and to adjust it
dynamically to changing environments.

Why these seven, one could argue. Essentially, every one of them is guided by the
notion of what could go wrong (or has gone wrong elsewhere), what could reduce the
efficiency and/or effectiveness of a decarbonisation strategy, and how this can be avoided.

As mentioned when discussing the backcasting framework and also as explained by
Rissmann et al., “the best practice in designing efficient industrial operations is to analyse
the entire process by working “backwards” from the desired application to the energy
consuming-equipment” [28] (p. 16). Transposed to the context of this article, the “desired
application” reflects the desired outcome.

In this context, however, the outcome needs to be further specified as decarbonisation
can be understood differently, achieved differently, and should be pursued differently, if it
is to address different motivations or to consider different priorities. Therefore, as Rissman
et al. stated referring to increasing efficiency of industrial systems and processes, “design
should be an integrative process that accounts for how each part of the system affects other
parts.” [28] (p. 16).

In this article, “design” refers to the preliminary steps (i.e., strategic considerations)
that need to be taken, typically by executive leadership, to allow them, and subsequently
their company to shape and pursue an effective and efficient roadmap to neutrality.

Other than the practical “design layers” that describe step by step the “how” of
increasing efficiency [28] (p. 16) [45], the seven foundational questions address the “what”,
“where”, “by when”, and “why”, as well as the “how”. Nevertheless, they apply on a more
strategic than a specifically practical level.

The following sections will provide a more detailed explanation of the seven dimen-
sions (Sections 3.1–3.7), followed by an overview of how they guide implementation in
general and more individually (Sections 3.8 and 3.9), as well as steps to make and keep a
strategy ideal (Sections 3.10 and 3.11).
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3.1. Terminology

The foundation of an effective decarbonisation strategy, as of any other work in any
other area, is to establish mutual understanding and clarity across all stakeholders involved
regarding the terms used and how they are understood. Otherwise, misunderstandings
or misperceptions will lead to either unnecessary action being taken or, worse, essential
actions being overlooked.

Buettner [46] points out that a key reason for the frequent mixed-up between carbon-
and climate neutrality is that, while CO2-equivalents (CO2-eq.) are the ‘currency’ to
measure greenhouse gas (GHG) emissions adversely affecting our climate, the suffix “-eq”
(standing for equivalents) gets easily lost on the way. This is particularly the case in oral or
simplified conversation and correspondence.

Apart from this, it is further possible that the difference between carbon neutrality,
climate neutrality, and environmental neutrality itself is not clear. However, this unclarity
has fortunately been decreasing over the past three years. In short, climate neutrality
exceeds the ambition of carbon neutrality by also addressing methane and all other gases
that have a warming potential for the atmosphere (GHGs), such as nitrous oxide and
hydrofluorocarbons. Environmental neutrality reaches even further and addresses all other
gases and substances that have a negative impact on the environment (such as particulate
matter and sulphur dioxide, cf. Figure 1) [46].

Figure 1. Defining different neutralities and what is needed to achieve them [46,47].

This frequent lack in clarity regarding definitions can also be observed beyond private
sector stakeholders, in the public sector, in politics, public discussion and in media, for
instance when reporting on targets: The German business paper Handelsblatt and the New
York times diverge over the target set by Japan in late 2020. According to Handelsblatt [48],
Japan is aiming for climate neutrality, while the New York Times [49] reports carbon
neutrality to be the target. Without the means to retrieve the information from the original
source in the language of origin, one will not know which neutrality is being targeted
by Japan.

Therefore, establishing clarity of the target dimension and how it is being defined
is crucial [46] for all stakeholders involved in the process (i.e., within a company), thus
making it the first success criterion to any kind of net-zero pledge.

3.2. Optimisation Variable

Even if the terminology is commonly understood, a strategy can only be effective
if it serves achieving a clearly defined objective, in this instance one or multiple target
dimensions that serve as variable(s) that are optimised for [50]. In context of emission
reduction optimisation, common variables are (not exhaustive):

(a) Reduction of energy consumption (reduces emissions);
(b) CO2-neutrality (usually includes reduction of a);
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(c) Climate neutrality (includes a and b and is policy goal of, e.g., EU and Germany);
(d) Environmental neutrality (includes a, b and c).

For stakeholders in general, but also for a company in particular, it makes sense to
pursue pragmatic pathways to effectively achieve what is needed. However, it is also
relevant to observe the legislator’s target setting, notably its target dimension. If climate
neutrality is the country’s target, policies are very likely tailored to serve this goal and
companies are well-advised to take this into consideration rather than looking only at a
subset of this dimension (e.g., carbon neutrality).

Even though the optimisation variables a–d are not mutually exclusive, the Energy
Efficiency Index of German Industry (EEI) observed in its second data collection 2020 [41]
that the 834 participating manufacturers on average optimise their companies towards two
target dimensions. This suggests that within a further reaching optimisation variable, they
also aim at optimising for (at least) one of its components in particular:

Most companies (58%) optimise towards a reduction of energy demand, second most
(53%) for the reduction of CO2-emissions. The fact that just over a third of companies
indicate they want to optimise for GHG reductions (36%) or overall environmental impacts
(36%) leads to the surmise that GHG reductions or, in other words, the means to reach
climate neutrality remain abstract in the industrial context. This stands in opposition to the
fact that climate neutrality has been the known target of both Germany and the European
Union (EU) at the time of the data collection (cf. Figure 2) [41].

Figure 2. Target dimensions companies optimise towards [41].

Addressing the potential issue of climate neutrality being rather complex due to some
of its hard to identify and quantify sub-components (e.g., nitrous oxide and hydrofluoro-
carbon.), the United Nations Economic Commission for Europe’s Task Force on Carbon
Neutrality is pursuing an in-between target dimension: Carbon neutrality plus methane
reduction (and hydrogen) in its carbon neutrality project [51] (para 17) [52]. An agreement
to reduce global methane emissions in context of COP26, counting more than 100 countries
to date [53], indicates the notion of ‘carbon neutrality +’ to be tangible for those that find it
difficult to commit to the further reaching climate neutrality goal.
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After awareness of terminologies, determining the optimisation variable(s) as target
dimensions and overarching goals that stakeholders are aiming to work and orient their
forthcoming actions towards is thus the second success criterion on the path to net-zero.

3.3. Level of Ambition

The choice of target dimension (e.g., carbon or climate neutrality) only provides a
limited indication of the level of ambition, as it remains unclear by when it is to be achieved.
Very timely target years usually suggest a high level of ambition, whereas far into the
future targets indicate either a very cautious regime, limited means to reach the goal earlier
or simply lacking ambition. The German energy provider RWE plans to become climate
neutral two years after the scheduled German coal phase-out—in 2040 [54]. Very timely
target years, however, often significantly depend upon compensatory measures rather than
actual emission reductions [55].

Clarity on the level of ambition is only achieved when it is also determined (a) by when
the goal should be achieved and (b) what percentage reduction of the target dimension this is
set to be. The latter is of high relevance, as there are scenarios in which a 100% reduction
either cannot be achieved or simply is not the goal. This is the case if the target dimension
is energy consumption, or if proportions of the energy- or process-related emissions cannot
be avoided through reduction, substitution, or other alike means. In such cases, it could be
attempted to balance remaining emissions through offsets (e.g., compensation) to manage a
‘net-zero’ instead of the ‘actual zero’ state in respect to their target dimension. Nevertheless,
several stakeholders the author works with object to compensatory projects by principle
and exclude these from their feasible set of decarbonisation measures, thus excluding
themselves from the option of reaching ‘net’-zero.

Beyond defining an ambition in terms of the finish line, it makes sense to also consider
interim milestones to ensure the target can be met and potentially unpopular interventions are
not being postponed to the future. Moreover, interim milestones ensure that the trajectory
required to achieve the target is the same as the actual trajectory and adjustments are made
if necessary. While there is no requirement to determine interim goals for companies, it is
logical to do so in terms of year and level of achievement by then.

Many countries have set milestones for (at least) 2030 [56] (p. 41). As thorough
assessments by these countries into the state of play are to be expected, it makes sense
for stakeholders operating in these countries to define a milestone that ideally is already
following the country’s target for the respective year(s), too. The cases of Germany and
the Netherlands being successfully sued at their constitutional courts over insufficient
short- to medium-term action towards their 2030 targets underlines that additional interim
milestones and, if necessary additional actions could be of relevance [57,58]. This is also
why the outcome of the Glasgow Climate Conference COP26 encourages revisiting the
current level of action, status, and subsequent tightening of pledges in shorter cycles than
originally agreed upon in the Paris Climate Agreement (Art. 4 (9)) [6,59]. The current crisis,
which has led to a desire in many European countries to quickly reduce dependence on
fossil fuel imports, adds an additional and concrete urgency [9].

Nonetheless, countries can only succeed in meeting their (climate) goals, if they get
the individual emitters, notably across building, transport, and industrial sectors, to reduce
their (energy- and process-related) emissions.

Looking at the ambitions of German manufacturing, 59% of the 852 companies partici-
pating in the EEI in autumn 2019, ahead of the COVID-19 pandemic, indicated they plan to
achieve net-zero. Of these 488, two thirds aim to have met this goal already before or by
2025 (cf. Figure 3). Peaking numbers in 2025, 2030, 2035, 2040, and 2045 (highlighted in
yellow) suggest that semi-decades are chosen by many companies as their target years or at
least milestones. The data further suggests that a vast majority of companies participating
in the EEI prefer taking substantial immediate or at least short-term action [39].
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Figure 3. By when do companies plan to reach net carbon neutrality [38,39]?

Taking the likely impact of the COVID-19 pandemic into consideration and addressing
the apparently important milestone year 2025, the first iteration of EEI in 2020 found that
the 611 participating companies on average, and based on 2019 figures, aim (on average)
at reducing their GHG emissions by 22.1% by then [40]. Asking for their 2030 ambitions
at the time when the enhanced target of the European Commission for 2030 was being
discussed (autumn 2020), 415 companies participating in the second data collection of EEI
in 2020 expressed to aim (on average) for a 26.4% GHG reduction (based on 2019) [41].
This data confirms that (at least participating) companies consider substantial short-term
action, accounting for more than 80% of what is planned for the whole decade, to happen
within its first half. The arising curve of ambition appears to follow a path similar to limited
growth functions, whereas policy action is often perceived to follow the opposite path of
an exponential growth curve slowly growing towards 2030 and then taking up pace. The
action gap arising from this/from what stakeholders need to enable them to meet their
goals, and the current impact of policy, is explored further by Buettner et al. [60].

The level of ambition—the combination of target dimension, percentage-goal, and
due date—can either be ‘simply’ determined by stakeholders, or be set once ‘all cards are
on deck’, meaning all relevant (limiting) factors and potentials, feasible measures, as well
as their costs are known. Irrespective of when exactly this decision is taken, setting and
announcing a level of ambition is the third success criterion on the path to net-zero.

3.4. Area of Observation

In the context of target setting, the area of observation, or the ‘system barrier’ is not
always clear and obvious. Like the necessity to establish clarity of definitions, it is necessary
to define to what the set target dimension and level of ambition refer.

This leads to three questions that need to be considered by stakeholders.
(1) Does the target apply to one site, multiple sites, or all sites of the stakeholder,

or only to those in countries where some form of CO2-levy is operational or considered.
Does it only apply to sites in selected countries, e.g., Germany? Intuitively, it would be
understandable if stakeholders prioritise those sites where there is an elevated levy-induced
‘incentive’ to take action, respectively those where the enabling environment makes it easier
to succeed when taking action. From the author’s practical experience, companies often
initially focus on one site, or sites within their home country and then, when actions prove
to be successful, they gradually expand beyond both geographically and in terms of efforts
taken on the initial site.

(2) Are we referring to emissions and energy use in relation to this site/these sites
only and, if so, including or excluding the corporate vehicle fleet (Scope 1 + 2). Or does the
ambition go beyond the direct and indirect emissions that are under quasi-direct control of
the stakeholder? Such Scope 3 emissions arise indirectly from one’s action but are often
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outwit direct control, and include business travel, the workforce’s commute and additional
emissions arising along up- and downstream supply chains (cf. Figure 4) [61].

Figure 4. Carbon footprint assessment [38,52].

To the author’s experience, most companies initially only address their energy-related
emissions (Scope 2), as well as emissions directly arising from their work (Scope 1), due
to the complexities of addressing Scope 3 emissions. Complexities arise predominantly
out of potential double counting: Scope 1 emissions of one company might be Scope 3
emissions of another company [61,62]. Currently under investigation by EEI in its second
data collection 2021, the interim analysis suggests that 77% of the 848 (846, 843) companies
responding to this question strive to address Scope 1 emissions or have done so successfully
already, 78% target Scope 2 and 75% Scope 3 emissions (cf. Figure 5). Further analysis of the
new data will allow an examination of whether companies on average only address Scope 3
after a head start on Scope 1 and 2. The interim analysis suggests so: the progress is furthest
in respect to Scope 2, followed by Scope 1 and with a substantial gap in Scope 3, which is
understandable, as Scope 2 is ‘easiest’ to achieve by optimising energy supply contracts [43].

 

Figure 5. Companies’ plans and current state in respect to Scope 1–3 [43].
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(3) Approaching emissions from a different, a product angle: are only those emis-
sions considered up to the point when (a) a product leaves the premises or arrives at the
customer/the shop? Or is the additional emission footprint of the product (b) arising
during its useful life, or (c) even until it is fully disassembled and recycled of relevance,
too? Particularly in the automotive industry (b), this is of high relevance to meet the
European Union’s requirement on new vehicles to not exceed 95 g of CO2-eq per km on
fleet average to avoid being fined 95 Euros per gram and vehicle exceeding the average [63].
Considering the large footprint carried by the manufacture of lithium-ion batteries, but
also steel, aluminium etc., manufacturers such as Volkswagen work to sell their electric
vehicles with a net-zero footprint at the point of handover [64]. A significant undertaking,
as many end products’ Scope 3 emissions make up more than 75◦% of the overall “Product
Carbon Footprint” (PCF)—82% in the automotive industry [65] (p. 9).

The automotive industry is not the only sector where PCFs are increasingly found. The
chemical giant BASF announced the assessment of the carbon footprint of all its products,
as well [66]. Interim analysis of the EEI’s second data collection in 2021 suggest that 37% of
829 companies responding to this question consider the PCF until the point of handover,
13% until the end of useful life, and 21% until the product is fully recycled/disposed of.
However, 29% do not consider their products’ PCF at all at this point. In total, almost 71%
of companies work to offer products with a ‘net-zero’ footprint in one form or another, at
least in respect to the point of handover (cf. Figure 6) [43], which is a good move in context
of the EU’s sustainable product legislative initiative mentioned earlier [23].

 

Figure 6. Companies’ goals in relation to their products’ carbon footprint [43].

As the bandwidth and efforts required largely differ depending on what system
barriers are being set, defining the area of observation, the spatial, as well as the scope of
reduction, constitutes the fourth success criterion to reach net-zero.

3.5. Motivation and Needs

Beyond the somewhat technical questions of what, by when, and how far, it is of criti-
cal relevance to explore why decarbonisation is sought. What is the underlying motivation
of the executive leadership and the stakeholder for pursuing net-zero? Motivation plays a
large role in determining one’s ideal strategy and mix of measures, as elements that are
of high internal (e.g., corporate culture) or external (e.g., legislation) relevance may be
emphasised over a purely technical composition of measures. The motivation also deter-
mines how the topic of decarbonisation is embedded in the stakeholder’s overall strategy.

Common motivators include (not exhaustive) [67]:

• Requirements of the upstream supply-chain;
• Requirements of investors/shareholders;
• Image improvement: display leadership and innovativeness;
• Image improvement: attracting and retaining skilled personnel;
• Pursuing societal responsibility and corporate culture;
• Meeting societal expectations;
• Demands from policymakers and meeting legal requirements;
• Long-term economic advantages, including building up competency;
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• Risk reduction regarding external shocks, such as energy price and acquisition and
emission costs;

• Ensuring security of supply arising from (micro-) outages.

As Buettner and König [67] outline analysing these motivators, there is an increasing
pressure to take action, triggered by both, but not only, investors and up-stream supply-
chains. The latter has just been confirmed by EEI [43]: around a third of 836 participating
companies are facing emission-related contractual demands from their upstream supply-
chain. Image is not only of relevance to remain able to sell one’s products but also to attract
and retain scarce skilled personnel. The steeply increasing price of (a) CO2 within the Euro-
pean Emission trading system (EU ETS, currently at 96 EUR/tCO2-eq, [68]), (b) electricity,
and (c) gas are an increasing cause of concern among stakeholders [69–72], even more so
since Ukraine was attacked.

As decarbonisation measures that best address the various motivators can differ
widely, getting a clear picture of the main motivator(s) for the decision to act constitutes
the fifth success criterion on the path to net-zero.

3.6. Priorities

While answering the question of why, when, and what is the essential foundation
of determining a roadmap to neutrality, the latter can only succeed if further decision
criteria are being determined. These criteria are needed to rank and filter feasible measures
simultaneously or after scoring how well these measures address the key motivators.
Decision criteria include (not exhaustive) [73]:

• Level of investment;
• Investment cost per tonne of CO2-eq. avoided;
• Emission cost savings (absolute or relative to invest);
• Image effect through visible measures;
• Expected increase in productivity
• Technical aspects and risks (complexity and difficulty level);
• Disruption of operations (cross-cutting-, support processes or core processes);
• Implementation competence (experience with type of measure or access to personnel

with necessary skills);
• Impact on company valuation
• Payback time (including emission-related opportunity costs of inaction);
• Availability of required material and equipment (supply bottlenecks).

Analysing data of the EEI [40], Buettner and König found that economic factors such as
absolute and relative level of investment have the highest priority as decision criterion [73].
Given that, they also found that technical aspects are the third most frequently mentioned
primary decision criterion, having asked 787 companies. They further identified that the
aggregate findings diverge significantly when assessing the top three decision factors from
a company size, energy intensity, or sub-sectorial perspective. In context of the GHG reduc-
tion target, looking at the primary decision factor only, implementation competence stands
out (cf. Figure 7). Either companies setting a particularly ambitious GHG reduction target
(understandably) look particularly at their implementation competence when deciding
which action(s) to pursue or, companies that have (access to) implementation competence
(are able) to set more ambitious targets. At least, these two readings appear to play a
role for the upper two quartiles of companies illustrated in Figure 7, indicating ‘imple-
mentation competence’ to be their primary decision criterion when selecting of individual
measures, as the median GHG reduction target is at the same level as for the other primary
decision criteria [40].

As the criteria according to which measures are vetted for feasibility and ranked have
a significant impact on how the set of individual measures of a decarbonisation roadmap
will look like, deciding upon the top three determinants or their ranking order is the sixth
success criterion on the way to net-zero.
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Figure 7. GHG reduction targets by decision factor most decisive for decarbonisation mix [40].

3.7. Status Quo

While the first six success criteria are largely a strategic and economic decision to be
taken by the stakeholder, they are still insufficient to derive a successful decarbonisation
strategy. Determining one’s ideal decarbonisation strategy and subsequently a concrete set
of measures is dependent on knowing about where one stands right now-the status quo.
As simple as determining the status quo sounds, it requires a thorough assessment across
various dimensions:

(a) What has already been done? How is the state of the sites, machinery, and equipment?
Are there any obvious low hanging fruits?

(b) What intervention is approaching anyway? This can be replacement investments, a
restructuring of the production line, process, or product range.

(c) How ‘safe’ is the site in its existence? This is of relevance if investing into high efficiency
technologies that are pricey to acquire but promise large relative energy and emission
savings. If the (non-environmental) sustainability of the business model or production
technology is questionable it might, however, not make sense to invest large sums at
that site.

(d) What is the current energy consumption per type of fuel and site, and what are the energy and
process-related emissions in respect to the target dimension and area of observation? Based on
this information, stakeholders will know where they are starting from and potentially
also where interventions might promise the biggest impact per effort taken.

(e) What are the local conditions?

o Are there undeveloped areas or available roof spaces? For instance, for on-site
generation of renewable energy, energy storage, or heat recovery systems.

o How are the climatic conditions? This includes temperature range (e.g., for
air/air heat pumps or air conditioning needs and level of insulation), solar
radiation (to harness solar energy), wind and air corridors (to apply micro
wind generation or use passive ventilation), adjacent waters (for micro-hydro
or air/water heat pumps), geology (regarding earthquake risk and for geother-
mal energy including air/ground heat pumps) and environmental protection

126



Energies 2022, 15, 3126

zones (e.g., limited development due to protected species or drinking water
protection areas).

o How is the surrounding infrastructure? Is there access to overland power
lines, proximity to wind farms, solar parks, or hydro power stations? Are
there nearby plots of land that would be suitable for these technologies (for
off-premises self-generation)?

o Who is in the neighbourhood? This is primarily the proximity to entities with
whom a symbiotic relationship could be built, typically a sender or recipient
of secondary energy or secondary raw materials either on the stakeholders’
site (i.e., pre-heating of processes), the industrial estate or in the borough (i.e.,
feeding waste heat into district heating grid, as Aurubis does for Hamburg’s
Hafencity [74]). Here, it also plays a role how ambitious the local authority is, as
well as the state, region, and country the site is located in and further, whether
there are support- and co-funding schemes or other support-mechanisms in
place to benefit from or to reduce the overall investments.

According to EEI, about half of participating companies have not been aware of their
energy- or process-related emission footprint at the time of participation (cf. Figure 8) [41].

 

Figure 8. Companies’ knowledge of energy- and process-related CO2-emissions [41].

Apart from lighting, the majority of companies were also not aware of their percentage
energy saving potentials of the cross-cutting technologies they use (cf. Figure 9) [42].

 

Figure 9. Companies’ knowledge of their percentage energy savings potential in cross-cutting
technologies they use [42].
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More than four out of ten companies were unaware of what proportion of their energy
is used for heating and cooling (cf. Figure 10). The latter are, in contrast to electricity, rather
immobile, harder to electrify, and difficult to decarbonise, but they offer great potentials for
waste energy utilisation, which 22% of participating companies do not harness at all (cf.
Figure 11) [42].

 

Figure 10. Companies’ knowledge of share of energy used for heating and cooling [42].

 

Figure 11. Waste heat recovery technologies used [42].
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Acquiring a fair understanding of the status quo, the foundation the road to neutrality
is built on, is the starting point of all further steps and hence the seventh success criterion.

With the answers to these seven foundational questions, spanning across economic,
technical, strategic, principled, and geo-spatial dimensions, it is then feasible for stakehold-
ers to derive both general (Section 3.8) and specific ways (Section 3.9) forward.

3.8. General

Building on the answers to the seven foundational questions, it is now necessary to
determine the proportion to which the goal is to be achieved through measures that can be
implemented locally and measures that are to be implemented externally or by others.

As described by Buettner et al. [38], internal measures can include:

• Reduction of energy consumption (and of the connected load) through energy ef-
ficiency measures, including utilising waste energy and passive resources such as
passive ventilation or solar gains.

• Reduction of process-related or process-induced emissions, for instance by substituting
(metallurgical) coke with green hydrogen in steel production, by identifying alternative
chemical transformation pathways that are less emission intensive but lead to an
equivalent outcome, or by developing more resource efficient processes and products
that require a smaller proportion of emission intensive ingredients (e.g., cement clinker
in the cement industry).

• Self-generation of renewable energies and their storage, such as solar-, wind-, hydro-
or geothermal energy, including means of flexibilising the energy demand.

External measures are all other measures, such as:

• Acquisition of renewable energy (e.g., electricity, hydrogen, biomass, biogas, dis-
trict heating).

• Procurement of (intermediate) products, raw materials, services, and mobility that
have a net-zero emission footprint—either directly acquired on the market or via
requirements set for suppliers.

• Offsetting emissions through projects (e.g., afforestation or efficiency-replacement pro-
grams through one’s own products—comparable to a self-initiated scrappage scheme).

• Offsetting through purchase of certificates.
• Acceptance of the payment of emission charges (in this case ‘net-zero’ is out of reach

in most scenarios).

Carbon capture and storage or utilisation (CCU/CCS/CCUS) is an additional measure,
but it does not avoid the emergence of emissions, it only prevents them from being emitted
into the atmosphere. While emissions are captured locally (internal measure), their further
treatment can take place locally as well as elsewhere (external measure) [47]. A vast range
of studies (such as Cresko et al. [45] and Rissmann et al. [28]) provide further and concrete
detail on internal and external measures.

To determine the sequence of measures and the split between local and external
measures, both the prioritisation procedures and the scoping outcomes are instrumental as
the potential effect of individual measures, investment cost, complexity, payback time, and
other key performance indicators will differ and need to be weighted.

It needs to be stated that the split will change over time and with progressing im-
plementation. Bosch, for instance, announced in May 2019 that it would reach carbon
neutrality by 2020 [55]. This was only feasible by launching activities in all areas. As local
measures could not all be implemented within such a short period, the coverage gap was
addressed through offsetting via climate protection projects and the acquisition of green
energy. With the progressing implementation of local measures, these external measures
can be melted down to a degree until the optimal constellation for net-zero carbon emission
is reached. In the meantime, Bosch has changed to the political target dimension of the
European Union, climate neutrality, and clarified that succeeding in their original area of
observation (Scope 1 + 2), they are now working on Scope 3 [75].

129



Energies 2022, 15, 3126

Unless addressed when responding to the seven foundational questions, it is essential
to make the decision of whether the tool of compensation through projects or certificates
is within one’s toolkit. Offsetting does allow reaching net-zero in an expedited manner at
the additional cost of the certificates/for the projects—literally buying time until emission
saving measures implemented locally take an effect. Accepting emission costs until these
can be avoided ‘naturally’ is the alternative. In the author’s experience, several companies
rule out compensation as an instrument of their decarbonisation toolkit, as they consider it
cheating, since it does not help them reach actual zero emissions. Furthermore, they may
wish to avoid the repercussions if such projects are found to be dubious or faulty, or simply
want to work towards zero ‘naturally’ [76–78].

3.9. Specific

Beyond the general types of measures described in the previous sub-chapter, there
are further interventions, very specific to the situation of a stakeholder and their status
quo, that present an opportunity to take a technology leap on the way to shape a net-zero
business model. This is to replace existing machinery and equipment with innovative
cutting-edge ones that also allow for capitalisation on the opportunities presented by
automation, digitalisation, and machine learning. This can, for instance, be control systems
that adjust the source of energy, storage, and a range of energy flexibility means by the
current availability and price of clean energy, including virtual storage [79]. Another
example is factory operation systems that report machine data to a central dashboard in a
plug-n-play manner. Similar to the interoperability of “Internet of Things” (IoT) devices in
more recent smart home systems or computer operating systems, they adjust to different
form factors via drivers built around a core operating system [80]. Other studies also
highlight the growing importance of digitalisation in other areas of sustainable business
performance, such as cloud-manufacturing, recyclability, and circular economy [81].

In addition to this, Sustainability Key Performance Indicators (KPIs) can be defined
based on the decisions made until this point to allow strategic management to monitor the
progress on and effectively pursue the road to net-zero, but also as a basis for sustainability
reporting [82,83].

3.10. Economic Viability

Buettner and Wang [47] point out that in the context of decarbonisation it is necessary
to reconsider traditional economic viability calculations to assess the economic performance
of technically feasible measures. The traditional model does neither account for increasing
energy costs, nor for the increasing costs of inaction in the format of emission pricing (the
price within the EU Emission Trading System (EU ETS), for instance, has risen by over 50%
between 1 November 2021 and 1 February 2022 [68]). Further, a short payback time is often
a key decision criterion due to various reasons, including business cycles, useful life of
machinery, etc. However, in the context of decarbonisation, it makes sense to look for the
best constellation for the respective milestone or target year.

To apply this, all types of measures remaining up to this point are to be assessed based
on their economic merits, including emission costs avoided, and then weighted and scored
as defined by the stakeholder. Simplified, the resulting ranking order constitutes the ideal
configuration at that very point of time. ‘Simplified’, as some measures might depend on
each other, are not compatible or only unleash their highest efficiency if applied in a bundle.

3.11. Dynamic Adjustment to Changing Environments

As energy prices and emission costs change over time, the ideal configuration changes
over time, as well. To keep one’s optimal decarbonisation strategy up to date with energy
and emission price developments, it is advisable to make the ranking table of measures
described in Section 3.10 dynamically respond to such changes. This is of particular
relevance, as these cost-changes can have a significant impact on the ranking order of
potential measures in a multiple year timeframe. As described by Buettner and Wang [47],
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building on energy and emission cost schedules and forecasts, it is then feasible to optimise
the mix of measures based on specific milestone or target years, or a combination of
these, respectively.

Combining all of the factors discussed in this chapter result in a focus-, situation-,
priority- and specificity-driven approach, which is a very individual puzzle that changes
its configuration over time.

4. Conclusions and Discussion

Within this article, the author illustrated how the methods applied lead to an under-
standing of how everything is connected. Using the backcasting method, he provides a
step-by-step overview of seven foundational aspects that require attention, thereby helping
decision makers in shaping a successful and effective decarbonisation strategy.

Even though the general approach towards what needs to be done may be similar
to approaches applied by others, this roadmap to neutrality differs by (a) taking the
perspective of an executive decision maker on the demand-side and (b) going a level
deeper, where most other approaches indicate what needs to be done, either in general
from a system or country level [28,29], or on a micro level (i.e., technical optimisation
options and procedures) [25,26,45]. In addition, where existing approaches outline technical
roadmaps [45] or indicate what must be done but not always how [30–32,84] and stop
short of putting it into context, the approach presented explains the underlying strategic
aspects that need to be considered beforehand. Firstly, such considerations raise awareness
of the implications of decisions (to be) made and, secondly, ensure the ability to take
decarbonisation actions in the best manner and interest of the company. Finally, this
approach differs in its methodology by combining qualitative and quantitative data, which
(a) allows one to validate learnings from individual cases on a much wider basis, and
(b) to interpret broad quantitative findings in context, as sometimes multiple readings
appear plausible.

Determining one’s ideal decarbonisation strategy, associated decarbonisation roadmap
and range of concrete measures essentially comes down to considering one’s situation,
priorities and motivations, and focus. With these points—addressed by the seven success
criteria—one’s specific puzzle of measures falls into place.

As shown in the step-by-step approach, clarity regarding the terminology of the target
dimension (e.g., carbon vs. climate neutrality; Section 3.1) and the optimisation variables,
inferable from this target dimension (Section 3.2), are the first two steps. This is important,
as a target can only be set and achieved effectively if it is clearly defined, and ideally is
also in line with general country- and regional-level goals. Given this, the level of ambition
(Section 3.3) needs to be clarified, as it goes beyond the previously mentioned dimensions,
including time-targets and reduction goals. Here, it may also make sense to establish
interim milestones to assess progress in smaller steps. Next, stakeholders should define the
area of observation and the system barriers (Section 3.4), as well as the scope of emission
reductions. This includes the chosen sites the company intends to decarbonise (spatial) and
the scopes of emission—scope 1, 2, and 3—that are supposed to be reduced. Besides these
rather technical decisions, the identification of one’s intrinsic motivation to decarbonise can
also be crucial (Section 3.5). Such motivators can reach from purely economic rationales and
legal requirements to reputational issues and social responsibility. Being clear about their
motivations, stakeholders also need to formulate their priorities, which serve as criteria
for the implementation of measures (Section 3.6). Data from EEI shows that, on average,
companies rank investment level highest and that the ranking largely depends on company
size and energy-intensity level. Finally, yet importantly, it is essential that companies know
their starting point—their status quo (Section 3.7). Only those who are aware of their
fundamentals can hope to effectively build on them. This includes current levels of energy
consumption and emissions but also many other factors, such as surrounding infrastructure
and climatic conditions.
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After one has fulfilled all of the abovementioned points, further decisions on whether
to take external (e.g., acquisition of renewable energy) or internal (e.g., reduction of energy
consumption) measures to reach the target need to be made (Section 3.8). Deciding on whether
to count on compensation measures or not is part of this process. More specific decisions on
which measures to take depend on the individual situation of a company (Section 3.9).

Nevertheless, it remains to be underlined that the road to net-zero does not end with
meeting the (milestone-)targets set within time. Like reaching one’s ideal weight, it is one
challenge to reach it, and another one to keep it. The ideal mixture of measures to maintain
it is likely to change with time, situation, and environment.

An adjusted form of economic viability assessment (Section 3.10), as well as a con-
tinuous adjustment to current prices, availabilities, changing environments and policies
(Section 3.11) will ease the challenge of keeping the decarbonisation strategy and associated
mix of measures ideal over time.

Data of the Energy Efficiency Index of German Industry illustrated that a significant
proportion of manufacturers participating in the survey are already on a good path. How-
ever, the remaining companies need to be picked up, and much work remains to be done
across all areas looked at to successfully transition to a net-zero economy and to keep it
net-zero.

Even though most of the evidence was gathered from German manufacturers and
reflects the situation in Germany, it can be argued that the seven foundational questions
are likely to remain valid irrespective of geography or culture. In contrast, the answers to
the seven questions are likely to be different depending on those factors. Therefore, the
currently ongoing data collection via the Energy Efficiency Barometer of Industry and the
exchange with bodies, stakeholders, and companies in other geographies is of particular
interest. Whether the seven questions can be also applied to areas outside the industry
remains to be assessed by further analysis.
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Abstract: This paper presents a conceptual development of sustainability evaluation, through an
exergy-based indicator, by using the new concept of the Thermoeconomic Environment (TEE). The
exergy-based accounting methods here considered as a background are Extended Exergy Accounting
(EEA), which can be used to quantify the exergy cost of externalities like labor, monetary inputs,
and pollutants, and Cumulative Exergy Consumption (CExC), which can be used to quantify the
consumption of primary resources embodied in a final product or service. The new concept of
bioresource stock replacement cost is presented, highlighting how the framework of the TEE offers an
option for evaluating the exergy cost of products of biological systems. This sustainability indicator
is defined based on the exergy cost of all resources directly and indirectly consumed by the system,
the equivalent exergy cost of all externalities implied in the production process and the exergy cost of
the final product.

Keywords: resource sustainability; exergy; exergy cost accounting; exergy cost of biological resources

1. Introduction

It can be noted that an effort is under development in the literature to define resource
sustainability indicators based on thermodynamic quantities, in particular on exergy. Ex-
ergy is widely recognized as a proper tool for evaluating the resources required by energy
systems [1–5] or by technological production systems in general [6–11]. In addition to
the basic exergy analysis, an exergy cost accounting must be implemented [12–15]. When
dealing with complex, multi-component, energy systems with both direct and indirect
exergy consumption, exergy cost accounting is required for obtaining a certain product
flow. Furthermore, when the goal is to assess the impact or the sustainability of the pro-
duction system, the actual primary exergy resources directly and indirectly available for
the production system itself must be considered. The expectation is that an exergy-based
sustainability indicator could encompass, in a one-dimensional figure, various aspects of
sustainability, or even all of them.

This paper first summarizes different exergy-based cost accounting approaches pre-
sented in the literature, highlighting the effort to include in the analysis a progressively
more complete picture of the indirect effects and externalities of the production process,
which may affect the sustainability of the process itself. Then, an extension of the previous
cost accounting method is presented, based on the concept of TEE. This is a consistent
ultimate boundary of exergy cost accounting, where various exergy reservoirs of limited
content are immersed in the zero-exergy matrix, as shown in Figure 1, but they remain
separated from it because of some confinement constraints. Starting from this very simple
but meaningful framework, the concept of bioresource stock replacement (BSR) cost is
precisely defined, allowing the exergy cost evaluation of all biological resources used as pro-
duction process inputs. Introducing the concept of the BSR cost does not need any arbitrary
hypothesis, or cost allocation rules not consistent with the input/output framework [16]
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that is a characteristic of the great majority of the cost accounting approaches presented
in the literature. Moreover, it is consistent with the replacement cost of mineral resources
presented recently by Valero and Valero [17], as an extension of the thermoecological cost
introduced by Szargut [15,18]. Finally, the Thermoeconomic Environment Cost (TEEC) is
presented, and, on this basis, a new exergy sustainability indicator is easily defined, and its
potential as a one-dimension measure of resource sustainability is discussed.

Figure 1. A qualitative representation of the flows involved in the TEEC evaluation.

An Outlook to Some Sustainability Indices in the Literature

A critical summary of the previous effort for identifying exergy-based sustainability
indicators can be found in Kharrazi et al. [19], where the authors highlight the limitations
of two approaches based on thermodynamics in defining a proper sustainability index:
Emergy Synthesis and Exergy Analysis. In particular, agreeing with Kharrazi et al., the
sustainability index proposed by Emergy Synthesis [20,21] allows us to highlight important
measurements of sustainability, but it does not consider any limit to the minimization of
input emergy consumption, implicitly assuming that a reduction is always possible and
desirable, as is a wider usage of renewable resources. In addition, the emergy sustainability
index is defined as a ratio [21] where the product of the yield and the input renewable
resources is the numerator, whilst the sum of the capital invested plus the input non-
renewable resources, both multiplied by the capital invested, is the denominator. The
reasons for such a definition are not immediately evident. Moreover, its physical meaning
is not clear, beyond the idea that a higher product yield and a higher renewable input at
constant non-renewable and capital resource consumption is a more sustainable condition
for a certain system.

Kharrazi et al. [19] also recognize that recent methods based on exergy cost accounting
(like the EEA [22–25]) attempt to unify capital investment, human labor, and environmental
resources into a common exergetic description. Nevertheless, they note that, in the exergy
literature, no sustainability index similar to the one defined by the Emergy Synthesis model
have been presented. In fact, the latter not only considers the strict (and arbitrary) control
volume of the analyzed system but also attempts to consider the direct and indirect effects
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of system activities. On the other hand, emergy cannot be obtained from a straightforward
input-output approach. Instead, a peculiar algebra must be used, which implies a non-
conservative nature of the emergy itself.

Various exergy indexes claim to express sustainability [26], but they mainly relay the
exergy efficiency concept without prescribing a specific control volume or a pre-defined
origin of the supply chains that feed the considered production process or component. This
is the case, for instance, of the Depletion number (DP) and the sustainability index (SI)
shown by Rosen [27]. DP is the complement to one part of the exergy efficiency model, and
SI is the inverse, i.e., they convey the same information as the exergy efficiency model itself.

A different definition of the exergy sustainability index is used in [28], as the ratio
of the exergy of the products and the exergy content of waste flows. Another index was
defined by Dewulf et al. [29] as the fraction of renewable energy in the total input (named
the exergy renewability indicator) and the ratio of the input exergy and the sum of the same
input exergy plus the expected exergy consumption for a complete abatement of harmful
wastes from the process (named the environmental compatibility).

All these indices do make sense, but the direct and indirect effects of system activities,
outside the control volume of the system itself are not systematically investigated, they are
simply supposed to be proportional to the exergy of some input or output flow.

In the following, the most relevant properties expected in a sustainability index are
presented by critically combining and integrating the requirements highlighted in [30–32]:

a. It must be expressed by a—possibly simple—numeric expression and produce results
that can be unambiguously ranked within two opposite limits.

b. It must be calculated based on intrinsic properties of both the process (the system
that it refers to) and of the (local or global) environment.

c. It must be normalized in some sense, so that it may be used to compare different
systems, different environmental conditions, different scenarios and/or different
time series for the same community.

d. It must be calculated based on an unambiguous, reproducible method under a
well-defined set of fundamental assumptions.

e. It must comply with the accepted laws of physics.

2. Exergy Cost Accounting for Assessing Sustainability

Generally speaking, when dealing with complex, multi-component, energy systems
with both direct and indirect consumptions for obtaining a certain product, an exergy cost
accounting must be implemented besides the basic exergy analysis. Exergy cost accounting
definition requires:

a. cost allocation rules input/output algebra by Leontief [16] are widely accepted, but
other cost allocation rules may be found in the literature [13,33,34].

b. clear limits for the control volume, where the start of the exergy supply chains of the
system is located, and where the unit exergy costs of all inputs crossing the limits
must be known [35].

Some other additional conditions must be considered to use exergy cost as a sustain-
ability indicator. The actual primary exergy resources must be identified, and the exergy
cost of polluting emissions must be evaluated. There is wide agreement about cost alloca-
tion rules and in practice, all exergy-based costs must be allocated to the product. There is
still some investigation to avoid what is called double accounting when a multi-products
system must be analyzed or some other constraints occur. The conservative nature of the
cost flow through the energy conversion system is important if the aim is to quantitatively
evaluate the impact on the primary resources of goods or services, and not to obtain only
meaningful indicators. Moreover, to assess sustainability, it is important to indicate the
impact affecting the resources available at the present moment, not in the distant past time,
so the time scale must be defined properly. Even if the cost allocation rules are defined and
consistent with conservative cost balances of all control volumes, the ultimate boundaries
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play an important role in exergy cost accounting and must be consistent with assessments of
the impact in primary exergy resources of a product and service. The reference environment
used in the basic exergy analysis cannot be identified with these ultimate boundaries of the
exergy cost accounting analysis [36]. Because it is perfectly homogenous, its temperature
and pressure cannot be modified, and it cannot be affected in any way by its interaction
with the production system being considered.

If the goal is to assess sustainability, and not merely to obtain a rational comparison
among products or technologies, the additional conditions may be summarized as:

a. The actual primary exergy resources must be identified, considering both renewable
and non-renewable resources.

b. The impact affecting the resources available at the present moment, not that in a
distant past time, must be assessed.

c. All exergy costs related to polluting emissions must be evaluated, besides the exergy
costs of the inputs.

It must be recognized that the EEA defined by Sciubba [22–24,37] has achieved an
important advance in this direction. It measures the amount of primary exergy absorbed
by a system throughout its life cycle, without any special attention to biological resources,
which are accounted-for in their exergy content. In addition to material and energy flows
received directly and indirectly from nature (where all the supply chains start), EEA
includes externalities for capital investments, human labor and polluting emissions, the
latter being calculated on a remediation basis, similarly to Dewulf et al. [29]. The exergy cost
of the products, as well as the exergy efficiency of a process or a region [38,39] calculated
through the EEA approach, are certainly not limited to the only strict (and arbitrary) control
volume of the analyzed system.

2.1. Definition of the Thermoeconomic Environment (TEE)

The TEE was introduced as a consistent ultimate boundary for the exergy cost account-
ing, with the following objects [40]:

• Overcoming the drawbacks of the reference environment used in basic exergy analysis.
Some of these drawbacks are that the reference environment has no resources of en-
ergy or raw materials that are required to be consumed to obtain a specific process or
product. The reference temperature cannot be modified, which means that some phe-
nomena, like global warming [41], cannot be accounted-for. In addition, the reference
environment is not affected by any polluting emissions from the production system.

• Defining a framework consistent with the formulations of CExC [42] and EEA.
• CExC and EEA are milestones of the effort of including in the exergy accounting

analysis a progressively more complete picture of the indirect effects and externalities
of the production process. Some of the ideas developed in those approaches will be
used in the following to define the proposed sustainability indicator.

• Suggesting new options for a consistent exergy cost definition of all resources. As will
be evident in the following, the framework of the TEE may help the definition of a
proper exergy cost for the effect of polluting emissions from the production process,
or for the indirect destruction of resources, including living biomass.

The TEE is defined as a set of reservoirs, where different kinds of natural resources
are confined. All of them are surrounded by the zero-exergy matrix (the dead state). Each
available resource has a specific exergy content greater than zero, as shown in Figure 2.

From the previous definition, it can be easily inferred that the TEE is not too big
to be modified by the interactions with the production processes because the amount of
exergy in each reservoir is limited and because the confined conditions of the reservoirs can
be compromised. In addition, to consider some real-world phenomena like the periodic
oscillations of the availability of solar energy or global warming, which is increasing as a
consequence of GHG emissions, it must be recognized that even the zero-exergy matrix
may change its temperature T◦ and composition.

140



Energies 2022, 15, 2260

Figure 2. A partial semi-qualitative representation of the TEE.

2.2. Chemical Exergy Calculation

The zero-exergy matrix can be defined as the reference state model introduced by
Szargut [43,44]. It is based on the identification of a set of reference substances whose
specific chemical exergies can be determined as concentration exergy with respect to an
ideal mixture of gas at T◦, P◦. The chemical exergies of all other substances in the TEE can
be calculated by considering reversible chemical reactions. In this way, crude fossil fuels
and other mineral resources are not obtained as confined inside reservoirs, but they may be
better regarded as obtained all together, i.e., mixed in a condition that may be identified
as the Thanatia planet introduced by Valero and Valero [17]. Notice also that additional
exergy must be consumed to obtain the resources in a confined way, as they are found in
real-world mines or as they are regarded as being inside the TEE.

The specific exergy costs of each available resource inside the TEE are the basis
of the accounting: the specific exergy costs of each reservoir may be considered equal
to 1, consistent with the hypotheses of the EEA and CExC models. This expresses the
idea that a certain exergy stock of non-renewable resources is available in the TEE at the
present moment, together with a set of exergy flows of renewable resources (including the
renewable parts of all partially renewable reservoirs).

2.3. The Exergy Cost of Mineral Resources

If the dynamic process allowing exergy accumulation inside the reservoirs can be
neglected, the assumption of the specific exergy costs of each reservoir being equal to 1 may
be correct even if a larger amount of exergy was required in the distant past. For instance,
this may have been the case when the accumulation process was very slow compared with
the duration of the considered production process, such as in the case of natural fossil fuel,
or other mineral reservoirs.

On the other hand, if a non-negligible dynamic exists inside the TEE, exergy extraction
from a certain reservoir may produce additional exergy destruction in other reservoirs. In
this second case, two options can be identified:

• To extend the supply chain describing the indirect consumption of resources.
• To define a set of unit exergy costs, not equal to one, which is regarded as equivalent

to the mechanism of additional exergy resource destruction.

In 2011, [45,46] Valero introduced the exergy replacement costs (ERC) and the model
of Thanatia to assess the concentration exergy of mineral resources based on their scarcity
in nature [17].

In the TEE language, the proposals by Valero and Valero may be re-formulated by
stating that, in the Thanatia planet, the confining constraints of all reservoirs were destroyed,
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all minerals are mixed, and they have all reacted with the zero-exergy matrix. Then, the
ECR is the exergy required to produce a reservoir of a certain mineral resource, from the
conditions defined for the Thanatia planet, by using real-world, irreversible technologies,
as shown in Figure 3. This methodology was introduced to assess the concentration exergy
of mineral resources based on their scarcity in nature. The combination of the ERC concept
with the Thermo-Ecological Cost method (TEC) originally proposed by Szargut, allows us to
assess products considering the exergy associated with the consumption of non-renewable
resources extracted directly from nature, taking their scarcity into account.

 
Figure 3. Cradle-to-grave-to-cradle process for calculating the exergy replacement cost (ERC).

The only exergy input external to the geo-biosphere is solar energy (and possibly tidal
and geothermal energy). Therefore, the ERC can be properly understood as the cost that
should be paid to consider a non-renewable resource as if it were completely renewed
using solar energy, i.e., as if it were renewable on a human time scale, like solar energy
itself. It is worth noting that this interpretation makes the ERC of mineral resources and
renewable energy in the input of a generic production process homogeneous, so that they
may be added together without inconsistency.

2.4. The Exergy Equivalent of Capital and Human Work

In the EEA, externalities can be assigned “equivalent exergy values”, under a set
of assumptions [25,47]. The more recent proposal by Rocco and Colombo [48] may be
regarded as an attractive alternative, since it was directly derived from the input/output
algebra by Leontief [8]. In this approach, the interactions among the sectors of the whole
production system are described by the monetary magnitudes usually adopted in the
economic analysis. Then, the exergy evaluation of each flow in the model is obtained by
considering the exergy of all the inputs coming from the environment and feeding the
sectors (the nodes) of the production network. In this way, the exergy equivalent of capital
has not been evaluated explicitly and, if it is evaluated a posteriori, the result may be
different for the different production sectors considered.

As far as the exergy evaluation of human work is concerned, the approach suggested
by Rocco and Colombo [48] is a direct extension of their exergy input/output analysis. The
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human labor production sector is embodied as an additional sector, without the need for any
arbitrary assumptions, as schematized in Figure 4. This sector supplies the required human
labor to all the others (only two big sectors, final goods production, and intermediate goods
production are shown in the Figure) and receives from the final goods production sector
all the necessary inputs for human labor production. Obviously, additional information,
such as the quantitative evaluation of the inputs required by the human labor activities
from each one of the other sectors and, the human working hours required by each of them,
is required.

Figure 4. Schematic of the sub-system introduced by Rocco for the internalization of human labor in
embodied energy analysis. Adapted from [41].

2.5. The Exergy Cost of Products of Biological Systems

The frame of the TEE offers an option for evaluating the exergy cost of products of
biological systems. As shown in Figure 5, a fictitious extension of the system, with the
function of replacing the stock of the bioresource reservoir, was considered analogously
with the replacement processes considered in the definition of the ERC of mineral resources.
The object is to stay as close as possible to the latter methodology. Unfortunately, the
ultimate waste produced by the use of biological substances include carbon dioxide, water,
and very few other elements, so the replacement processes of the original resources (forests,
agriculture fields, ecosystems, etc.) cannot be defined based on actual technology. The
methodology is then adapted as follows.
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Figure 5. The concept of bioresource stock replacement cost.

If the bioresource is consumed (or indirectly destroyed) at an extraction rate (β) lower
than its natural growth rate in the reservoir (α), the stock is not affected, and the input to
the production system is regarded as completely renewable (specific exergy costs equal
to 1). If instead the extraction rate is greater than the growth rate (β > α), the fictitious
extension of the system must cultivate the ecosystem to replace the original stock. The BSR
cost (Cex−BSR) can thus be calculated because all the input costs of the extension of the real
system are known:

• Solar energy and other renewable resources have a unit exergy cost equal to one.
• All non-renewable resources can be evaluated at their exergy cost, including indirect

consumption and the ERC of the mineral resources.
• The capital and human work can be evaluated at their exergy equivalent, via one of

the methodologies previously outlined.

Notice that even a fraction (ρ) of the bioresources considered must be virtually ex-
tracted to be used as an input to the extended system for bioresource replacement. This is
because the living substance cannot be obtained from the products of the economic sectors
with actual technologies without using some living input. The unit exergy cost of this
flow must be regarded as the same as the BSR, without introducing any problem in the
calculation of the latter, based on the usual rules of exergy cost accounting. This assumption
is equivalent to considering a bifurcation of the virtual flow of BSR into two parts, one for
the actual replacement and one for recirculating the input required by the virtual system.
This cost allocation rule in bifurcating flows must be regarded as a well-consolidated result
in the field of Thermoeconomics [49]. Moreover, it can be easily noted from Figure 5 that
the BSR cost can be inferred from the cost balance of the sub-system inside the dotted red
line, without the need to explicitly know the cost of the bioresource recirculated as an input
to the virtual system. In fact, the unit cost of the bioresource consumed by the production
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system, disregarding the stock replacement, is known to be is equal to its chemical exergy
(consistently with EEA).

It is worth noting that, if the extended system for BSR is considered, the differential
equation governing the bioresource stock decline (Equation (1)) is replaced by differential
Equation (2):

dM
dt

= (α − β)M0 (1)

dM
dt

= [α(1 − ρ)− β − ρ]M0 +
dR
dt

= 0 (2)

where dR/dt is the flow of bioresource replacement allowing a constant value M0 of the
bioresource inside the reservoir to be maintained. Therefore, it can be easily obtained that:

dR
dt

= M0[β − α + ρ(1 + α)] (3)

ρ =
(β − α)

(k − α)
(4)

where ρ, in the last equation, can be more properly understood as the fraction of the whole
M, where a growth rate (k > β > α) must be obtained thanks to the additional local inputs
coming from the productive sectors and additional renewable energy resources. The last
two terms, evaluated at their proper exergy cost, constitute the BSR cost of the partially
renewable input consumed by the production system.

2.6. The Exergy Evaluation of Polluting Emissions

To assess polluting emissions, the exergy remediation cost has been suggested in
the literature for both the CExC and the EEA models. In the EEA model, the direct and
indirect exergy consumption during the overall system operation and to support system
decommissioning are considered, consistent with the LCA approach [23]. The ecological
cost of the polluting emissions is calculated on a remediation basis by introducing a
fictitious extension of the system, where the waste treatment process has been completed,
as shown in Figure 6.

Figure 6. The extended control volume for exergy cost evaluation, following the EEA.
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It is worth noting that the remediation cost for neutralizing the chemical and physical
exergy of waste (the cost actually incurred plus the virtual cost) may be the same whether or
not waste treatment strategies are applied. Treatments are required to convert all wastes into
a flow with temperature and composition similar to those of the zero-exergy matrix of the
TEE, but the non-incurred part of the cost is calculated, inside the extension of the system.
The cost for the actual treatment is generally even higher because real processes are less
efficient than virtual ones. The result is that a highly polluting plant may appear to be less
resource-consuming (more sustainable) than a plant that obtains the same product cleanly.

In an alternative approach, the actual exergy cost of polluting emissions can be defined,
in the frame of the TEE, as the real exergy stock depletion produced by the polluting
emissions, caused by:

• The destruction of the confine restrictions of reservoirs.
• The variation in the zero-exergy matrix temperature or composition.
• The dilution of substances inside the reservoirs, reducing their concentration.
• The indirect destruction of the (living) biomass stock inside the reservoirs.

In this way, virtuous plants, which effectively include emission neutralization systems,
may have a specific exergy cost of their products lower than polluting plants, highlighting
that the former requires less consumption of resources (i.e., they are more sustainable).

3. The Thermoeconomic Environment Cost and the Exergy Resource Sustainability

Combining all previous considerations, the TEEC can be calculated as follows:

Cex−P = ∑ Cex−RES + ∑(Cex−PRS + Cex−BSR) + ∑
(
Cex−NRS + Cex−Rep

)
(5)

where:

• Cex−P is the TEEC of the product P.
• Cex−RES is the exergy cost of the product P, taking into account only RES.
• Cex−PRS and Cex−NRS are the exergy costs of the product P, taking into account only

partially RES, or non-RES, respectively,
• Cex−BSR and Cex−Rep are the exergy costs of the product P, taking into account only

the exergy BSR cost of partially RES, or the ERC of mineral non-RES, respectively.

As shown in Figure 7, the flows extracted from the TEE must include both the direct
inputs and all the other real exergy stock depletions in the whole TEE, because of the
polluting emissions. In this context, an exergy-based sustainability indicator easily arises,
named iex−TEE, as the ratio between the exergy cost (calculated ignoring the ERC of non-
RES and the BSR cost) in the numerator and the total exergy TEEC (calculated taking all
terms into account) in the denominator.

iex−TEE =
∑ Cex−RES + ∑ Cex−PRS + ∑ Cex−NRS

Cex−P
(6)

The exergy resource sustainability index iex−TEE is equal to one in the ideal case,
where all direct and indirect consumptions are in the form of RES, while it is internal to the
0–1 interval in all real cases, where both RES and non-RES are consumed.

The index iex−TEE may approach one only if resources with a very low ERC or BSR
cost are consumed, i.e., if all non-RES or partially RES possibly consumed are non-rare. It
is worth noting that the recycling of materials reduces the value of both the ERC of the
mineral resources and the BSR cost in this model, increasing the value of the proposed
exergy-based sustainability indicator.

The index iex−TEE may approach zero when the primary inputs extracted from the
TEE have a very high ERC or BSR cost, i.e., when rare mineral resources rare biological
species, or even whole ecosystems, are consumed or destroyed, even if their exergy contents
were small.
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Let us consider that EEA is the starting point for calculating the TEE cost and the
related resource sustainability indicator. In this case, the exergy equivalent of capital and
labor are taken into account through the procedure suggested by Sciubba. Otherwise, the
approach suggested by Rocco and Colombo may be followed. In the latter case, the exergy
equivalent of capital is implicitly taken into account and could be calculated a posteriori.

If solar energy, as well as other renewable and partially RES, were properly taken into
account, the total cost obtained in this way should be the sum of (Cex−RES + Cex−PRS +
Cex−NRS) in Equation (5). The exergy cost of the BSR (Cex−BSR) of the biological products
used as input in the production process must be evaluated following the frame shown
in Figure 5, by using some additional information from the fields of agriculture and
forest cultivation.

 
Figure 7. Illustrative sketch of the procedure for the calculation of the TEE cost and the sustainabil-
ity index.

The Cex−Rep of all mineral resources consumed can be found in the papers by
Valero [42,43].

EEA calculate the effect of polluting emissions based on the exergy cost of remediation
(Figure 6). In this paper, it is suggested that the actual exergy depletion of the TEE should
be calculated, because of its direct and indirect effects. To proceed in this way, the exergy
cost of remediation should be eliminated from the total accounting of the exergy cost of the
product if the remediation technologies are not actually put in operation. Then, an inventory
should be compiled of the depletions in the TEE resulting from the polluting emissions of
the production process at hand. The results of an LCA of a similar process taken from the
literature may be used as a first attempt. Finally, the depletion of each reservoir should be
estimated in terms of its exergy cost, including the exergy cost associated to temperature
variations in the zero-exergy matrix. Notice that the depletion of mineral reservoirs must
be accounted-for at the cost Cex−NRS + Cex−Rep, while the depletion of the reservoirs of
biological products must be accounted-for at the cost Cex−RES + Cex−BSR. In this way, the
effect of polluting emissions will affect all terms in Equations (5) and (6). At this point,
an evaluation of each of the five terms on the right-hand side of Equation (5) would be
obtained, and the indicator in Equation (6) could be calculated.
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4. Conclusions

Exergy cost accounting introduces the sum of direct and indirect exergy consumption
as a measure of the resources required to obtain a product. The necessary definition of
a proper ultimate boundary of the exergy cost accounting may be carried out by intro-
ducing the TEE consistently to assess the sustainability of the production of goods and
services. Then, the exergy replacement cost of mineral resources proposed by Valero and
Valero, may be introduced as a meaningful improvement to actual exergy cost accounting
methodologies, consistently with the frame of the TEE.

Likewise, the proposal by Rocco and Colombo for a definition of the exergy values
of labour and capital (directly derived from the input/output algebra by Leontief) was
shown to be also consistent with the framework of the TEE and can therefore be used to
evaluate the exergy equivalent of capital and human work. In this way, production factors,
such as capital investment, human labor and environmental resources, can be unified into
a common exergetic description.

To properly take into account the interaction of the production system with biological
processes, the bioresource stock replacement cost was here introduced, taking advantage of
the idea of partially renewable resources (the living biomass) contained inside the TEE. If
using exergy cost accounting to assess the sustainability of a specific product or service, it
is important to notice that the TEE framework allows us to assess the impact of polluting
emissions based on the actual exergy stock depletion throughout the TEE. Virtuous plants,
which effectively include emission neutralization systems, may have a specific exergy cost
lower than that of polluting plants, therefore justifying, from an exergy cost accounting
point of view, the adoption of devices that strongly reduce polluting emissions.

In addition, an exergy-based sustainability indicator easily arises as the ratio of the ex-
ergy cost, calculated neglecting the exergy replacement cost of non-RES and the bioresource
stock replacement cost, and the total bioresource stock replacement exergy Thermoeco-
nomic Environment cost, calculated taking all terms into account. This new exergy-based
sustainability indicator is expected to be well-suited to expressing the resource sustainabil-
ity of goods and services. It is equal to one in the ideal case, where all direct and indirect
consumption is of RES, giving a clear view of how far the process at hand is from the ideal
case, and enabling the calculation of the margin available for possible improvements.

Finally, this method allows us to highlight the advantage of recycling and the usage
of non-rare mineral resources, because they both reduce the exergy replacement cost of
non-RES and the bioresource stock replacement cost of partial RES. In the same way, the
disadvantage of consuming rare mineral or biological resources is properly drawn to our
attention, even when their chemical exergy content is small.
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Nomenclature

α natural growth rate of the bioresource in a reservoir
β extraction rate of the bioresource from a reservoir
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ρ fraction of the bioresource required for the replacement (Figure 5)
k growth rate in the extended system required for the replacement (Figure 5)
Cex−P TEEC of the product P
Cex−RES TEEC of the product P, taking into account only RES
Cex−PRS TEEC of the product P, taking into account only partially RES
Cex−NRS TEEC of the product P, taking into account only non-RES
Cex−BSR TEEC of the product P, taking into account only the exergy BSR cost of partially RES
Cex−Bep TEEC of the product P, taking into account only the ERC of mineral non-RES
k* unit exergy cost of a flow
iex−TEE exergy-based resource sustainability indicator
M amount of bioresource in a reservoir
M0 bioresource stock at instant t = 0
Pex exergy of the product
dR/dt flow of bioresource required for stock replacement
t time
Zex exergy of the fixed capital

Acronyms

BSR bioresource stock replacement
CExC cumulative exergy consumption
EEA extended exergy accounting
ERC exergy replacement cost
RES renewable energy source
TEE thermoeconomic environment
TEEC thermoeconomic environment cost
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Abstract: The oil and gas industry generates a significant amount of harmful greenhouse gases that
cause irreversible environmental impact; this fact is exacerbated by the world’s utter dependence on
fossil fuels as a primary energy source and low-efficiency oil and gas operation plants. Integration of
solid oxide fuel cells (SOFCs) into natural gas plants can enhance their operational efficiencies and
reduce emissions. However, a systematic analysis of the life cycle impacts of SOFC integration in
natural gas operations is necessary to quantitatively and comparatively understand the potential
benefits. This study presents a systematic cradle-to-grave life cycle assessment (LCA) based on
the ISO 14040 and 14044 standards using a planar anode-supported SOFC with a lifespan of ten
years and a functional unit of one MW electricity output. The analysis primarily focused on global
warming, acidification, eutrophication, and ozone potentials in addition to human health particulate
matter and human toxicity potentials. The total global warming potential (GWP) of a 1 MW SOFC
for 10 years in Qatar conditions is found to be 2,415,755 kg CO2 eq., and the greenhouse gas (GHG)
impact is found to be higher during the operation phase than the manufacturing phase, rating 71%
and 29%, respectively.

Keywords: emissions; CO2; GWP; functional unit; natural gas; SOFC

1. Introduction

Energy must provide a broad range of essential societal services even though it
comes with significant adverse environmental impacts depending on the energy source
and technology used. The continuing development of more sustainable energy resources
and deployment of new technologies aims to reduce such negative energy impacts while
maximizing its benefits to a better balance between opportunities and energy cost—and
ultimately to overcome difficulties related to efficiency.

Fossil fuels are currently the world’s primary energy source, generating more than 75%
of the total energy demand; this is estimated to remain as such for many years to come [1].
However, fossil fuel combustion is the primary source of GHG emissions that cause global
warming [2]. Current economic development depends heavily on exploiting fossil fuels,
which will be difficult to sustain indefinitely [3]. Therefore, the energy sector must seek
to reduce CO2 emissions significantly. There is a logical and moral obligation to consider
the negative environmental impact of GHG emissions and broaden the industry’s focus
beyond economic wealth creation. Therefore, to achieve sustainable development in the
energy sector, industries should look for alternative processes that reduce CO2 emissions.

Solid Oxide Fuel Cells (SOFCs) are a new, cleaner technology based on hydrogen and
electrochemical reaction to generate electricity. SOFCs are highly efficient at producing
minimal emissions [4] and can be used to improve the efficiency of oil and gas plants
while reducing CO2 emissions. Integrating SOFC into the oil and gas industry could be
an effective method of efficient energy production and application. More details on SOFC
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types, usages, and challenges can be found in “Integration of Solid Oxide Fuel Cells into
Oil and Gas Operations: Needs, Opportunities, and Challenges” [5].

However, long-term, broader, and multi-dimensional impacts of SOFC integration
into natural gas operations must be studied to demonstrate their benefits quantitatively.
A Life Cycle Assessment (LCA) can be used to evaluate the environmental impact of
SOFC manufacturing and operations, compare different integration scenarios in oil and
gas plants, and clarify how different kinds of integration of SOFC in oil and gas can reduce
emissions. An LCA consists of several multipurpose steps used to gather and explore all
inputs and outputs of a product in addition to its possible environmental impacts. This is
done for the entire life cycle, from the raw material collection and manufacturing, usage,
maintenance, and disposal or repurposing [6]. The environmental management standards
ISO 14040 and ISO 14044 (both issued in 2006) form the basis for the systematic LCA.

This study presents a systematic cradle-to-grave life cycle assessment (LCA) based on
the ISO 14040 and 14044 standards using a planar, anode-supported SOFC with a lifespan
of 10 years and a functional unit of 1 MW electricity output designed to be integrated into
a proper natural gas operation.

This study will have the following features:

• The SOFC in this LCA study is fueled by natural gas and operates in a natural gas
plant, while many other similar studies on SOFC LCA are based on a fuel other than
pure natural gas or used in a domestic and residential area.

• Utilizing the SOFC in a natural gas plant will eliminate unnecessary flaring of natural
gas.

• Take advantage of the presence of natural gas in Qatar at a reasonable cost as fuel to
SOFC.

• GWP from the operational phase of SOFC in Qatar is much less than operating SOFC
in other countries.

• Availability of data from this LCA study will allow for comparison with LCA results
of traditional power generation used in the gas processing plant.

• The ratio of GWP between the manufacturing and operation phases is aligned with
the results from other SOFC LCA studies.

• The gas plant can generate its own electricity using SOFC which will result in less
environmental impact compared to other traditional power generation.

The following section comparatively summarizes and analyzes the relevant literature
on the LCA and its application to energy, oil and gas operations, and SOFC; the next
section presents the methodology followed in this study and describes the conditions, data
collection, and justifications; the third section presents the results, findings, and discussions
in detail, and the conclusions are comparatively presented in the fourth section.

1.1. Background

The LCA has become an appropriate and effective tool for evaluating matters related
to resource depletion and environmental degradation [6]. From 1994 to 2014, LCA studies
in the energy sector increased by 60% [6]. An LCA involves four stages: goal and scope,
life cycle inventory analysis (LCI), life cycle impact assessment (LCIA), and interpretation.
The first stage identifies the functional unit and system boundaries and then defines
the assumptions, limitations, and allocations (if any) in addition to selecting the LCIA
method. The second phase involves conducting an inventory of flows, including all inputs
of water, energy, and raw materials and emissions to the air, land, and water. The third
phase selects the impact categories, category indicators, and characterization models. The
last step evaluates the results’ completeness, sensitivity, and consistency while providing
conclusions and recommendations.

Most LCA studies of SOFCs follow the cradle-to-grave approach for system bound-
aries. However, many exclude the manufacturing and disposal stages due to the assump-
tion that most environmental impacts are caused by operation and fuel production [7–10].
The decision to add or remove a specific step is based on the goals set in a particular study.
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It is possible to leave out activities that do not affect the overall understanding of the analy-
sis and continue to consider the relevant issues with the LCA [7]. Environmental, health,
economic, and political problems have influenced studies analyzing SOFC environmental
performance and compared them with traditional power generation in many different
fields [7].

Using different methodologies in SOFC LCA studies led to differences in FU and
system boundary choices, among others. This, along with the unavailability of up-to-date
inventory data, made comparisons and evaluations of these studies’ outcomes complex [7].
One common problem is data availability [11], as detailed data for materials used in SOFC
production are not released by manufacturers due to concerns regarding confidentiality
and market competitiveness [7].

The CML method is commonly used in LCAs; it includes ten impact categories, is
flexible, gives accurate results, and is transparent [7]. Buchgeister used three different
LCIA methods (Eco-indicator 99, CML 2001, and Impact 2002) for SOFCs fueled by gasified
biomass fuel, noting that overall environmental impacts are differed [12]. The study
recommended using more than one method to reach a uniform outcome, as a single
approach could provide weak signals due to discrepancies in LCIA methods. For example,
a midpoint (or problem-oriented) approach usually focuses on actions like emissions relief
and resource usage along impact pathways like GWP, AP, and EP. An endpoint (or damage-
oriented) approach focuses on the final impacts linked to outcomes (like human health)
along impact pathways like AoP [7]. The IPCC methodology mainly focuses on GHGs
such as CO2, CH4, and N2O.

CO2 emissions from SOFC production are negligible compared to those generated
during operation. In contrast, the harmful emissions produced by other gases (e.g., SO2,
CO, NOx, and SOx) are negligible during the process but are generated during production—
though it only affects the area around the factory [8]. The latter contributes to acidification
in local land and water systems and the development of volatile compounds that influence
ozone levels and human health [11]. A SOFC operation contributes most life cycle emissions
due to the fuels used should not be an excuse to eliminate the manufacturing phase from
its LCA, as the supply chain may vary by location, energy mix, and other factors [7].

Nigel and Brunel demonstrated a 75–93% reduction of CH4, NMHCs, PM, and CO
through SOFCs rather than traditional systems [13]. Jakob and Hirshberg [14] showed
that SOFC use reduced GWP by 50% and required up to 20% less energy than traditional
systems like gas boilers. Herron proved that SOFCs in three American cities produced
almost no harmful gases like NOx, PM2.5, PM 10, and SOx, unlike three types of traditional
systems (natural gas combined with cycle plants, coal-fired plants, and nuclear plants) and
achieved superior performance [9].

The SOFC disposal phase has been ignored by many studies, especially those before
2011, mainly due to unknown strategies for SOFC end-of-life practices and a lack of
relevant data. Mehmeti et al. considered the inclusion of SOFC disposal in LCA studies
to be optional, recommending conducting a sensitivity analysis to account for the LCA’s
numerous uncertainties and so that this process could detect significant factors affecting
the overall performance [7].

1.2. Literature Review

The electrical mix plays a significant role in determining emissions results for CO2
and GWP, as the operational phase of SOFCs accounts for approximately 75–97% of life
cycle environmental influences [15]. As fuel production and supply contribute to around
97% of the impact on ODP, ADP, and PED, the selection of fuel types has a significant effect
on the results of the SOFC LCA. During SOFC production using the UK mix grid, 60% of
CO2 release occurs during sintering of the SOFC cell, and the remainder is related to fuel
processor and DC/AC power converter production as part of the BoP [16]. A recycling rate
of 75% will reduce GWP by 8–11% [16].

153



Energies 2021, 14, 4668

Lee et al. argued that the manufacturing and end-of-life phases have little impact
on the environmental burden of a SOFC system (2.1–9.5% and <0.6%, respectively; [10].
Within the manufacturing stage, stack production contributes approximately 72% of the
total environmental impact for planar SOFC and 28% for BoP, mainly due to the utilization
of stainless steel and chromium alloys that require more energy during production. Strazza
et al. noted that the level of environmental impact during manufacturing is based on the
quantity of steel and the type of energy mix used; the worst case is coal-based energy,
demonstrating that the ecological implications of SOFC manufacturing depend on the
production location [17]. That study also observed that, when using the midpoint LCA
approach, natural gas is recommended for lower AP and POCP, but that for ADP, EP, GWP,
ODP, and PED, biogas shows better results. Although H2 has better results than GWP and
ODP, it is higher in POCP, EP, and AP. However, leaks from gas plants or pipelines can
contribute significantly to overall emissions since CH4 contributes to GWP by a mass ratio
of 25 CH4 to 1 CO2 [18].

Sadhukhan emphasized that GWP, AP, and POCP are the most essential categories
for evaluating different technologies (based on the Monte Carlo analysis). The SOFC LCA
for these categories produces lower results than internal combustion engines micro gas
turbines for distributed power generation [19]. Lin et al. stated that GWP is the only
category impacted by a SOFC operation, during which CO2 emissions represent 80% of
total life cycle emissions [20]. Sadhukhan also argued that using SOFCs could eliminate
PM2.5 and N2O emissions, which contribute more to GWP than CO2 given the mass ratio of
298:1 between N2O and CO2; N2O also impacts EP and POCP [19]. Strazza et al. provided
further details on environmental impact per category, stating that ADP, ODP, GWP, and
PED accounted for as little as 2% of the total life cycle environmental impact during the
manufacturing and end-of-life stages. However, this rose to approximately 10–32% for AP,
EP, and POCP [17].

Nease and Adams used the ReCiPe 2008 method to evaluate the life cycle impact,
showing that the effects of the manufacturing phase affected climate change mainly for the
fossil fuel and metal depletion categories, equaling approximately 9% for one year [21,22].
Nease and Adams claimed that, even with the uncertainties, SOFCs were better than
NGCCs and were better than supercritical pulverized coal by 45.8% in life cycle influ-
ence [22]. Baratto and Diwekar also showed that using SOFCs instead of diesel engines in
trucks decreased PM by 82.08%, HC by 92.65%, NOx by 99.1%, CO by 97.77%, and CO2 by
64.32% [8]. Reenaas et al. analyzed several fuel types for combined SOFC-GTs in Norway.
They confirmed that, mainly due to less transportation, domestic LNG had 60% less GWP,
85% less POCP, and 90% less AP when compared with imported LNG and sulfur-free
diesel [23]. Besides, the use of SOFC-GT in marine applications instead of diesel engines
contributed to reductions of 35–93% in GWP, POCP, and AP [23]. Lin et al. conducted
a fuel-type comparison for SOFCs between APUs and diesel engines in trucks, finding
that a SOFC fueled by biodiesel was the most environmentally friendly system [20]. This
required 14.5 times less fuel than diesel engines and emitted five times fewer GHGs, while
no re-design of the fuel system was necessary since the fuels had similar physical and
chemical compositions [20].

Concerning disposal, Cánovas et al. argued that a 70% recycling rate would result
in a 7.5% reduction in life cycle impact, primarily due to lower carcinogen emissions [15].
Strazza et al. stated that nickel was the most recyclable portion of SOFCs while ceramics
will end up in landfills [17]. However, Nease and Adams showed that decommissioning
large SOFCs can require large amounts of fossil fuel and produce more emissions [22].

Reenaas also confirmed that overall the LCA was not sensitive to changes in the
durability of SOFC-GTs. Increasing SOFC life to 10 years from 5 years would only increase
the GWP, AP, and POCP by 3% at most but would reduce SOFC efficiency by 20% and lead
to 6% increases in GWP and AP and 33% in POCP [23].
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1.3. Objectives

The general purpose of this LCA study is to understand the impact of SOFCs on
environmental values and provide a basis for comparisons of different types of integration
approaches in gas processing plants. The results are intended to serve as a reference for
future researchers interested in integrating SOFCs in a gas plant and providing manufactur-
ers and decision-makers with valuable data. As shown in Figure 1, the overall SOFC system
includes the different phases of SOFC, including the raw material up to the manufacturing
and operational phase. However, the disposal phase is not part of the LCA study since
its life cycle environmental impact is less than 3% of the total impact, as based on the
literature review.

Figure 1. The lifespan of SOFC from raw materials to disposal.

The aim of conducting an LCA for SOFCs is to identify the materials and processes
involved in SOFC manufacturing and their environmental impact and evaluate the eco-
logical effect of SOFC operation. The resulting information can improve decision-making
about resource depletion and environmental degradation [7].

2. Method

SETAC developed an LCA code of practice, and it encouraged the ISO to create a
standardized set of steps for the LCA process. The methodological framework defined in
the ISO 14040 standard includes four main phases:

• Goal and scope definition: the study’s aim, breadth, and depth are outlined, setting
the functional unit and system boundaries.

• LCI: data collection is performed, including calculation and allocation.
• LCIA: potential environmental effects related to the inventory analysis results are evaluated.
• Interpretation: the LCIA results are analyzed and summarized concerning the goal

and scope.

Interpretation is the last stage of the systemic LCA procedure in which the results
of the inventory exploration and impact assessments are evaluated for completeness,
sensitivity, and consistency. This process also clarifies uncertainties and assumptions
regarding improvements to environmental performance while defining further limitations
and informing recommendations.

2.1. Goal and Scope

This first phase describes the study’s purpose, scope, allocation procedures, and
assumptions or limitations (if any). The system boundaries are defined in this stage, along
with the functional unit and the LCIA method.
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Defining the FU is not always straightforward, mainly when the product produces
several useful outputs, but its selection should reflect the actual condition related to the
product and market needs [7]. This helps normalize all inputs (e.g., materials, energy
resources, and outputs like heat) and allows for comparative analyses. The FU for SOFCs
can be presented in terms of stack power capacity (kW) or total energy output (power
plus heat, kWh) if heat is considered a beneficial energy outcome. The unit scale (kWh vs.
MWh) will not impact the final results since all emissions outcomes are linear to the chosen
FU [24]. Proper unit selection ensures that the LCA results are accurate and improves the
outcome and interpretation stages [7].

In this study, the FU was defined as 1 MW of net electricity generated by the SOFC
system (and after that utilized by the gas plant) during its service lifespan of 10 years.
The study’s scope was to evaluate the potential environmental impacts of integrating and
operating a 10 MW SOFC system fueled by natural gas in a gas plant. It was assumed that
the rest of the plant (offshore, pipeline, and onshore infrastructure) were not part of the
LCA, though the natural gas input as fuel was considered.

The system boundary for the LCA included SOFC manufacturing and operation. End-
of-life was not quantitatively defined because insufficient data were available to quantify
the disposal or recycling of SOFC materials properly; it can, however, be qualitatively
assessed for completeness [6]. Details of the system boundary and the inputs and outputs
of each process are given for the manufacturing phase in Figure 2 and the operational
phase in Figure 3. Transportation of raw material and natural gas was not considered in
this LCA. One crucial assumption is related to the material; since the Gabi software did not
have the Yttria-stabilized-zirconia in its database, another type of ceramic, Alumina, was
chosen to replace the YSZ in the LCA study.

Figure 2. System boundary for SOFC LCA manufacturing phase.

The detail drawing of the SOFC manufacturing steps as developed in GaBi software is
provided in Figure S1.
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Figure 3. System boundary for SOFC LCA operational phase and the functional unit.

2.2. Life-Cycle Inventory

The LCI collects data from the studied system or product to produce the functional
unit. This stage delineates materials, water, and used energy along with waste discharges
to air, land, or water (e.g., emissions, wastewater, and solid waste) for all life cycle phases
from raw material to operation. Two data types should be considered for SOFC LCIs [8]:
foreground and background data. Foreground data are the outcome parameters from
SOFC manufacturing and operation, while background data are related to materials and
energy used for SOFC production and operation and delivering the FU. Assumptions may
be necessary when data are not available or obsolete [1], resulting in uncertainties in the
LCI. This is commonly the case for SOFCs, for which material details, energy inputs, and
waste data are unavailable due to manufacturer confidentiality.

This study identified three input types (materials, chemicals, and energy) and collected
data from previous research [13,24–31]; these were re-calculated to suit the current FU.
Table 1 lists the material inventory and quantity required to generate one FU (1 MW).

Table 1. SOFC cell material inventory list.

Material Description Material Weight (Kg/MW)

Anode (Ni 70% wt) 1116.00

Anode (Alumina 30% wt) 332.00

Electrolyte (Alumina) 39.00

Cathode (LSM) 78.00

Anode/electrolyte interlayer (NiO 50% vol) 20.00

Anode/electrolyte interlayer (Alumina 50% vol) 20.00

Electrolyte/cathode interlayer (LSM 50% vol) 20.00

Electrolyte/cathode interlayer (Alumina 50% vol) 20.00

Table 2 lists the chemicals required for different processes during SOFC cell manu-
facturing. Most binders and solvents are the same for several functions but use different
quantities for each method. Table 3 lists the energy requirements for various processes dur-
ing SOFC manufacturing. Materials related to the BoP are also part of the manufacturing
phase; these are listed in Table 4 with their material type, weight, and power consump-
tion. In addition to inputs, these processes produced primarily waste consisting of CO2
and evaporated solvent. Table 5 shows the amount and quantity of these outputs for all
functions during the manufacturing phase.
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Table 2. Chemical inventory list for SOFC manufacturing.

Process Type Chemical Description
Material Weight

(Kg/MW)

Anode Slurry preparation

Plasticizer (Sanitizer) 132.00

Butvar-76 (binder) 131.70

n-Butyl acetate (solvent) 394.80

Tape casting Carbone black (pore former) 87.60

Electrolyte ink preparation
Butvar-76 (binder) 3.40

n-Butyl acetate (solvent) 10.15

Anode/electrolyte interlayer ink
Methocel A4M (binder) 22.32

2-Butoxyethanol (solvent) 12.60

Electrolyte/cathode interlayer ink
Methocel A4M (binder) 22.32

2-Butoxyethanol (solvent) 12.60

Cathode ink preparation
Methocel A4M (binder) 44.40

2-Butoxyethanol (solvent) 25.32

Table 3. Energy consumption by the process.

Process Description
Energy Input

(MJ/MW)

Anode slurry preparation 40
Anode tape casting 30

Anode/electrolyte interlayer ink 70
Anode/electrolyte interlayer screen printing 60

Drying 1710
Sintering 10,530

Electrolyte ink preparation 140
Screen printing 130

Drying 1710
Electrolyte/cathode interlayer ink 70

Electrolyte/cathode interlayer screen printing 60
Drying 1710

Cathode ink preparation 150
Screen printing 130

Drying 1710
Co-Sintering 8600

Metal forming (for interconnect) 430

Table 4. List of BoP inventory.

Description Material Type
Material Weight

(Kg/MW)
Energy Input

(MJ/MW)

Air blower Steel 10,000.00 235,200
Fuel blower Steel 10,000.00 2,355,200

Air heat exchanger Incoloy/Steel 2000.00 49,400
Fuel heat exchanger Incoloy/Steel 2000.00 49,400
Heater for startup Steel 5000.00 270,600

Casing Steel 10,000.00 235,200
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Table 5. Waste output during the SOFC manufacture phase.

Waste Output (Type) Quantity (kg/MW)

CO2 (air emissions) 432
n-Butyl acetate (evaporated solvent) 444

2-Butoxyethanol (evaporated solvent) 55

The detail results of the SOFC LCI data analysis as generated by Gabi software are
provided in Table S1.

2.3. Life Cycle Impact Assessment

The LCIA considers the possible footprint concerning LCI flows using either the
problem-oriented or damage-oriented approach within a cause-effect structure. Here,
impact categories and impact indicators are selected, and characterization models are
specified. LCIAs are mainly used to recognize and assess the degree and importance of the
potential environmental effects of the product [1].

In this study, the LCIA indicators related to the Global Warming Potential (GWP),
Acidification Potential (AP), Eutrophication Potential (EP), Ozone Depletion Potential
(ODP), Human Health Particulate Matter Potential (HHPM), and Human-Toxicity Potential
(HTP). Table 6 lists all indicators evaluated and their scale boundary.

Table 6. LCIA indicators and related impact categories.

Indicator Impact Category Scale Characterization Factor

CO2

GWP Global CO2 equivalent
CH4

N2O

SOx AP
Regional SO2 equivalent

NOx Local

NO
EP Local N equivalent

NO2

CFCs
ODP

Global CFC 11 equivalent
HCFCs

PM10 HHPM
Regional PM2.5 equivalent

PM2.5 Local

LC50 HTP
Regional

CTUh
Local

Impact indicators are typically characterized using the following equation:

Inventory Data × Characterization Factor = Impact Indicators

For GWP, all greenhouse gases are expressed in CO2 equivalents by multiplying the
relevant LCI results by a CO2 characterization factor and then combining the resulting
impact indicators to determine an overall indicator of GWP. The characterization will put
these different quantities of chemicals on an equal scale to provide the impact each one has
on global warming.

3. Results

The total LCA results for all impact categories for SOFC manufacturing and operation
are detailed in Table 7. The ratios of total emissions between the manufacturing phase and
operation phase are shown in Figure 4. The emissions related to GWP, AP, and HHPM
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occur more readily during the operation phase, while they are more prevalent for EP, ODP,
and HTP during the manufacturing phase.

Table 7. Total LCA results of impact category and per phase.

SOFC Phase GWP AP EP ODP HHPM HTP

Manufacturing 703,755 2000 77 4.38 × 10−8 103 3.51 × 10−4

Operation 1,712,000 3848 63 1.46 × 10−8 223 5.94 × 10−5

Total 2,415,755 5848 141 5.84 × 10−8 326.33 4.10 × 10−4

 
Figure 4. The ratio of emissions between the manufacturing and operation phases of the SOFC.

Figure 5 shows the detailed results of the six selected impact categories during the
manufacturing phase of the SOFC. Total GWP for all production stages during the man-
ufacturing phase is equal to 703,755 kg CO2 eq. The production of the BoP accounts for
81.41% of the total GWP and the fuel blower process for 74.55%. Therefore, the fuel blower
is responsible for 60.7% of total GHG emissions produced during the 1 MW SOFC. For AP,
the total emissions are equal to 2000 kg SO2 eq. Out of 24 stages of SOFC manufacturing,
two phases of the process account for 70.68%: the fuel blower and slurry preparation, each
comprising 40.94% and 29.74%, respectively. The total result for EP is equal to 77 kg N eq.
The fuel blower appears to be the stage that most impacts this category at 62.29%. The ODP,
the total is 4.38 × 10−8 kg CFC 11 eq. with 92.15% accounted for the slurry preparation
stage. In HHPM, the total result is equal to 103 kg PM2.5 eq. The slurry preparation and
fuel blower account for 66.21%, where 39.58% is for slurry preparation and 26.63% for the
fuel blower production stage. And finally, the HTP results are equal to 3.51 × 10−4, where
fuel blower and slurry preparations account for 35.60% and 18.39%, respectively.

160



Energies 2021, 14, 4668

Figure 5. LCA results for six impact categories for the process during the SOFC manufacturing phase.

3.1. Global Warming Potential (GWP)

The total climate change emissions for the life span of 10 years or 80,000 h of 1 MW
SOFC is 2,415,755 Kg CO2 eq., where 71% is emitted during the operation phase due to
the usage of natural gas as fuel for the SOFC. Generating 1 MW of electricity will require
7 MM Btu of natural gas per hour and an operation spanning 80,000 h—this will emit
1.712 MM kg CO2 eq.

The manufacturing phase accounts for the remaining emissions, 703,755 kg CO2 eq., a
quantity generated mainly from services and goods used to produce a 1 MW SOFC system.
Figure 6, which shows the 24 different processes in the manufacturing phase, proves that
most GWP is generated from only eight processes—mainly because of electricity use.
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Figure 6. Climate Change Potential (kg CO2 eq.) for all manufacturing stages.

Most processes consuming electricity, and thus the most influential factor in GWP, is
the fuel blower process. The material is the most significant source of GWP during the
interconnect process. Additionally, Figure 7 shows the primary three services or goods
used during the manufacturing phase, and they are scaled for easy comparison.

Figure 7. GWP output for a different type of service or goods.

The chemical most impactful on GWP is the solvent, with more than 70% of GWP
generated due to using chemicals in the manufacturing phase, and the least is the binder,
with 15%. The material that most contributes to GWP is the steel sheet, with almost
60%, followed by the Chromium, with 30%. The remaining 10% of material usage is
mainly nickel.

The SOFC consists of four main parts, where each one is manufactured as a standalone
piece before being assembled. Figure 8 shows these four main parts and their contributions
to the GWP.
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Figure 8. GWP for significant parts of SOFC manufacturing.

The BoP is the component of SOFC that generates the highest GWP at 572,920 kg CO2
eq, which is 81% of the total GWP of the manufacturing phase, and the fuel blower is the
aspect of the BoP that most contributes to the GWP at 427,100 kg CO2 eq. This represents
60% of the emissions from the manufacturing phase. Following BoP is the casing, then
interconnect, and the last is the fuel cell itself with 22,498 kg CO2 eq., which represents less
than 1% of the total GWP of the SOFC.

Another potential analysis is the primary type of process for the fuel cell. Figure 9
shows these processes and contributions of each one of them concerning the GWP. The
ink preparation is the type of process that contributes the most to the GWP with 16,649 kg
CO2 eq. It accounts for 75% of GWP’s fuel cell manufacturing. Slurry preparation for
the anode is 82% of all GWP generated from the ink preparation process of fuel cell
manufacturing. The type of process in fuel cell manufacturing that provides the second-
largest contribution of GWP is the sintering process, followed by drying—each accounting
for 22% and 5%, respectively.
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Figure 9. Type of process of the fuel cell manufacturing.

The average hourly GHG of the 1 MW SOFC is approximately 30 kg CO2 eq. /MWh.
By contrast, traditional power generation, like Natural Gas Combined Cycle (NGCC), is
between 417 kg CO2 eq. /MWh and 557 kg CO2 eq./MWh [32,33]. There is a difference
in the LCA life span of each technology. The SOFC life span lasts ten years, while the
NGCC life span lasts approximately 30 years. By replacing the SOFC each year, the total
GHG emissions will be around 90 kg CO2 eq. /MWh, which remains below the GHG
emissions of the NGCC. Thus, SOFC technology produces 80% fewer GHGs than traditional
power generations.

3.2. Sensitivity Analysis

The process contributing most substantially to the GWP in the manufacturing phase is
the fuel blower, which accounts for 60% of emissions generated during the manufacturing
phase. The fuel blower is mainly used to increase the fuel pressure, in this case, methane,
to meet the SOFC operating pressure of approximately 7 bar. However, suppose the
SOFC is being used in a gas processing plant. In that case, the fuel gas compressor is
already available, and the 7-bar pressure exists in the plant, leaving no need for a separate
or dedicated compressor for the SOFC fuel. Eliminating the need for the fuel blower
from BoP assembly of the SOFC unit will reduce the overall GWP of SOFC by 17%, and
the total emissions will be below 2 MM kg CO2 eq. The percentage GWP during the
manufacturing phase dropped from 29% to 14%, while the operation GWP remains the
same at 1.712 MM kg CO2 eq.

Geography and location play a role in the SOFC manufacturing process—indeed, the
LCA of the SOFC found that the impact on total climate change is based on the electricity
mix used in each location. In general, the effect is minimal and not particularly significant
in the manufacturing phase. However, there is a substantial difference in GWP from one
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country to another during the operation phase. This is mainly caused by natural gas, used
as a fuel for SOFC during the operation phase to generate the 1 MW power. Figure 10
shows the total GWP of 1 MW SOFC in four different countries.

Figure 10. Total GWP of 1 MW SOFC in four different countries.

Because of natural gas resources, Qatar has the least GWP compared to other countries
like Germany, the US, and Japan. The natural gas in Germany is mainly imported via
pipelines from Russia, so the transportation of such resources is added to its total GWP.
Similarly, in the US, the pipeline network of natural gas spread across the country. Japan,
which has an enormous GWP impact, gets its natural gas requirement from ships and
overseas tankers.

4. Conclusions

This study’s primary objectives were to understand better the impact of SOFC integra-
tion on the natural gas processing plant in terms of environmental values and provide a
basis for comparing different types of integration approaches in gas processing plants.

The operational phase of the SOFC has the most significant impact on global warming
potential (GWP), acidification potential (AP), and human health particulate matter (HHPM).
In contrast, the effect is higher during the manufacturing phase for eutrophication potential
(EP), ozone depletion (ODP), and human-toxicity potential (HTP).

In summary, 1 MW SOFC used in gas processing plants for 80,000 total running hours
(10 years) will have the following impact category:

• The total GWP is 2,415,755 kg CO2 eq. with 29% during the manufacturing phase.
• Total AP is 5848 kg SO2 eq. with 34% during manufacturing.
• Total EP is 141 kg N eq. with 55% during manufacturing.
• Total Ozone Depletion Air is 5.84 × 10−8 kg CFC 11 eq. with 75% during manufacturing.
• Total Human Health Particulate Air is 326 kg PM2.5 eq. with 32% during manufacturing.
• Total Human Toxicity, Cancer is 4.10 × 10−4 CTUh with 86% during manufacturing.

The study results are supported by similar studies where the ratio between the man-
ufacturing phases is almost 30 to 70 in the operation phase for GWP. The GWP during
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the manufacturing stage for the Qatar case is almost like manufacturing cases in other
countries like the US, Germany, and Japan. It is a little higher than the US and Germany but
less than Japan, which could be due to the availability and transportation of raw materials.
However, for the operation phase, the difference is huge between Qatar and the other three
countries. This is mainly due to fuel transportation which in the case of Qatar it is the
lowest environmental impact. In addition, there is potential to reduce the total emissions
produced by the SOFC if specific processes with the highest impact on climate change
potential can be eliminated. For example, pressurized methane is already available in
typical natural gas processing plants. Thus, an advantage of using SOFC in gas plants and
particularly in Qatar by eliminating the requirement of having an additional fuel blower as
part of SOFC assembly will save approximately 17% of the total GHG of SOFC LCA.

The hourly GHG released into the atmosphere for each 1 MW of electricity generated
using SOFC is approximately 30 kg of CO2 eq. Comparing CO2 eq. to the emissions
emitted from traditional power generation like Natural Gas Combined Cycle (NGCC), the
difference is more than 80%. And this proves that fossil-fuel power generation’s impact
on the environment depends on the technology used. As fossil fuel remains the primary
energy source for at least a few decades to come, such a study of LCA can determine the
best technology that has less impact on the environment and has lower GWP.

Qatar is a small country with the largest natural gas resources and exports, which
gives it a high dependence on natural gas for its revenues and a high GHG emissions per
capita. Therefore, SOFC integration can lead to significant country-wide reductions in
emissions improvements to efficiency.

The findings of this study are expected to serve as a reference for future researchers
interested in the integration of SOFCs into natural gas processing plants and provide
decision-makers with reliable quantitative analysis and data.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/en14154668/s1, Figure S1: SOFC manufacturing steps with quantities, Table S1: SOFC LCI
data analysis.

Author Contributions: Conceptualization, K.A.-K.; Data curation, K.A.-K.; Formal analysis, K.A.-
K.; Methodology, S.G.A.-G.; Supervision, M.K.; Validation, S.B.; Visualization, K.A.-K.; Writing—
original draft, K.A.-K.; Writing—review & editing, S.G.A.-G. All authors have read and agreed to the
published version of the manuscript.

Funding: This research received no external funding.

Informed Consent Statement: Not applicable.

Acknowledgments: The authors would like to acknowledge the support of Hamad Bin Khalifa
University, Qatar.

Conflicts of Interest: The authors declare no conflict of interest.

166



Energies 2021, 14, 4668

Nomenclature

ADP Abiotic depletion potential
AOP Area of production
AP Acidification potential
APU Auxiliary power unit
BoP Balance of plants
CH4 Methane
CO Carbon monoxide
CO2 Carbone dioxide
CTUh Comparative Toxic Unit for human
EP Eutrophication potential
FU Functional unit
GHG Greenhouse gases
GT Gas turbine
GTL Gas-to-liquid
GWP Global warming potential
H2 Hydrogen
H2O Water
H2S Hydrogen sulfide
HHPM Human Health Particulate Matter Potential
HTP Human-Toxicity Potential
IPCC Intergovernmental Panel on Climate Change
ISO International Standard Organization
Kw Kilowatt
kWh Kilowatt-hour
LC50 Lethal concentration required to kill 50% of the population
LCA Life cycle assessment
LCI Life cycle impact
LCIA Life cycle impact assessment
LSM Lanthanum strontium manganite
MGT Micro gas turbine
MW Megawatt
N2 Nitrogen
N2O Nitrous oxide
NGCC Natural gas combined cycle
Ni Nickel
NiO Nickel oxide
NMHCs Nonmethane hydrocarbons
NOx Nitrogen oxides
ODP Ozone depletion potential
PEP Product environmental profile
PM Particulate matter
POCP Photochemical ozone creation potential
Pt Platinum
PV Photovoltaic
SETAC Society for Environmental Toxicology and Chemistry
SO2 Sulfur dioxide
SOFC Solid oxide fuel cell
SOx Sulfur oxides
VOC Volatile organic compounds
YSZ Yttria-stabilized-zirconia
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Abstract: Harnessing wind energy is one of the fastest-growing areas in the energy industry. However,
wind power still faces challenges, such as output intermittency due to its nature and output reduction
as a result of the wake effect. Moreover, the current practice uses the available renewable energy
resources as a fuel-saver simply to reduce fossil-fuel consumption. This is related mainly to the
inherently variable and non-dispatchable nature of renewable energy resources, which poses a threat
to power system reliability and requires utilities to maintain power-balancing reserves to match the
supply from renewable energy resources with the real-time demand levels. Thus, further efforts
are needed to mitigate the risk that comes with integrating renewable resources into the electricity
grid. Hence, an integrated strategy is being created to determine the optimal size of the hybrid
wind-solar photovoltaic power systems (HWSPS) using heuristic optimization with a numerical
iterative algorithm such that the output fluctuation is minimized. The research focuses on sizing the
HWSPS to reduce the impact of renewable energy resource intermittency and generate the maximum
output power to the grid at a constant level periodically based on the availability of the renewable
energy resources. The process of determining HWSPS capacity is divided into two major steps.
A genetic algorithm is used in the initial stage to identify the optimum wind farm. A numerical
iterative algorithm is used in the second stage to determine the optimal combination of photovoltaic
plant and battery sizes in the search space, based on the reference wind power generated by the
moving average, Savitzky–Golay, Gaussian and locally weighted linear regression techniques. The
proposed approach has been tested on an existing wind power project site in the southern part of the
Sultanate of Oman using a real weather data. The considered land area dimensions are 2 × 2 km.
The integrated tool resulted in 39 MW of wind farm, 5.305 MW of PV system, and 0.5219 MWh of
BESS. Accordingly, the estimated cost of energy based on the HWSPS is 0.0165 EUR/kWh.

Keywords: optimal layout; wake effect; fluctuation; wind farm; ramping rate

1. Introduction

In most countries, the demand for electricity is growing rapidly. One of the challenges
in the electricity sector is to meet this demand while supplying customers with reliable and
stable power simultaneously. Conventional power resources are being supplemented with
renewable resources. Most of the power suppliers depend on fossil fuels as the primary
energy source due to their ready availability and lower cost compared to other resources.
However, the increase in demand, along with increased oil and gas production costs, drive
the use of other energy resources [1]. In addition, political integration via a common energy
policy or climate-change mitigation is one of the motives to use renewable energy sources.
According to the International Renewable Energy Agency (IRENA) report, most of the
investment in renewable resources is in wind and solar resources; in 2018, around 80% of
the investment in renewable energy was in these two resources.
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The main challenges of utilizing renewable resources are the high capital cost and
the fluctuations of wind and solar power output. However, the recent development of
renewable energy technologies shows a declining trend in cost. There have also been
advancements in the integration of renewable resources into the existing conventional
power resources [2]. This requires the mitigation of the vulnerabilities imposed on the grid
through the intermittent nature of these resources. Variability and ramp events in power
output are the key challenges for system operators due to their impact on the system in
both the long and short term [3]. These impacts include, but are not limited to, system
balancing, reserve management, scheduling, and the commitment of generation units.

Previous research has examined several sizing approaches to find the ideal size of
hybrid plants that include wind, solar, and battery storage. Most prior research focused on
improving the scale of hybrid wind-solar photovoltaic power systems (HWSPS) by lower-
ing costs while ensuring the necessary degree of power supply dependability. Smoothing
techniques can be divided into two groups. The first group uses energy storage systems
such as flywheels, batteries, and capacitors. For instance, a 51 MW wind farm system can
be stabilized using a 34 MW battery [4]. The second group is based on power curtailment
strategies such as pitch, inertia, and DC link voltage controls [5]. According to the litera-
ture, the battery-energy storage system (BESS) is widely used with renewable resources to
resolve the fluctuation issue [6]. The choice of smoothing sources depends on the difference
between the actual signal and the smoothed signal. The smoothed signal is defined in terms
of the reference wind power. The reference signal is the key to determining the supportive
resources needed to satisfy the system reliability. Different smoothing techniques are used
to generate the reference signal, including moving average [7], wavelet decomposition [8],
Gaussian [9], Savitzky–Golay [10], and low pass filter [11] techniques.

Different studies have implemented the smoothing techniques using the BESS. For
example, the authors of [12] used the BESS to meet the reference signal of the wind power
generated by the moving average (MAV) technique. Kim et al. [13] used wavelet decom-
position to obtain the smoothed signal of wind power, where hybrid storage combining
an ultra-capacitor and BESS is used as the smoothing source. A simple MAV technique
and low pass filter are used in [14] to control the BESS in order to stabilize the PV output
power. However, in all these studies, fixed wind farm (WF) and PV plant sizes are used.
Most of the studies smooth the fluctuation using the minimum BESS size. As an example,
the optimization in [15,16] was conducted to minimize the BESS size while reducing wind
power intermittency. It is important to investigate different methods of achieving stable
output power using the optimal source sizes.

The investigation performed in [17] shows that the Gaussian technique is more effec-
tive than the MAV for smoothing the wind and solar generation to an acceptable ramping
rate level. The authors used solar and wind plants as the primary sources and used the
BESS for smoothing. In [18], the Savitzky–Golay (SG), MAV, and Gaussian techniques
are used with the BESS to mitigate PV output fluctuation. The results show a smoother
output power with the SG than with the other algorithms. The authors of [19] used a
wavelet decomposition method while using an ultra-capacitor with the BESS to prolong
the BESS’s lifetime.

According to the literature, MAV is widely used to smooth noisy signals [20]. The
BESS is operated to make up the difference between the actual signal and the MAV signal.
However, the MAV approach depends on past time series data, which are different from
the current value of the fluctuating variable. The problem of the MAV and most other
techniques is the memory effect feature, meaning that the approach depends on data from
the past [21]. This means that the BESS is operated excessively, which shortens its lifespan.
Many factors affect the size of the needed memory in the used smoothing technique. For
instance, the window size and the number of the samples in the window with the type of
data determine the required memory. The aforementioned factors in the memory could
also cause over-smoothing, which ultimately increases the required BESS capacity [22].
The optimal sizing of the HWSPS while utilizing the MAV technique has already been

172



Energies 2021, 14, 5377

investigated in our previous study [23]. To avoid the aforementioned factors used for the
MAV technique, our research [23] investigates other smoothing techniques.

Hence, in addition to the MAV method, this study considers the locally weighted linear
regression, Gaussian, and SG techniques. No previous studies have investigated the use of
locally weighted linear regression or SG for smoothing the wind power fluctuations. The
developed tool is suitable for a site with ample solar irradiation and copious wind resources
to take advantage of the complimentary nature of both the PV and wind resources.

The wake impact is not taken into account in any of the HWSPS sizing studies. This
study is unique in that it integrates a model of the wake effect into the size of the HWSPS in
order to decrease wind power losses due to turbine layout. Furthermore, instead of using
the load demand profile to create an HWSPS, the MAV, locally weighted linear regression,
Gaussian, and SG filters/techniques are utilized to provide a smooth reference power
within the operational ramping rates. The integrated tool is designed to use the selected
site effectively for a hybrid renewable power plant in a grid-connected mode. This means
this approach attempts to utilize the site effectively to generate maximum output power to
the grid at a constant level periodically based on the availability of the renewable energy
resources. The PV plant and BESS are sized to provide the reference power generated. As a
result, an integrated strategy is created that combines a genetic algorithm with a numerical
iterative technique to determine the appropriate size of the HWSPS.

The reminder of this paper is organized as follow. Section 2 describes the sizing
methodology to mitigate the wind output power fluctuation. Section 3 presents the smooth-
ing techniques to obtain a smooth signal. Section 4 shows the data needed to run the
proposed case study. The results and discussions are highlighted in Section 5. The impor-
tance of the wake effect is described in Section 6, while Section 7 comprises the effect of the
contribution factor on sizes of the PV plant and BESS. Finally, the conclusions based on the
results are discussed in Section 8.

2. Sizing Methodology

Wind farm sizing is a complex optimization problem that cannot be solved with
traditional optimization methods. Therefore, GA is used to solve the wind farm layout
optimization problem. The stochastic and intermittent nature of wind speed contributes to
the intermittency of wind power. Therefore, many studies focus on estimating wind speed.
However, the wake effect that occurs among the wind turbines is also a critical factor
that must be considered when designing wind farms. Jensen’s wake effect model [24] is
used in the wind farm layout optimization (WFLO) problem. Jensen’s model is one of the
recommended models with a strong performance [25,26]. Hence, this model is the one
used for further analysis in this study, and its mathematical model is described in detail
in [27].

To obtain the optimal wind farm size, the optimization problem is modeled in
Equations (1)–(4).

Min(COE) = Min
[

N ( 2
3 + 1

3 e(−0.00174 N2))

∑360◦
τ=0 ∑N

i=1[Pi[(x, y), vi, θτ)] Pr(vi, θτ)]

]
(1)

subject to
0 ≤ xk ≤ l & 0 ≤ yk ≤ w ∀k ∈ [i, n], l, w = 2000 (2)

Din =
√
[xi − xn]2 + [yi − yn]2 ≥ (5 × Dr0) xi, yi, xn, yn ∈ S, ∀i, n = 1, ...., N, i �= n (3)

N > 0 (4)

where

vi = v0[1 −
√√√√ N

∑
i=1

(1 − v/v0)2] (5)
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The objective function given in Equation (1) is to maximize the output power and
minimize the costs. In other words, it is mainly to minimize the cost of energy. The major
goal of this objective function is to find the optimal wind turbine layout by introducing
Jensen’s wake effect model. The numerator of Equation (1) considers economy of scale that
is directly depending on the number of the wind turbines (N). Moreover, the denominator
of the objective function represents the total power produced. The power output of
each wind turbine depends on its location within the farm (x, y), and the probability
of occurrence (Pr) of a scenario of a combination of wind speed (v) and direction angle
(θ). Jensen’s wake model given by Equation (5) is applied if there is wake effect among
the turbines; otherwise, free stream wind speed v0 is used. The optimization problem
constraints included the upper and lower limits of the wind farm terrain as defined in
Equation (2). This is defined by the width (w) and length (l) of the selected site to limit the
locations of the turbines (x, y) within the wind farm site. In addition, the spacing constraint
of five times rotor diameters (Dr0 ) between any two wind turbines using the Euclidean
distance formula is given in Equation (3). The other inequality constraint is the minimum
number of wind turbines (N), as presented in Equation (4). The genetic algorithm is used
to solve the optimization problem (i.e., 3000 generations, 600 populations size). When the
improvement in the fitness value falls below a certain threshold for a number of consecutive
steps, or when the maximum number of iterations is achieved, the optimization process is
terminated. According to the available literature, the objective function and the parameters
of Grady et al.’s [28] study are widely used as a benchmark. Therefore, the objective
function in Grady et al.’s study was used to cross-check the developed wake model and
the formulated optimization problem [27].

The major goal of this research is to size a wind farm, which serves as the founda-
tion for calculating the sizes of the PV plant and BESS. The optimum wind farm size is
determined using a genetic algorithm [29]. The methodology is determined by the size
of the chosen site, the position of the turbines, and the wind speeds and directions. After
determining the wind farm size, the PV plant size and BESS capacity are identified as
smoothing sources. Different smoothing techniques are used as described in the following
section to generate reference power. A numerical iterative algorithm (NIA) is used to
determine the PV plant size and the BESS capacity following the methodology and the
evaluation criteria explained in our previous study [23] by deploying the contribution
factor. In the proposed NIA, each PV module’s output power was estimated based on the
historical data of solar irradiance and temperature. Next, the size of the PV system was
calculated by involving a contribution factor (S) with a value between 0 and 1, in steps
of 0.02. A search space range was established by the contribution factor. When S = 0, no
PV power is required; when S = 1, the PV plant’s power generated equals Pre f (t). The
BESS is sized depending on the cumulative net energy after obtaining the PV system size.
The BESS is used as a secondary source for smoothing, reducing capacity and lowering
system costs.

The integrated approach’s main goal is to size the HWSPS such that it is both cost-
effective and dependable. The planned HWSPS is evaluated using cost of energy (COE) as
a major performance indicator. The COE formula takes into account all of the components’
capital costs, operating and maintenance expenses, replacement cost, and salvage cost. The
loss of the power supply probability (LPSP) is utilized for techno-economic assessment
and comparison in this study. The LPSP is defined as the likelihood that the supply would
be unable to meet demand, and its value varies from zero to one. The flow chart in
Figure 1 shows the phases of the suggested strategy for scaling the HWSPS. The procedure
of defining the HWSPS capacity is divided into two major steps. In the first step, an ideal
wind farm is determined using the evolutionary algorithm, subject to site dimensions and
turbine spacing, while Jensen’s wake effect model is used to reduce power losses caused
by wind turbines layouts. Based on the reference wind power obtained by the MAV, SG,
Gaussian, and LWLR methods, a numerical iterative algorithm is used in the second stage
to determine the best combination of PV plant and BESS in the determined search space.
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Figure 1. Process flow for sizing the HWSPS.

3. Smoothing Techniques

To obtain a smoothed reference output power approximating the load demand, many
smoothing techniques are utilized. An integrated approach has been developed, which
uses moving average, locally weighted linear regression, Gaussian, and Savitzky–Golay
techniques. The proposed strategy is different from previous studies in that it does not
involve a load demand profile. The sizing approach was designed to utilize the selected site
effectively for a grid-connected system. The focus of this research is to maximize the output
power from a hybrid renewable power plant at a constant level based on the availability of
renewable energy resources. It is assumed that the load demand variations are absorbed
by the grid.

3.1. Moving Average

In this investigation, the moving average smoothing technique (MAV) is used to
obtain a smoothed reference output power Pre f , which represents the load demand. The
Pre f value is the reference for the optimal HWSPS plant. The smoothing wind window
of MAV [30,31] must be manipulated carefully to reach the desired reference power. The
mathematical interpretation of the k-period MAV is presented by Equation (6):

Pre f (t) =
Pwind(t) + Pwind(t − 1) + Pwind(t − 2) + . . . + Pwind(t − k)

k
(6)

3.2. Locally Weighted Linear Regression

Linear regression is a technique for determining the linear connections between input
and output. For non-linear relationships between the input and the output, locally weighted
linear regression (LWLR) [32] is used. Unlike normal linear regression, LWLR does not use
fixed parameters (β); thus, it is a non-parametric algorithm used to smooth noisy signals.
It is a memory-based method and uses training data that are local to the point of interest.
The mathematical model of the LWLR is given by Equation (7).

R(β) =
m

∑
i=1

W (i)
[

P(i)
wind −

(
β0 + β1 t(i)

)]2
(7)

175



Energies 2021, 14, 5377

As with the moving average, specifying the span length is critical for the LWLR. The
span is defined by the fraction (i.e., 0.057%) of the data points closest to the target point
t0. The data points within the span determine the smoothed value. The points outside the

span have a zero weight. Thus, the smoothing process is local, since it uses only the local
points in each span. Quadratic and linear models can be used in the regression. In this
study, linear models are used. The tricube function [33] is used to calculate the weights, as
given by Equation (8):

W (i) =

[
1 −

∣∣∣ t0−ti
d(t)

∣∣∣3]3
(8)

The fitted model is obtained for the target point t0, and the same process is repeated
for all the data points. The mathematical representations and calculations for the LWLR
are summarized in the following points:

- Define the span length;
- Obtain the regression weights for each data point in the span;
- Solve the LWLR problem to obtain β0 and β1 by taking the first derivative for minima,

as shown in Equations (9)–(11):

dR(β)

dβ0
= −2

m

∑
i=1

W (i)
[

P(i)
wind −

(
β0 + β1 t(i)

)]
(9)

dR(β)

dβ1
= −2

m

∑
i=1

W (i)
[

P(i)
wind −

(
β0 + β1 t(i)

)]
t(i) (10)

[
β0
β1

]
=

[
∑W (i) ∑W (i)t(i)

∑W (i)t(i) ∑W (i)t(i)t(i)

]−1[
∑W (i)P(i)

wind

∑W (i)P(i)
windt(i)

]
(11)

- Finally, to obtain the corresponding Pre f -value for the target point (t0), substitute in
the line equation for β0 and β1.

3.3. Gaussian Distribution

The Gaussian distribution is also known by other names, such as normal distribution.
The Gaussian function is widely used as a smoothing operator for noisy data points.
In addition, it is used in defining the probability distribution (histogram) of data. The
Gaussian function follows the bell-shaped curve. It is a function of non-zero value and is
symmetrical about the mean (t = μ).

The probability distribution is described mathematically using the expression in
Equation (12) [34]:

p(t) =
1

σ
√

2 π
e−

1
2

(
t−μ

σ

)2

(12)

where μ and σ represent the mean and standard deviation, respectively. The term 1
σ
√

2 π
is

a constant that acts as a normalizer. The exponential term decays quickly as t diverges from
μ. The rate of decay is influenced by the value of σ. The curve of the Gaussian function is
divided into three segments, defined as follows:

- Segment (I): (μ − σ) ≤ t ≤ (μ + σ);
- Segment (II): (μ − 2σ) ≤ t ≤ (μ + 2σ);
- Segment (III): (μ − 3σ) ≤ t ≤ (μ + 3σ).

These three segments combined have the highest probability value (99.72%), with
respective weights of 68.26% (segment (I)), 27.18% (segment (II)), and 4.28% (segment (III)).

3.4. Savitzky–Golay

Instead of smoothing by averaging the data and making an aggressive change in
the original signal, Savitzky–Golay [35] is a simple smoothing algorithm that follows the
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pattern of the original signal. SG is performed by fitting a least square in each window.
In general, it is a moving polynomial fit with constant weighting coefficients. These
coefficients are called convolution integers. These sets of integers are selected based
on the window size and the polynomial degree. A reference table for 25 window sizes
is presented in [36] and contains different values of convolution integers for quadratic
polynomials. Alternatively, convolution integers could be defined based on approximation
by polynomials. In our case, a window size of 31 points, i.e., (m = 31) with a quadratic
polynomial ({=2) is used. Thus, the smoothed signal for a set of data points

(
ti, Pwindi

)
with the length n is calculated using the formula in Equation (13). The convolution integers
are calculated using the Vandermonde matrix (Mvand) as given by Equation (14):

Pre fj
=

m−1
2

∑
i=− m−1

2

Qi Pwindj+i

m + 1
2

≤ j ≤ n − m − 1
2

(13)

Q = (Mvand
T Mvand)

−1
Mvand

T (14)

where

Mvand =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 b1 b2
1 · · · b f

1
1 b2 b2

2 . . . b f
2

1 b3 b2
3 . . . b f

3

1
...

...
. . .

...
1 bi b2

i . . . b f
i

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, b = [
1 − m

2
, . . . , 0 , . . . ,

m − 1
2

]

The power fluctuation ΔPre f (t) is measured at each smoothing technique’s time instant,
taking the difference between the subsequent output powers, as shown in Equation (15):

ΔPre f (t) = |Pre f (t + 1) − Pre f (t)| (15)

4. Case Study

A case study has been provided to show the applicability of the suggested technique.
The weather data from Thumrait, Dhofar Governorate, Oman, were utilized. This study
makes use of wind speed and direction data collected throughout a year at a resolution of
10 min intervals. This histogram shown in Figure 2 will be utilized in the optimization of
the wind farm layout. After determining the farm size, the instant wind power Pwind(t) is
calculated using real 10-minute wind profiles, whose wind magnitude is shown in Figure 3.
In addition, the PV output power is determined by utilizing the global horizontal irradiance
of the mentioned site [23]. Table 1 lists the key technical and economic characteristics
utilized in this analysis for the PV module, wind turbines, and BESS. For this study, a
square land area is considered with dimensions of 2 × 2 km. The wind farm site is assumed
flat with a surface roughness of 0.3 m.
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Figure 2. Histogram of wind speeds and directions for a year.

Figure 3. Wind speedprofile for a year.

Table 1. Specifications of the used wind turbine, PV module, BESS, and inverter [23,37–39].

Wind Turbine PV

Rated power 3 MW Model Polycrystalline
Hub height 84 m Maximum power at STC (Prpv) 275 W

Rotor diameter 82 m Temperature coefficient of (Prpv) −0.47%/C◦
Capital cost 1784 EUR/kW Capital cost 598.62 EUR/kW
O&M cost 3% capital cost/year O&M cost 1% capital cost/year
Lifetime 20 years Lifetime 20 years

BESS Inverter

Nominal capacity 1000 Ah Rated power 115 kW
Nominal voltage 2 V efficiency (ηinv) 90%

Capital cost 213 EUR/kWh Capital cost 117.26 EUR/kW
Replacement cost 213 EUR/kWh Replacement cost 117.26 EUR/kW

O&M cost 9.8 EUR/kWh/year O&M cost 0.92 EUR/ kW /year
Lifetime 5 years Lifetime 20 years
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5. Results and Discussion

Running the simulation with the data given produces results with 13 as the optimal
number of turbines. They are distributed mainly along the WF’s boundaries to decrease
the wake impact as shown in Figure 4.

To demonstrate the wake effect’s impact on wind power generation in more detail,
Figure 5 depicts the power generation of the wind farm with and without the wake effect
using the optimum configuration. The wake effect model produces more precise and
realistic results for the power generation of a wind farm [40]. The overall velocity loss
owing to the turbine wake effect is approximately 2.72% of the available wind speed. This
equates to a 5.31% decrease in the wind farm’s generating power. The distinction between
the two situations is obvious, and utilizing the wake effect model enables planners to
estimate more realistic wind farm power.

Figure 4. Optimal wind farm layout.

Figure 5. Power generated by the wind farm for three days.

The suggested strategy then proceeds to create a smooth wind output power (Pre f )
utilizing the LWLR, MAV, Gaussian, and SG approaches to decrease variations in the wind
farm’s output power with the help of a PV plant and BESS. The primary goal of smoothing
wind generation is to minimize the ramping rate, as seen in Figure 6. The ramping rates
are displayed before and after smoothing. Before smoothing, the maximum ramping
is 32.33 MW. After smoothing, the maximum ramping rates are 2.14 (with LWLR), 3.85
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(with MAV), 2.40 (with Gaussian), and 3.20 MW (with SG). This means that the maximum
ramping in Pre fLWLR , Pre fMAV , Pre fGaussian

, and Pre fSG correspond to 5.49%, 9.87%, 6.15%, and
8.21% of the wind farm’s capacity, respectively. These results are adequate to move on with
this case study.

Figure 6. The yearly ramping rate of the wind farm.

Each smoothing technique was used with 30 data points, and the generated Pre f for
each technique is shown in Figure 7. It is obvious that Pre f is smoother than Pwind. The
purple-bounded regions in Figure 8 present how much Pwind falls short of Pre f . The gap
between Pwind and Pre fMAV is greater than that from other smoothing techniques. This
means more resources are needed to compensate the generations. As a result, a PV plant
and BESS with 50 contribution factors (S) were installed to alleviate the shortfall, as stated
in Section 2.

Figure 7. Actual and smoothed wind power samples.
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(a) (b)

(c) (d)
Figure 8. One day sample for shortages of Pwind to fulfill the Pre f : (a) MAV; (b) Gaussian; (c) LWLR; (d) SG.

Running the suggested method in NIA produced several PV plant and BESS setups
with COE and LPSP, as illustrated in Figure 9. As the sizing of BESS is meant to minimize
oversizing by considering just the minimal yearly negative accumulative net energy, the
BESS size dropped with each increase in S for each smoothing approach, and finally the
size was fixed. The minimum CE values for the whole year are 0.72609 (for LWLR), 0.6680
(for MAV), 0.57942 (for Gaussian), and 0.41753 MWh (for SG), as shown in Figure 10.

The capacity of the BESS began at 18.74 MWh for S = 0, and then reached the minimum
value of 0.8350 MWh for S = 0.04 (with the MAV). In addition, the minimum COE was
0.0229 EUR/kWh, with 10.716 MW for the PV plant sizes. The simulation results also attest
to the effect of LWLR, Gaussian, and SG in smoothing the wind power to overcome the
negative impact of the memory effect in MAV. Compared to MAV, the optimal sizes of
the BESS and PV for LWLR, Gaussian, and SG were attained while S = 0.02. Thus, the
optimal COE was 0.0237 EUR/kWh (for LWLR), 0.0203 EUR/kWh (for Gaussian), and
0.0165 EUR/kWh (for SG). However, the COE for LWLR was the highest, due to the size of
the BESS, which reached 0.9076 MWh.

On the other hand, the BESS for the SG was 0.2024 MWh lower than the BESS size for
the Gaussian. The PV size was 5.329 (for LWLR), 5.329 (for Gaussian), and 5.305 MW (for
SG). These techniques yielded similar PV size values, in contrast with MAV, which yielded
a value of 10.716 MW. Table 2 shows an overview of the best outcomes.
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Figure 9. COE and LPSP for various contributing factors.

Figure 10. Minimum accumulative net energy.

Table 2. Optimal HWSPS configurations based on the suggested method, taking into account various smoothing approaches.

MAV LWLR Gaussian Savitzky–Golay

Wind farm (MW) 39 39 39 39
Cbattery(MWh) 0.8350 0.9076 0.7242 0.5219

PV (MW) 10.716 5.329 5.329 5.305
COE (EUR/kWh) 0.0229 0.0237 0.0203 0.0165

LPSP (%) 4 3.17 2.99 2.52
S 0.04 0.02 0.02 0.02

As shown in Figure 11, the values still fall short of the reference power, but the whole
LPSP values for the entire year are 4% for MAV, 3.17% for LWLR, 2.99% for Gaussian, and
2.52% for SG. The largest loss comes at night when PV generation is not available. The
size of the PV plant grows linearly as the contribution factor S increases, resulting in larger
fluctuations and more damped output.

With an increase in a contribution factor, the power deficit reduces, but the COE rises.
Simultaneously, the BESS SOC varies substantially between SOCmin and SOCmax. (charged
and discharged condition). During the day, there is enough Ppv MAV to compensate for the
wind generation shortfall. A portion of the surplus energy is used to power the BESS. Due
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to the tiny size of the PV plant, the BESS is usually employed if the LWLR, Gaussian, or SG
are used. The BESS is the most commonly used with LWLR, followed by Gaussian and
then SG. Due to the huge size of the PV plant, the MAV uses the BESS the least. MAV, on
the other hand, has a greater COE and a lower LPSP than SG.

(a) (b)

(c) (d)
Figure 11. Sample of total output power and smoothedwind power: (a) MAV; (b) Gaussian; (c) LWLR; (d) SG.

6. Sizing without the Wake Effect

A simulation was run to determine the best HWSPS without taking into account the
wake effect. For each smoothing approach, the simulation was run using the optimum
contribution factor. With the MAV set to S = 0.04, this resulted in a HWSPS with a PV plant
of 11.372 MW and a BESS of 0.8984 MWh. The PV plant and BESS sizes rose by 6.12% and
7.59%, respectively. The optimum PV and BESS sizes for the SG for S = 0.02 were 5.63 MW
and 0.5319 MWh, respectively. Running the simulation with S = 0.02 and the Gaussian
model resulted in a HWSPS with a 5.66 MW PV plant and a 0.7418 MWh BESS. Finally,
when compared to the wake findings, the sizes of PV and BESS rose by 6.12% and 2.91%,
respectively, using the LWLR method. This illustrates the overestimation that happens
when estimating the HWSPS size without taking the wake effect into account.

7. The Influence of Contribution Factor on PV Plant and BESS Sizes

The wind farm’s cost alone is less than the optimal cost of the proposed HWPS.
However, the LPSP of a HWSPS with MAV is 4%, compared to 6.91% for a stand-alone
wind farm, implying that the HWSPS is roughly 2.91% more reliable. These findings
demonstrate that a wind farm alone is not a dependable solution.
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Increasing the size of the PV plant and the BESS improves the LPSP but raises the
COE. Furthermore, the surplus electricity grows, resulting in a decrease in revenue. Thus,
the availability of other resources on a wind farm benefits the electrical system, but only
up to a certain degree of resource penetration.

8. Summary

In this paper, an approach was developed to mitigate the wind output power fluctua-
tion. It focuses on scaling the HWSPS to decrease the impact of renewable energy resource
intermittency and provide maximum output power to the grid at a consistent level on a
timely manner based on renewable energy resource availability. The PV and BESS are sized
dependent on the production of the wind farm. Unlike earlier research, this technique does
not consider the load profile when sizing the HWSPS. The appropriate size of the HWSPS
is determined using the smoothed wind power signal as a reference. The smoothed signal
is generated using the MAV, LWLR, SG, and Gaussian smoothing techniques.

Furthermore, the GA is employed in the initial step of the method, with Jensen’s
wake effect model being applied to provide more precise and realistic results. The research
focuses on sizing the HWSPS in order to decrease production variations and enhance
dependability of the wind farm. The NIA is used to size the PV plant and the BESS, which
is a trade-off between system cost and reliability.

The suggested method was shown using real GHI data from a wind power plant
site in Oman with a multi-speed and multi-directional wind profile. The wake impact
on turbines was shown, and the power outputs of the wind farm with and without the
wake effect model were compared. The optimal HWSPS had a wind to PV ratio of 3.64:1
with MAV and around 7.32:1 with other smoothing techniques. The corresponding BESS
capacity represented 1.68% of the HWSPS’s rating for MAV, 2.05% for LWLR, 1.18% for SG,
and 1.63% for Gaussian.

The results also show that the SG smoothing technique is more suitable for this task
than MAV, Gaussian, or LWLR techniques. It was also found that the window size plays a
vital role in the smoothing of noisy output, but this smoothness has a negative impact on
the cost of energy. The memory effect feature of the presented smoothing techniques led
to a delay between the smoothed signal and the actual signal. In general, this implies an
increase in the smoothing source capacities.

In addition, an evaluation of the influence of the wake effect and the contribution
factor on the sizing of the HWSPS was conducted. This evaluation revealed the importance
of the wake effect to avoid overestimating the HWSPS size. As a result, the suggested
method is efficient in conducting a feasibility study for the size of a HWSPS in order to
achieve a cost-effective and dependable system.
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Abstract: Increasing economic and population growth has put immense pressure on energy, water
and land resources to satisfy national and supra-national demand. Through trade, a large proportion
of such a demand is fulfilled. With trade as one of its key priorities, the China Belt and Road Initiative
is a long-term transcontinental investment program. The initiative gained significant attention due to
greater opportunities for economic development, large population and different levels of resource
availability. The nexus approach has appeared as a new viewpoint in discussions on balancing the
competing sectoral demands. However, following years of work, constraints exist in the scope and
focus of studies. The newly developed multi-regional input–output (MRIO) models covering the
world’s economy and its use of resources permit a comprehensive analysis of resource usage by
production and consumption at different levels, and bring more knowledge about resource nexus
problems. Using the MRIO model, this work simultaneously tracks energy, water and land use
flows and investigates the transnational resource nexus. A nexus strength indicator is proposed
which depends on ternary diagrams to grade countries based on their combined resources’ use
and sectoral weighting. Equal sectoral weighting is assigned. The analysis presented a sectorally
balanced nexus approach. Findings support existing work by recognizing energy, water and land
as the robust transnational connections, from both production and consumption points of view.
Resource nexus issues differ from country to country owing to inequalities in industrial set-up,
preferences in economic policy and resource endowments. The paper outlines how key resource
nexus problems can be identified and prioritized in view of alternative and often opposing interests.

Keywords: multi-regional input–output; nexus; trade; Belt and Road

1. Introduction

In today’s globalized world, increasing economic and population growth present dis-
tinctive challenges when it comes to safeguarding enough energy, water and land resources
to satisfy national and supra-national demand. Trade and imports fulfill an increasing
share of that demand [1]. Resources therefore need to be managed more sustainably [2].
The independent treatment of water, energy and land systems may lead to the formulation
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and implementation of ineffective policies and actions. Efficient methods that take into
account the interdependencies of resource use are thus required.

With trade as one of its key priorities, the China Belt and Road Initiative is a long-term
transcontinental investment program. In 2013, China unveiled its plans to build a Silk
Road Economic Belt and a 21st Century Maritime Silk Road (known as the “Belt and
Road”—indicated as BRI hereafter), which immediately attracted worldwide attention [3,4].
It is predicted that this scheme will improve resource movements and trade efficiency by
connecting more than 65 countries, which represent around 62% of the global population,
about 35% of the global trade and over 31% of the world’s GDP [5]. Studies have reported
that trade and economic expansion may contribute to environmental degradation [6,7].
Since numerous countries along the BRI are not as developed as China, doubts exist that
China’s international trade and investment may lead to transferring resource exploration
and environmental pressures to less-developed regions. The transnational trade networks
can have serious consequences on demand for energy, water and land resources. More
importantly, resources are interlinked, and any single-sector interventions may cause
unintended side-effects in other sectors. At present, some studies associated with the BRI
have been conducted linked to virtual water [8], energy efficiency [9], trade impacts [10]
or carbon emissions [11]. Mostly, studies concentrated on single resource categories in
supply chains and did not perform integrated assessments. To avoid the assumption
of unsustainable development patterns and to promote fruitful models of sustainable
cooperation, policies based on integrated research are required to allow more balanced use
of natural resources.

In recent times, the nexus approach has become an especially important perspective
among researchers. The Bonn 2011 nexus conference promoted the idea of a nexus, where
the overall issues concerning economic development were understood from the viewpoint
of the water–energy–food nexus. Nexus thinking prevents the negative consequences
of a single resource development policy and improves resource use efficiency. However,
hardly any consensus has emerged on the nexus meanings, with varying interpretations in
different disciplines, in diverse situations and by different scholars [12,13]. The absence of a
defined framework renders it difficult to determine what produces an efficient assessment
of nexus, and presents major problems when formulating nexus-oriented plans. That is to
say, it has been challenging to decide how to implement the nexus and formulate workable
solutions [14].

The nexus research can be carried out from different viewpoints, depending on the
sector in question. From the water point of view, energy and food are generated (as output)
and water is an input resource. From the energy point of view, food is produced, but water
may either be input, as in the case of hydroelectricity, or sometimes output, when energy is
utilized in the treatment of water. If the food point of view is adopted, resource inputs are
energy and water [15]. In any situation, the viewpoint considered will influence the policy
design. This is attributed to different sector preferences as well as the data and knowledge.
Considering the existing approaches to the resource nexus, the two-sector nexus concept,
as water–energy [16], is common, and the three-sector nexus, as water–energy–food [17], is
the most commonly recognized nexus concept in research and policy-making groups. The
three-sector nexus often disregards the position of the land component. In accordance with
other researchers [18,19], land involvement in a resource nexus approach can be regarded
as vital due to its important ecological functions. Land plays a key role in nutrient recycling,
production of food and water, supply of energy and provides resources for livelihood and
development. It is very challenging to take an integrated view of these interrelated matters,
given that nexus problems occur in different ways in different regions, with different
resources and technology applications, governance and development priorities. Thus, for
sustainable management of resources, an effective method should be one that can measure
resource flows and interdependencies.

Input–output analysis (IOA) in conjunction with newly developed worldwide multi-
regional input–output (MRIO) databases [20,21], with their extensive worldwide coverage
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of industrial interlinkages and usage of resources, may provide novel insights into the
resource nexus. Such databases explain inter-industry links inside state economies and
across foreign trade. Additionally, they are built with greater sector-based information and
ecological stress depiction [22]. The databases enable analysis of resource nexus problems
for all industries and different resources and to look deeper at their economic factors from
the viewpoints of production as well as consumption. The ground-breaking work on
the relationship between nexus structure and IOA mainly used case studies to tackle the
nexus between energy and water resources. Of which, Marsh [23] proposed numerous
input–output procedures, such as linkage, multiplier and dependence analysis, for dealing
with various aspects of nexus problems. In recent times, and in the view of growing
interregional and foreign trade significance, nexus scholars utilized MRIO and ecological
network analysis (ENA) to investigate structural features and sectoral relations of economic
networks [1,24,25].

In this manuscript, we establish a quantitative indicator for transnational resource
nexus analysis based on the MRIO model. This indicator is used to compare and grade
resource nexus issues resulting from transnational economic activities involving production
as well as consumption. The indicator named as nexus strength in this study attempts to
classify key resource nexuses on the basis of combined absolute resources’ use. In other
words, which resource nexuses of a country add more towards the transnational use of
natural resources? This article aims to contribute primarily in two ways to the present
understanding and management of the nexus problems. Firstly, the MRIO application
enables the analysis of potentially ignored nexuses and related synergies and co-benefits.
Secondly, a measurable indicator will help users to recognize the most complex nexuses,
possibly assisting better sectoral and spatial scale analyses. The analysis presents the
findings of an application in Belt and Road countries. The rest of the paper is structured
as follows: Section 2 discusses the method, nexus strength indicator, ternary diagram and
data, Section 3 presents the key results, and then the results are discussed in Section 4, and
finally, Section 5 concludes the paper.

2. Method

2.1. Multi-Regional Input–Output Modeling (MRIO)

Up to now, MRIO models are among the most frequently used methods to study the
economic and resource interdependence between different regions [26]. The input–output
analysis (IOA) is based on data contained in IO tables. Each entry in the i-th row and j-th
column demonstrates the flow from the i-th sector to the j-th sector. The IOA, composed by
N linear equations, describes the production of a set of N economic sectors, as denoted in
Equation (1):

xi =
N

∑
j=1

zij + yi (1)

where, N stands for the number of sectors in an economy, xi represents the total output
of the i-th sector, yi is the final demand of sector i, while zij is the monetary flow from the
i-th sector to the j-th sector. The MRIO model extends the standard IOA matrix to a bigger
economy, which involves each sector in each country or region having a separate row and
column. The MRIO denotes all of the input–output interactions of the defined economy.

The key input–output balance can be written in matrix form as follows:

⎛
⎜⎜⎜⎜⎜⎝

x1

x2

x3

...
xm

⎞
⎟⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎜⎝

A11 A12 A13 . . . A1m

A21 A22 A23 . . . A2m

A31

...
Am1

A32

...
Am2

A33 . . . A3m

...
. . .

...
Am3 . . . Amm

⎞
⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎝

x1

x2

x3

...
xm

⎞
⎟⎟⎟⎟⎟⎠+

⎛
⎜⎜⎜⎜⎜⎝

∑s y1s

∑s y2s

∑s y3s

...
∑s yms

⎞
⎟⎟⎟⎟⎟⎠ (2)

where, coefficient matrix A depicts the intermediate input matrix across sectors and regions.
Vector x shows the total output of each economic sector in each region.

189



Energies 2021, 14, 6311

The mathematical structure of embodied environmental impacts with respect to energy,
water and land use can be expressed as:

E = Re(I − A)−1Y (3)

W = Rw(I − A)−1Y (4)

L = Rl(I − A)−1Y (5)

where, E, W and L represent the embodied energy, water and land matrix induced by the
final demand of the whole economic system. Re, Rw and Rl are the diagonal matrices,
representing the pressure coefficient of energy, water and land consumption. The diagonal
elements are the direct energy consumption coefficient (Rei), direct water consumption
coefficient (Rwi) and direct land consumption coefficient (Rli). L = (I − A)−1 is the Leontief
inverse matrix, that captures both direct and indirect inputs. Y is a diagonal matrix, whereas
the diagonal element Yj shows the final demand of products and services in the sector j.

2.2. Nexus Strength Indicator

The nexus approach has constituted the focus of numerous research activities, but
there is a lack of agreement on suitable methods to tackle the multidimensionality of the
nexus [27]. Scholars have debated that current nexus frameworks mostly remain as partially
preferring one sector over others [16,28]. More efforts are required to streamline nexus
methods and concepts for policy-makers to make them widely available and usable [17]. So
far, different approaches have analyzed the complex interactions between water, energy and
food [27,29–32], yet methods vary significantly in their goals, scope and perspective. Some
studies applied several performance indicators to assess nexuses among resources, mostly
from consumption and intensity perspectives. For instance, they included the energy
consumption rate of water [33] or the energy return spent on water [34]. A few program-
based indexes were also implemented that concentrated on the weight and reliance of the
social economic structure [35,36]. However, no current quantitative measures are easily
acceptable to compare resource nexuses concerning numerous resources and countries
at the same time. We tackle such problems in this article through ternary diagrams and
sectoral weighting. Equal sectoral weighting is assigned via the average method (1/3 each).
The ternary diagrams approach is very advantageous and relevant for resource nexus
analysis provided the meaning of each line in the diagram is carefully understood.

Ternary diagrams used as graphic tools deal with the multiple resource issues. The
nexus ternary diagram has three resources: energy (E), water (W) and land (L). An equilat-
eral triangle represented these resources, where each corner of the triangle represents one
of the resources, E, W or L, and each side represents a binary resource system. The location
of a point within the internal area of the triangle promptly provides a series of information.
Lines that cut the point position represent aggregated use of a given resource. The size
of each point/circle inside the triangle shows the combined usage of the three resources
(from 0 to 1). Ternary diagrams ensure to present all possible resource use combinations
(for nexuses). The combination of any points on the ternary plot can be decided by reading
from 0, along the basal line at the bottom of the diagram, to 1 (or 100 percent) at the apex
of the triangle. The result of the ternary diagram is labeled as the nexus strength of a
specific country. Following this approach, we can evaluate which country has a high nexus
strength.

Mathematically, the summation of nexus strength for each country/sector can be
expressed as:

Nexus strength = pwdw,i + pede,i + pldl,i; with i ∈ I ; I = {1, . . . , n} (6)

dw,i =
gw,i

gw
; gw = max({gw,i})i∈I (7)
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de,i =
ge,i

ge
; ge = max({ge,i})i∈I (8)

dl,i =
gl,i

gl
; gl = max

({
gl,i
})

i∈I (9)

n

∑
R
(pn) = 1 ; R = {w, e, l} (10)

where, w, e and l stand for water, energy and land respectively, i stands for each industry
and I represents the set of all industries. Taking water as an example, gw,i represents the
water consumption of industry i, gw represents the largest industrial water consumption
among all industries, dw,i represents the deviation between the largest industrial water
consumption and water consumption of industry i, p is a weight that determines the
relative importance of a given resource and pw represents the weight of a water resource.

2.3. Reading Ternary Diagrams

For convenience in reading, it is necessary to understand certain ways and rules
related to the use of ternary diagrams. Widely used in physical sciences, phase diagrams
express equilibrium states in which two or more phases of matter exist together in solutions
or in pure substances. Initially, Gibbs proposed the phase rule for multi-component analysis
of a system [37], which in the literature is known by different names, such as ternary graph,
triangle plot, Gibbs triangle or de Finetti diagram. For reading, the points below should be
considered (follow Figure 1):

(1) In Figure 1a, each vertex of the equilateral triangle denotes 1, or 100% of one element,
and 0% of the remaining two elements. Point ‘x’ within a triangle represents a three-
resource system. The three lines (EW, WL, LE) connecting the vertexes represent the
combinations of E, W and L, and they represent a binary system. When moving along
the edge of the diagram so as to symbolize the concentrations in a binary system, it
is not important whether we advance in a clockwise or anticlockwise direction, as
long as we are constant. For instance, take side EW: if we go in the direction of W,
it denotes a binary system of E and W, having increasing concentrations of W and
correspondingly decreasing concentrations of E, likewise for WL and LE.

(2) The ternary diagram may be ruled with lines parallel to the sides, and the composition
at different points can then be read directly (Figure 1b). For instance, to find the pattern
of E, W and L at position ‘a’ in the triangle, the triangle side EL opposite to vertex W
signifies a binary system comprised of E and L, in which the concentration of W is
zero. The lines drawn parallel to side EL show increasing W from 0% to 100%, and
the line that cuts ‘a’ is equal to 15% of W and 85% of E + L. Likewise, along the line
EW, L = 0. The lines parallel to EW illustrate increasing the concentration of L from
0% to 100%. The line parallel to EW that cuts ‘a’ is equal to 20% of L. Hence, E can
be calculated as 100 − (W + L) = 100 − (15 + 20) = 65%. Other examples shown in
Figure 1b are: point b = 30%E + 20%W + 50%L and point c = 0%E + 60%W + 40%L.

(3) Any line which is parallel to any side of the triangle represents the ternary systems in
which the proportion of any one component is constant (in Figure 1c, example ‘gh’).
In this particular situation, E is constant and the composition of W and L is changing.

Though our ternary diagram approach is simple in nature, it is versatile to be extended
in a variety of ways related to research on the resource nexus. These extensions can be
incorporated through weighing’s and objectives. The suggested nexus strength provides a
simple depiction of the important resource nexuses in the economic system. Nonetheless,
the operational value of this indicator will rest on the particular local ecological, economic
and political situation.
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Figure 1. Representation of ternary diagram. (a) three-resource system, (b) the composition at
different points, (c) line parallel to any side of the triangle.

2.4. Data Source

The current study utilizes energy, water and land use data of World Input Output
Database (WIOD) satellite accounts. The database encompasses 27 EU countries and
13 other important countries worldwide, plus an aggregated region named as Rest of the
World (RoW), with 35 sectors per region [21]. The study considers primary energy usage
(referred to as energy flow), blue water and green water use, except gray water (water
flow), and land usage, i.e., arable area, permanent crops, pastures and forest area (land
flow). The BRI is a global open cooperation initiative, welcoming the participation of
countries. Therefore, there are no specific boundaries. From WIOD, only those countries
were considered that fall along the BRI. Thus, we were able to analyze only 15 Belt and
Road countries in the current study. The research year is 2010 considering the availability
of environmental accounts. The specific research scope and the names of the associated
regions are presented in Table 1. Information on sectors’ aggregation can be found in the
Appendix A (see Table A1).

Table 1. Selected countries along the Belt and Road.

Section Specific Regions Total

East Asia China, South Korea 2
South East Asia Indonesia 1
North Asia Russia 1
South Asia India 1
Central and Eastern
Europe

Bulgaria, Czech Republic, Estonia, Hungary, Lithuania,
Latvia, Poland, Romania, Slovakia, Slovenia 10
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3. Results

3.1. Interwoven Trade Relations among Economies

This section presents the current intertwined trade relations of energy, water and land
use between the BRI countries (excluding the rest of the world). In the first three figures,
the fifteen regions are represented around a circle. The trade volume of each region is
represented by the corresponding arc length around the circle, while chords, representing
different economy couplings, represent the overall bilateral trade relations.

Figure 2 demonstrates the relations between these fifteen economies in transnational
trade flows of energy. Among these flows, the largest one was related to South Korean
exports to China. In particular, about 7.48 × 104 Kiloton of coal equivalent (Ktce) of
embodied energy was exported from South Korea, of which 72% was exported to China.
Meanwhile, China also exported a considerable amount of embodied energy to South
Korea and India.

Figure 2. Interlinked relations of energy use between the fifteen economies in trade (excluding RoW).

As the second largest economy in the world, China needs huge amounts of energy
imported from foreign countries. China imported about 1.26 × 105 Ktce of embodied
energy in total, making it the largest importer of embodied energy among the fifteen
countries. China largest energy flow associated with its imports occurred in its trade with
Russia, 4.38 × 104 Ktce, accounting for 34% of its total imports. According to the analysis,
China was the leading receiver of embodied energy from South Korea and Russia. This
demonstrates that South Korea and Russia were the most significant trade partners of
China for embodied energy. Notable export–import pairs supporting large energy flows
were South Korea–China, Russia–China, China–India and Indonesia–China.

The transnational trade flows of water between selected countries are presented in
Figure 3. The biggest flow was associated with the Indian exports to China. Around
1.83 × 104 Million ton (Mt) of embodied water was exported from India, of which 60%
went to China. In addition, China was a prominent receiver of embodied water from
Indonesia and Russia. As illustrated, among the countries, China also served as a supplier.
China exported about 1.79 × 104 Mt of embodied water, of which 25% went to Russia and
24% to South Korea, respectively. Major export–import pairs supporting large water flows
were India–China, Indonesia–China, Russia–China and China–South Korea.
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Figure 3. Interlinked relations of water use between the fifteen economies in trade (excluding RoW).

The transnational trade links of embodied land between these economies are portrayed
in Figure 4. It can be seen that the largest flow was related to Chinese exports to Russia.
About 1.47 × 104 Kilo hectare (Kha) of embodied land was exported from China, of which
59% went to Russia and 13% to South Korea. However, China also imported a substantial
amount of embodied land from Russia and India (59% and 21%, respectively), where South
Korea was the prominent receiver of embodied land from Russia. Major export–import
pairs supporting large land flows were China–Russia, Russia–South Korea, China–South
Korea and India–China. As can be understood, regions such as China, India, Russia and
South Korea, etc., serve as hubs in transnational trade, that play key roles in both global
exporting and importing markets.

Figure 4. Interlinked relations of land use between the fifteen economies in trade (excluding RoW).
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3.2. Self-Sufficiency by Source and Sink

This section presents the energy, water and land use self-sufficiency rates by sources
and sinks, assessed through the indicators defined in an earlier study for arable land
use [38]. Regions within the world economy extract different resources (energy, water and
land) from the local environment and offer these resources for their own or foreign regions’
final use. Thus, for each region, the self-sufficiency rate by source can be defined as the
ratio of a resource (i.e., energy, water or land) exploited locally for its own final use to
the total available resource (i.e., energy, water or land) exploited locally. For each region,
this rate evaluates the contribution of local energy, water or land resources to its final
consumption. Correspondingly, for a sink region in the supply chain, numerous resources
are needed to satisfy its final demand. Along with the local environment, energy, water
and land resources are also imported from overseas partners. The self-sufficiency rate by
sink of a region can therefore be defined as the ratio of a resource (i.e., energy, water or
land) exploited locally for its own final use to the region’s resource (i.e., energy, water or
land) use represented by resource use embodied in the goods used as its final consumption.

With respect to energy, China and India displayed the maximum energy self-sufficiency
rate by source (see Table 2), being respectively 81.56% and 81.18%. This indicates that, from
the supply side, most of the energy resources extracted from the local environment were
used for domestic final consumption. Russia was a major energy source, having a rate
of 63.16%. Thus, it served as a region that mostly provided energy resources to foreign
countries. As the largest sink regions, the energy self-sufficiency rates for China and India
were high, representing 83.66% and 82.96% of embodied energy in China and India’s final
use. This energy was self-provided. Conversely, for South Korea, being among the largest
sink regions, the rate was 60.53%, illustrating that major energy resources embodied in
South Korea’s final use were imported from abroad. For some European regions, such
as Latvia and Slovenia, their energy use self-sufficiency rates by source were respectively
64.92% and 57.78%, while those by sink were respectively 33.44% and 31.50%. Countries as
a beneficiary of foreign resources would suffer the biggest impact, if these countries ran
into supply problems.

Table 2. Self-sufficiency rate of selected countries along the BRI route by source and sink.

Region
Self-Sufficiency Rate by Source Self-Sufficiency Rate by Sink

Energy Water Land Energy Water Land

China 81.57% 86.93% 89.26% 83.66% 79.92% 79.35%
Russia 63.17% 91.36% 93.09% 88.74% 79.88% 86.76%
South
Korea 51.41% 84.84% 82.07% 60.54% 24.81% 14.98%

Indonesia 61.01% 87.06% 87.06% 57.90% 93.74% 81.96%
India 81.19% 90.69% 90.60% 82.97% 96.19% 89.07%

Bulgaria 48.46% 46.79% 46.62% 61.07% 75.03% 65.83%
Czech

Republic 52.43% 55.58% 63.83% 56.28% 46.05% 49.14%

Estonia 48.67% 38.48% 38.74% 47.69% 59.34% 55.78%
Hungary 52.26% 53.34% 53.17% 44.92% 75.38% 60.14%
Lithuania 46.29% 51.73% 73.40% 45.06% 74.92% 78.24%

Latvia 64.92% 63.44% 60.76% 33.44% 69.13% 73.43%
Poland 61.86% 69.77% 77.46% 60.61% 67.28% 64.81%

Romania 72.84% 83.83% 83.55% 64.56% 83.05% 81.26%
Slovakia 46.56% 63.72% 61.17% 49.48% 46.21% 28.61%
Slovenia 57.78% 67.03% 74.79% 31.50% 36.50% 37.00%

Regarding water, India and China, being the largest sources, had the maximum water
self-sufficiency rates (90.69% and 86.92%), showing that the vast majority of water resources
extracted in the two regions were mostly used to satisfy their own final requirements. As
a sink region, the rate was much higher for India, with 96.18% of embodied water in
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India’s final use being self-provided. For China, being among the largest sink regions, its
self-sufficiency rate by sink was 79.92%, showing that more than 20% of its water use was
dependent on resources from foreign areas. An interesting situation is noted for South
Korea, whose water use self-sufficiency rate by source and that by sink were respectively
84.84% and 24.80%. As witnessed, the welfare with respect to domestic water resources
was almost preserved within this country, while more than 75% of the water use originated
from abroad.

With regard to land, for China and Russia, being the largest exploiters of land resources,
their land use self-sufficiency rates by source were respectively 89.26% and 93.08%, while
those by sink were 79.34% and 86.75%. For India, its land self-sufficiency rates by source
and by sink were 90.59% and 89.06%. In contrast, South Korea showed some interesting
features, since its land use self-sufficiency rates by source and that by sink were 82.06%
and 14.97%. This indicates that countries’ land use mainly depended on resources from
foreign areas. The increasing resource needs of South Korea’s economy, as a country with
limited resources, may influence this phenomenon.

3.3. Sectoral Contribution

Figure 5 shows the sectoral contributions to international trade of the top five net im-
porters and exporters of energy, water and land resources’ use in order to help understand
the trade structure and resource balance in these regions.

Figure 5. Sectoral contributions to trade of the top three net importers and exporters of energy–water–land use. (a) Energy,
(b) water, (c) land.

Regarding energy, Indonesia, Romania and Slovenia appeared among the top three
net importers in trade of energy use, while Russia, China and South Korea proved to be the
three leading net exporters, as shown in Figure 5a. For Indonesia, the Construction sector
shared the largest proportions (33.74%) of energy use embodied in Indonesia imports,
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followed by the others sector (30.10%), etc. The situation was similar for Romania and
Slovenia, where the others sector remained the largest contributor to their imports of energy
use, followed by the Service sector. As prominent net exporters of energy use in trade,
Russia was dominated by the others sector (58.49%), whereas, for China, the Electricity
Gas and Water sector (44.07%) dominated. Meanwhile, for South Korea, the others sector
largely contributed to embodied energy exports. China had larger resource imports and
exports, showing its significant role as a world trading center, with massive embodied
resources flowing in and out.

Regarding water, China, Russia and South Korea were the top three net importers in
trade of water use. Meanwhile, India, Indonesia and Bulgaria were the three leading net
exporters, as shown in Figure 5b. For China, the Food and Tobacco sector shared the major
proportion (39.66%) of water use embodied in China’s imports, followed by the others
sector (22.34%). For Russia, the Agriculture sector dominated, while, for South Korea,
the Food and Tobacco industry remained the largest contributor to their water use imports.
Meanwhile, the water use exports for India, Indonesia and Bulgaria were mostly related to
the Agriculture sector, revealing their status as a resource-intensive economic structure.

With respect to land, China, Russia and South Korea were the top three net importers
in trade of land use. Bulgaria, Estonia and Hungary were the three leading net exporters,
as shown in Figure 5c. For China, the Food and Tobacco industry shared the biggest
proportion (39.84%) of land use embodied in China’s imports, proving China’s intensive
requirements for food products from foreign areas. For Russia, the Agriculture sector
(55.04%), and for South Korea the Food and Tobacco industry (36.52%), remained the
largest contributors to land use imports. With regard to land use exports, the Agriculture
industry played a dominant role.

3.4. Nexus Strength by Country

The nexus strength by country can be seen in Figures 6 and 7. Findings of the research
have been evaluated using equal weights, considering each resource as equally important.
Thus, nexus strength only relates to the total use of resources. The findings are in line
with the production-based view (territorial, i.e., represents resource usage inside national
borders) and the consumption-based view (caused by final demand). For all country-level
values, the same scaling factor is used, and thus they are comparable with one another.
The nexus strength is somewhat consistent with domestic output levels, as large economies
displayed high nexus strength, as shown by the point size within the nexus ternary diagram.
Figure 6 illustrates the status of all countries from a production perspective, and activities
mostly appear at the middle of the ternary plot. Particularly in China, the energy–water–
land nexus seems to be strong, given the wide combined use of resources revealed by
its point size in the plot. The lines that cut its position in the plot provide a series of
information that can be used to compare its resource use composition with other countries.
China used about 35% energy, 30% water and 35% land. This can be associated mainly
with the role of its Others, Agriculture and Food industries. Nevertheless, the amount and
accessibility of resources causes variations in the strength and makeup of these industries’
related nexuses. Two other influential economies after China, i.e., Russia and India, also
tend to have a strong connection between energy and water–land. However, they are
somewhat at the margins of the plot, indicating a large use of a single resource compared
to their use of the other two resources. As can be seen from lines that cut its point location,
Russia used large portions of land, around 54%, while its energy and water usage was only
about 22% and 24%, respectively. India used large portions of water, around 59%, while its
energy and land usage was only about 18% and 23%, respectively. The agriculture industry,
for example, in India, has many key drivers, including the existence of energy/gas reserves,
domestic policy and technology. Figure 7 shows all countries’ status from a consumption
perspective. China maintained its large combined resource usage, i.e., about 34% energy,
33% water and 34% land. As for the two perspectives, there is hardly any big change
noted. It may be because China is the world’s second-largest economy, driving global
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production and consumption. Again, Russia is driven by large proportions of land, around
53%, while energy and water usage is only about 17% and 30%, respectively. India is
largely water-driven, around 60%, while energy and land usage is only about 19% and
21%, respectively.

Figure 6. Nexus strength results by country based on the production viewpoint. Lines that cut the point position represent
aggregated usage of a given resource. Size of the point/or circle inside the triangle shows the combined contribution of the
three resources. Location of a point within the triangle provides a series of key information that can be used to compare its
resource use combination with other countries.
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Figure 7. Nexus strength results by country based on the consumption viewpoint. Lines that cut the point position represent
aggregated usage of a given resource. Size of the point/or circle inside the triangle shows the combined contribution of the
three resources. Location of a point within the triangle provides a series of key information that can be used to compare its
resource use combination with other countries.

4. Discussion

Restricted access to vital resources is increasingly seen as a significant impediment to
sustainable development. Many technological processes, such as the production of energy
and food, encounter resource supply vulnerability issues such as water constraints on
energy and food production. Such constraints are usually linked to economic stability,
organizational hurdles, political disputes and also the actual availability of supporting
natural resources. The nexus concept was suggested in response to such challenges to
assist in resource management practices [17].

The nexus focus presented in this work identified key areas of simultaneous resource
usage in economic systems. The energy–water–land nexus seems to be strong in China,
which is linked particularly to the role of its Others, Electricity and Agriculture industries.
Tables A2 and A3 found in the Appendix A present the industrial structure that helps
to explain the characteristics of the energy–water–land use flow of China. The second-
strongest energy–water–land use flows are in India and Russia. For Russia, Others and
Agriculture industries are the main contributors to land and energy use, while for India,
Agriculture is the absolute direct contributor to water and land use. The suggested nexus
strength indicator that depends on the ternary diagram provided a depiction of the impor-
tant resource nexuses in economic systems. A point location inside the triangle provides
prompt information which can be used to compare and grade resource nexus issues that
arise from the transnational economic system. The method used is flexible and can be
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greatly expanded. The triangle properties, particularly lines and points, not only measure
the actual circumstance of a given process, but can predict process behavior as well, based
on any change in its driving forces. For example, if there is any sectoral interference, a shift
of point position inside the triangle will be noted as well, and one can then test and study
the best alternatives. Governments will have a strong tool in the decision-making process
on sustainable development for setting policies and selecting alternatives that supersede
conventional sectoral interventions.

Currently, the Belt and Road region is at the frontline of undergoing speedy develop-
ment interventions on a wide scale. Isolated sectoral investment can result in valuing the
priorities of one sector in particular over another. Policy actions can be taken in either of
the energy, water or land sectors, and we presume that traditionally, decision-making has
been solely independent and sector-specific in nature. Thus, the nexus viewpoint should
be considered for inter-sectoral negotiations. The current study discussed a balanced
nexus structure in the transnational context of the Belt and Road region, and identified
important hotspots of simultaneous resource use and associated interlinkages. The use of a
sectorally balanced nexus strategy (lowers biases associated with the sectors) serves as a
tool to promote discussion to strengthen sectoral collaboration, to potentially accommodate
investments that individual sectors would view as sub-optimal and eventually, to boost
overall program outcomes.

Amongst all, China is the largest developing country by both population and economic
size. Since the BRI was proposed by China, there are concerns that China’s trade may lead
to natural resource depletion and shifting of detrimental resource effects to neighboring
countries. Such concern would certainly plague regional integration and economic cooper-
ation. Thus, in the process of advancing the Belt and Road Initiative, China should develop
investment strategies based on the nexus architecture. It is important to support and fund
nexus-framed development decisions in the region for better resource management that
will certainly help to eliminate misunderstandings. Future research should take on a more
dynamic view of scenario development and modeling energy, water and land use flows in
the Belt and Road region to provide important information on the resource nexus, so that
strategies can be raised by considering the local realities.

Limitations of the Study

This study has some limitations with respect to the method and data. The MRIO
model is for the year 2010, so the age of the available data is a significant shortcoming.
Additionally, it does not capture trends, a problem that could be solved by using time
series data. A number of ways were developed, incorporating multiple spatial scales (for
instance, global, national and regional), to capture the regional heterogeneity within the
global economy [39,40]. However, increased data inaccuracy is a major disadvantage, due
to disaggregation approximations of trade flows from one area in one country to another
area in another country. The limitations of IOA are well-documented in the literature [26,41].
For example, data uncertainty due to sectoral aggregation errors. In this research, sectors
were aggregated into seven sectors for conformity, which could decrease the accuracy of
the results.

As for nexus strength, its development mainly focused on the absolute use of resources,
ignoring other aspects related to the nexus debate, i.e., resource availability and price.
Additionally, the resource use alone does not necessarily entirely align with the significance
of a given nexus issue.

5. Conclusions

Research based on MRIO allows the most detailed and systematic study of resource
usage by production and consumption activities at different levels. These activities can
trigger the simultaneous use of different resources in a variety of ways, which can be
viewed as a kind of resource nexus. This work is placed more effectively to provide new
insights into cross-sectoral dynamics and outlines how key resource nexus problems can

200



Energies 2021, 14, 6311

be identified and given preference in view of alternative and often opposing interests. We
established a nexus strength indicator which basically uses ternary diagrams to grade
countries based on their combined resources’ use and sectoral weighting. Equal sectoral
weighting was assigned. In the context of Belt and Road, the findings only provide
a snapshot of the transnational resource nexuses’ enormous diversity and complexity.
However, the overall patterns found can be used to guide future study and resource
management activities.

The notion that resources’ flow in trade commodities has the ability to challenge envi-
ronmental policies is supported by various research investigations. The current approach
showed that it is possible to evaluate the resource burdens of a region’s consumption rather
than just production, within its territories. It helped to identify the key regions or industrial
sectors that dominate nexus flows, and thus should be prioritized to enhance resource uti-
lization efficiency and lower resource burdens. Further, this study confirmed that drivers of
resource consumption can originate from beyond national boundaries. The resource nexus
issues are not the same among countries due to disparities in industrial structure, trade
policy priorities and resource endowments. Thus, nexus work could disclose different
nodes of interest for different countries.
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Appendix A

Table A1. 35 sectors aggregated into 7 sectors.

Code 7 Sectors 35 Sectors

1 Agriculture Agriculture, hunting, forestry and fishing
2 Food and Tobacco Food, beverages and tobacco
3 Electricity Gas and Water Electricity gas and water
4 Construction Construction
5 Transport Inland transport

Water transport
Air transport

Other supporting and auxiliary transport activities; activities of travel agencies
6 Services Hotels and restaurants

Sale, maintenance and repair of motor vehicles and motorcycles; retail sale of fuel
Wholesale trade and commission trade, except of motor vehicles and motorcycles
Retail trade, except of motor vehicles and motorcycles; repair of household goods

Post and telecommunications
Financial intermediation

Real estate activities
Renting and other business activities

Public admin and defence; compulsory social security
education

Health and social work
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Table A1. Cont.

Code 7 Sectors 35 Sectors

Other community, social and personal services
Private households with employed persons

7 Others Mining and quarrying
Textile and textile products

Leather and footwear
Wood and products of wood and cork
Pulp paper, printing and publishing

Coke-refined petroleum and nuclear fuel
Chemical and chemical products

Rubber and plastics
Other non-metallic minerals

Basic metals and fabricated metals
Machinery

Transport equipment
Electrical and optical equipment

Manufacturing and recycling

Table A2. Industrial structure of production-based energy–water–land use flow of China in 2010.

Sector

Total Local Consumption International Export

SPB SPB/NPB
(%)

LCP LCP/SPB
(%)

IEB IEB/SPB
(%)

Main International Export
Regions

Top Three
Regions

Ratio
(Region/IEB) (%)

Energy
(Mtce)

Electricity 1.61 × 106 48.85 1.34 × 106 83.37 2.68 × 105 16.63 India, S.Korea,
Russia 10.24

Others 1.20 × 106 36.44 9.43 × 105 78.48 2.59 × 105 21.52 India, S.Korea,
Russia 10.50

Transport 2.60 × 105 7.88 2.04 × 105 78.55 5.58 × 104 21.45 S.Korea, India,
Russia 8.77

Subtotal 3.07 × 106 93.17 2.49 × 106 81.05 5.82 × 105 18.95 - 10.21

Total for all
sectors (NPBE) 3.30 × 106 100 2.69 × 106 81.57 6.08 × 105 18.43 - 18.43

Water
(Mt)

Agriculture 9.04 × 105 91.90 7.91 × 105 87.53 1.13 × 105 12.47 Russia,
S.Korea, India 10.32

Electricity 4.71 × 104 4.79 3.77 × 104 79.93 9.46 × 103 20.07 S.Korea, India,
Russia 10.07

Others 2.11 × 104 2.14 1.52 × 104 71.99 5.91 × 103 28.01 India, S.Korea,
Russia 10.29

Subtotal 9.72 × 105 98.84 8.44 × 105 86.82 1.28 × 105 13.18 - 10.30

Total for all
sectors (NPBW) 9.84 × 105 100 8.55 × 105 86.93 1.29 × 105 13.07 - 13.07

Land
(Kha)

Agriculture 5.92 × 105 97.93 5.35 × 105 90.34 5.72 × 104 9.66 Russia,
S.Korea, India 10.28

Others 8.49 × 103 1.40 1.41 × 103 16.56 7.09 × 103 83.44 Russia, India,
S.Korea 93.16

Transport 2.48 × 103 0.41 1.99 × 103 80.40 4.86 × 102 19.60 S.Korea, India,
Russia 8.81

Subtotal 6.03 × 105 99.75 5.39 × 105 89.26 6.48 × 104 10.74 - 19.34

Total for all
sectors (NPBL) 6.05 × 105 100 5.40 × 105 89.26 6.49 × 104 10.74 - 10.74

Note: Taking energy as an example, PB refers to PBE: production-based energy; SPBE: sectoral production-based energy; NPBE: na-
tional production-based energy; LCP: production-based energy used for local consumption; IEB: production-based energy embodied in
international export; SPB = LCP + IEB; NPB = ∑SiPB, i represents the sector.
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Table A3. Industrial structure of consumption-based energy–water–land use flow of China in 2010.

Sector

Total Local Production International Import

SCB SCB/NCB
(%)

LPC LPC/SCB
(%)

IIB IIB/SCB
(%)

Main International Import
Regions

Top Three
Regions

Ratio
(Region/IEB) (%)

Energy
(Ktce)

Others 9.97 × 105 31.01 7.41 × 105 74.27 2.57 × 105 25.73 S. Korea, Russia,
India 19.99

Construction 9.33 × 105 29.01 8.27 × 105 88.63 1.06 × 105 11.37 S. Korea, Russia,
India 20.51

Services 5.82 × 105 18.09 4.92 × 105 84.49 9.02 × 104 15.51 S.Korea, Russia,
Indonesia 20.60

Subtotal 2.51 × 106 78.10 2.06 × 106 81.97 4.53 × 105 18.03 - 20.24

Total for all
sectors (NCBE) 3.22 × 106 100 2.69 × 106 83.66 5.25 × 105 16.34 - 16.34

Water
(Mt)

Agriculture 3.76 × 105 35.09 3.55 × 105 94.55 2.05 × 104 5.45 India, Indonesia,
Russia 6.30

Food
andTobacco 2.91 × 105 27.17 2.05 × 105 70.69 8.52 × 104 29.31 India, Indonesia,

Russia 9.15

Services 1.48 × 105 13.85 1.13 × 105 76.02 3.55 × 104 23.98 India, Indonesia,
Russia 11.67

Subtotal 8.14 × 105 76.10 6.73 × 105 82.66 1.41 × 105 17.34 - 9.37

Total for all
sectors (NCBW) 1.07 × 106 100 8.55 × 105 79.92 2.15 × 105 20.08 - 20.08

Land
(Kha)

Agriculture 3.05 × 105 44.83 2.91 × 105 95.37 1.41 × 104 4.63 Russia, India,
Indonesia 3.05

Food and
Tobacco 1.65 × 105 24.19 1.09 × 105 65.99 5.60 × 104 34.01 Russia, India

Indonesia 4.21

Services 8.70 × 104 12.79 6.37 × 104 73.25 2.33 × 104 26.75 Russia, India,
Indonesia 7.40

Subtotal 5.57 × 105 81.81 4.63 × 105 83.22 9.34 × 104 16.78 - 4.83

Total for all
sectors (NCBL) 6.80 × 105 100 5.40 × 105 79.35 1.41 × 105 20.65 - 20.65

Note: Taking energy as an example, CB refers to CBE: consumption-based energy; SCBE: sectoral consumption-based energy; NCBE:
national consumption-based energy; LPC: consumption-based energy for local production; IIB: consumption-based energy embodied in
international import; SCB = LPC + IIB; NCB = ∑SiCB, i represents the sector.
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Abstract: In this study, our aim was to explore the potential energy savings obtainable from the
recycling of 1 tonne of Construction and Demolition Waste (C&DW) generated in the Metropolitan
City of Naples. The main fraction composing the functional unit are mixed C&DW, soil and stones,
concrete, iron, steel and aluminium. The results evidence that the recycling option for the C&DW
is better than landfilling as well as that the production of recycled aggregates is environmentally
sustainable since the induced energy and environmental impacts are lower than the avoided energy
and environmental impacts in the life cycle of recycled aggregates. This LCA study shows that
the transition to the Circular Economy offers many opportunities for improving the energy and
environmental performances of the construction sector in the life cycle of construction materials by
means of internal recycling strategies (recycling C&DW into recycled aggregates, recycled steel, iron
and aluminum) as well as external recycling by using input of other sectors (agri-food by-products)
for the manufacturing of construction materials. In this way, the C&D sector also contributes to
realizing the energy and bioeconomy transition by disentangling itself from fossil fuel dependence.

Keywords: energy savings; circular economy; construction and demolition waste; recycled aggregates;
agri-food by-products

1. Introduction

The main research context of the present study is the Construction and Demolition
Waste (C&DW) management system of the Metropolitan City of Naples (Italy). This section
starts by introducing the relevant environmental and energy impacts of the C&D sector as
a whole (Section 1.1), highlighting the need for transitioning to a Circular Economy (CE)
(Section 1.2). The goal of this study is described in Section 1.3.

1.1. The Environmental Impacts of C&D Sector

The New Circular Economy Action Plan [1] suggests the urgence of taking actions
towards the implementation of CE, particularly in some key product value chains such
as C&D (a list of the acronyms used is provided at the end of the manuscript) and agri-
foods. In the European Union (EU), around 460 million t/year of C&DW are generated [2],
while food waste amounts to 88 million t/year (20% of total food production). The lack
of sustainability practices in these sectors largely contributes to the worsening of climate
change [3] and other environmental problems [1]. The construction sector in particular is
the largest consumer of natural resources [4,5] and this figure is expected to continue in the
future [6,7] since urban areas are growing and contributing to the increase of the demand of
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construction materials and products [8,9]. Sand and gravel are the raw materials most used
after water on Earth and their use largely exceed their regeneration rate [10], needed by
natural processes to concentrate the raw material [11], and thus is not sustainable [12]. The
direct environmental impacts at the extractive sites of such materials are also huge [13,14]
(such as to the flora, fauna, habitats, landscape, biodiversity, water bodies) [15] and can
be partially mitigated by the adoption of cleaner and more sustainable practices also in
compliance with the legislation when available, as in the EU [16].

1.2. Circular Economy Opportunities for C&D Sector

Currently, at the global level it is calculated that about 20–30% of C&DW is recycled
or reused. Thus, a change in this pattern is an imperative given the scarcity of natural
resources and the associated just above-mentioned environmental impacts due to their
extraction [5]. The transition to the CE with a focus on the reduction of the generation of
C&DW [16,17] and the increase of their recycling would reduce the dependence on primary
resources and improve the efficiency in their use. It will be also beneficial to mitigate
the fossil energy demand [18,19] and the related environmental impacts such as global
warming [20], simultaneously contributing to the achievement of climate neutrality by
2050 as envisaged in the EU Green Deal [1] and very recently confirmed by EU parliament
and the G-20 Rome meeting. In the EU, the production and use of energy accounts for a
large share (75%) of GHGs emissions [1]. Moreover, the CE practices for the construction
sector also offer the opportunity of improving its environmental performances through
the creation of synergistic relationships with other sectors such as agri-food [21] and
the use as input of its by-products (e.g., hemp by-products) [22] for the production of
construction materials.

1.3. Goal of the Present Study

In this explorative study we mainly evaluate the potential energy savings coming
from the recycling of the current annual flows of C&DW available in the Metropolitan City
of Naples (Southern Italy). As found by previous literature, the reintroduction of secondary
materials from C&DW streams in a new production cycle generates energy savings from
avoided landfill disposal as well as limited extraction of raw materials [23–30]. The extent
of the life cycle energy savings depends on the recycling potential of the secondary raw
materials to substitute the virgin materials of the new products [31]. For example, steel
scraps from C&D can be re-converted into valuable materials similar to the virgin materials,
whereas in the case of recycled aggregates (RA) their value is currently lower compared to
the natural substitutes, resulting in less energy savings [31]. However, in the future should
the CE model be more extensively applied to the C&DW sector, the RA could become
more suitable substitutes of natural aggregates (NA) [32,33]. This study contributes to
the evaluation of CE scenarios in C&DW management that potentially may be beneficial
to the achievement of the following United Nations’ Sustainable Development Goals:
11 (Sustainable cities and communities), 12 (Responsible consumption and production),
and 13 (Climate action) [34].

The present study develops over five sections. In Section 2, we briefly summarize pre-
vious studies on the field, whereas in Section 3 (Material and Methods), the main features of
the investigated system, the type of data used, and the stages of this Life Cycle Assessment
(LCA) study are presented. Section 4 presents the main results, its limitations and proposals
for future research avenues, and Section 5 concludes by presenting the main findings, the
added value of the present study and their political and managerial implications.

2. Previous Literature on LCA of C&DW Management Systems

So far LCA as a method has been extensively used to analyse the environmental
impacts and benefits (including the energy benefits) deriving from the adoption of the
CE framework in the C&D sector [5,18,20,23,35–37]. Entire C&DW management systems
located in different geographical areas (Italy, Finland) have been investigated by means
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of LCA [24] or in combination with other tools such as GIS as in [30] or methods such
as Life Cycle Costing and Material Flow Accounting [38]. Further analytical frameworks
have been also proposed to study C&DW management systems in a more comprehensive
sustainability perspective such as by [39], integrating environmental and resource-related
impacts, and social and economic impacts.

The energy aspects are key factors that affect the environmental competitiveness of
recycled aggregates compared to NA [13]. Studies have found that energy consumption for
the extraction and production of NA is higher (1664.11 MJ) compared to the amount used
for the recycling of C&DW (246.41 MJ). The largest contribution to the Cumulative Energy
Demand (CED) is due to the non-renewable energy category because of the prevalent use
of fossil fuels in the processes [28].

Many LCA studies have also found that the transport stage is significant in the
life cycle of RA and their collection and re-use should be considered within a limited
distance [10,19,20,23,28,40–42]. This highlights that the main market both for the recy-
cling and the delivery of RA should be local. As a result, e.g., the planning of recycling
facilities should take into account the relevance of the transport distances for the sustain-
ability of C&DW recycling option and the associated energy, environmental and economic
costs [28,43].

With regard to LCA studies analysing entire C&DW management systems, [25] found
that the avoided impacts of the life cycle of C&DW in the province of Torino (Italy) are
higher than the energy and environmental impacts generated in the life cycle of C&DW.
The net energy savings resulted 250 MJ/t whereas the total net contribution to global
warming amounted to about 14 kg CO2 eq. [25]. Reference [38] reported higher avoided
environmental impacts (−360 kg CO2 eq.) for the life cycle of C&DW in Finland includ-
ing the pre-treatment stage, treatment (landfilling), recovery/utilization, transportation,
and avoided production, whereas [19], by modelling three scenarios (current scenario,
landfilling scenario and best-case scenario), found that only the latter yielded avoided
energy impacts equal to −24 MJ-eq./tonne of managed C&DW whereas the contribution to
climate change was −1.78 kg CO2 eq. Finally, [39] also considered three scenarios: baseline,
linear with total disposal of C&DW in landfilling and best practice scenario based on the
adoption of selective demolition and an increased amount of high-quality RA produced in
stationary recycling plants compared to the baseline scenario. Their indicators in the best
practice scenario show that the management of 1 t of C&DW can save 18 kg CO2 -eq./t
and about 6 kg oil-eq./t.

3. Material and Methods

In this section we summarize the main features of the C&DW system under inves-
tigation as well as of the Life Cycle Assessment (LCA) model developed in the present
study. LCA, as a well-known tool for evaluating the environmental aspects and potential
impacts of products, processes and services, was chosen as the main method of analysis
and performed according to the standard ISO 14040:2006 [44].

3.1. The Investigated C&DW Generating System

The C&W management system of the Metropolitan City of Naples is considered in
this study. The Metropolitan City of Naples is one of the five provinces of Campania
Region (Southern Italy) (Figure 1). Its total surface covers a small area (1179 km2, 8.6%) of
the whole regional territory but hosts more than the half of the total regional population.
The population density is very high (2630 inhabitants/km2) both compared to the other
provinces of Campania Region and Italy. In administrative terms, the Metropolitan City
of Naples was established under the Italian Law No. 56/2014 replacing the Province of
Naples from 1 January 2015 while maintaining the same land area.
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Figure 1. The location of the Metropolitan City of Naples (in Campania Region, Southern Italy). Adapted from [45].
Note: the small box in the Figure 1 depicts the main urban centres of the Metropolitan City of Naples with green circles.
Naples is the most important city in the area and has the largest circle compared to the other towns.

With regard to C&DW, the available primary data evidence that its production
amounted to 9.13 × 105 tonnes in the year 2017 consisting of non-hazardous C&DW
(9.02 × 105 tonnes) and hazardous C&DW (1.12 × 105 tonnes). Figure 2 shows the com-
position of the generated non-hazardous C&DW in the Metropolitan City of Naples. The
main fractions composing the total amount are mixed C&DW (47.37%), soil and stones
(24.81%), iron and steel (7.03%), concrete (6.69%), and bituminous mixtures (5.25%).

After the collection on the construction or demolition sites, the C&DW are sent to
the available recycling plants in the Metropolitan City of Naples. The data evidence
that, in the year 2017, they were almost entirely treated under the management option
“R5” (87% of the total amount), that entails the recycling/recovery of other inorganic
substances, whereas minor fractions (10%) were treated under the option “R4”, that regards
the recycling/recovery of metallic compounds. A low fraction (3%) was stocked at the
end of the year (31 December 2017). Hazardous C&DW were a minor fraction of the total
annual C&DW (1%) and after the generation they were mainly disposed of under the
category “D15”, involving a preliminary disposal of C&DW before other kinds of disposal
options. After that, only a small fraction (973 tonnes) of the total amount of hazardous
C&DW produced annually remains in the Metropolitan City, as most of them are sent to
other Italian Regions.
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Figure 2. Main fractions composing the amount of C&DW produced in the year 2017 in the Metropolitan City of Naples.

3.2. Life Cycle Assessment Method

The LCA as a technique has been developed since the sixties to better understand and
address the environmental impacts of products, services and activities [44,46,47] in a wide
range of sectors [48,49], including construction [50–53] and demolition [54,55] activities.
The ISO 14040 (2006) [44], that is the main normative framework for the LCA, suggests its
use for many purposes:

• Improvement of the environmental performance of products throughout their life cycle;
• Support to decision-makers in industry, government or non-government organizations

(e.g., strategic planning, priority setting, product or process design or redesign);
• Selection of relevant indicators of environmental performance, including measure-

ment techniques;
• Marketing (e.g., implementation of an ecolabelling scheme of type I (ISO 14024) such

as the Eco-label), or making an environmental claim (e.g., the environmental labelling
of type II regulated by the ISO 14021) or adhering to an environmental product decla-
ration (e.g., the environmental labelling of type III within the ISO 14025 standards).

The LCA takes into account the environmental aspects and the potential environmental
impacts of a product (e.g., the use of natural resources and the environmental consequences
of their use) in a holistic manner given that it considers the whole life cycle of a product
from raw material extraction, through production, use, end-of-life treatment, recycling and
final disposal (i.e., cradle-to-grave). In so doing, the LCA stimulates industrial activities
to look beyond the traditional focus on production sites and manufacturing processes, so
to include the environmental impacts of a product in all the other stages, including the
end-of-life stages and the return to the original or new production cycle, by means of the
reuse of products or components [56–58] or the recycling of materials [59]. This contributes
to closing the production and consumption cycle as suggested by the CE framework while
maximizing resource reuse (also avoiding their future extraction) and the reduction of
waste disposed of in landfills [25,60].
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The procedural framework for performing an LCA consists of four phases that com-
prises: the definition of the goal and scope of the LCA study, the life cycle inventory
analysis (LCI), the life cycle impact assessment (LCIA), the life cycle interpretation, report-
ing and critical review of the LCA, limitations of the LCA, the relationship between the
LCA phases, and conditions for use of value choices and optional elements (ISO 14040:
2006) [44].

In waste management, the LCA is useful in the comparison of the environmental im-
pacts of products made of natural and recycled materials since it provides the opportunity
to expand the system boundaries beyond the waste management processes [61]. In this
perspective, it is also applied to identify the best management options for waste products
available in the waste hierarchy (e.g., reuse, recycling, waste to energy and landfilling),
being considered a very good scientific alternative to the latter [27].

3.2.1. Goal and Scope

The LCA methodology is applied in this study with the aim of evaluating the energy
savings coming from the implementation of recycling scenarios for the different fractions
of non-hazardous C&DW generated in the Metropolitan City of Naples in the year 2017.

The present study further integrates previous works of the research group [62,63],
having the goal of providing scientific support and useful feedback to the Public Adminis-
tration of Campania Region that is in charge of the management of C&DW. These latter
are classified as special waste in Italy, and are a specific matter of regional authorities, that
by means of regional plans, decide the main strategies for such kind of special waste. The
functional unit considered in this study is 1 tonne of recycled non-hazardous C&DW.

The system boundaries include the stages and associated processes to the recycling
of the main fractions composing the total non-hazardous C&DW (mixed C&DW, soil and
stones, iron and steel, aluminium, concrete and bituminous mixtures) (Figure 2). Therefore,
the stages considered in this LCA study for the recycling scenario are the following:

• Collection and transportation of the generated C&DW to the recycling plants of the
Metropolitan area;

• Recycling of the most relevant materials (mixed waste, iron and steel, Aluminium,
soil and stones, concrete) into recycled aggregates of different types (A, B, C) and
recycled metals;

• Delivery of the RA and secondary metals and their reintroduction in the production
cycle (it was assumed to occur in the local market so as to reduce as much as possible
the contribution of this stage);

• Avoided landfilling;
• Avoided extraction and production of virgin materials.

The above first three steps require energy and materials for collection and processing
in order to make the recycled materials available to the user. These costs and related
impacts are referred to in the following section of this study as “induced”, in so meaning
that they are needed to implement the recycling process. However, the recycled products
allow additional savings in that the landfill and mine operations are avoided. We will
refer with the term “avoided” to these much larger costs and impacts that will be no
longer needed thanks to the recycling processes, in so pointing out the huge benefit of
C&DW recovery.

Figure 3 considers the boundaries of the system and the main unit of process. With
regard to the output of the recycling stage, due to the lack of data of the quality of the
recycled aggregates, we assumed that all the concrete C&DW could be recycled into
recycled aggregates of higher quality (Type A) that can be used in concrete production
(UNI EN 12620 Standard). We assumed that the other C&DW fractions could be recycled
into aggregates of type B and type C in conformity to the UNI EN 13242 standard. Our
assumptions are based on the data of the ARPAC Campania from which result that almost
the whole amount of non-hazardous C&DW inert fraction generated annually is recovered
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under the category R5 (recycling/recovery of other inorganic substances) as described in the
annual reports by the Italian Institute for Environmental Protection and Research (ISPRA).

In addition to the evaluation of the recycling scenario for C&DW into recycled aggre-
gates of different types, this study also considers expanding the analyses to the production
of concrete to indicate (as an example) the end-use of recycled aggregates in the Metropoli-
tan City of Naples. In that, a comparison of concrete produced from natural, recycled
and green aggregates (using agro-industry by-products) is proposed. We assumed the
use of hemp-integrated aggregates (aggregates enriched with hemp by-products) for the
production of green concrete in agreement with our goal of exploring synergies between
the construction and the agri-food sector. In this case we applied the allocation procedure
for the partitioning of the energy impacts on the basis of the fact that “when a process
has two co-products, the allocation is performed to both of them, generally based on their
energy content or their mass or their fraction of economic value” [44,64].

The cumulative energy demand (CED) method [65] was chosen in the present study
as LCA impact assessment method to assess the energy consumption and savings related
to the recycling of 1 tonne of C&D waste in the Metropolitan City of Naples. Considering a
zero-burden approach, CED represents all the direct and indirect energy input flows includ-
ing the collection and transportation of C&D waste to the recycling plant [66]. According
to [67], CED has been criticized as a single-score life cycle impact assessment method and
in order to counter this constraint, this paper chose to incorporate the ReCiPe MidPoint
and Endpoint method [68] pointing towards decision-making to include environmental
impact indicators affecting human health, resources and ecosystems scores. The SimaPro
version 9.1.1 [69] software tool is used to both the CED and ReCiPe impact scores.

We complement this study with a further assessment where we evaluated and com-
pared the energy impacts (CED) of conventional concrete with two alternative concretes
made of RA and hemp by-products in order to explore the sustainability of this latter
material. There is an increasing interest in reintroducing the hemp crop in Italy and in the
Campania Region due to the wide range of applications in industry that this crop could
have. This latter analysis can be considered preliminary to future research works of the
research team of the authors.

Figure 3. System boundaries of the LCA study.

3.2.2. Life Cycle Inventory (LCI)

This second phase in the LCA consists of an inventory of input/output data of the
system under investigation and then involves the collection of the data that are necessary
for achieving the goal of the study (ISO 14040: 2006) [44].

The data in this LCA study consist of both primary and secondary data. The primary
data regard the annual flows of C&DW generated in the Metropolitan City of Naples in
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the year 2017 in all projects of construction and demolition of buildings or infrastructures.
The data were kindly provided by the Campania Regional Agency for the Environmental
Protection (ARPAC).

The secondary data collected regarded the transport stage of the C&DW waste from
the construction sites to the modelled recycling plants: Ecoinvent 3.8 database [70] and
previous literature [24,31,39]. We assumed to cover a distance of 30 km which aligns with
the distance considered by [39]. This latter study was applied to the Campania Region
which hosts the Metropolitan City of Naples as one of the five provinces and the area of
investigation in this LCA. The data of the treatment of C&D waste at the recycling plant
were adopted from [19] based on a number of recycling facilities in the Lombardia Region
in Northern Italy.

The landfill option was adopted from the Ecoinvent 3.8 [70] database for a sanitary
landfill treatment of inert waste (Europe without Switzerland).

Tables 1 and 2 show the specific inventories (input and output) relating to the recycling
of C&D waste, avoided extraction and production of virgin construction materials and
finally the production of concrete from natural, recycled and agri-food (hemp–concrete)
aggregates. Table 1 includes as input 1 tonne of recycled C&DW composed of mixed C&DW
(47.37%), soil and stones (24.81%), iron and steel (7.03%), concrete (6.69%) and bituminous
mixtures (5.25%). Table 2 does not include the input flow of C&D waste considering a
zero-burden approach but instead includes resources for collection and treatment.

For the comparison of the different types of concrete (made of NA, RA and hemp
by-products), we collected the data from the study by [71] related to the production of
conventional and recycled concrete as well as from [22] for the production of hemp concrete.

Table 1. Inventory data for 1 tonne of C&DW collected and recycled in the Metropolitan City of Naples.

1 Processes Amount Unit CED (MJ)

Collection and recycling of C&D waste (functional unit) 1 tonne
Avoided landfilling

Inert waste (Europe without Switzerland) | landfill (Ecoinvent 3.8) 1 tonne
Materials/fuels (Input)

Diesel, low sulphur 0.68 kg 38.58
Ferromanganese, high-coal, 74.5% Mn (GLO)| market for | APOS, S 0.02 kg 0.44

Transport, freight, lorry >32 metric ton, EURO5 (RER)| market for transport, freight,
lorry >32 metric ton, EURO5 | APOS, S 30 tkm 45.52

Water 3.7 kg 0.03
Lubricating oil (RER) | market for lubricating oil | APOS, S 0.001 kg 0.07

Synthetic rubber (GLO) | market for | APOS, S 0.0043 kg 0.38
Electricity, medium voltage (IT)| market for | APOS, S 1.13 kWh 11.58

Total CED 96.59
Outputs

Recycled aggregates Type A 66.9 kg
Recycled aggregates Type B 336.28 kg
Recycled aggregates Type C 504.52 kg

Recycled Iron and Steel 70.3 kg
Recycled aluminium 22.10 kg

2 Potentially avoided landfilling and mining and production of virgin construction material 1 tonne
Avoided landfilling of inert material 1 tonne

Avoided steel production 70.3 kg
Avoided aluminium production 22.1 kg

Avoided production of other virgin construction materials 504.42 kg
Avoided extraction of gravel 336.28 kg

Concrete production 66.9 kg
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Table 2. Inventory data for the production of conventional concrete and the alternative options made of recycled aggregates
and hemp by-products.

Input and Output Amount Units

Concrete from natural aggregates * 1 m3

Materials/fuels (input) *
Cement, Portland (Europe without Switzerland) | market for | APOS, S 300 kg

Gravel, crushed (RoW) | market for gravel, crushed | APOS, S 1890 kg
Water, deionized (Europe without Switzerland) | market for water, deionized | APOS, S 105 kg

Adhesive mortar (GLO) | market for | APOS, S 3.3 kg
Transport, freight, lorry 7.5–16 metric ton, EURO5 (RER)| market for transport, freight, lorry

7.5-16 metric ton, EURO5 | APOS, S 50 tkm

Concrete from recycled aggregates * 1 m3

Materials/fuels (input) *
Cement, Portland (Europe without Switzerland) | market for | APOS, S 320 kg

Water, deionized (Europe without Switzerland) | market for water, deionized | APOS, S 130 kg
Concrete mixing factory (CH) | construction | APOS, S 4.57 × 10−7 p

Lubricating oil (GLO) | market for | APOS, S 1.19 × 10−2 kg
Steel, low-alloyed, hot rolled (GLO) | market for | APOS, S 2.38 × 10−2 kg

Synthetic rubber (GLO) | market for | APOS, S 7.13 × 10−3 kg
Electricity/heat

Electricity, medium voltage (IT)| market for | APOS, S 4.36 kWh
Heat, district or industrial, natural gas (RER)| market group for | APOS, S 1.04 MJ

Recycled aggregates 1890 kg
Green concrete from Agri-industry (Hemp by-products) aggregates 1 m3

Materials/fuels (Input) (**) and (*)
Water, deionized (Europe without Switzerland) | market for water, deionized | APOS, S 130 kg

Concrete mixing factory (CH)| construction | APOS, S 4.57 × 10−7 p
Lubricating oil (GLO)| market for | APOS, S 1.19 × 10−2 kg

Steel, low-alloyed, hot rolled (GLO) | market for | APOS, S 2.38 × 10−2 kg
Synthetic rubber (GLO) | market for | APOS, S 7.13 × 10−3 kg

Sun hemp plant, harvested (GLO) | market for sun hemp plant, harvested | APOS, S 1570 kg
Cement, pozzolana and fly ash 36–55% (Europe without Switzerland) | market for cement,

pozzolana and fly ash 36–55% | APOS, S (*) 320 kg

(*) [71]; (**) [22].

3.2.3. Life Cycle Impact Assessment

As the third phase in an LCA study, the impact assessment allows to determine the
potential contribution on the environment and human health generated by a product or
service in its life cycle. The inputs and outputs of the inventory phase are assigned to
specific impact categories concerning internationally recognized environmental effects as
significant (classification), so as to be able to quantify, through specific characterization
methods, the total contribution that the product or service generates to each of the environ-
mental effects considered. In that, the purpose of this phase is elaborating the information
resulting from the LCI and better understand their environmental significance (ISO 14040:
2006). The results of this phase are presented in detail in the following Section 4.

4. Results

This section shows the results obtained after processing the inventory data (reported
in Tables 1 and 2) of the recycling scenario for the main fractions of C&DW by means of
the LCA SimaPro 9.1.1. software tool [69]. In the second part of this section, we show the
results of an explorative analysis where we compare the concrete blocks made of NA and
RA as well as of hemp by-products.

4.1. Energy and Environmental Impacts of the Recycling Scenario for C&DW

Table 3 shows the results in terms of energy related characterized CE impacts asso-
ciated with the functional unit (1 tonne of collected and recycled C&DW). The transport
stage and the recycling plant stage, both due to the use of diesel, are the most significant

215



Energies 2021, 14, 8561

energy upstream factors as shown by the higher values compared to the other inputs.
The transport and recycling stages mainly contribute to the non-renewable fossil energy
category (91.31 MJ) within the total CED. This leads to determine that the life cycle of
1 tonne of C&DW mainly generate impacts related to the non-renewable fossil category
with small contributions by the other non-renewable (nuclear and biomass) and renewables
(biomass, wind, solar and geothermal) categories.

These results are clearly evidenced in Figure 4 that shows the percentage contribution
of each input to the different energy impact categories (fossil, hydro, nuclear, etc). The last
column is the total CED, indicating that transport stage and diesel used in the recycling
plant contribute to about 90% of the total CED impacts (non-renewable and renewable
sources). Electricity and diesel (non-renewable fossil energy) contribute significantly to the
energy demand of the recycling facility, due to the mechanical operations for sorting waste
and their treatment for the production of RA.

Table 3. Characterized induced CED impacts associated with the collection and recycling of 1 tonne of C&DW.

CED Impact Categories Unit Transport Ferromang. Water Lubricat. Oil Diesel Synthetic Rubber Electricity Total CED

Non-renew. Fossil MJ 44.13 0.25 0.02 0.06 38.34 0.34 8.17 91.31
Non-renew. Nuclear MJ 0.82 0.05 0.01 0.00 0.14 0.02 1.26 2.29
Non-renew. Biomass MJ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Renew. Biomass MJ 0.17 0.01 0.00 0.00 0.03 0.01 0.50 0.72
Renew. (w. Solar, geo.) MJ 0.08 0.01 0.00 0.00 0.01 0.00 0.56 0.66

Renew. Water MJ 0.31 0.13 0.00 0.00 0.05 0.01 1.10 1.61
Total induced CED impacts MJ 45.52 0.44 0.03 0.07 38.58 0.38 11.58 96.59

Note: Renew. (w. solar, geo), renewables (wind, solar, geothermal).

 

Figure 4. Percentage values of induced CED impacts associated to collection and recycling of 1 tonne of C&DW (from
Table 3). Note: Renewable category comprises wind, solar and geothermal (wind, solar, geo).
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In the year 2018, the Italian electricity mix was composed of 45% natural gas (a fossil
fuel), followed by hydroelectricity for 16.5% and other renewable energy sources accounting
for less than 25% combined (biomass, solar and wind). If the energy transition is realized,
in the light of the need for reducing the contribution to climate change and greenhouse
emissions, there is a possibility to completely replace fossil fuels with renewable fuels (at
least for the production of electricity) enabling the reduction of the impacts caused by
non-renewable fossils [72,73]. In order to reduce the contribution to global warming it
would be important to understand how to replace fossil fuels with renewables in the light
of the recent IPCC report on climate change. On the other hand, the avoided extraction and
production of virgin construction material replaced by secondary materials will favour the
transition to CE thus improving overall energy savings.

Table 4 shows the avoided characterized CED impacts in the life cycle of 1 tonne of
C&DW. The high share of prevented impacts (1181.13 MJ) comes from the avoidance of
steel production in all the CED categories (non-renewables and renewables). Moreover,
avoided aluminium and avoided virgin materials also led to non-negligible avoided CED
impacts. The same impacts are shown in Figure 5, as percentage values in each category.

The last column of the Table 4 shows the net energy savings arising from the difference
between the induced and avoided CED impacts. In total they amount to −1628.98 MJ. The
highest contribution to the total is due to the savings realized in the non-renewable fossil
component of the CED (−1498.40 MJ).

 

Figure 5. Percentage values of avoided CED impacts associated to the collection and recycling of 1 tonne of C&DW.
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The contribution of steel in total avoided CED impacts is also well highlighted in
Figure 5 showing the percentage values of all avoided factors in the life cycle of 1 tonne
of C&DW.

As a complement to Table 4, Table 5 summarizes the LCA induced environmental
characterized impacts associated with the collection and recycling of 1 tonne of C&DW.
The latter contributes to global warming by realizing in total 3.74 kg CO2 equiv. with the
transport stage mainly contributing with 2.73 kg CO2 equiv. Lower absolute values of GHG
emissions are released by the diesel and electricity used in the recycling plants. The use of
fossil fuels in the transport and recycling stages translates into environmental impacts in
the fossil resource scarcity category. Percentage impacts for this process are also shown in
Figure 6, for easier identification of the most contributing steps and flows.

For the sake of clearer identification of the main contributing inflows to the LCA im-
pacts, Figure 6 expresses selected environmental impact categories highlighting transport,
electricity and diesel as dominating input flows which are carrying a significant proportion
of the environmental burden associated with the collection and recycling of 1 tonne of
C&D waste.

Table 6 evidences the avoided environmental impacts resulting in the life cycle of
1 tonne of C&DW. The avoidance of landfilling generates environmental benefits in terms
of avoided GHG emissions of 2.56 kg CO2 equiv. The environmental benefits of steel
recycling are relevant as they avoid the production of primary steel and the associated
release of GHG emissions (−145.29 kg CO2 equiv.).

The difference from induced (Table 5) and avoided (Table 6) environmental compo-
nents result in a negative net contribution to global warming (−181.13 kg CO2 equiv.)
and to fossil resource scarcity (−32.56 kg oil eq.) evidencing the environmental benefits
of recycling.

 

Figure 6. Percentage values of environmental induced impacts coming from the collection and recycling of 1 tonne of
C&DW (from Table 5).
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Figure 7 (with percentage values derived from Table 6) highlights very clearly the
highest shares of avoided steel, aluminium and virgin materials production in all the
environmental impact categories. Moreover, a non-negligible share results from avoided
gravel crushing in the environmental category “water consumption”.

 

Figure 7. Percentage values of environmental avoided impacts in the life cycle of 1 tonne of C&DW.

4.2. Comparison of Conventional, Recycled and Green Concrete Aggregates

After understanding the performances of the recycling plant in processing and treating
1 tonne of C&D waste, and the avoided extraction and mining of virgin construction
materials, the next step considers expanding the analyses to the production of concrete
to indicate (as an example) the end-use of recycled aggregates in Naples. A comparison
of concrete produced from natural, recycled and green aggregates (using agro-industry
by-products) is proposed and presented in Table 7 and Figure 8. All concrete production
systems include raw materials production such as cement, additive, hemp production (in
the case of green concrete) and water supply to produce 1 m3 of concrete as an output.
Table 7 shows the energy costs to produce 1 m3 of concrete of different characteristics and
production process. The first one, conventional concrete (made with natural aggregates),
requires 1963.67 MJ of energy, out of which 1635.53 MJ is fossil sources, 217.51 MJ is nuclear
source, 42.08 MJ is biomass source, 21.43 MJ from wind, solar and geothermal sources,
and finally 46.62 MJ from hydro sources. The total is carried out vertically and provides
the CED calculated by the LCA software. The second kind of concrete, from recycled
aggregates, of course requires less energy (total: 1401.02 MJ) because the raw material
is not primary mineral but recycled one and therefore there are no mining energy costs.
The non-renewable demand is less, while the other typologies are more or less the same.
Finally, the third typology (green concrete) is produced by means of agro-industrial hemp
by-products. Its total demand is lower, depending on the allocation of the energy costs, and
has a larger fraction of renewable energy demand from biomass compared to natural and
recycled aggregate concretes. Concerning green concrete, a sensitivity test was performed
by allocating by 30%, 20%, and 10%, independently on the choice of mass, energy or
economic based allocation.
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Table 7 and Figure 8 show that the total CED characterized impacts decrease from
values for natural aggregates concrete down to lower values for green concretes, due
to the replacement of the fossil energy component by means of different percentages of
biomass source.

 

Figure 8. Comparison of CED characterized impacts for the different concrete types: conventional (with natural aggregates)
and alternatives (with recycled aggregates and hemp by-products with different allocation percentages).

4.3. Discussion

The results of this LCA study show that the avoidance of landfilling (that in the waste
hierarchy is the less preferable option for waste management) by means of the recycling of
non-hazardous C&DW fractions into aggregates of different types and secondary materials
(iron, steel and aluminium) has the potential of providing many energetic and environ-
mental benefits contributing to reduce the dependence of the sector on fossil energy and
associated environmental impacts. The performances of recycling scenarios can be further
improved by reducing the share of fossil energy use in the recycling plants by means of
electricity from renewable sources (e.g., the installation of PV panels) as found by previous
studies [40].

The results agree with previous LCA studies that have analysed the environmental and
energy impacts of entire C&DWM systems (national, regional or provincial) such as [24,30].
However, in [24], the avoided energy and environmental impacts of the recycling of
C&DW are higher than the energy and environmental impacts of landfilling (for almost all
impact categories), only in the best-case scenario. In the best-case scenario the authors [24]
assumed that all the C&DW are sent to recycling; all the recycling plants are powered by
electricity; transport distances have been reduced at the minimum value of their range
with the exception of NAs selling distance that was unchanged; 90% of the produced RAs
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are considered of high quality and the related replacement coefficient has been maximized
so it was set equal to 1 (10% of the produced RAs are still considered of low quality because
of the presence of fine non-removable material in the C&DW [24]. The only category that
performs worst in the best-case scenario compared to landfilling scenario is freshwater
ecotoxicity. Other studies evaluating the recycling of C&DW compared to other options
such as waste to energy and landfilling found that recycling is a better option compared to
landfilling [27,74–79] even if it is dependent on the transport distances [25,36,80].

In the present study, the above benefits are definitely already achieved for iron, steel
and aluminium that have well developed markets, whereas for RA, as evidenced in our
previous research, the market is still underdeveloped, and the demand is low [48]. The
primary data collected about the annual generation and recovery of non-hazardous C&DW
evidence that they are almost recovered for the whole amount in the Metropolitan City
of Naples, but their value is still underestimated both from an environmental and purely
economic point of view due to the very low demand [63,81]. This is in contrast with
previous studies where, e.g., the market price of NA is lower than the price of RA [82,83].

The next steps in our research will be to further improve the knowledge on the
recycling stage in the Metropolitan City of Naples in order to rely on primary data about
the recycling plants and related processes and products and their market. This would
overcome one of the limits in this LCA study due to the reliance on secondary data from
Ecoinvent database and previous LCA literature. Another limit is due to our assumption
about the replacement ratio of RA with NA that we assumed to be 1:1 which is not currently
the real case in the Metropolitan City of Naples due to the lack of confidence on RA.

Finally, the explorative analysis in this LCA study involving the comparison of al-
ternative concrete blocks made of virgin materials, recycled aggregates and agri-food
by-products from hemp crop show the potential of further improving the environmental
sustainability of the construction sector by using alternative concretes. From our results, 1
m3 of green concrete made with hemp by-products requires an energy cost in terms of CED
ranging from 1301.50 to 1042.07 MJ/m3 that is much lower than the energy cost of conven-
tional concrete made of virgin materials (1963.67 MJ/m3). There is an increasing interest in
Italy on construction products and materials made of agri-food by-products [64,84,85]. In
this view it is worth highlighting that the available certified construction products in the
Italian market made of hemp by-products are designed to be recyclable and biodegradable
at the end-of-life [22,64,86,87], contributing to the opportunity of a better alignment of the
construction sector to the principles of CE [88].

4.4. Policy Implications

The results of this study confirm the importance, in this initial phase of transition to
CE, of the political support to favour the substitution of NA with RA whenever possible in
non-structural applications so as to reduce the huge environmental impacts of NA. The
political support in the creation of circular supply chains and networks is needed, to reduce
the uncertainties and risks embedded in the use of circular products and in general of the
adoption of the CE model. Currently, in the Metropolitan City of Naples, the main barrier
to the use of RA is the lack of confidence by the designers or contractors [63].

It is important to underline that if the RA would be considered as perfect substitutes,
the annual amount of generated C&DW, assuming their complete recycling, might even
not be enough to cover the demand for aggregates for non-structural applications This is
according to our calculation and previous research including interviews to stakeholders in
the Metropolitan City of Naples [63]).

Hopefully, in the Metropolitan City and Campania Region, the current transition to the
CE, also supported by the adoption of the Environmental Minimum Criteria decree [89,90],
would be a driver for boosting the use and production of certified recyclable construction
materials and products such as those bearing the “Remade in Italy” [91]. This latter certifi-
cation scheme, in turn, will encourage the traceability and transparency of the life cycle of
RA, further integrating the information provided by the CE marking and declaration of
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performance with those related to the environmental quality of the RA in terms of recycled
content and Italian origin [91].

If the Environmental Minimum Criteria is extended beyond the public buildings, to
cover private buildings, the effects could be much higher. Given the lack of confidence by
the stakeholders of the sector on the use of RA, only within a strict legislative framework,
their use could increase and progress.

5. Conclusions

This explorative LCA study aimed to evaluate the energy savings coming from the
implementation of recycling scenarios for the different fractions of non-hazardous C&DW
generated in the year 2017 in the Metropolitan City of Naples (Southern Italy). We also
included the results of other environmental impact categories such as global warming,
fossil resources scarcity and land use for a more complete environmental assessment. The
main results are highlighted in the following:

� The construction sector as the biggest consumer of natural resources, by means of the
adoption of CE recycling scenarios (as showed in this LCA study), has the potential
of contributing to tackling the current environmental challenges also caused by the
fossil energy use for mining and manufacturing of construction materials;

� The results show that prolonging the value of construction and demolition materials
by means of their recycling has the potential of realizing environmental and energetic
savings compared to the disposal in landfill in line with the waste hierarchy.

� Recycling of C&DW into RA should be encouraged at the political level to favour
their use. The political support should occur in an integrated framework along with
the other CE strategies (e.g., reduce, reuse) throughout the waste hierarchy.

� In a circular product design perspective, the recycling of C&DW into RA is an intended
strategy and not an end-of-pipe solution, as it is still now, and then its adoption in the
C&DW sector would be important for further progressing their recyclability including
the quality of RA and increase the trust in their use.

� The circular designer may also decide to replace the use of technical conventional
materials with bio-based construction materials and this study can be also useful for
that purpose as it shows how the energy and environmental performances of concrete
change according to the feed stock materials (natural aggregates, recycled aggregates,
hemp by-products).

� Finally, the funding of research projects is essential for educating professionals that
have the technical and knowledge skills on the CE model in order to be applied in the
C&D sector and favour its technological renewal in line with the CE principles [92].
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Nomenclature

APOS At Point of Substitution
C&DW Construction and Demolition Waste
CE Circular Economy
CED Cumulative energy demand
EU European Union
GHG Greenhouse gas
IPCC Intergovernmental Panel on Climate Change
ISO International Organization for Standardization
LCA Life Cycle Assessment
MJ MegaJoules
NA Natural aggregates
RA Recyled aggregates
Non-renew. Non-renewable
Renew. Renewable
Renew. (w, solar, geo) Renewable (wind, solar, geothermal)
Total Av. CED impacts Total avoided CED impacts
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Abstract: Renewable energy communities (RECs) are alternatives toward sustainable production
and consumption pathways. In 2020, Italy implemented the EU Directive 2018/2001, defining a
common framework for promoting energy from renewable sources. The “Famiglia di Maria”, a
foundation dealing with social issues in San Giovanni a Teduccio, Napoli (Italy), in collaboration
with “Legambiente” and “Con il Sud” Foundations, released the first Solidarity Oriented Renewable
Energy Community project in Italy. Therefore, by applying social life cycle assessment (s-LCA) and
life cycle assessment (LCA) methodologies, this study aims to: (i) promote the dissemination of RECs
in the Italian and European contexts, (ii) suggest REC scenarios for the best social and environmental
solutions, and (iii) support the policymakers for sustainable local development. Some key results
show that the solidarity-oriented project has already produced mature outcomes about community
cohesion. In contrast, technical skills and awareness about environmental issues still need to be
further developed and shared among the stakeholders. Finally, social and environmental indicators
converge on the self-consumption model as a feasible alternative for energy justice, community
empowerment, and economic and market competition independence.

Keywords: s-LCA; LCA; energy communities; empowerment; energy justice

1. Introduction

Centralised services have shown their weakness, especially during the COVID-19 pan-
demic. For instance, the hospital-based health system has stalled because of too much con-
centration of services demand, most often causing inadequacy of territorial assistance [1,2].
Therefore, the reorganisation of centralised services, including energy production, needs to
be addressed. The interest for “reterritorialisation” based on sustainable energy production,
small scale self-production, and renewable sources is growing [3]. Several countries are
designing future energy plans, including balancing centralised facilities and distributed
energy systems [4]. In this context, the new concept of “prosumers” arises. According to
Lang et al. [5], prosumers are “individuals who consume and produce value, either for
self-consumption or consumption by others and can receive implicit or explicit incentives
from organisations involved in the exchange”.

Energy Communities (ECs) are becoming a compelling opportunity among the solu-
tions currently proposed to overcome energy production (electricity, heat, and gas) from
fossil fuels. ECs promote renewable sources in local territories and decentralised energy
production. ECs represent a socio-economic alternative in which the collective dimension
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becomes prominent, thus creating options for social change beyond, and in addition to,
environmental protection. Moreover, ECs can be adopted as a solid antidote to energy
poverty, aiming to enhance citizens’ participation and control over centralised decision-
making, creating opportunities for empowerment and energy justice [6,7]. Finally, ECs are
naturally one of the most virtuous solutions for the energy transition in Europe [8].

Different authors have thoroughly investigated the energy subject from a socio-
political perspective. A review discloses the concepts of energy democracy, relations
between energy and political power, and possible scenarios for the democratisation of
renewable energy development [9]. This study offers a comprehensive critical outlook
on building community-based renewable energy, assuming that renewables represent a
possibility, but not a certainty, to a democratic energy future [9]. In a smart community in
the UK, Burchell et al. [10] provide a specific investigation about energy-saving. Through
interviews with the participants, the authors discuss the concept of community and the
importance of non-commercial projects. Another case study [11] focuses on innovation
factors and hybridisation phenomena in a French initiative, highlighting the importance of
a new shared identity based on energy projects as a source of new job opportunities and
economic wealth and the possibility of reshaping territories from below (from the citizens
perspective). Creamer et al. [12] provide a review from a spatial and geographical perspec-
tive to express the importance of intermediary organisations, which can play a fundamental
role among the State, private organisations, and communities. Bomberg and McEwen [13]
analyse mobilising factors preceding the creation of community energy groups by a qual-
itative study on 100 Scottish groups, explaining community actions motivated by many
immaterial and symbolic resources. An Italian review gives energy socio-political and
community-oriented perspective [14]. From a markedly political standpoint, a materialistic
historical point of view, provided by a Marxist critical thinking, inspires alternatives to the
capitalistic model and the fossil-based energy production [15]. Finally, some other studies
about blockchain technology formulate suggestions for communities to manage economic
transactions without intermediaries, thus providing options for broader autonomy [16].

It would be impossible to sufficiently understand ECs without considering the legal
framework for their implementation. Moreover, different political backgrounds provide
additional opportunities and affect the operation of ECs in specific territories. In this
context, both European and Italian legal frameworks should be considered. The first one
would be unworkable without national implementation.

The EU framework is based on the EU Directive 2001/2018, “On the promotion of
the use of energy from renewable sources” [17] and Directive 944/2019 “On common
rules for the internal market for electricity and amending Directive 2012/27/EU” [18].
Both directives are part of the “Clean Energy Package” (CEP) [19] and define Energy
Communities as a juridical subject based on open and voluntary participation, whose
priority is not financial profit but environmental, economic, and social benefits for members
and territories. In detail, the EU Directive 2001/2018 [17] deals with adequately incentivised
administrative frameworks to stimulate the transition from fossil fuels to renewables and
defines the Renewable Energy Communities (RECs), whereas the Directive 944/2019 [18]
specifies the Energy Communities of Citizens (ECCs). The main differences between the
RECs and ECCs are the energy management and the location of power generation facilities.
RECs manage electricity, gas, and heat, and the members need to be close to the power
production plants, whereas ECCs work exclusively for electricity production without any
specific requirements regarding the proximity between the consumers and the power
generating facilities [17,18].

The legal context implements the EU Directives in Italy and draws the Italian oper-
ative framework. The first regulation about ECs is the Decree-Law 162/2019, so-called
“Milleproroghe Decree” [20], which was converted into the Law 8/2020 [21], establishing
many opportunities for the promotion of renewable sources of energy. These regulations
allow the installation of: (i) power generation plants on private houses to produce energy
for self-consumption [20,21]; (ii) collective power generation plants, also managed by a
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third party, to produce energy for groups of people living in the same building [20,21];
and (iii) power generation plants for people not living in the same building (including
RECs and ECCs), in which direct self-consumption is not allowed. Thus, in the last case,
the produced energy must be sold to the local grid and managed by an external service
company [19–21].

In 2019, the first ECC was implemented in Bologna (Italy) [19], but the first Solidarity
Oriented REC was launched in October 2021, in Southern Italy (San Giovanni a Teduccio,
Napoli). The Solidarity Oriented REC has as the primary beneficiary the group of families
living in the neighbourhood that will be monetarily rewarded from the electricity produced
by the photovoltaic panels installed on the rooftop of a local building.

In this work, to evaluate the social and environmental sustainability of the Solidarity
Oriented REC of San Giovanni a Teduccio, the life cycle assessment methods (s-LCA and
LCA for social and environmental evaluation, respectively) were applied to: (i) promote the
dissemination of RECs in the Italian and European contexts, (ii) suggest REC scenarios for
the best social and environmental options, and (iii) support the policymakers for sustainable
local development.

2. Materials and Methods

2.1. The System—Territorial Context

The Solidarity Oriented REC is located in San Giovanni a Teduccio, VI district of the
municipality of Napoli (Southern Italy). This territory has a historical environmental
and social exploitation background since industrialisation occurred during the 1950s.
Companies settled in the area (primarily food industries and refineries) instead of creating
local economic wealth (except for some job opportunities), destroyed the natural capital
of the territory, polluting both the land and the sea [22]. As it often happens, areas with
environmental exploitation are also socially and economically depressed [23].

An overview of the social profile of the San Giovanni a Teduccio district is shown in
Table 1 and Figure 1.

Table 1. The unemployment rate in VI District and Napoli *.

Indicator Napoli VI District

Unemployment rate, age 20–24 69% 69%
Unemployment rate, age 25–29 47% 52%
Unemployment rate, age 30–34 34% 41%
Unemployment rate, age 35–39 26% 34%
Unemployment rate, age 40–44 21% 28%
Unemployment rate, age 45–49 15% 20%
Unemployment rate, age 50–54 11% 16%
Unemployment rate, age 55–59 12% 16%
Unemployment rate, age 60–64 10% 17%

Unemployment rate, age from 65 on 10% 23%
Inactivity rate 57% 62%

University graduates looking for a job for every
100 inhabitants looking for a job, age 15–34 7% 3%

Middle school graduates looking for a job, for
every 100 inhabitants looking for a job, age 15–34 46% 52%

* Data come from a 2001 census [24].
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Figure 1. Number of babies born from mothers younger than 20 years old in each district of Napoli
in 2008. Numbers on the figure are related to the numerical denominations of districts, whereas
different colours refer to the different numbers of children born [24].

The unemployment rates and the education indicators (Table 1) show the social unrest
that has led to increasing delinquency in this territory over the years. Figure 1 shows the
number of children born from mothers younger than 20 years old, highlighting for the VI
district the highest value in the city of Napoli (more than 39 children born from mothers
more youthful than 20 years old in 2008). In addition, some other indicators complete the
social overview. In 2012, 25.7% of minors (age 0–18) were in foster care, 23.2% of minors
(age 3–18) were in day-care centres, 17.7% of minors (age 8–16) were in special territorial
educational programmes, and 16.3% of adults were in external penal execution offices [24].

2.2. The Solidarity Oriented REC Project and Stakeholders

The Solidarity Oriented REC of San Giovanni a Teduccio is hosted and implemented by
the “Famiglia di Maria” Foundation, based on a project developed by the environmentalist
association “Legambiente Campania” and funded by the “Con il Sud” Foundation. On the
rooftop of the “Famiglia di Maria” Foundation building, photovoltaic (PV) panels were
installed to produce electricity to be sold to the Italian electricity grid, providing an income
to the beneficiaries (families). The original project involves 40 families connected to the same
street power pack and energy box junction (these aspects explain the technical limitation).
However, the project faced bureaucratic obstacles from the city administration and started
with only 15 families. Because the other families (25 families) are expected to be included
soon, LCA analysis was applied in this study considering 40 families of the original project.
However, a preliminary s-LCA has identified all relevant stakeholders, interviewing seven
representatives of these 15 families (face-to-face interviews), the technical partner, and the
foundations involved.

The identification of stakeholders is based on several variables, such as liability, influence,
proximity, and representation [25–27], to create an easy interaction and encourage communica-
tion and comprehension among them [25]. Therefore, all identified stakeholders are:

1. Families;
2. Local community;
3. “Famiglia di Maria” Foundation;
4. “Con il Sud” Foundation;
5. Environmentalist association “Legambiente”;
6. Private technical partner: “3eee” Company;
7. Public institutions (national);
8. Public institutions (local).
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The families represent the main stakeholder. Due to current regulation restrictions,
they produce and sell renewable electricity. However, when the Italian ECs legislation
becomes less obstructive, they might produce and self-consume the generated electricity,
selling the surplus to the grid, thus becoming prosumers in the literal sense. In addi-
tion, families in this project are also part of the local community, including other local
inhabitants out of the Solidarity Oriented REC. The “Famiglia di Maria” Foundation is a
local organisation that addresses many social problems in the neighbourhood. They work
with children and women, developing projects against school abandonment and gender
violence, among other issues. The Foundation physically hosts the PV panels on the rooftop
of its building and plays as an intermediary among all stakeholders. The “Con il Sud”
Foundation is the leading financial partner of this REC and entirely funded the project. It is
a private non-profit organisation founded in 2006 from the alliance between bank-owned
foundations and other non-profit organisations. The primary purpose of this Foundation
is the development of social and environmental projects to promote social infrastructure
in Southern Italy. The environmentalist association Legambiente was founded in 1980,
aiming to develop projects in defence of the environment on a solid scientific basis, thus
indicating realistic and feasible solutions. The “3eee” Company is the technical partner of
the project that installed the PV panels on the “Famiglia di Maria” Foundation building,
which manages the bureaucratic and the accounting aspects between the families and the
electricity company. Public institutions were identified as representatives of the national
and local legal authorities.

2.3. Assessment Methods

According to the life cycle thinking tools, social and environmental impact assessments
were applied to Solidarity Oriented REC of San Giovanni a Teduccio using social life cycle
assessment (s-LCA) and life cycle assessment (LCA). The s-LCA and LCA stages are: goal
and scope definition, life cycle inventory (LCI), life cycle impact assessment (LCIA), and
interpretation of results [28,29]. For both analyses, a cradle-to-gate approach was used.
Thus, the selected system boundary (Figure 2) accounts for the physical limits of the
investigated REC, including the installation and maintenance of the PV panels and the
electricity production and supply to the national grid. The product of the investigated
system is the solar electricity produced and sold to the national grid (following the Italian
regulations in which direct self-consumption is not allowed [19–21]).

Figure 2. The system boundary of the investigated Solidarity Oriented REC of San Giovanni a Teduccio.
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In this study, the s-LCA was performed to provide a preliminary overview of the social
impact generated by the REC. Moreover, the LCA was conducted to outline possible envi-
ronmental benefits thanks to implementing a social-oriented project in a degraded territory.

2.3.1. Social Life Cycle Assessment (s-LCA)

Social life cycle assessment (s-LCA) accounts for social impacts of products and
services, highlighting positive and negative impacts, named “opportunities” and “risks”,
respectively [30]. In this study, the goal and scope of the s-LCA are based on identifying the
social impacts of the Solidarity Oriented REC, suggesting good practices for policymakers
within the energy transition framework (both from the point of view of energy production
and socio-cultural activities). However, considering the social impact from a comprehensive
perspective, the definition of a functional unit (FU) can be controversial. Indeed, including
only those social impacts from the production of a single product or service can create a
“distraction” from the general behaviour of companies: they might perform a specific output
in a virtuous way while having a harmful impact within other productive activities [31].
Therefore, in this study, the FU for s-LCA was not considered to provide a broader overview
of the social behaviour of the investigated system.

The s-LCA inventory is based on implementing appropriate questionnaires [32] for
each stakeholder, completed during face-to-face interviews or remotely. These question-
naires were built based on the selected social indicators identified according to each stake-
holder’s group characteristics. For the representatives of families, several field visits and
live meetings took place to construct and finalise the questionnaire, which was submitted to
the families in Italian to break down the language barriers (English translation is provided
in Appendix A). For the other stakeholders, face-to-face and remote meetings were both
held (Appendix B). Translating the information gathered during this phase into scientific
data was challenging and time-demanding due to the enormous amount of collected in-
formation (written notes, online forms, and audio recordings). Undeniably, site-specific
data (primary data) are more accurate than secondary ones. Still, the interactions between
researchers and interviewees, as in any human relationship, might influence the answers,
thus negatively affecting the data accuracy [33].

The s-LCI is directly connected to the impact assessment stage. Stakeholders are
grouped into different stakeholders categories assessed according to specific impact cate-
gories and subcategories [30,34]. Impact categories are related to human rights, working
conditions, health and safety, cultural heritage, governance, and socio-economic repercus-
sions. Impact subcategories represent the analytic topic ramifications of the six impact
categories for each stakeholder category. In this study, the stakeholders’ categories, impact
subcategories, and indicator definitions were based on the energy justice-oriented modified
version [32]. In Table 2, the stakeholders’ categories and related impact subcategories con-
nected to the Solidarity Oriented case study are reported. Impact subcategories indicators
are in the results table (Appendix C—based on [32]).

The assessment stage of s-LCA requires the identification of different stakeholders’
categories: families are categorised as “Prosumers”, merging the concept of producer and
consumer, and are also part of the “Local Community”. In addition, the “Workers” category
is relevant for the foundations and the technical partner, whereas the “Society” category is
relevant for all the actors.

In the last stage of s-LCA, the answers to all questionnaires were used to create a
preliminary table of results (Appendix C), including numerical values and descriptive
sentences. In this study, only some descriptive results were converted into a scale value,
whereas others were considered not convertible into numbers [35,36]. The qualitative data
converted to numerical scale values express the proportion and the level of occurrence of
some impacts, based on the answers to the questionnaires.
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Table 2. Stakeholders categories and impact subcategories of Solidarity Oriented REC (adapted from [32]).

Stakeholders Categories Impact Subcategories

Prosumers

Freedom of choice about sources
Feedback mechanisms

Costs
Quality of the service

Local
Community

Delocalisation and migration
Community engagement and participation

Sense of place and cultural heritage
Respect for local culture

Access to material resources
Access to immaterial resources and information

protests

Workers

Child labour
Unpaid labour

Wage
Discrimination
Health services

Safety
Right to unionise

Hours of work and time off
Freedom of mobility

Technology, R&D
Ethical principles

Society

Public commitment to sustainability issues
Prevention and mitigation of conflicts

Contribution to economic development
corruption

Technology development

2.3.2. Environmental Life Cycle Assessment-LCA

Environmental life cycle assessment (LCA) addresses the environmental impacts
of a product or a process from a life cycle perspective, evaluating released emissions
and resource extractions into different environmental impact categories. This evaluation
technique can improve the environmental performance of manufactured and consumed
products by identifying bottlenecks (hotspots) and suggesting possible recommendations
to improve the environmental performance. LCA accounts for resources from raw material
acquisition through production, use, end-of-life treatment, recycling, and final disposal,
throughout a product’s life cycle and the environmental consequences of releases, using a
“cradle-to-grave” approach. However, with proper justification, the LCA technique can
also be used in studies with a “cradle-to-gate” or “gate-to-gate” perspective.

The goal to be reached by LCA in this study is to evaluate the potential environmental
benefits of the investigated Solidarity Oriented REC of San Giovanni a Teduccio (cradle-
to-gate approach). Therefore, a comparison was carried out between 1 kWh of electricity
produced (selected functional unit) by PV panels and 1 kWh of electricity produced by
the Italian Electricity Mix. Moreover, considering a timeframe of 1 year, scenarios were
evaluated to provide feasible alternatives aiming to improve the investigated Solidarity
Oriented REC. The first investigated scenario considers that the solar electricity produced by
the REC is entirely sold to the grid (business as usual scenario—BAU). The second scenario
is the self-consumption scenario, in which families consume the solar electricity produced
by the investigated REC, and only the surplus is sold to the grid (families as prosumers).

The professional software SimaPro v.9.0.0.48 (Pre-Consultants) coupled with the
ReCiPe2016 method [37] and the EcoInvent v.3.5 [38] database were used to set up the LCA
model of the investigated system and implement the impact assessment calculations.
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The PV plant of the energy community is composed of 166 PV panels, flat installed on
the rooftop of the building belonging to the “Famiglia di Maria” Foundation (primary data
collected in the inventory stage). Each PV panel has a power of 330 w, totalling 54.78 kW of
installed power [39], produced with 60 cells of 158.75 mm2 made of monocrystalline silicon
PV panels; the front has a 3.2 mm solar glass, and the back has a polymer sheet supported
by a frame of aluminium [40]. PV panels are modules with a limited lifetime (the expected
lifetime of a PV panel is 25 years). Currently, PV waste is exponentially growing due to
the PV expansion market in the last 20 years [41]. However, end-of-life panels treatment
options have advantages and disadvantages from the economic and environmental points
of view [42].

The LCA was applied to evaluate the avoided environmental impacts of the electricity
produced by PV panels installed at “Famiglia di Maria” Foundation, showing and dis-
cussing (interpretation of results phase) the environmental and the additional benefits
achieved in the families (social) perspective.

3. Results and Discussion

3.1. Social Life Cycle Assessment (s-LCA)

The starting point of the s-LCA was the identification of stakeholders: families/prosumers,
local community, “Famiglia di Maria” Foundation, “Con il Sud” Foundation, environmen-
talist association “Legambiente”, private technical partner “3eee” Company, and public na-
tional and local institutions. First, identified stakeholders were grouped and categorised to
provide a preliminary overview of the social impacts generated by the evaluated Solidarity
Oriented REC of San Giovanni a Teduccio. Next, based on the field visits and live meetings,
specific questionnaires for each stakeholder were finalised (see Appendices A and B for
additional details).

The answers gathered from the questionnaires’ compilation during the interviews
provided the results of the implemented s-LCA indicators (Appendix C), summarised
in Table 3. These indicators followed the goal and scope definition of the analysis and
were selected according to the identified stakeholders’ groups. The desired direction of
indicators expresses the expected answer (positive or negative; Yes or No) to detect the
social impact in terms of risks and opportunities [35].

3.1.1. Families (Prosumers)

The answers collected among the representatives of the families provided information
about the territory identity and inhabitants relationship with the neighbourhood. In
situations in which researchers are not aware of personal and internal dynamics among
individuals, the neutral definition of “household” is recommended. However, after the
meetings, interviews, and shared social moments, the gained closeness between researchers
and the interviewees allows the authors to use the word “families”.

The results from s-LCA show, among the most representative indicators for families
(prosumers—stakeholder category), the sense of place and the cultural heritage. Therefore,
the question “What is a community for you?” highlights the influence of the project on the
families’ perception. To this question, five respondents answered “A group of people who
take part to the collective wellbeing of their own territory”; two respondents answered
“A group of people who join to improve their own and theirs living conditions”; no one
answered choosing the third possible option, “A group of people that join together to
get a goal” (Appendix A). These answers underlined that the Solidarity Oriented REC
produces a vast sense of community related to the improvement of wellbeing and is not
limited to specific purposes (e.g., energy production or economic gain). The answers to the
question “To what extent does receiving a sum of money at the end of the year influence
your decision to join the Energy Community project?” shows that the economic benefits
provided by the project represent only a tiny part of the positive impacts of the REC. The
neighbourhood’s problematic social conditions (high level of energy poverty) encourage
ambitious projects that offer economic benefits and cultural and social empowerment.
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Furthermore, the empowering processes also need immaterial resources to grow, e.g., social
cohesion, awareness, and technical competencies for governance on processes.

Table 3. Selected s-LCA indicators group for Solidarity Oriented REC of San Giovanni a Teduccio.

Stakeholders Categories Indicators Group Indicators Type
Desired

Direction

Prosumers

Access to information about energy use and sources
of electricity Semi-quantitative (Yes/No) Yes

Choices in electricity generation options Semi-quantitative (Yes/No) Yes
Feedback mechanisms to electricity suppliers Semi-quantitative (Yes/No) Yes

Responses and actions after feedback and complaints Semi-quantitative (Yes/No) Yes
Economic rewarding system Semi-quantitative (Scale 1 to 5) Positive
Inequality of electricity costs Semi-quantitative (Yes/No) No

Quality of supplier services (burnouts) Semi-quantitative (Yes/No) No
Penalties and charges related to the

project membership Semi-quantitative (Yes/No) No

Local
Community

Involvement and recognition Semi-quantitative (Scale 1 to 5) Positive
Participation Quantitative Positive

Displacement by population group Semi-quantitative (Yes/No) No
Involuntary relocation Semi-quantitative (Scale 1 to 5) Negative

Land and resources ownership Quantitative Positive
Resources and electricity access Semi-quantitative (Yes/No) Yes

Project activities influence the sense of place and
cultural heritage Semi-quantitative (Scale 1 to 5) Positive

Project activities influence health and safety Semi-qualitative (Poor/High) High
Availability of project information Semi-quantitative (Yes/No) Yes

Access to project information Semi-quantitative (Yes/No) Yes
Project policies for local culture preservation

and promotion Semi-quantitative (Yes/No) Yes

Social mobilisation and organisation (protests) Quantitative Negative

Workers

Child labour Quantitative Negative
Unpaid labour Quantitative Negative

Paid labour—wages periodicity Semi-quantitative (Yes/No) Yes
Paid labour—wages deduction Semi-quantitative (Yes/No) No

Wage gaps by sex, gender, nationality, cultural group,
and race Quantitative Negative

Paid labour—wages based on living location Quantitative Positive
Paid labour—minimum wage Quantitative Negative
Paid labour—health insurance Quantitative Positive
Safety—accidents and death Quantitative Negative

Safety—education and training Semi-quantitative (Yes/No) Yes
Safety—appropriate equipment and availability Semi-quantitative (Yes/No) Yes

Labour union—rights Semi-quantitative (Yes/No) Yes
Labour union—affiliation Semi-quantitative (Yes/No) Yes

Working hours Quantitative Negative
Paid leave—holidays and vacations Quantitative Positive

Employment freedom and justice Semi-quantitative (Yes/No) Yes
Access to technology Semi-quantitative (Yes/No) Yes

Access to research and development options Semi-quantitative (Yes/No) Yes
Relationship with violent conflicts, including war Semi-quantitative (Yes/No) No

Corruption and unethical practices Semi-quantitative (Yes/No) No

Society

Sustainability and social responsibility—orientation Semi-quantitative (Yes/No) Yes
Sustainability and social responsibility—behaviour Semi-quantitative (Yes/No) Yes
Sustainability and social responsibility—economic

contribution to regions and nations Semi-quantitative (Scale 1 to 5) Positive

Sustainability and environmental
responsibility—promotion Semi-quantitative (Yes/No) Yes

3.1.2. “Famiglia di Maria” Foundation

The strong bonds between the families and the “Famiglia di Maria” Foundation and the
Foundation that hosts the project and the territory identified positive elements. Due to the
activities organised in the foundation building, the contact between the hosting Foundation
(Famiglia di Maria) and the families enables the Foundation to collect feedback coming from
the families. Moreover, the performed activities always consider the participants’ interests,
hobbies, and skills. Thus, the participants can also share competencies during meetings
and laboratories, manual activities, and information moments, showing the Foundation’s
respect for the local cultural heritage (one of the main indicators of this study is: “Project
activities influence the sense of place and cultural heritage”). Indeed, all the interviewed
family members stated that they would also attend the foundation activities not connected
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to the REC project, demonstrating that the sense of community born around the project is
strong and goes beyond the economic gains and environmental goals.

Results of the assessment of “Project activities influence on health and safety indicator”
(Appendix C) highlighted another positive impact of the trustful relationship between the
“Famiglia di Maria” Foundation and families. A hub for vaccinations against COVID-19
was organised at the foundation building for the entire local community. The vaccination
hub would have probably been equipped even if the Solidarity Oriented REC had not
existed. Nevertheless, the project brought many new people to the Foundation. Thus,
many individuals have information and access to health services, which are fragile in
peripheral neighbourhoods.

3.1.3. Project Perspective from Stakeholders’ Interactions

From the interviews and the meetings with the representatives of the “Famiglia di
Maria” Foundation, the association “Legambiente”, and the technical partner “3eee” Com-
pany, many obstacles were faced with starting the operation of the PV panels plant due
to bureaucratic burdens. In particular, the local administrative authorities (public local
institution stakeholders) raised landscape constraints based on historical buildings regula-
tions limiting the installation of PV panels on rooftops. Therefore, the project schedule was
delayed, even if the PV plant was ready to produce electricity. Another identified limit for
REC’s operability was the contrast between the local institutions and the key promoters of
the project (“Famiglia di Maria” Foundation, the association “Legambiente”, “3eee” Com-
pany. and Con il Sud Foundation) during the start-up phase of the project. Furthermore,
the current legal impossibility to self-consume in RECs created questions about alternative
legal frameworks in which self-consumption and different project governance of processes
become possible.

Results from “3eee” Company data collection (Appendix B) showed some challenging
elements. The first one is connected to the absence of trade union membership among
workers (identified indicators: “Labour union—rights” and “Labour union—affiliation”),
which is understandable considering the tiny dimension of the company. However, the risk
of workers’ rights was identified (Appendix C). The other challenge is related to the ethical
indicator (“Sustainability and social responsibility—promotion” indicators, Appendix C).
The company seems to respect standards and select partners and suppliers virtuously, even
though no initiative has been undertaken to promote these good practices among partners
and society in general (Appendices B and C). Therefore, the participation in the energy
community project and the involvement of the “3eee” Company in the educational activities
are likely to open possibilities for future proactivity. Additionally, results demonstrate that
components of the plant come from sustainable production.

In addition to the s-LCA reported results, another important aspect was observed from
the context and interaction among all stakeholders: the project’s governance, which limits
families’ involvement in the decision process, is also a risk. Families’ empowerment is
still at a starting point, far from the everyday reality of well-established solidarity oriented
association. There is still no place for essential decisions from below. The upcoming
behaviour of the “Famiglia di Maria” Foundation might determine more involvement of
families in the major decisions by reducing the level of management control over decisions
in the near future. Meanwhile, related to the mission and main activities of the “Famiglia
di Maria” Foundation, some initiatives were implemented about gender discrimination
and female inclusion within the Solidarity Oriented REC project framework.

The initiatives against gender violence involve a music laboratory in which a song
against violence was produced and recorded. Considering that all the participants in the
laboratories are women, this result shows the positive and empowering impact of the
project. Regarding female inclusion, women are the main actors in the investigated REC
project. As often happens, projects with environmental and energy purposes have high
participation by women due to the unfair distribution of job opportunities and, in general,
the differences in public life between genders. Moreover, the diffused gender inequality
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pushes women to commit to family care and, for this reason, women are more available to
engage in this kind of project. Gender inequality is even more relevant for disadvantaged
territories, where depressed economies enlarge the gap to extremes. Therefore, energy-
related projects can represent an empowerment tool in these territories than elsewhere,
especially for women [43].

The final remark from this preliminary s-LCA applied to the Solidarity Oriented
REC highlights that cohesion is already present as a mature outcome. At the same time,
awareness, governance opportunities, and technical competencies about the environmental
value of the project are still outcomes to be realised through the course of future events and
interactions. Certainly, RECs bring many opportunities to territories and local communities.
However, the increase of RECs should not correspond to an intensification of electricity
consumption and production because it comes from a clean source. Instead, the rise of RECs
is desirable based mainly on achievable social awareness and opportunities for territories.

3.2. Life Cycle Assessment (LCA)

The environmental burdens for each investigated impact category of the electricity
produced by the Italian electricity mix and the PV panels installed at the Solidarity Oriented
REC of San Giovanni a Teduccio are reported in Table 4.

Table 4. Characterised impacts calculated for the evaluated PV plant compared to the Italian electricity
mix—functional unit 1 kWh of electricity produced.

Impact Categories Abbreviation Units Italian Electricity Mix
PV Plant

(REC)

Global warming GWP kg CO2 eq 4.31 × 10−1 1.59 × 10−1

Stratospheric ozone depletion ODP kg CFC11 eq 3.40 × 10−7 1.02 × 10−7

Ionising radiation IRP kBq Co-60 eq 4.88 × 10−2 1.00 × 10−3

Ozone formation, human health OFHP kg NOx eq 8.11 × 10−4 2.85 × 10−4

Fine particulate matter formation PMFP kg PM2.5 eq 5.43 × 10−4 1.67 × 10−4

Ozone formation, terrestrial ecosystems OFTP kg NOx eq 8.25 × 10−4 2.89 × 10−4

Terrestrial acidification TAP kg SO2 eq 1.58 × 10−3 4.95 × 10−4

Freshwater eutrophication FEP kg P eq 1.36 × 10−4 3.63 × 10−5

Marine eutrophication MEP kg N eq 1.28 × 10−5 3.70 × 10−6

Terrestrial ecotoxicity TETP kg 1,4-DCB 1.23 1.16 × 10−1

Freshwater ecotoxicity FETP kg 1,4-DCB 4.24 × 10−2 2.38 × 10−3

Marine ecotoxicity METP kg 1,4-DCB 5.28 × 10−2 3.22 × 10−3

Human carcinogenic toxicity HCTP kg 1,4-DCB 1.42 × 10−2 3.06 × 10−3

Human non-carcinogenic toxicity HNTP kg 1,4-DCB 3.95 × 10−1 7.33 × 10−2

Land use LUP m2a crop eq 1.71 × 10−1 6.03 × 10−2

Mineral resource scarcity MSP kg Cu eq 9.24 × 10−4 1.13 × 10−4

Fossil resource scarcity FSP kg oil eq 1.30 × 10−1 4.92 × 10−2

Water consumption WCP m3 8.99 × 10−3 3.03 × 10−3

These results show an overall average reduction of impacts of 76% for the electricity
generated by the PV plant of the REC compared to the Italian electricity mix. The significant
decreases (Figure 3 and Table 4) are shown in ionising radiation (IRP) 98%, followed by
94% in freshwater ecotoxicity (FETP) and marine ecotoxicity (METP), 91% in terrestrial
ecotoxicity (TETP), and 88% in mineral resource scarcity (MSP).
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Figure 3. LCA characterisation graph showing the comparison between electricity produced by the
Italian electricity mix and the evaluated PV plant (functional unit 1 kWh of electricity produced).

The normalised impacts (Table 5) for the electricity generated by the Italian mix and
the PV plant of the Solidarity Oriented REC show that the most impacted categories are the
marine ecotoxicity (METP, 0.051 and 0.003 for Italian mix and the PV plant, respectively),
freshwater ecotoxicity (FETP, 0.034 and 0.002 for Italian mix and the PV plant, respectively),
human carcinogenic toxicity (HCTP, 0.005 and 0.001 for Italian mix and the PV plant,
respectively), and human non-carcinogenic toxicity (HNTP, 0.002 and 0.0004 for Italian
mix and the PV plant, respectively). These results are in line with pertinent scientific
literature reporting reduced impacts for PV installations on toxicity impact categories
(human, marine, and freshwater) [44–47].

Table 5. Normalised impacts calculated for the evaluated PV plant compared to the Italian electricity
mix (functional unit 1 kWh of electricity produced).

Impact Categories Abbreviation Italian Electricity Mix PV Plant (REC)

Global warming GWP 5.401 × 10−5 1.997 × 10−5

Stratospheric ozone depletion ODP 5.679 × 10−6 1.711 × 10−6

Ionising radiation IRP 1.015 × 10−4 2.086 × 10−6

Ozone formation, human health OFHP 3.941 × 10−5 1.383 × 10−5

Fine particulate matter formation PMFP 2.123 × 10−5 6.520 × 10−6

Ozone formation, terrestrial ecosystems OFTP 4.644 × 10−5 1.629 × 10−5

Terrestrial acidification TAP 3.857 × 10−5 1.208 × 10−5

Freshwater eutrophication FEP 2.096 × 10−4 5.597 × 10−5

Marine eutrophication MEP 2.779 × 10−6 8.020 × 10−7

Terrestrial ecotoxicity TETP 1.184 × 10−3 1.122 × 10−4

Freshwater ecotoxicity FETP 3.454 × 10−2 1.941 × 10−3

Marine ecotoxicity METP 5.112 × 10−2 3.125 × 10−3

Human carcinogenic toxicity HCTP 5.112 × 10−3 1.104 × 10−3

Human non-carcinogenic toxicity HNTP 2.649 × 10−3 4.917 × 10−4

Land use LUP 2.766 × 10−5 9.766 × 10−6

Mineral resource scarcity MSP 7.694 × 10−9 9.432 × 10−10

Fossil resource scarcity FSP 1.329 × 10−4 5.019 × 10−5

Water consumption WCP 3.371 × 10−5 1.136 × 10−5

Characterised and normalised results underline that the electricity generated by PV
panels installed in the Solidarity Oriented REC reduces environmental burdens and is
potentially considered an environmentally friendly energy source.

The electricity produced by the Solidarity Oriented REC PV panels reduces the envi-
ronmental impact (Table 6). The absolute benefit value was calculated by subtracting the
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environmental burdens (values reported in Table 4) of the electricity produced by the PV
plant from the electricity supplied by the Italian grid.

Table 6. Annual environmental benefits are sorted in descending order of absolute benefit value.

Impact
Categories Units

Absolute
Benefit Value

of 1 kWh *

Project
Perspective

Families Perspective

Solidarity
Oriented REC

BAU
Scenario

Self-Consumption Scenario

Electricity
Consumed

Electricity
Surplus Sold
to the Grid

TETP kg 1,4-DCB 1.11 1.28 × 105 3.21 × 103 3.11 × 102 2.90 × 103

HNTP kg 1,4-DCB 3.22 × 10−1 3.71 × 104 9.28 × 102 9.00 × 10 8.38 × 102

GWP kg CO2 eq 2.72 × 10−1 3.14 × 104 7.85 × 102 7.61 × 10 7.09 × 102

LUP m2a crop eq 1.10 × 10−1 1.27 × 104 3.19 × 102 3.09 × 10 2.88 × 102

FSP kg oil eq 8.11 × 10−2 9.36 × 103 2.34 × 102 2.27 × 10 2.11 × 102

METP kg 1,4-DCB 4.95 × 10−2 5.72 × 103 1.43 × 102 1.39 × 10 1.29 × 102

IRP kBq Co-60 eq 4.78 × 10−2 5.52 × 103 1.38 × 102 1.34 × 10 1.25 × 102

FETP kg 1,4-DCB 4.00 × 10−2 4.62 × 103 1.15 × 102 1.12 × 10 1.04 × 102

HCTP kg 1,4-DCB 1.11 × 10−2 1.28 × 103 3.20 × 10 3.11 2.89 × 10
WCP m3 5.96 × 10−3 6.88 × 102 1.72 × 10 1.67 1.55 × 10
TAP kg SO2 eq 1.09 × 10−3 1.25 × 102 3.13 3.04 × 10−1 2.83
MSP kg Cu eq 8.10 × 10−4 9.35 × 10 2.34 2.27 × 10−1 2.11
OFTP kg NOx eq 5.35 × 10−4 6.18 × 10 1.55 1.50 × 10−1 1.40
OFHP kg NOx eq 5.26 × 10−4 6.08 × 10 1.52 1.47 × 10−1 1.37
PMFP kg PM2.5 eq 3.76 × 10−4 4.34 × 10 1.09 1.05 × 10−1 9.81 × 10−1

FEP kg P eq 9.98 × 10−5 1.15 × 10 2.88 × 10−1 2.79 × 10−2 2.60 × 10−1

MEP kg N eq 9.11 × 10−6 1.05 2.63 × 10−2 2.55 × 10−3 2.37 × 10−2

ODP kg CFC11 eq 2.38 × 10−7 2.74 × 10−2 6.86 × 10−4 6.65 × 10−5 6.19 × 10−4

* Reduction of families’ environmental impacts by consuming electricity from photovoltaic panels instead of
electricity from the Italian energy grid mix (absolute value).

The Project and Families perspectives consider all 40 families planned to be involved
in the Solidarity Oriented REC (Table 6). The project perspective accounts for the total PV
electricity produced in one year by the installed PV plant: 115,434 kWh/year (primary
data collected during the interview with a manager of the “3eee” Company [39]). The
families perspective accounts for the average annual electricity consumption of a family
part of the Solidarity Oriented REC (an average family in the neighbourhood consumes
280 kWh/year [39]). Therefore, the project benefit value for each investigated impact
category was calculated to underline the potential environmental advantages after one year
of project operation (project perspective: PV electricity entirely sold to the national grid).
Shifting to the Families perspective, scenarios were built based on the share of electricity
self-consumed and sold to the Italian grid. In the business as usual (BAU) scenario, 100%
of the PV electricity produced is sold to the grid. Each family receives the same income
from the electricity company for this transaction. In contrast, in the self-consumption
scenario, families (40 families) self-consume the electricity produced by the PV plant. The
self-consumed electricity amounts to approximately 10% of the total electricity produced
by the Solidarity Oriented REC. In this case, only the electricity surplus is sold to the grid,
and the families receive two advantages: no expenses for electricity and a small profit are
still recorded. As highlighted in recent literature [47], shifting the perspective shows that,
even if the environmental benefits between the two REC operational models (entirely sold
to the grid and partially self-consumed electricity) are the same, self-consuming energy is
also economically convenient. However, self-consumption means acquiring batteries to
accumulate electricity. Thus, results might be worse than the current assessed one, on some
specific impact categories, due to the need to account for new materials and services to
enable self-consuming electricity.

243



Energies 2022, 15, 1557

4. Conclusions

This study is characterised by a specificity: whereas the environmental effects are
almost exclusively related to electricity production (single product), the social consequences
are pervasive and disseminated all over the project of the Solidarity Oriented REC of
San Giovanni a Teduccio, denoting a complex object of analysis with many stakeholders
and outcomes. This complexity also enables the formulation of political considerations
about ECs addressing the fundamental issue of energy justice as a crucial component of
environmental justice. Therefore, ECs should be encouraged, and their potential should be
studied and disseminated. However, the thirst for the quantitative expansion of renewable
energy generation should be turned into a qualitative shift, driving to a resilient transition
towards an ethical, shared, empowering, accessible, and clean energy.

The s-LCA investigation demonstrated a great sense of community among the pro-
sumers. However, it is still impossible to state whether the project produces real awareness
and empowerment. Nevertheless, the LCA results support the s-LCA outcomes, highlight-
ing the self-consumption scenario as a feasible alternative for energy justice.

Additional considerations were made about the Italian legal framework regarding the
self-consumption model: peer to peer sharing systems allow the transactions among pro-
ducers and consumers without an intermediary in a democratic and consensus-based way.
Therefore, the self-consumption model represents an alternative system for communities to:
(i) empower themselves, (ii) get complete economic independence from the energy supply
companies, and (iii) develop sharing practices outside of the market competition.
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Appendix A

The s-LCA questionnaire for the families in English (the original questionnaire in
Italian is available online at: https://www.survio.com/survey/d/N8X4Q8F0E3P5O1Y2L;
accessed on: 16 February 2022).

Families Energy Community San Giovanni
Dear Sir or Madam,
Please take a few minutes of your time to complete the following survey.

1. Gender

• Woman
• Man
• Other

2. How old are you? Type one or more words Do you live here in the neighbourhood?
Choose an answer
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• Yes
• No

3. How did you get to know “Famiglia di Maria”? Choose one or more answers

• Some people who come to the Foundation have told me about it.
• For the activities they do with children: I bring my child/children here.
• From the internet/TV/Newspapers.
• I didn’t know them: they contacted me for the Energy Community.
• Other.

4. Do you currently attend the Foundation only for the Energy Community project or
also for other activities? Choose an answer

• Only for activities related to the Energy Community.
• For something else too.

5. What is a community for you? Choose an answer

• A group of people who come together to achieve a goal.
• A group of people who come together to improve their own life conditions and

those of others.
• A group of people who participate in the collective wellbeing of their territory.

6. What value does ecology/respect for the environment have for you? Choose an
answer

• It is important, but it is not a priority.
• It is fundamental and a priority.
• It is essential, that is, without it, there is no true wellbeing.

7. Is it necessary to produce and consume clean energy today? Choose an answer

• No, it is just a topic of the moment, but it is indifferent.
• Yes, because energy is needed for life.
• Yes, because its production and consumption are among the main factors of

atmospheric pollution.

8. Has the way you see respect for the environment and what community means have
changed since you were part of the project? Choose an answer

• Yes.
• No.

9. Why did you decide to enter the Energy Community project? Choose one or more
answers

• To have the economic advantage of receiving a sum of money at the end of
the year.

• To be part of a project with other people from the neighbourhood: I enjoy being
in a group.

• To do something good for the environment and produce clean energy.
• To do something good for my neighbourhood is always described as dangerous

and degraded.

10. What is an Energy Community, in your opinion? Choose one or more answers

• One way to demonstrate that the problem of pollution can be solved with clean
energy and can serve as an example for giving birth to other communities.

• One way to show that people can organise themselves even if institutions leave
us alone and can serve as an example for other places with problems.

• Just a nice project to make people talk about a disadvantaged neighbourhood,
but things will not change on a general level, neither here nor in other places.

• It’s a nice project to make people talk about a disadvantaged neighbourhood, but
it can only change things here, others in other places will not notice it, or at least
they will not do anything similar.
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11. Do you know other examples of Energy Community in other places? Choose an
answer

• Yes.
• No.
• I’ve heard of it, but I don’t know where they are.

Let’s rate the different reasons for joining an Energy Community: how many stars
would you give to this?

12. Economic advantage: the money we will earn at the end of the year.
13. Being part of a group and being able to meet new people.
14. Doing something important for the environment.
15. Become an example for other difficult places like San Giovanni.
16. Learn more about environmental problems and solutions.
17. Changing my neighbourhood and improving it together with others, because together

we can also do many other good things for San Giovanni.
18. Becoming famous and going on TV because now everyone is talking about our project.
19. Now, let’s put the same reasons in order as before, from the most important to the least

important. Change the order of preference (1—most important, last—least important)

• Economic advantage: the money we will earn at the end of the year.
• Becoming famous and going on TV because now everyone is talking about

our project.
• Understanding more about environmental problems and solutions.
• Being part of a group and meeting new people.
• Doing something important for the environment.
• Becoming an example for other difficult places like San Giovanni.
• Changing my neighbourhood and improving it together with others, because

together we can also do many other good things for San Giovanni.

20. What is changing in the neighbourhood thanks to the project? Choose one or more
answers in each row

They know a lot
more about the

environment
thanks to the

project.

They are happy
with the
project.

They are happy with the
project, but they know
nothing more about the

environment than before.

They don’t care
about the project

or the environment
in general.

They are
unhappy with

the project.

The people of the
Energy

Community

The people of San
Giovanni who are
not in the project

The people outside
San Giovanni

21. Do you think there will be someone in the neighbourhood who will not be happy
with the project? Choose an answer

• Yes, many.
• Yes, but few.
• No, they will all be happy with the project.

22. If someone in the neighbourhood is not happy with the project, what could be the
reason? Choose one or more answers

• Because they don’t know what it is and they talk without knowing.
• Because they are not interested in the environment and in changing the neighbourhood.
• Because they have not been involved and are envious.
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• Because they don’t want things to change for the better in the neighbourhood.

23. How would you solve the problem of people who are possibly against the project?
Choose one or more answers

• I would like to meet them and explain the importance of the project.
• I would invite them here to involve them in some activities and show them they

are interesting.
• I would not consider them because I am not interested in explaining to these people.
• I would explain to someone; some others cannot be convinced.

24. Do you like having all this attention from newspapers and TV? Choose an answer

• Yes, because what’s going on is funny and I like being popular.
• Yes, because they will talk about our community and other places can do the

same in this way.

25. In your opinion, what will change in the near future thanks to the project? Choose
one or more answers

• Anything.
• Few things, but it is already something.
• Few things that won’t solve anything.
• Many things can open the doors to better development for San Giovanni.

26. The money you will earn in the project will be: Choose an answer

• Little stuff, but better than nothing.
• An important help we need.
• Little stuff, but an important symbol for change

27. What will you do with the money you will earn in the project? Choose one or more
answers

• I will use them for myself.
• I will keep them.
• I will use them for household expenses.

28. How are decisions made in the project? Choose an answer

• We meet and talk to decide together.
• The Foundation understands more and decides, then explains the decisions made.
• The Foundation decides on its own without talking to us; we are so confident

that everything will be fine following their decisions.
• For now, the Foundation decides, but when we better understand the issues of

the project, we will always decide together.

29. How do you feel about participating in the project? Choose an answer

• I feel that I participate more in the life of the neighbourhood and that I can
change it.

• I do not decide anything for the neighbourhood, but I participate in a good
project and I am happy to be part of it anyway.

• Nothing has changed compared to how I felt before joining the project.

30. Would you have any ideas to put into the project to do something else? Choose
an answer

• No, things are fine this way.
• Yes, I would like to propose doing something else, but I know that it is impossible.
• Yes, I would also like to propose something else and I think that I will be able to

make this proposal in the future.

31. Choose one of the following sentences that express your thoughts: Choose an answer

• This project is only positive for me, the neighbourhood and everyone and nothing
worry me neither for the present nor for the future.
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• This project is only positive for me, the neighbourhood and everyone, but it
worries me that we will not be able to get it started due to bureaucratic problems
with the municipality.

• This project is only positive for me, the neighbourhood and everyone, but it
worries me that we will not be able to make it work after the departure due to
some neighbourhood residents who will create problems.

• This project is good for me, the neighbourhood and everyone, but I’m afraid we
won’t be able to make it work once it starts.

Thank you for participating!
Serena Kaiser,
Department of Science and Technology “Parthenope” University

Appendix B

Synthesis of the Meetings, Interviews and Questionnaires—Other Stakeholders

1. “Famiglia di Maria” Foundation

The meetings with the Foundation “Famiglia di Maria” have been both live meetings
and remote interviews. Therefore, it has been possible to talk to the President and other
operators. The main aspects touched were the project’s origins, the story of the Foundation
and the relation with the territory and the people, and the activities within and outside the
Energy Community project.

About the families, the Foundation has explained how they have been chosen and
why and the motivation of the families to join the project.

Elements about feedback mechanisms and privacy have been explained.
The Foundation has always been an intermediary between the authors and the families.
A questionnaire has been used, but it has only been a base for wider conversations.

However, it can be useful to introduce it, to have elements about the key points of the meetings:

- Who came up with the idea to form an Energy Community and why?
- According to which criteria were the families chosen in the neighbourhood to be involved?
- Are families expected to adhere to the values, principles, and aims of the project in

addition to the requirements through which they were chosen? If so, how has this
been observed?

- What socio-economic background do the families come from?
- Were the families involved in any part of the design?
- In involved families, have there been people more active and responsible for the dialogue

with you and the decision to join? (More adults/older/young people/males/females . . . ?)
- Were there families who refused to join? If so, why?
- What were, in your opinion, the main reasons that drove families to join the project?
- Do you perceive that other reasons have been added to the initial reasons as a result

of the accession?
- What kind of consequences are expected once the project starts? (economic, social,

cultural . . . ) (this question belongs to the first period of the research when the project
had not started yet).

- Have you thought of introducing a feedback mechanism for families as a tool to
express their impressions about the project?

- Is the privacy of the participants protected?
- Can families have access, at any time, to the documents and any tool that is useful for

a transparent understanding of the objectives and functioning of the project?
- Has the project created/will it create any employment opportunities on the territory?
- When will the cultural activities start? (question from before the project started).
- What kind of cultural activities are you planning to develop? (question from before

the project started).
- What will the topics of the cultural activities be?
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- Will participants in cultural activities be involved only as learners/audience, or can
they propose cultural sharing and exchange activities, topics they are interested in,
requests from below, etc . . . ?

- Is there any plan, at a certain stage in the project’s development, e.g., during/after
cultural activities, to initiate or—if already active—to encourage the participation of
families in the decision-making process concerning the development of the project?

- In your opinion, what are the main benefits that will arise in the territory, even beyond
the families directly involved in the project?

- Are you planning to link the project only to environmental issues or extend it to the
possibility of dealing with other socially sensitive issues?

- Is there a perception that this project could prevent and/or mitigate not only economic
and energy poverty, but also violence, crime, and local tensions?

- Is anyone outside your territory interested in your practices and has contacted you? If
so, who and why?

- Would you be interested in networking with other similar realities?

2. “3eee” Company

In addition to meetings with the Foundation “Famiglia di Maria”, several meetings
and conversations with the “3eee” Company were held, both live and remote. As in the
previous case, a set of questions had been prepared and can be useful to be presented here,
even though they only represent a base for wider conversations.

- How many workers are there in your company?
- How many are men, how many are women? (In the absence of precise data, give an

approximate answer)
- In which jobs are men more represented, in which are women?
- How many workers were employed to install the photovoltaic panels used for the

project of Energy Community of San Giovanni a Teduccio?
- How many panels were assembled for the project?
- Would it be possible to know how many working hours were needed to install each

panel (if not, do you know the total amount of working hours, so that you can calculate
the hours for a single panel)?

- Where were the panels (or the different components) produced?
- Do you know the company that makes it?
- Which of these statements does your company represent? (you can tick multiple boxes):

• The majority of workers are employed on an indefinite basis;
• The majority of workers are employed on a fixed-term basis;
• Some workers are hired on a project basis (what number out of the total?);
• Some employees are interns (how many compared to the number of employees

hired? ___ on____).

- If there are interns, how many have been hired in the last period (about five years)?
(___ recruited out of a total of _____ trainees);

- Given the same skills and qualifications, which of these factors are, in your opinion, the
most important for recruitment to the company? (Give a mark from 0 to 5 in parentheses
for each element)

• Age [ ];
• General [ ];
• Previous experience [ ];
• Nationality [ ];
• Disability [ ];
• Knowledge of foreign languages [ ].

- Could you express YES/NO to the following statements?

• Safety at the workplace is respected (installations, emergency procedures . . . )
• I have received and am receiving information and training on risk and safety YES NO;
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• The spaces are suitable and comfortable YES NO;
• The demands of the company are clear YES NO;
• I have been pressured or experienced unpleasant situations because of the person

who runs the company YES NO;
• I have sometimes been pressured or experienced unpleasant situations by other

colleagues YES NO;
• I can take enough breaks YES NO;
• The work rates are sustainable YES NO;

My relationship with executives is:

• good YES NO;
• dialectical YES NO;
• mutually collaborative YES NO;
• respectful YES NO;

My relationship with other colleagues is:

• pleasant YES NO;
• competitive YES NO;
• of team YES NO;
• fair YES NO.

- How would you define the relationship between your work and your pay?

• Adequate; Slightly inadequate; Totally inadequate.

- How would you define the distribution of workload in the company?

• Adequate; Slightly inadequate; Totally inadequate.

- How would you define the distribution of the burden of responsibility within the company?

• Adequate; Slightly inadequate; Totally inadequate.

- How would you define the company’s respect for different trade union memberships?

• There is respect for every union membership, without any difference;
• There is respect for all memberships, but some trade unions are better considered;
• Employees are discouraged from joining trade unions in general;
• Workers are discouraged from joining certain trade unions.

- Regarding the S. Giovanni a Teduccio Energy Community project, could you give
an order of importance to the reasons that led, in your opinion, the company to
participate, among the following options? (Insert a number in the brackets next to
each reason, expressing an order of importance):

• Environmental purposes (__);
• Involvement of the inhabitants for the empowerment and awareness of local

communities (__);
• Consequences on society at a general level (__);
• Positive economic achievements for project participants (__);
• Positive economic achievements for the company;
• Positive marketing purpose for the company (__).

- Has anyone from the company met the families involved in the project?
- Will you also participate in the environmental training phase?
- Will you participate in other phases of the project?
- If so, which ones?
- Are you currently involved in other projects with relevant social objectives?
- If so, could you tell us briefly?

Appendix C

Social Life Cycle Assessment Results
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Abstract: The dramatic deregulatory reforms in US electricity markets increased competition, re-
sulting in more complex prices compared to other commodities. This paper aims to investigate
and compare the overall and time-varying multifractality and efficiency of four major US electricity
regions: Mass Hub, Mid C, Palo Verde, and PJM West. Multifractal detrended fluctuation analysis
(MFDFA) is employed to better quantify the intensity of self-similarity. Large daily data from 2001
to 2021 are taken in order to make a more conclusive analysis. The four electricity market returns
showed strong multifractal features with PJM West having the highest multifractality (corresponding
to lowest efficiency) and Mass Hub having the lowest multifractality (i.e., highest efficiency). More-
over, all series exhibited mean reverting (anti-persistent) behavior in the overall time period. The
findings of MFDFA rolling window suggest Palo Verde as the most volatile index, while a significant
upward trend in the efficiency of Mass Hub and PJM West is observed after the first quarter of
2014. The novel findings have important implications for policymakers, regulatory authorities, and
decision makers to forecast electricity prices better and control efficiency.

Keywords: electricity; efficiency; multifractal detrended fluctuation analysis; multifractality; MLM;
rolling window

1. Introduction

For decades, the electricity industry has undergone drastic reforms in the United
States (US) [1]. After World War II, this industry was regarded as a natural monopoly
and was regulated as a state-owned utility [2]. In the 1990s, the industry was revolu-
tionized from a natural monopoly to a free market through a wave of major regulatory
reforms. Competition was injected into power generation and distribution segments of
the system only [3,4]. The idea behind reforming the electricity market was to provide
consumers with more choice so that the market would be driven by their preferences. For
example, a consumer may choose an electricity retailer that uses ‘green’ sources such as
solar, hydro, wind, etc., while another may choose the lowest cost provider irrespective of
their sources [5]. Currently, most parts of the US feature open markets for new electricity
generators, free trade between (giant) consumers and producers, and competitive pricing
formation. Transmission services, on the other hand, are separate from generation and dis-
tribution segments and remained a monopoly under regulation due to their characteristics.
Therefore, the transmission sector has been unable to attract the necessary investment due
to its lack of development incentives [6].

Electricity reforms have not progressed uniformly in all US states. Some states con-
tinue to have a natural monopoly in electricity production, while others have been deregu-
lated [5]. Under both regimes i.e., regulated and deregulated, the regulator producer is still
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in charge of production, but there is competition in the electricity supply. In deregulated
states, electricity is distributed to suppliers who then sell it in a competitive market, while
in regulated states, power is supplied directly to the consumers. Producers, distributers,
and major industrial consumers who are more able to forecast electricity prices may change
their consumption/supply strategies to outperform the competition in terms of cost and
benefit. Furthermore, electricity prices absorb all the shocks of supply and demand. This
results in spikes that exacerbate volatility because there are no electricity stockpiles to
buffer shocks [7]. Hence, both producers and suppliers require better forecasts on both the
demand and supply sides of the business model under both regimes. Now, the challenge is
to develop strong forecasting models that accurately forecast demand and allow producers
to determine the optimal output levels.

One major challenge in forecasting demand and supply is that electricity prices fre-
quently present autocorrelation, heteroscedasticity, and nonlinearity [8]. Hence, assessment
should be done using an accurate forecasting model [9–11]. Several studies combine
mathematical approaches with artificial intelligence to predict electricity prices better
(see [12] for a detailed review), as these methods have the potential to examine the complex
inter-relationships between inputs and outputs. For example, Lin, Gow [13] proposed an
Enhanced Radial Basis Function Network (ERBFN) by combining the Radial Basis Function
Network (RBFN) and Orthogonal Experimental Design (OED) to forecast electricity market
prices in order to minimize the price volatility risk. Keles et al. [14] present the forecasting
methodology based on artificial neuronal networks (ANN) and find it well fitting for
electricity prices with lowest possible errors. Agrawal et al. [15], on the other hand, employ
New England electricity market data to introduce a novel forecasting model primarily
centered on relevance vector machine (RVM). Luo and Weng [16] propose a more precise
forecasting method by diversifying data sources such as highly correlated power data.

Electricity consumption is known to be influenced by the weather (wind speed, temper-
ature, precipitation, and so on) as well as business activities (peaks, weekdays, weekends,
holidays, etc.) [12]. Global climate change and the production burdens on old infrastructure
also impact the supply and demand sides [5]. As a result, these characteristics lead to
complex, highly volatile price dynamics which are not observed so much in other com-
modity markets [17], such as showing seasonality at different frequencies i.e., daily, weekly,
annually, and sudden short-lived and generally unanticipated price spikes [18]. These
complex characteristics make multifractality a particularly interesting way to look at the
market efficiency of an electricity time series.

The concept of market efficiency has its roots in the efficient market hypothesis (EMH)
of Fama [19], which plays an important role in modern financial economics. According to
EMH, all available information is incorporated in the prices of efficient financial markets,
which makes them impossible to predict as they behave randomly. Therefore, investors
are unable to earn abnormal profits through arbitrage opportunities. However, due to
external events of market friction and noisy traders, financial market prices fluctuate from
their fair market values [20]. Empirically, it is shown that EMH fails to explain many
irregularities/complexities of financial market time series. These irregularities include
nonlinearity, long-range dependence [21–23], fat tails [24,25], volatility clustering [26],
chaos [27], asymmetry [28], and self-similarity [29]. Mandelbrot [30] names these irregular
structures as ‘fractals’ and introduced the concept of multifractality. Then, Peters [31]
used the theory of fractals to propose the fractal market hypothesis (FMH), which strongly
rejected the EMH. According to Peters [31], fractional Brownian motion produces more
accurate financial market projections since it accounts for some well-proven irregularities.

Previous studies employed various multifractal econometric approaches such as
wavelet transform modulus maxima, entropy methods, and others, but these studies found
spurious indications of multifractality [32]. The Hurst [33] Rescaled Range method (R/S),
on the other hand, has gained significance in the past two decades. However, it produces
significant errors if time series are not stationary and have short-term memory. Then,
Lo [34] developed a revised version of R/S to address its flaws and to account for short-term
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dependencies. These approaches appear to be best suited to examining long dependence
correlation for stationary time series only [35]. Considering this fact, Kantelhardt et al. [36]
proposed the multifractal detrended fluctuation analysis (MFDFA), which is an extension
of the mono-fractal DFA [37]. As financial time series possess multifractal characteristics,
using the single scaling exponent of the DFA to examine financial time series could produce
spurious results [38–41]. Therefore, the MFDFA is stronger and performs better than the
above-mentioned methods. MFDFA can explore the dynamics of market efficiency, long
memory properties, degree of persistency, and the forecasting of financial markets. Hence,
this approach can reliably characterize the multifractality of non-linear financial time series.

Researchers have applied MFDFA in a variety of financial time series such as stock
markets [42–45], foreign exchanges [46,47], cryptocurrency market [48,49], gold [50], futures
market [51,52], green bonds [53], and the carbon emission trading market [54]. For example,
Aslam et al. [43] used MFDFA to examine the multifractal characteristics of MSCI in
emerging Asian markets. The findings revealed the highest multifractality levels for
India and Malaysia, while the Chinese and South Korean markets showed the lowest
multifractality. Diniz-Maganini et al. [47] find that currencies which follow a Free Float
regime have low multifractality i.e., higher efficiency than those currencies that follow a
Managed Float regime. Telli and Chen [50] apply MFDFA and find the different multifractal
characteristics of bitcoin return series from gold. More recently, there has been a significant
increase in research examining the multifractality of financial markets during COVID-
19. For instance, Choi [55] employed MFDFA to examine the multifractality of various
sectors in US markets during COVID-19. The findings reveal the lowest levels of efficiency
in the utilities sector, while the consumer discretionary sector has the highest efficiency.
Aslam et al. [46] notice a significant decrease in forex markets’ efficiency during COVID-19.
Aslam et al. [44] study the impact of COVID-19 on the markets of Central Eastern Europe
and find a significant fluctuation in persistence behavior during the pandemic.

Various studies quantify/rank efficiency after examining MFDFA through the Magni-
tude of Long-Memory index (MLM) also known as Market Deficiency Measure (MDM) [56].
MLM ensures the robustness of the results and has become a significant tool for regulators
and policymakers. For example, Li et al. [57] used this MLM measure to quantify the
efficiency of six foreign exchange markets and found Chinese Renminbi (CNY) currency
to be the most inefficient. Shahzad et al. [58] also employed this metric to examine clean
energy indices. Recently, it has also been used to quantify the efficiency of financial markets
during COVID-19 [28,48,49].

Considering the fact that electricity time series are non-linear and complex, compared
to other commodities, this paper contributes to the literature on the efficiency and forecast-
ing of the electricity market in three main ways, which are summed up as follows. Firstly,
it provides the inner dynamics of efficiency through the multifractality of US electricity
indices i.e., Mass Hub, Mid C, Palo Verde, and PJM West. To do so, we employ MFDFA [36],
which makes it possible to quantify the multiple scaling exponents within each financial
time series. This method allows us to assess the long memory, persistency, predictability,
and informational efficiency in non-linear financial markets. Secondly, we quantify the
multifractality of electricity indices through the MLM measure to rank the efficiency and
ensure the robustness of the results. Thirdly, this study provides the first evidence of a
rolling MFDFA approach to investigate further the evolution of complexity parameters
i.e., q = 2 and MLM of electricity indices. This approach has been extensively adopted in
the literature, enabling us to capture the entire historical evolution of persistency and effi-
ciency dynamics. For example, Guo et al. [52] used rolling MFDFA to analyze the dynamic
efficiency of China’s copper futures market, Zhu and Bao [20] used it for exchange-traded
funds (ETFs) and Aloui et al. [35] employed it for European credit market sectors.

2. Data and Descriptive Statistics

This study is based on examining the efficiency through multifractality of US electricity
indices. Currently, electricity products are being traded at over two dozen delivery points
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and hubs in North America. Intercontinental Exchange (ICE) is a leading over-the-counter
(OTC) trading platform for “day ahead” or prompt electricity markets of North America.
The electricity indices selected for study are Mass Hub, Mid C, Palo Verde, and PJM
West, which are sourced from the website of US Energy Information Administration (EIA).
These indices are derived directly from the transactions executed on the ICE platform and
constructed using the following formula:

I = ∑(P·V)/T (1)

where I is the volumetric weighted average index price, P and V are the price and volume
of a single transaction, while T denotes the total volume of every qualified transaction.

The indices are based on the largest electricity utilization areas of the US and have
enough data availability i.e., between 2001 and 2021, which allows us to make a conclusive
analysis of multifractal behavior. Mass hub distributes power all over New England, Mid C
hub supplies electricity to Columbia for the Northwest region, and Palo Verde is supplied
throughout the Southwest region. Lastly, PJM West provides electricity to Indiana, Illinois,
Delaware, Maryland, Ohio, Kentucky, Michigan, North Carolina, New Jersey, Virginia,
West Virginia, Tennessee, Pennsylvania, and the District of Columbia. Table 1 presents the
names, symbols, time periods, and the total number of observations of the indices. For
analysis, the daily returns rt of prices are calculated by:

rt = log(Pt)− log(Pt−1). (2)

Table 1. Description of indices, symbols, and data range.

S. No. Index Symbol Data Range
No. of

Observations

1 Mass Hub MASS 8 January 2001–18 May 2021 4787
2 Mid-C Hub MIDC 29 March 2001–18 May 2021 4903
3 Palo Verde Hub PALO 8 January 2001–18 May 2021 4933
4 PJM West Hub PJM 3 January 2001–18 May 2021 5164

The daily logarithmic returns plots of these US electricity indices are presented in
Figure 1. Table 2 indicates the descriptive statistics of returns and shows negative average
returns in all series. The highest average loss (about 0.01%) is observed for PJM West,
whereas the lowest average loss (around 0.15%) is noted for MIDC Hub. However, MIDC
Hub has the highest maximum return of 439% in a single day, while Mass Hub has the
highest loss of 110%. As shown in Figure 1, MIDC Hub is the most volatile index, followed
by Mass Hub, PJM West, and Palo Verde. Skewness values are non-zero i.e., negative for
all the sample series with the exception of Mass Hub. For kurtosis, all series demonstrate
sharp peak characteristics, indicating the presence of fat tails. Hence, these electricity
indices have significant deviations from normal distribution, implying the presence of
multifractality, which could be created by non-Gaussian distribution such as fat tails [59].

Table 2. Descriptive statistics.

Statistics MASS MIDC PALO PJM

Mean −0.0002 −0.0015 −0.0003 −0.0001
Median −0.0044 −0.0029 −0.0029 −0.0033

Maximum 1.2667 4.3909 1.5718 1.1173
Minimum −1.0956 −4.3160 −2.1324 −1.5302

Standard Deviation 0.1782 0.2964 0.1541 0.1772
Skewness 0.2485 −0.2305 −0.0597 −0.2077
Kurtosis 5.4886 50.9029 21.8383 8.1933
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Figure 1. Daily fluctuations in log returns of electricity indices.

3. Methodology

For many years, MFDFA [36] has been frequently employed for multifractal non-
stationary financial time series. Thus, a brief explanation of it has been provided here.

Assume a finite length financial time series of yi, i = 1, 2, . . . , N, where N is the
number of observations. The five following steps are required to complete this method:

1. The profile value of Y (i) is determined.

Y(i) =
i

∑
t=1

(yt − y), i = 1, . . . , N (3)

where
y =

1
N ∑N

t=1 yt. (4)

2. The Y(i) profile is divided into equal time scale s length of numerous non-overlapping
components. As a result, the total number of components becomes Ns = int(N/s).
However, if N is not a multiple of the time scale s, a similar backward process is
repeated to cover the full sample. After this, a total of 2Ns are obtained, which is
followed by calculating the local trend s for each of the 2Ns segments by the kth-order
polynomial fit.

3. Ordinary Least Square (OLS) is employed within each component to fit the sample
appropriately, and then, the local trend is estimated for each component. In this study,
the fitting polynomial for each component v is denoted as yv(i).

yv(i) = α0 + α1i + · · ·+ αtit (5)
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with i = 1, 2, . . . , s; t = 1, 2, . . .

To estimate the variance, we apply:

F2(s, v) =

{
1
s ∑s

i=1{Y[(v − 1)s + i]− yv(i)}2, f or v = 1, . . . , Ns
1
s ∑s

i=1{Y[N − (v − Ns)s + i]− yv(i)}2, f or v = Ns + 1, . . . , 2Ns
. (6)

The linear polynomial fitting is demonstrated here. In practice, linear (m = 1),
quadratic (m = 2), and cubic (m = 3) or those polynomials that have high orders can
be applied when needed in order to fit the sample series. In this study, m is used as the
order, and it should not be set too high to avoid overfitting the sample series. To obtain the
optimal order of m, the findings for different ms should also be compared.

4. The fluctuation function Fq(s) of q order is estimated for all components through:

Fq(s) =
{

1
2Ns

∑2Ns
v=1

[
F2(s, v)

] q
2
} 1

q

. (7)

The fluctuation function F0(s) is obtained for q = 0

F0(s) = exp
{

1
4Ns

∑2Ns
v=1 ln

[
F2(s, v)

]}
. (8)

Steps 2 to 4 are repeated for various time scales s in order to examine how Fq(s) is
affected by different s on q.

5. The log–log plots of Fq(s) vs. s are analyzed at different q levels. The generalized
Hurst exponent [33] h(q) is specified by Equation (7) if a long-range power law
correlation is present in sample series.

Fq(s) ∼ sh(q) (9)

The Hurst exponent identifies the features of multifractality of financial time series
through the speed of local fluctuation growth with increasing scale s. A strong reliance
of h(q) on q is observed when series have multifractality, such as when large and small
fluctuations scale differently. However, in the case of mono-fractal series, h(q) is constant
for every q. Since the scaling behavior of the variances F2(s, v) is the same for all the
components, the averaging in Equation (7) produces the same scaling behavior for all
values of q. There is a significant dependence of h(q) on q if large and small fluctuations
scale differently. In case of positive q, the components with larger variances F2(s, v) (i.e.,
large deviations from the corresponding fit) dominate the average Fq(s). Hence, for positive
q, h(q) depicts the scaling behavior of the segments with larger fluctuations. On the contrary,
the segments with small variance F2(s, v) dominate the average Fq(s) for negative q. Thus,
h(q) describes the scaling behavior of the segments with small fluctuations for negative
values of q.

The value of Δh = qmin − qmax represents the range of h(q) and indicates the degree
of multifractality of a given time series. The higher the range of Δh, the stronger the
multifractality [60] but lower the strength of market efficiency because of fat-tailed behavior
and long-range autocorrelation properties. Since multifractal properties are negatively
correlated with market efficiency, the wider the multiple spectrum, the less efficient the
market will be [61]. The fluctuation associated with q shows a random walk at h(q) = 0.5,
which is persistent at h(q) > 0.5 and anti-persistent at h(q) < 0.5.

The scaling exponent τ(q) is defined as follows:

τ(q) = qh(q)− 1. (10)
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The singularity strength α and the singularity spectrum f (α) are examined through
Legendre transform and are calculated by the following equations:

α =
dτ(q)

dq
= h(q) + qh′(q) (11)

f (α) = qα − τ(q) = 1 + q[α − h(q)]. (12)

Here, α is also known as the Holder exponent and is used to characterize the sin-
gularity of the time series, where h′(q) represents the derivative of h(q) with respect to
q. Whereas f (α) defines the fractal dimension generated by all points with the same
singularity exponent α and f (α) ∼ α is a single, peaked, bell-shaped fractal spectrum.
In other words, the singularity spectrum describes the multifractal measure in terms of
interlaced sets with singularity force α, while f (α) is the dimension of the contour subset
characterized by α. For mono-fractal series, the uniqueness of the spectrum generates a
single point, while for multifractal series, the uniqueness of the spectrum is generated by a
downward concave function, whose degree of multifractality is evaluated by f (α). The
width of the multifractal spectrum is calculated by taking the difference between maximum
and minimum probability; i.e., αmax and αmin. If the width is small, the time series has
higher efficiency and lower heterogeneity [62].

The selection of scale q is important when investigating multifractality. However,
there is some uncertainty regarding the maximum and minimum values of q [63]. For
instance, Zhang et al. [64] and Liu et al. [65] stated that the range q = [−10, 0, 10] generally
achieves the requirements. However, Kantelhardt and Koscielny-Bunde [66] indicated that
a narrower range of q from −5 to 5 could be used to avoid a possible distortion of results
by the so-called “freezing phenomenon” linked to the fat tails of time series. Therefore, in
this study, we restrict q to [−5, 0, 5] with a step size of 1.

Lastly, the methods of Wang et al. [56] and Wang et al. [67] are employed to quantify
the level of inefficiency by calculating the market deficiency measure or the index of
Magnitude of Long Memory (MLM). According to MLM, a market is efficient if all of its
fluctuations follow a random walk behavior. This means that h(q)s related to different qs
are equal to 0.5. The MLM measure is defined as:

MLM =
1
2
(|h(−5)− 0.5|+ |h(5)− 0.5|) = 1

2
Δh. (13)

If large fluctuations (q = 5) and small fluctuations (q = −5) follow a random walk
process, the market is qualified as efficient, and the MLM measure reaches zero. Whereas
greater MLM values show weaker market efficiency and smaller MLM values show stronger
market efficiency.

4. Results and Discussion

The MFDFA’s empirical results for the US electricity market indices are presented in
this section. For all series, the log-log graphs of the fluctuation function Fq(s) vs. time scale
s, the slopes of generalized Hurst exponent, Renyi exponent τ(q), and the multifractal
spectrum f (α) are presented in Figure 2. The fitted lines for all series are observed in the
log-log graphs for the fluctuation functions and scales, which is picked up for q = [−5, 0, 5].
As for slopes of h(q) in Figure 2, the fitted lines that correspond to the generalized Hurst
exponent h(q) evidently depend on q. This declining pattern of q and its dependency for
scaling exponent imply the presence of multifractal structures. The plots of the Renyi
exponent τ(q) presented in Figure 2 are non-linear for all electricity indices. Finally, the
presence of multifractality is proven by the multifractal spectrum f (α), which is a single
humped shape.
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Figure 2. The Multifractal detrended fluctuation analysis (MFDFA) findings of electricity indices. The Fluctuation functions
for q = 5, q = 0, and q = 5 are displayed at the top left. The top right shows the Generalized Hurst exponent for each
q. The Mass exponent, τ(q), is presented at the bottom left, and the bottom right shows the Multifractal spectrum. The
market’s codes are presented in Table 1.

Table 3 presents the results of h(q) for the range of q = −5 to q = 5 where a negative q
signifies small price fluctuations and a positive q relates to large price fluctuations. It is
well acknowledged that a market is said to be multifractal if h(q) fluctuates with q from
−5 to 5; otherwise, it is mono fractal. As shown in Table 3, the h(q) values for the returns
vary significantly with q from −5 to 5, signaling that the electricity market indices are
multifractal. For example, the findings for Mass Hub show that h(q) achieves a maximum
of 0.40 at q = −5; then, it falls to 0.24 at q = 0 and finally to 0.10 at q = 5. The fact that the
generalized Hurst exponent h(q) is decreasing supports its dependency on q, implying the
presence of multifractality in Mass Hub’s time fluctuations. Similar patterns and findings
are found for the remaining electricity indices.
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Table 3. Generalized Hurst exponents ranging from q = −5 to q = 5.

Order q MASS MIDC PALO PJM

−5 0.3971 0.5249 0.4339 0.3100
−4 0.3766 0.4912 0.4154 0.2902
−3 0.3510 0.4500 0.3943 0.2686
−2 0.3194 0.4015 0.3695 0.2454
−1 0.2816 0.3462 0.3384 0.2204
0 0.2406 0.2831 0.2963 0.1930
1 0.2020 0.2134 0.2399 0.1622
2 0.1691 0.1449 0.1743 0.1272
3 0.1416 0.0872 0.1119 0.0893
4 0.1185 0.0430 0.0611 0.0517
5 0.0989 0.0104 0.0224 0.0174

The range or width of h(q) is examined through Δh over the range q ε [−5, 5 ], which
reveals the strength of multifractality. Larger values of Δh are associated with higher
multifractal patterns and lower efficiency levels shown by the sample series under analysis.
Table 4 shows the findings of the width of Δh. The greatest width of the generalized Hurst
exponent is noted for PJM West (Δh = 0.67) followed by Palo Verde (Δh = 0.54) and MIDC
Hub (Δh = 0.51). Mass hub, on the other hand, has the lowest level of multifractality, with
a Δh of 0.50. Hence, the findings reveal Mass Hub to be highly efficient, while PJM West is
the least efficient index of them all. Similar results are confirmed in Figure 2, which presents
the plots of the multifractal spectrum for all electricity market indices. PJM West has a very
large width (Δα), suggesting high multifractality levels compared to all electricity indices.
The rationale behind the higher complexity of PJM is its bigger size than Mass Hub and
other US electricity markets [68]. It serves more than 65 million people in 13 mid-Atlantic
states and is the world’s largest competitive wholesale power market by load [69]. On
other hand, Mass Hub only provides electricity to around 7 million consumers in six US
states known as New England.

Table 4. Results of efficiency.

Hurst
Average

Delta h
Delta
Alpha

Fractal
Dimension

MLM Ranking

MASS 0.2451 0.5040 0.4586 1.7549 0.2520 1
MIDC 0.2723 0.5145 0.7797 1.7277 0.2573 2
PALO 0.2598 0.5437 0.6403 1.7402 0.2719 3
PJM 0.1796 0.6726 0.5090 1.8204 0.3363 4

Now, the classical Hurst exponent H(q) at q = 2 is employed to examine the per-
sistence of sample series, which is a key indicator of multifractal characteristics. For all
electricity indices, the classical Hurst exponent values are less than 0.5, indicating anti-
persistent behavior or negative autocorrelation. This means that any negative or positive
change in one period will probably be followed by an opposite positive or negative change
in the next period. Electricity prices have been found in the literature to be neither per-
sistent nor random, but rather a mean-reverting (anti-persistent) process [70,71]. More
recently, Kristjanpoller and Minutolo [5] found anti-persistent behavior while examin-
ing the multifractal cross-correlation through R/S of US electricity indices with WTI and
natural gas.

For the robustness of results, the efficiency of electricity indices is further ranked
according to the MLM measure. Higher MLM values are associated with greater market
deficiency. In Table 4, the MLM results show PJM West to be most inefficient, with an MLM
value of 0.34, whereas Mass Hub is the least inefficient, as indicated by the lowest MLM
value of 0.25.
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We now use a rolling window approach to examine the dynamic Hurst exponent
(q = 2) and MLM to look at time-varying changes in the market efficiency of electricity
indices. This method has been widely used to investigate the dynamic features of financial
time series and to identify the potential repercussions of exogenous events [72]. Previous
literature has discussed the importance of choosing the right length of rolling window.
Zhang et al. (2018) argue that if the length of the rolling window is too large, the scaling
exponents’ evolution gets smoother, and the significant trends are easier to spot. However,
the impact of such events on short-term market dynamics is covered. The estimated
parameters due to economic cycling and seasonal factors might lose their locality and be
unable to illustrate the evolution of short-term events. Conversely, in the case of too short
a length, some short-term parameters may experience significant fluctuations, making
it difficult to find the trend [73]. Therefore, we use Zhao and Cui [74]’s rolling window
setting of 1500 days as the window length because of the large sample size. To begin, the
first 1500 days from the start of returns are taken to obtain the Hurst exponent (q = 2) and
MLM. Then, the window is moved forward by dropping the first observation and adding
another at the end. This process is repeated until the series is completed. A sequence of
Hurst exponent (q = 2) and MLM is obtained by looping over a range of dates across the
entire data set, as shown in Figures 3 and 4.

 

Figure 3. Dynamic Hurst exponents evolution for electricity indices (q = 2, and window = 1500).
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Figure 4. Dynamic evolution of multifractality degree for electricity indices (MLM, and window = 1500).

Figure 3 shows that the exponent lines never move up from 0.5 for all electricity
indices throughout the time period. This indicates anti-persistent behavior (negative
autocorrelation) during the whole sample. Figure 4 plots the results of the indices’ market
inefficiency using the MLM measure. Looking at the graphs, we can see that all return
series show rich multifractal degrees, but the highest is in Palo Verde. After the first quarter
of 2014, MLM shows a downward trend for Mass Hub (New England) and PJM West,
indicating an upward trend of market efficiency. According to the 2021 Regional Electricity
Outlook report by ISO New England, a winter reliability program was designed in 2014
to keep the power grid reliable during periods of fuel insecurity. It happened because
the region’s fuel delivery and energy security issues were highlighted by a brutal winter
cold snap. For MIDC Hub, a significant improvement in efficiency is observed after the
fourth quarter of 2012 with a maximum in 2018. The highest efficiency around the third
quarter of 2018 could be due to the fact that electricity prices in the western US reached
their highest levels since 2008. According to EIA [75], these high prices are the result of
record high temperatures, which led to a relatively high demand for electricity. However,
Palo Verde shows different behavior regarding market inefficiency, where the highest MLM
values are found in 2017 and 2020, indicating the lowest efficiency. Electricity sales in the
US declined by 80 billion kilowatt hours (kWh) in 2017, which is the largest drop since
the economic recession in 2009. According to EIA [76], this major drop in sales is due
to weather variations, which may have resulted in the highest inefficiency of Palo Verde
in 2017. However, we found no significant impact of the recent COVID-19 pandemic
on the degree of market efficiency for all electricity indices. On 11th March 2011, the
Tohuku earthquake and tsunami struck Japan and sparked the Fukushima nuclear crisis.
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Woo et al. [77] document that the impact of that crisis is international and could have a
significant effect on electricity markets, at least in the short term, as shutting down a nuclear
plant reduces supply in the electricity market, which leads to a high market price. Figure 3
indicates a significant decrease in efficiency in electricity markets overall, especially Mass
Hub and PJM West after 11 March 2011. Moreover, the overall electricity prices were high
from 2012 to 2013, which were driven largely by an increase in spot natural gas prices [78].
However, due to regional supply and demand issues, the percentage increases in electricity
prices were higher in MIDC and Mass Hub. MIDC is often among the least expensive in
the regions because of the regional concentration of hydroelectric generation. According
to EIA, the spring in MIDC region in 2013 was drier than the prior two springs, which
kept prices higher. This could be attributed to the significant decrease in the inefficiency
of MIDC from 2012 to 2013, as depicted in Figure 3. The cold weather put a strain on
the already stressed natural gas pipeline infrastructure in New England. This resulted in
electricity prices spikes in 2013, which might be the reason for the inefficiency spikes of
Mass Hub during this period.

5. Conclusions

The electricity market in the United States has undergone major deregulatory reforms
since the 1990s, aiming to increase competition and benefit consumers. This rising com-
petitiveness altered the price dynamics, resulting in an unavoidable increase in pricing
volatility [7,79]. At the same time, electricity prices incorporate all the supply/demand
shocks, which leads to highly complex characteristics i.e., autocorrelation, heteroscedastic-
ity, nonlinearity, etc. [8]. In this context, the focus is on examining the efficiency dynamics
of US electricity markets, using multifractality to test these complex characteristics. To
do so, we used MFDFA [36] to find the generalized Hurst exponent h(q) and the Renyi
exponent τ(q). The four major electricity indices i.e., Mass Hub, Mid C, Palo Verde, and
PJM West were studied. The roughly 20 years of data from 2001 to 2021 is a sufficient
period to test its multifractality.

The findings of this study confirm a significance presence of multifractal behavior in
all the US electricity markets studied. However, the strength of multifractality (Δh) varies,
with PJM West having the highest and Mass Hub having the lowest. As multifractality is
the indicator of market efficiency, the most efficient market is Mass Hub, while PJM is seen
to be least efficient. The MLM measure, which is a useful tool to quantify the efficiency of
financial markets, further confirms the findings. Moreover, all electricity indices at q = 2
exhibit anti-persistent (mean reverting) behavior. We employ an MFDFA rolling window
approach to investigate the dynamic feature of persistency and efficiency through the
classical Hurst exponent and MLM measure. The findings confirm anti-persistent behavior
for all series over time as well. All electricity market indices show significant multifractal
patterns over time with Palo Verde’s being the most volatile of all. Specifically, we found
an upward trend in the efficiency of Mass Hub and PJM West after the first quarter of 2014.

Several factors and variables may have an impact on the multifractality and effi-
ciency of financial markets. For example, Rizvi et al. [80] found liquidity and speculative
bubble problems, Chung and Hrazdil [81] discovered that a positive link between liq-
uidity and arbitrage activity leads to increased efficiency, and more recently, Al-Yahyaee
et al. [82] found efficiency to be positively linked with liquidity and negatively with
volatility. Furthermore, herding behavior [60], temporal correlation [83], volatility pre-
dictability [84], crash predictability [84,85], complexity of markets [86], and inefficient
market structures [67,72,87] may also impact the multifractality of financial markets. Most
importantly, government reforms [56], financial liberalization [60], economic freedom, and
competitive financial intermediaries [88] are also positively linked with market efficiency
and decrease multifractality.

This study provides novel findings for regulatory authorities, policymakers, and deci-
sion makers at the government and corporate levels. The significant multifractal behavior
of the US electricity market implies the existence of dependency and inefficiency. These
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inefficiencies could be linked to the market’s predictability and imperfections, which in
return lead to attaining abnormal returns [89]. Hence, regulators and policymakers should
confirm transparency requirements to improve public access to information, which leads to
reducing inefficiency. These findings may also be used by governments to decide on future
deregulation of other possible natural monopolies, such as the electricity transmission
sector. Additionally, the findings are useful for institutional investors who invest or trade
in electricity market activities or energy stocks. This will help them to develop portfo-
lios for better decision-making processes and risk management strategies, as according
to previous studies, the width of the multiple spectrum is an indicator of future price
fluctuations [84,90]. Therefore, these findings may also potentially help consumers who
could see better electricity prices as producers and retailers are more able to match forecasts
with demand. Future research should compare the efficiency and multifractality of the US
electricity market with countries that have deregulated their electricity market and those
that are still monopolistic. This research can also be extended by looking at the possible
factors that may affect the multifractality of electricity markets.
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Abstract: Indonesia has an increasing electricity demand that is mostly met with fossil fuels. Al-
though Indonesia plans to ramp up Renewable Energy Technologies (RET), implementation has been
slow. This is unfortunate, as the RET potential in Indonesia might be higher than currently assumed
given the archipelago’s size. However, there is no literature overview of RET potentials in Indonesia
and to what extent they can meet current and future electricity demand coverage. This paper reviews
contemporary literature on the potential of nine RET in Indonesia and analyses their impact in
terms of area and demand coverage. The study concludes that Indonesia hosts massive amounts
of renewable energy resources on both land and sea. The potentials in the academic and industrial
literature tend to be considerably larger than the ones from the Indonesian Energy Ministry on
which current energy policies are based. Moreover, these potentials could enable a 100% renewables
electricity system and meet future demand with limited impact on land availability. Nonetheless,
the review showed that the research topic is still under-researched with three detected knowledge
gaps, namely the lack of (i) economic RET potentials, (ii) research on the integrated spatial potential
mapping of several RET and (iii) empirical data on natural resources. Lastly, this study provides
research and policy recommendations to promote RET in Indonesia.

Keywords: renewable energy; potential; Indonesia; literature review; 100% renewables; scenario

1. Introduction

Indonesia is a strongly growing country and could become the world’s 4th largest
economy by 2050 [1]. This development is reflected by Indonesia’s rapidly increasing
electricity demand of more than 6% p.a. since 2000 [2,3]. Until now, the archipelago mostly
depends on its abundant domestic resources of coal and natural gas to meet this demand [4].
Nevertheless, Indonesia has committed to the energy transition via the national energy
plan (Rencana Umum Energi Nasional—RUEN) and targets a share of Renewable Energy
Technologies (RET) in the energy mix of 23% and 31% by 2025 and 2050, respectively [5].

Large hydropower, geothermal and biomass are already substantial parts of Indone-
sia’s electricity mix with 17.3% in 2018 [4]. In contrast, the shares of alternatives like
solar photovoltaics (PV) and wind power are considerably lower, while ocean energy
has not been implemented at all. The reasons for the stagnant development of the latter
technologies are manifold, including lack of experience, limited grid flexibility to balance
intermittent power production [6–9] as well as opaque and incomplete pricing schemes,
investment-repelling regulation and complicated, time-consuming licensing processes [5].
Notwithstanding, the implementation of RET might benefit from a more comprehensive
and accurate overview of their potential in Indonesia. With such an overview, it would
be possible to assess how much current and future electricity demand could be covered
with RET. Moreover, energy scenarios like a 100% renewable electricity system and its
requirements like land area could be deduced. With these insights, it would be possible
to evaluate whether current RET implementation goals are in line with the potentials and
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whether adjustments are needed. To our knowledge, such an overview does not exist yet
in literature. Therefore, this paper aims to address the following research question:

What is the state of contemporary literature on RET potentials for electricity pro-
duction in Indonesia and to what extent could these potentials meet current and future
electricity demands?

To answer the research question, existing academic, industrial, and governmental
literature on the potentials of nine RET in Indonesia is reviewed. The focus is set on the
provincial and national level and distinctions are made between the theoretical, technical,
practical, and economic potential as shown in Table 1. Moreover, this study critically
analyses what is necessary to activate these potentials in terms of required land areas, and
indicates the impact of the potentials on current and future electricity demand. Light is also
shed on how implementation proceeded compared to the plans expressed in the RUEN.

The scientific contribution of this work is not only to provide an overview of existing
literature on RET potentials in Indonesia but also to critically put them into perspective in
terms of impact and realisation requirements. Moreover, this study aims to raise awareness
to researchers, policymakers, and investors about Indonesia as a country that not only
hosts a diverse set of renewable resources but also has a large and rising energy demand
to match these resources. By discovering current knowledge gaps in the literature, future
research directed towards these gaps might contribute to knowledge on both Indonesia’s
energy transition and climate change mitigation with benefits beyond national borders.
Therefore, the results also have significant policy relevance.

The paper is organised as follows. Section 2 elaborates on the methods to search and
select literature as well as defining the boundaries of the review. Section 3 presents the
results of the literature review, followed by a critical discussion in Section 4. The paper
ends with a conclusion and recommendations in Sections 5 and 6, respectively.

2. Materials and Methods

An overview of the literature review is depicted in Figure 1. Backwards snowballing
was used to trace primary literature with a maximum of two iteration cycles. Regarding
language and grammar, studies were left out if the main message of the reviewed publica-
tion could not be unequivocally reconstructed. In case a study was filtered out on abstract
scan, it was still fully read if its content was helpful to convey the storyline of this paper.
Thus, the elaborations in the following sections are not only based on the 38 extracted
studies in Figure 1. Out of the 38 reviewed studies, 4 come from the Ministry of Energy
and Natural Resources (Kementerian Energi dan Sumber Daya Mineral—ESDM), 5 from
industrial sources and 29 from academic literature. 22 publications focus on the national,
6 on the global level, and 5 studies each on the provincial and inter-provincial, regional
level. Regarding the technologies, 7 studies each were about a set of RET and solar PV,
6 studies were about biomass, 5 studies each were about wave energy and tidal current and
2 studies each were about hydropower, OTEC, offshore wind and geothermal. 34 studies
are in English, 4 in Indonesian (Bahasa Indonesia).

Figure 1 shows that 182 studies were filtered out due to being secondary literature
or too regional scope. This study aims to draw insights from potential studies that can be
scaled to the global or at least provincial level. Local case studies might not be scalable
to such an extent, especially for locally sensitive technologies like wind power, which is
why they are excluded here. Nonetheless, it is acknowledged that localised RET research is
highly important, as decentralised RET can be a gateway for community empowerment
and local socio-economic development [10,11].

The nine reviewed technologies comprise geothermal, large and small hydropower,
biomass, solar PV, wind power as well as tidal power, wave energy and Ocean Thermal
Energy Conversion (OTEC). In literature, the potential of these technologies is studied on
different levels based on different definitions as Table 1 shows. To maintain consistency,
this study uses the definitions found in academic and industrial literature, as these are
broken down more distinctly compared to those of the ESDM. The ministry’s potentials
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are adjusted where necessary to make them comparable. ESDM’s technical and practical
potentials are summarised as technical potentials and the acceptable potential becomes the
practical potential. ESDM’s theoretical and economic potentials are assumed to remain
unchanged. The values drawn from the Global Energy Resource Database by Royal Dutch
Shell are based on “[ . . . ] an estimate of the realistic, or constrained, technical potential,
which accounts for technical as well as non-technical limitations [ . . . ]” [12] (p. 240). Hence,
the realistic potentials listed in the database are labelled as practical potentials here.

 

Figure 1. Methods used for the systematic literature review on RET potentials in Indonesia.

In this paper, the potentials found in literature are shown in their original physical
units and converted to GWe to make them comparable. In the case of units of energy,
the potential is converted to GWe using average generation efficiencies (electricity output
divided by primary energy input) and capacity factors (generated electricity divided by
installed capacity and 8760 h/year) of Indonesian power plants based on the statistics
provided by ESDM [2].

Unless stated otherwise, this literature review focuses on RET for electricity produc-
tion, while other applications such as heat, cold and transportation are excluded. Moreover,
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the state of the art of individual technologies and power plants is not reviewed as such
works already exist as pointed out in the respective sub-sections. The review of energy
statistics is limited to the context of RET since general statistics for the whole Indonesian
energy system were covered recently [6,9,13,14].

Table 1. Different definitions of potentials found in literature.

Academic and Industrial Literature [15–17]
(Terminology Used in This Study)

Reports by ESDM [18]

Theoretical Potential
Potential restricted by physical limits (e.g., Carnot
efficiency for thermal power plants, Betz limit for wind
turbines, etc.)

Potential based on field data via a modelling system

Technical Potential
Potential restricted by technical limits (e.g., geo- and
oceanographic restrictions, electrical and mechanical
efficiencies, etc.)

Identified potential that can be implemented at a
certain location

Practical Potential Potential restricted by non-technical limits (e.g.,
protection zones and tourist areas)

Identified potential that can be implemented at a certain
location based on long-term data

Acceptable Potential - Potential that considers demand, infrastructure, and
communal approval

Economic Potential Potential with unit costs equal to or lower than
benchmark (e.g., wholesale electricity price) Potential that can be actually utilised

3. Results

3.1. RET in Indonesia and Development Plans

In 2018, Indonesia’s share of RET in the electricity mix was 17.4% as shown in Figure 2.
The Levelized Cost of Electricity (LCOE) of renewables and their competitiveness against
fossil-fuelled generators in Indonesia are shown in Table 2. What the most prominent
RET in Indonesia, namely large hydropower, geothermal and biomass, have in common is
their non-intermittent power production. In contrast, fluctuating RET like solar PV and
wind power are still at an early stage of implementation in Indonesia [2]. But this might
change with the government’s current capacity development targets. Indonesia plans to
ramp up the total installed capacity from 65 GW in 2018 to 443 GW until 2050, 168 GW
of which from RET, as shown in Figure 3a. Moreover, Indonesia’s electricity demand is
expected to rise from 258 TWh in 2018 [4] to 2046 TWh in 2050 [5,19]. Despite the ambition
to develop RET in the Indonesian electricity system, the dominance of fossil fuels would
not end with the RUEN but get stronger as illustrated in Figure 3a. So far, both fossil and
renewable capacity are not implemented as planned in the RUEN as seen in Figure 3b, at
least in absolute terms. In relative terms, fossil capacity was developed at the planned
annual rate of roughly 6%, while RET only grew by 5% per year instead of the planned 9%.
This suggests that implementation targets might generally be set too high and that the
development of fossil capacity proceeds smoother compared to renewable capacity.

Table 2. The levelized cost of electricity of renewables and fossil-fuelled generators in Indonesia.
Values for OTEC based on [20], values for all other technologies based on [21].

Technology Levelized Cost of Electricity [US¢/kWh]

Open-Cycle Gas Turbine 9.2–12.94
Combined-Cycle Gas Turbine 6.69–8.93
Coal Mine Mouth 5.01–7.31
Coal Sub Critical 6.11–8.41
Coal Super Critical 5.77–8.05
Coal Ultra Super Critical 5.83–8.38
Onshore Wind 7.39–16.1
Utility Scale Solar 5.84–10.28
Geothermal 4.56–8.7
Biomass 4.68–11.4
Ocean Thermal Energy Converson (Commecial Large-scale
plant after 30 years of modelled upscaling.) 6.2–16.8
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Figure 2. Total electricity supply of Indonesia in 2018 [4].

Figure 3. (a) Planned installed capacity based on RUEN [5] and (b) installed vs. planned capacity of fossil and RET until
2019 [2,5].

The following sub-sections show the results of the literature review on RET potentials
in Indonesia and the impact of these potentials on demand coverage and area usage if
possible. Furthermore, the current developments and barriers of each technology are
discussed as well as their roles in the RUEN. Based on these insights, it might be possible
to explain why RET implementation does not progress as planned.

3.2. Geothermal

Geothermal power plants produce electricity by extracting the heat generated and
stored within the Earth at depths of around 1 km and below. According to current estimates,
Indonesia hosts around 40% of global geothermal resources due to its location on the ring
of fire, an area known for seismic and volcanic activity [22,23]. As of 2019, Indonesia
deployed 2.1 GWe or 9% of estimated geothermal resources which produced 14 TWhe.
With such a capacity, the country ranks 2nd in global geothermal implementation behind
the USA [24].

Estimates on geothermal potentials in Indonesia mainly come from the Geology
Agency of ESDM. In contrast to other RET, geothermal potentials are clustered in two
categories, namely resources and reserves. Resources are rough estimations of geothermal
heat, which might be exploitable if technical and economic prerequisites are met. Reserves
on the other hand only include technically and economically recoverable heat based on
geoscience survey tools and empirical data like reservoir temperature and size [25]. The
Geology Agency aggregates resources and reserves to get a total [2]. Resources can become
reserves if they can be extracted economically and vice versa, reserves can become resources
again if detrimental economic developments render their extraction unprofitable.
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In 2019, geothermal resources and reserves were 9.3 GWth and 14.6 GWth [2], respec-
tively. Outside ESDM’s work, only one academic study was found that estimated Indone-
sia’s geothermal potential. However, that study did not calculate potentials but proposed a
new accounting methodology based on ESDM’s values [25]. Additionally, recent literature
comprises literature reviews of the geothermal industry in Indonesia [22,23,26,27]. From
the industrial side, Royal Dutch Shell [28] indicates practical resources of 1009 PJe per year
or 42 GWe if a capacity factor of 76% is assumed [2]. With such resources, Indonesia’s elec-
tricity demand in 2018 [4] and 2050 [5,19] could be covered to 108% and 14%, respectively.

Until 2050, an installed geothermal capacity of 17.5 GWe is planned, which is 4% of
the total planned RET capacity [5]. For an additional capacity of 15.4 GWe, more than
300 new plants would have to be built with an average capacity of 50 MWe [2]. This
exceeds the current thermal reserves, which implies that some part of the resources must
become reserves. To which extent this is possible depends on economic developments and
technical availability, as not all thermal resources are suitable for electricity generation [25].
As of now, the installed capacity in 2019 is 15% lower than projected in the RUEN [2].
Current challenges include complications in obtaining land permits, inadequate electricity
tariffs, opposition from local communities, limited data availability as well as long lead
times of 7–8 years on average amongst others [29].

3.3. Hydropower

Hydropower plants convert the energy of moving water into electricity. Depending on
the system size, there is large and small hydropower. Although an accepted consensus of
10 MW has emerged as an upper limit for small hydropower, there is no formal definition,
leading to regionally variable thresholds [30]. Some works aggregate the potential of both
technologies, including Hoes et al. [31] calculating a theoretical potential of 241 GW and
Royal Dutch Shell [28] with a practical potential of 205 PJ per year or 15 GW, if a capacity
factor of 43% is assumed [2]. In the following, the two technologies are reviewed separately.

3.3.1. Large Hydropower

ESDM currently estimates a theoretical large hydropower potential of 75 GW [32,33],
a value obtained in 1983 [34]. From this potential, 30% and 29% are situated in Papua and
Kalimantan, respectively [18]. The only reviewed industrial study estimates a practical
potential of 26 GW and includes restrictions like protected areas, tourism zones, reservoir
size and resettlement of residents [35]. In 2019, roughly 5.6 GW or 7.5% of the theoretical
potential was installed resulting in an electricity production of around 21 TWh. Malaysian
hydropower is the only type of electricity that is imported to Indonesia. Including 1.7 TWh
of these imports, large hydropower’s contribution to the total electricity supply was 7.6%
in 2019 [2].

Large hydropower will be an integral part of the Indonesian energy transition accord-
ing to the RUEN. Until 2050, an additional capacity of 32.5 GW is planned, which is higher
than the technical and practical potentials mentioned above. With a resulting capacity of
38 GW in 2050, large hydropower would form 8.6% of total installed capacity, making it
the second largest renewable generator in Indonesia in terms of capacity after solar PV [5].
Moreover, 38 GW of large hydropower could cover 55% and 7% of Indonesia’s electricity
demand in 2018 [4] and 2050 [5,19], respectively. In 2019, implementation exceeded plans
by 2% [2].

3.3.2. Small Hydropower

Currently, ESDM estimates a theoretical small hydropower potential of around
19.4 GW [18,36]. The highest share of that potential is in East and Central Kalimantan
with 18% and 17%, respectively [33]. In 2019, the installed capacity was around 418 MW or
2% of the theoretical potential [2]. In academic literature, small hydropower enjoys more
attention than its large counterpart with individual case studies [37–40], a review [41] and
a climate change impact study [42].

278



Energies 2021, 14, 7033

The rapid upscaling of small hydropower is endorsed in Indonesia due to low costs,
local expertise and reliable power production, amongst others [43]. An installed capacity of
7 GW until 2050 is targeted in the RUEN, most of which are in Sumatera, Kalimantan, Java
and East Nusa Tenggara [5]. With 7 GW of small hydropower, 10% and 1% of Indonesia’s
electricity demand in 2018 [4] and 2050 [5,19] could be covered, respectively. However,
implementation lagged by roughly 44% in 2019 [2]. Small hydropower is considered key
for rural electrification and community empowerment, while reported barriers include
lack of foreign investment, access to finance, as well as limited infrastructure [29].

3.4. Biomass

In the field of energy, biomass encompasses all renewable plant- and animal-based
materials for power and heat production. Figure 4 summarises the different types of
biomass available in Indonesia and the options for power generation.

 

Figure 4. Biomass in Indonesia and options for power production (based on [44–49]).

The potential of biomass in Indonesia is studied widely by both governmental and
academic research. Table 3 shows current literature on biomass potentials in both their
original physical units as well as in terms of thermal energy and electrical capacity. ESDM
estimated the potential of biofuels, residues from industrial agriculture and biogas for
power generation. Elaborations on the methods and assumptions regarding the conver-
sion from thermal to electrical energy could not be found. Currently, ESDM estimates a
theoretical biomass potential of 32.7 GWe [36], with most of the resources being located in
Sumatera, the Java-Madura-Bali region and Kalimantan with roughly 48%, 28% and 16%,
respectively. Palm oil, as well as rice husk, take the largest shares of the potential with 39%
and 30%, respectively [18]. Out of the 32.7 GWe, municipal waste and biogas from manure
comprise potentials of 2.1 GWe and 0.5 GWe, respectively [18,32].

In academic literature, national theoretical and technical potentials were assessed for
solid biomass [45,47,50], biogas [46,51] and bio-methanol for fuel cells [44]. A critical aspect
of the sustainability of biomass is its origin. As mentioned above, biomass for energy
conversion is primarily produced in palm oil plantations which often renders the local envi-
ronment a degraded wasteland [52]. Therefore, an increased use of unsustainable biomass
for electricity generation might exacerbate deforestation and undermine efforts to make
Indonesia’s energy system more environmentally friendly. One way to establish sustainable
biomass supply chains is the renewed use of degraded land to cultivate plants like bamboo
and nyamplung with additional benefits like soil recovery and non-interference with food
production [47,50,53]. From a bottom-up perspective, challenges with this option are un-
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certain land tenure and local ownership as well conflicting interests between investors and
local communities [54]. Although potentials in literature can vary considerably, it can be
noted that the biomass potential tends to be the highest for energy crops, amongst others
cultivated on degraded land. They could theoretically cover up to 28% of Indonesia’s final
energy demand and 32% of electricity demand in 2050 [5]. Compared to energy crops, the
potential of biomass residues is less high, which is in line with the findings of ESDM.

Table 3. Biomass potentials in Indonesia. * (Co-)firing in steam plants with efficiency and capacity factor of 34.0% and
74.8% respectively. ** Combustion in gas plants with efficiency and capacity factor of 38.4% and 18.8%, respectively [2,4].
*** Density and heat value of methanol 792 kg/m3 and 22.7 MJ/kg, respectively.

Potential

Ref. Type of Biomass Origin of Biomass
Type of

Potential
Original Unit(s)

Thermal
Energy [PJth]

Capacity
[GWe]

Solid Biomass
[32] Primary & Secondary Agriculture Theoretical 28.0 GWe 1940 * 28.0
[45] Primary & Secondary Industrial forestry Technical 132.2 PJth 132.2 1.9 *
[47] Energy Crops Degraded land Theoretical 1105 PJth 1105 15.9 *
[50] Energy Crops Degraded land Theoretical 5000–7000 PJth 5000–7000 71.9–100.7 *

[28] Energy Crops, Primary
& Secondary

Industrial forestry
and agriculture Practical 1225 PJth 1225 17.6 *

Biogas
[32] Secondary Manure Theoretical 535 MWe 8.3 ** 0.5

[46] Secondary Livestock farming Theoretical
Technical

9597.4 Mm3/year
1.7 × 1010

kWhe/year
159.4 ** 10.3 **

Waste-to-Energy
[18] Tertiary Agriculture Theoretical 2.1 GWe 145.7 * 2.1

[51] Tertiary Households,
industry, etc.

Theoretical
Technical

2992 GWhth/year
1172 GWhe/year

343 MWe

10.8 0.3

Bio-Methanol

[44] Primary & Secondary Natural and
industrial forestry Technical

40–169 × 109 L
42–176 Whe/year

10–42 GWe

730–3040 *** 10–42

Recently, the use of biomass for power generation was increased significantly from
0.3% of total generation in 2017 [55] to 4.8% in 2018 [4]. Parts of that share come from
the co-firing of biomass in coal plants, which is perceived as one of the cheaper options
to promote the energy transition [48]. First tests have already been conducted by ESDM
with positive results [56]. However, its feasibility for small-scale, rural application still
needs to be addressed [54]. Moreover, there might be lock-in effects for coal-based power
generation, as current co-firing plants are designed for a biomass rate of only 10–15% [57].
In the RUEN, a ramp-up to 26 GW until 2050 is projected, which would encompass 15.5%
of the total planned renewable capacity [5]. As of 2019, implementation lags by 15% [2]
due to barriers like insufficient tariffs, the resistance of local communities as well as lack of
stakeholder coordination [29].

3.5. Solar PV

Solar energy can be converted to electricity in numerous ways, e.g., with PV modules
on which this section will focus. ESDM estimates a theoretical solar PV potential of
3551 GWp [58] with forest areas and 1360 GWp [5,18] without forest areas, respectively.
The theoretical potential is then multiplied with a uniform efficiency of 15%, resulting
in a technical potential of 533 GWp [58] with forest areas and 208 GWp [5,18,33] without
forest areas. Although ESDM only mentions forest areas as an exclusion criterion, their
solar PV potential map indicates that conservation areas on land and sea are considered as
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well [5]. The largest shares of the photovoltaic power potentials are situated in the West
and the North of the country, especially in Sumatera with 32% and Kalimantan with 25%,
respectively [18].

However, if forest and conservation areas are the only exclusion criteria, the tech-
nical potentials are rather small as shown in Table 4. Assuming an installed capacity of
150 Wp/m2 and using current statistics on total land, forest, water, and conservation areas,
the technical solar PV potential would be 99 TWp if the entire eligible area would be covered
with solar panels. Only 0.21% of eligible land area and 0.07% of total land area would be
needed for 208 GWp which seems conservative. For instance, roughly 0.1% of Germany’s
total land area was already covered with solar PV in 2019. (Based on installed capacity of
49 GWp [59], power production of 150 W/m2, and total land area of 357,386 km2.) It could
be that ESDM used further exclusion criteria, but these were not confirmed by the reviewed
material. Nonetheless, solar PV’s prospect of becoming Indonesia’s key energy technology
is apparent even with ESDM’s values. Assuming an annual solar electricity production of
1377 kWh/kWp [60], the electricity production from 208 GWp would be enough to cover
111% of Indonesia’s electricity demand in 2018 [4] and 14% of the projected demand in
2050 [5,19].

Table 4. The technical potential of solar PV based on ESDM [5,18,33] and own estimations for maximum land coverage
excluding forest, water, and conservation areas.

Region

BPS [61] ESDM Own Estimation

Land Area (Excl. Forest,
Water, and Conservation

Area) [km2]

Tech. Potential
[GWp]

Total Area Coverage for
ESDM Potentials [%]

Tech. Potential with
Land Area [GWp]

Sumatera 251,603 69 0.070 37,740
Java 96,312 32 0.032 14,447
Bali, East & West Nusa
Tenggara 43,870 19 0.019 6581

Kalimantan 176,921 53 0.053 26,538
Sulawesi 53,422 23 0.023 8013
Maluku & North Maluku 14,547 5 0.005 2182
Papua & West Papua 20,991 8 0.008 3149
Total 657,666 208 0.21 98,650

The potentials found in academic and industrial work are much higher than the ones
from ESDM and are summarised in Table 5. The Institute for Essential Services Reform
(IESR) [62] found a technical potential of 20 TWp while excluding protected and forest
areas, water bodies, wetlands, airports, harbours and areas with slopes higher than 10◦.
With further exclusion criteria like agricultural and settlement areas, a practical potential
of 3.4 TWp was calculated, which would cover Indonesia’s electricity demand in 2018 [4]
18 times and the projected demand in 2050 twice [5,19]. For such a capacity, 3.4% of
Indonesia’s suitable land area is necessary. Another industrial estimation on practical solar
PV potentials comes from the Royal Dutch Shell Database [28] with 6569 PJ or 1.3 TWp.

Solar PV is planned to be the most dominant technology in terms of installed capacity
with 45 GWp in 2050, which would be 10.1% of total and 26.8% of renewable capacity.
For this, the roofs of up to 30% of government buildings and up to 25% of developed
residential housing should be occupied by solar PV. Another plan is the development of
a vertically integrated, domestic PV industry [5]. However, solar PV struggles to gain
traction in Indonesia today and implementation trails behind by over 73% [2], as shown in
Figure 5a.
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Table 5. Overview of academic and industrial solar PV potential research.

Ref. Publication Type Regional Scope
Potential

Theoretical Technical Practical Economic

[62] Report National - 20,000 3400 -
[28] Database National - - 1300 -
[63] Journal Paper On-Grid National - 1100 27 0.4
[64] Journal Paper Off-Grid National - - 0.8 -

[65] Journal Paper National - 3200 (on-grid)
45,900 (off-grid)

73.3 (on-grid)
0.4 (off-grid) -

[66] Journal Paper West Kalimantan - 148 - -
[67] Journal Paper West Kalimantan - 2.0 - -

[68,69] Report Bali - 80 - -

 
Figure 5. (a) Planned vs. installed solar PV capacity. (b) Electricity production from solar PV [2,5].

A closer look into ESDM’s statistics reveals that the problems mostly come from
grid-connected systems. Although off-grid PV systems only comprise 28% of the total
installed capacity of 146 MWp in 2019, they produced 54% of the total solar electricity
production. Based on Figure 5, an average capacity factor as low as 2% underlines the
operational problems of some solar PV systems documented in the literature [7,8]. Then
again, statistical errors might also be responsible for the low factor, given that Figure 5a,b
are not always aligned. On a positive note, solar PV already contributes to the electrification
of rural communities. As part of a government programme, over 360,000 solar-powered
lamps have been distributed across Indonesian communities [18,70]. These and other
efforts seem to pay off and the recorded performance of the off-grid solar system should be
an encouragement to promote even more solar systems in Indonesia both on- and off-grid.
To do so, several barriers must be tackled, which for solar PV include complications in
land ownership, unattractive tariffs and policy support, lack of local experience [29] as
well as active resistance from the state-owned utility company Perusahaan Listrik Negara
(PLN) [8].

3.6. Wind Power

The kinetic energy of moving air can be converted to electricity using wind turbines.
ESDM estimated a theoretical and technical onshore wind potential with and without
forest and conservation areas. At locations with average wind speeds above 6 m/s, 1 MW
wind turbines were assumed with an area requirement of 1 km2 per turbine. At locations
with wind speeds between 4 and 6 m/s, 100 kW turbines with an area requirement of
0.25 km2 were assumed [71]. The wind speeds were mapped at heights between 30–50 m
at 120 locations [18]. Offshore locations were excluded in ESDM’s assessments and the
differences between potentials were not elaborated. The theoretical and technical potentials
of onshore wind are 113.5 GW and 30.8 GW [71] with and 60.6 GW and 18.1 GW [5,18]
without forest and conservation areas. Assuming a capacity factor of 36% [2], the latter
technical potential would be enough to cover 22% of Indonesia’s electricity demand in
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2018 [4] and 3% of the projected demand in 2050 [5,19]. Most of the theoretical potential is
in Java and East Nusa Tenggara with 38% and 17%, respectively. More comprehensive wind
measurements and analyses are recommended to refine the potential [33]. As with solar
PV, ESDM’s wind potentials might be too conservative for three reasons. First, it is again
not clear whether forest and conservation areas were the only spatial restriction areas on
land, given that 18 GW of wind power would merely require 2.7% of Indonesia’s total land
area. Second, the assumed capacity densities might be too pessimistic, as current practice
and studies suggest a density of 7 MW/km2 [12]. Third, the omission of offshore wind
removes a vast and otherwise eligible area for wind power deployment. Although there
are good reasons to omit offshore wind in some areas, for example interfering shipping
routes and high risk of natural catastrophes, no explanation for the exclusion could be
found in ESDM’s reports.

Rethinking the exclusion of offshore wind might be worthwhile, as academic and in-
dustrial sources suggest a far higher offshore than onshore wind potential. Bosch et al. [72]
conducted a global offshore wind analysis and calculated a practical potential of 3.0 TW
and 8318 TWh in Indonesia, using Economic Exclusive Zones (EEZ), conservation areas,
vicinity of marine cables and water depth as exclusion criteria. This potential could cover
Indonesia’s electricity demand in 2018 [4] 36 times and the projected demand in 2050 [5,19]
four times. To implement such a capacity, roughly 8% of the 5,568,600 km2 [73] of the total
available sea area of Indonesia would be required. In the database of Royal Dutch Shell [28],
the practical on- and offshore wind resources are 69 and 14,174 PJ, or 6 and 1248 GW with
a capacity factor of 36% [2], respectively. In the underlying study of the database [12],
floating wind turbines were included up to a water depth of 1000 m. This opens up a
new dimension of potential as mounted offshore turbines cannot be implemented at such
depths today.

Gernaat et al. [74] estimate a technical offshore potential of 53 EJ, which translates
to a capacity of 4668 GW or 260 times ESDM’s potential. It is unclear why this potential
is so high, given that the water depth and distance to shore were restricted to 80 m and
139 km, respectively, while the other two studies [28,72] above include depths of 1000 m
for floating wind turbines and a distance to shore of more than 200 km. There might be
differences in input data and limited accuracy due to low-resolution data. In contrast
to Deng et al. [12] and Bosch et al. [72], who use wind speed data with a resolution of
19 km and 5 km, respectively, Gernaat et al. [74] do not mention the data resolution,
so their estimation could not be checked. No other academic study on the national or
provincial potential of wind power was found to validate these numbers. Instead, both
international [75–77] and Indonesian [78–80] research tends to focus more on local case
studies. Even if Gernaat et al.’s [74] potential would be technically possible, the practical
hurdles are very high given that 11% of Indonesia’s available sea area would be needed for
such a capacity.

Until 2050, 28 GW of wind power are planned to be installed, but Figure 6a shows
that implementation lagged by roughly 60% in 2019, notwithstanding a significant growth
of electricity production from wind power since 2017 as Figure 6b illustrates [5]. In 2019,
154 MW or 0.25% of ESDM’s technical potential were tapped. But as with solar PV, the
unaligned development of capacity and electricity production in Figure 6a,b indicate that
there might be statistical errors. Current barriers are unattractive tariffs as well as a lack of
stakeholder coordination and experience [29]. Besides increasing the quantity and quality
of wind resource assessments and feasibility studies, the RUEN calls for the development
of wind turbines in isolated regions, outermost islands and at the country borders [5],
which might imply wind power’s vital role for future rural electrification.

3.7. Ocean Energy

Ocean energy is the least developed RET in Indonesia and no commercial plants are
operating yet. However, being the largest archipelago worldwide, Indonesia has excep-
tional potentials to use the energy stored in the ocean, namely through the motion of tides
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and waves or the thermal energy of the water. In recent reports of ESDM and the RUEN,
the collective theoretical and technical potentials of ocean energy are estimated as 288 GW
and 18–72 GW, respectively, though without elaboration on methods, assumptions and
distinction between individual technologies [33]. The further assessment and refinement
of ocean energy technologies are explicitly encouraged, and their upscaling is currently
projected to start in 2025 with a target capacity in 2050 of 6.1 GW [5]. Besides ESDM, the
Indonesian Ocean Energy Association (Asosiasi Energi Laut Indonesia—ASELI) assessed
the potentials of individual ocean technologies. However, despite being frequently cited
in other papers [16,81–83], the underlying study or seminar protocols could not be found.
The internet presence of ASELI was not accessible anymore in December 2020. Thus, the
primary study from ASELI could unfortunately not be reviewed.

 
Figure 6. (a) Planned vs. installed wind capacity. (b) Electricity production from wind power [2,5].

3.7.1. OTEC

OTEC generates electricity using the temperature difference between warm surface
and cold deep-sea water. As a tropical archipelago, Indonesia is a very interesting country
for OTEC [84–86]. Recently, the practical and economic potential of moored OTEC in
Indonesia has been estimated with and without upscaling and technological learning.
There, a practical potential of 102 GWe is estimated, which would span over 14% of
the available marine area. Without upscaling and technological learning, the economic
potential is refined to 0–2.0 GWe [87] and increases to 6–41 GWe if these two important
mechanisms are included [20,88]. OTEC could cover up to 22% of Indonesia’s electricity
demand in 2050 [5,19]. Besides that, a nominal 100 MWnom plant at 20 ◦C seawater
temperature difference could produce around 1200 GWh of electricity annually [89] due to
real average temperature differences far higher than 20 ◦C of up to 25.4 ◦C [90].

3.7.2. Tidal Power

The movement of water caused by the gravitational forces between the Earth, Moon
and Sun can be exploited for electricity generation. The only estimation of tidal energy’s
theoretical potential in Indonesia originates from an IRENA report [91] in collaboration
with ESDM and comprises 18 GW, which would be 6% of the total theoretical ocean energy
potential above. Besides that, academic research focuses on local power densities [92–94]
and regional potentials [95–99] of tidal current power, while studies on alternatives like
tidal barrages could not be found. Among existing literature, the most researched sites
are the straits in Bali, Lombok, Larantuka and Alas. In Alas, the technical potential could
be as high as 2.3 GW, while Larantuka and Bali could have technical potentials between
0.2–0.3 GW and 0.5–1.0 GW, respectively [95,96]. These low potentials might be explained
by suboptimal local tide properties and moderate flow velocities [98]. To the knowledge
of the authors, no academic or industrial work has shed light on national tidal power
potentials in Indonesia yet.
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3.7.3. Wave Energy Conversion

Wave energy converters produce electricity from the kinetic energy of waves. Within
the global wave energy research network, many concepts have been studied over the last
decades. Many of these designs are limitedly comparable due to technical differences [100]
and uncertain design parameters [101]. For Indonesia, the oscillating wave column emerged
as the most frequently studied technology and the potential of wave converters have
been assessed as parts of global studies [102,103] as well as country-specifically on a
national [83,101], provincial [104], cross-provincial [105,106] and local levels [107,108]. In
the field of wave energy, the specific potential is usually expressed in the unit of kW/m,
which represents the power per wave crest width [100]. In Indonesia, South Java is
considered to have promising wave energy resources of up to 30 kW/m [101–103]. Other
interesting areas are the Arafuru Sea [83], South Sumatera coastline [106] and South Kuta
Bali [109]. An aggregated potential in kW is only available for individual sites [83,104], but
not aggregated over provincial or national boundaries.

3.8. Potential Overview and 100% RET Scenario

The national RET potentials found in literature are summarised in Table 6. Solar PV
and offshore wind power have the highest technical potential in Indonesia with a capacity of
20 TWp and 4.7 TW and electricity production of 27,540 TWh and 14,722 TWh, respectively.
This would be enough to cover the demand in 2018 and 2050 more than 163 and 20 times,
respectively. However, these two technologies are also amongst the least developed ones
in the Indonesian electricity system and less than 1% of each potential is currently tapped.
Compared to more established RET like geothermal and large hydropower, less established
RET like solar PV, wind power and small hydropower were implemented slower than
projected in the RUEN. Table 6 summarises the potentials for both ESDM and other
sources. It shows that ESDM’s potentials do not go beyond the technical level and although
definitions for an acceptable and economic potential exist, no publication could be found
that reports these potentials for any RET.

Table 7 shows how a 100% RET electricity scenario in 2050 could be shaped with the
reviewed potentials. Until 2050, large hydropower, geothermal and biomass can still be
considerably scaled up. On a national level, they could comprise 6–14% of the electricity
mix. Most of the electricity would have to be supplied with solar PV and wind power with a
combined share of 66%. The area requirements for the necessary capacity would be limited,
as only 0.5% of the marine area would be necessary for offshore wind farms, and only 0.5%
of the suitable land area of solar PV parks. The conceptual feasibility of a 100% RE system
is in line with recent studies on Indonesia [110–112], although there are differences in the
roles of RET and land use. Compared to IESR’s recent deep decarbonisation report [113],
the major difference to our projection is that solar PV’s role is more prominent in their work
with a share of 88% in 2050. With the reviewed potentials, such a share could have been
reproduced here as well, but we decided to diversify the electricity mix over a broader
set of RET with 33% of solar PV, 33% of wind energy and 33% of other RET. Compared
to Simaremare et al. [110], Günther [111], and Günther & Eichinger [112], our land use
shares are much smaller which can be explained by differences in regional scope. All of
the three studies look into the Java-Bali region, while our scenario spans across the entire
country. This shows that most RET in our scenario would not be in the economic heart
of Indonesia in the Java-Bali region but the economically less developed East. Therefore,
large investments in transmission infrastructure are probably required to transport the
electricity produced in the East to the demand centres in the West. Moreover, creating a
RET hub in East Indonesia could boost socio-economic development there and empower
local communities with clean, decentralised electricity. A significant share of baseload
could be provided by OTEC without interfering with land use, which is an interesting
insight. Although not included in Table 7, other ocean energies like wave and tidal energy
could contribute locally as well. Note that our 100% RET scenario is just a rough projection
and comes with several limitations. Besides the aforementioned necessary transmission
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capacity from the East to the West, the scenario does not consider the necessary storage
capacity to cope with the short-term and seasonal fluctuations of solar and wind power
production. Moreover, OTEC would have to be scaled up with an annual growth rate of
28% until 2050 [20,88]. The necessary growth rates for solar PV and offshore wind should
be even higher. Moreover, the economic feasibility of this projection will require more
attention in future research. Nonetheless, the scenario shows that current energy transition
plans could be reshaped towards more ambitious targets.

Table 6. Potential of RET in Indonesia. For references, see respective sections.

Technology

National Potential [GWe]

Installed
Capacity

2019 [GWe]

Planned
until 2050

[GWe]

Demand
Coverage in

2050 [%]
(Pract.

Potential)

Theoretical Technical Practical Economic

ESDM
(Theo)

Rest
ESDM
(Tech +
Pract)

Rest
ESDM
(Accep)

Rest
ESDM
(Eco)

Rest

Hydro Large 75
241

- - - 26
15 - - 5.6 38

3Small 19 - - 0.4 7

Biomass

Solid 28 16–101 - 2 - 18 - -

1.8 26

6
Waste 2.1 - - 0.3 - - - - -

Methanol - - - 10–42 - - - - -
Biogas 0.5 - - 10 - - - - -

Solar PV 1360–
3551 - 208–533 1100–

19,835 - 28–3397 - 0.4 0.15 45 2–229

Wind 61–114 - 18–72 4668 - 1254–2976 - - 0.15 28 193–406

Ocean
OTEC

288
- - - 102 - 6–41

- 6.1
40

Tidal - 18–72 - - - - - -
Wave - - - - - - -

Resources Reserves
Speculative Hypothetical Possible Probable Proven

Geothermal
ESDM 6 GWth 3 GWth

10
GWth

2 GWth
3

GWth 2.1 17.5
-

Rest - - 42 GWe 14

Table 7. 100% RET scenario until 2050 based on the reviewed potentials.

100% RET System in 2050 (with Electricity Demand of 2,046,000 GWh [5,19])

RET
Potential

(Type) [GWe]

Potential
Electricity
Production
[GWh/Year]

Share of
Practical

Potential [%]

Deployed
Capacity

[GWe]

Annual
Electricity
Production
[GWh/Year]

Share of
Electricity

Generation
[%]

Geothermal 42 (pract) 279,619 100% 42 279,619 14%
Large Hydro 38 (RUEN) 143,138 100% 38 143,138 7%
Small Hydro 7 (RUEN) 26,368 100% 7 26,368 1%

Biomass 18 (pract) 115,324 100% 18 115,324 6%
Solar PV 3397 (pract) 4,677,669 14% 491 676,306 33%

Wind Energy 2976 (pract) 8,318,237 7% 214 676,306 33%
OTEC 102 (pract) 339,045 16% 16 128,940 6%
Total 6580 13,899,400 - 826 2,046,000 100%

4. Discussion

4.1. Limitations

Although the methods described in Section 2 yielded more than 300 publications,
it cannot be guaranteed that all available literature was retrieved. The use of additional
search engines, terms and techniques could have resulted in an even more comprehensive
collection. Moreover, there can be a subjective bias in the classification of potentials,
especially in the cases where studies did not specify the type of potential or definitions
differed substantially across studies. Therefore, the differences in potentials throughout
studies might stem from the underlying differences in assumptions. This was especially
apparent for the reports from ESDM, where methods are not always elaborated or scattered
across multiple reports. The potential definitions in Table 1 are not consistently used, which
could be because different departments within ESDM use different definitions. Therefore,
there are uncertainties involved about the potentials from ESDM, which this study can
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only point out, but not resolve. These limitations aside, this paper still provides the most
comprehensive overview of the general state of research on Indonesia’s RET potentials
so far.

4.2. Knowledge Gaps

Three knowledge gaps can be identified. A first knowledge gap comprises the limited
work on RET potentials in Indonesia beyond the technical level. Most potentials reviewed
in this paper originate from reports by ESDM, which do not always elaborate on the used
data, methods, and assumptions. Most academic literature covers localised case studies
with limited applicability to provincial and national levels. Many of these case studies
were excluded from this review due to conceptual and methodological inconsistencies. If
national potentials are mentioned in journal papers, they are generally directly adopted
from ESDM [9,13,14,46,114]. This is reasonable as the potentials from ESDM are not only
useful for review papers and energy policy planning but also provide a foundation for
energy scenarios in academic research [13,14,115]. However, this paper provides reasons
to assume that ESDM’s potentials are too conservative and therefore current strategies
like the RUEN. Although potentials can vary considerably across academic publications,
they tend to be significantly higher compared to ESDM’s potentials. If these academic
estimations hold, Indonesia’s potential to implement RET might be much larger than
currently assumed. Alternative development strategies might capture these updated
potentials more adequately than the RUEN enabling more progressive implementation
targets. But to consolidate these arguments, more in-depth research is required.

The second knowledge gap builds upon the first one, as there is not only limited work
on the potential of individual technologies but also on how these potentials relate to each
other. Outside the field of ocean energy, no study was found that assesses the potential
of several RET in Indonesia simultaneously. If the applicability of RET across Indonesia
was mapped, it was either done for individual technologies [87] and in the case of solar
PV and wind power [63,64] solely onshore, thus excluding alternatives like floating PV
and offshore wind. For ocean energy, collective potential maps exist [16,116], but they are
qualitative and do not offer insights into their technical and economic performance. As
a result, current literature does not offer a map of the collective potential of several RET
across Indonesia and the interaction between individual technologies.

The third knowledge gap refers to the lack of thorough data on natural resources
such as wind and ocean data. As mentioned in two biomass studies, datasets on the same
metric could differ significantly between sources, thus affecting the results based on the
choice of the dataset [44,117]. Regarding wind power, both ESDM and academia agree that
thorough field data is needed for more refined potentials, although the costs of acquisition
are a hurdle [5,114,118,119]. This might explain why current research focuses more on local
case studies since these cases can be studied more cost-effectively via simulations [76,79]
or local on-site measurements [78,80]. These complications also apply to ocean energy
research, as there are only a few data observation stations [101] and research is currently
predominantly performed locally. None of the reviewed wind and ocean energy studies
used simulated resource data from reanalysis models like HYCOM or NASA MERRA-2 as
a proxy for measured field data.

5. Conclusions

In this paper, contemporary literature was reviewed to show what the potential of
Renewable Energy Technologies (RET) in Indonesia is and how they could contribute to
meeting current and future electricity demand in 2050. This study concludes that Indonesia
hosts massive renewable energy resources spread over a wide range of different technolo-
gies on land and sea. Moreover, a 100% RET system could be technically feasible to meet
Indonesia’s future electricity demand. However, the research field is still underdeveloped
and could benefit from more attention, potentially targeting the three knowledge gaps
discovered in this study. First, there is limited work on RET potentials beyond the technical
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level with most existing knowledge originating from the Indonesian Energy Ministry and
its subdivisions. These potentials might be too conservative based on the methodological
assumptions. Second, existing studies mostly assess individual technologies and do not
offer insights on the aggregated potential of multiple technologies and their distribution
across the country. Third, there is a lack of thorough empirical data on natural resources
such as wind and ocean data, due to which contemporary literature focuses more on local
case and feasibility studies with little applicability to larger regional scopes.

The implementation of most RET, especially of unestablished ones like small hy-
dropower, solar PV, and wind power, has proceeded slower than planned in the RUEN.
This and the lack of academic and industrial research oppose the potential that RET might
possess in Indonesia. Potentials from non-governmental studies tend to be much higher
than the ones from ESDM. For example, the technical potential of wind power might be
260 times higher than currently projected in the national energy plan. If these projections
hold, Indonesia has the luxury to choose between multiple options to promote the energy
transition beyond what is already planned in the RUEN. However, due to the limited
body of academic and industrial studies, more research is required to make more solid
estimations of these potentials.

The assessment of RET potentials in Indonesia is a promising and worthwhile pursuit.
Indonesia is a strongly growing country with the outlook of becoming one of the largest
economies in the world; a development that might precipitate an equally robust growth in
electricity demand. At the same time, the recent exhaustion of domestic oil resources in
Indonesia shows that fossil fuels are finite [9], with the currently abundant resources of coal
and natural gas being no exception. Therefore, the archipelago has splendid prerequisites
to move away from fossil fuels towards a more sustainable energy system with beneficial
effects beyond national borders.

6. Recommendations

Based on the literature review and three knowledge gaps found in this study, the fol-
lowing research and policy recommendations are proposed. The research recommendations
are not ordered by relevance, but by the knowledge gaps in Section 4.2.

1. Assessment of RET Potentials Beyond the Technical Level

As shown in Table 6, there is only limited work on potentials beyond the technical level
for virtually all reviewed technologies. To consolidate the potentials found in literature,
more research on the potentials under practical and economic constraints is needed. For
example, Langer et al. [87] assessed the economic potential of OTEC considering marine
protected areas, water depth, connection points from sea to shore and the local electricity
tariff. The methodology proposed there might be adapted for other RET, as recently done
for wind power as a master thesis project at TU Delft [120].

2. Aggregation and Spatial Mapping of Potentials of Several RET

The potentials of individual technologies do not provide insights into how these
technologies interact with each other. For instance, OTEC plants could be complemented
with floating solar energy modules [121,122], but not with offshore wind turbines due to
potential harmful interference of the offshore structures. Therefore, it might be helpful
to pursue an integrated approach and to map the potential of several technologies across
Indonesia. If multiple non-combinable technologies overlap at one location, the one with
the higher potential could be preferred. Such work could connect the existing work on
individual technologies, e.g., visualising the potential of wave energy conversion in South
Java, while highlighting solar PV potentials in East Nusa Tenggara.

3. Utilisation of Simulation and Forecast Models for an Initial Potential Estimation

In literature, the collection of thorough field data is mentioned to refine the potential
analyses. This might not be necessary and instead, the collection of field data could be
limited to high-potential areas based on grounded estimations. For example, a preliminary
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assessment with data from sources like HYCOM and the Global Wind Atlas could reveal
interesting areas for further investigation. For example, Namrole on Buru Island emerged as
an economically interesting location for OTEC based on simulated data from HYCOM [87].
Thus, field data could be collected there to validate the simulation data, methods, and
potential of OTEC.

4. Re-shape provincial and national targets for RET implementation until 2050

A key insight of this study is that the potential of RET in Indonesia is far higher than
currently assumed by ESDM. However, current energy policies are built around ESDM’s
work, so the RUEN does not consider these increased potentials or even leaves out entire
technologies like offshore wind. Therefore, this study recommends to re-assess current
energy transition strategies to consider the potential of RET more appropriately. An impor-
tant step towards this was PLN’s recent pledge to become carbon neutral by 2060 [123]. To
achieve this ambitious goal, the role of solar PV and offshore wind should become far more
prominent as well as storage technologies to deal with short-term fluctuations in power
supply. The integrated potential map discussed above and the scenarios derived from it
could serve as the conceptual baseline of an updated energy transition strategy.
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Abbreviations

Abbreviation Meaning

ASELI Asosiasi Energi Laut Indonesia (Indonesian Ocean Energy Association)
EEZ Exclusive Economic Zones

ESDM
Kementerian Energi dan Sumber Daya Mineral (Ministery of Energy and
Mineral Resources)

IESR Institute for Essential Services Reform
LCOE Levelized Cost of Electricity
OTEC Ocean Thermal Energy Conversion
PLN Perusahaan Listrik Negara (State Electricity Company)
PV Photovoltaic
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