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1. Introduction

Advancement in electrotechnical devices has indeed revolutionize our daily lives. It
will be hard to imagine going through our daily lives without cell phones, computers, and
internets, to name a few. Consequently, our reliance on electrotechnical devices has been
increasing significantly, and thus the dependability of these devices is becoming crucial.

Dependability of a device is determined by its reliability and its constituting compo-
nents therein. Reliability is defined as the probability that a product, system, or service
will perform its intended function adequately for a specified period of time or will operate
in a defined environment without failure. The component of reliability is as depicted in
Figure 1 to the following: The components of reliability include probability, durability,
dependability, availability and quality over time [1].

Figure 1. Different between Reliability and Current Quality Practice.

Although reliability is part of quality as can be learnt from the definition of quality
according to ISO8402, which stated that quality is the totality of features and characteristics
of a product or service that bear on its ability to satisfy stated or implied needs [2]. These
stated or implied needs of course include the operation of products at prolonged period
or its mission lifetime. However, due to the impossibility to check the reliability of every
single product, as reliability tests usually involve time-consuming and destructive mea-
surements, quality assurance can only assure the quality practice of the incoming materials,
manufacturing processes through SPC, Cpk and yield, and product outcoming quality
check against specifications. This renders a risk in the reliability of the products as depicted
in Figure 1.

Appl. Sci. 2022, 12, 4086. https://doi.org/10.3390/app12084086 https://www.mdpi.com/journal/applsci1
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Figure 1 shows the strength distributions of two product batches, A and B. As the
strength of the products in batch A is well above the specification, its quality at time zero is
consider excellent whilst products in batch B suffers some yield loss. In both cases, their
strengths are above the expected load to be applied to them, and hence they can operate
without failure. During continuous operations, the strengths of products will degrade
as expected. Thus, their mean strengths will be reduced, but the spread of the strength
distribution increases since not all the products in a batch will degrade equally. If the
degradation rate of products in batch A is much higher than that of batch B, some products
in batch A will go below the load at time t’, and some failure will occur. Such failures
are considered as reliability failure. On the other hand, there is no failure for products in
batch B, although its yield is not 100%. This figure explains the limitations of the current
quality assurance methodology as degradation rate can only be found through reliability
or accelerated life test. Even if reliability test is performed but with no failure, degradation
rate will not be able to determine either.

However, the determination of the degradation rate can be time consuming and cost
intensive as the number of failures in a selected accelerated life test must be sufficient to
provide a good estimation of the degradation rate of a batch. Furthermore, the choice of
accelerated life test must correspond to the dominant failure mechanisms of the products
in normal field operating conditions, and this requires detail failure analysis of field failure
if the product is already in the market or a good understanding of the possible various
failure mechanisms before the products are launched.

To address the above-mentioned, and in view of the short time to market available
for products, a new research area has recently emerged where the physics of failures and
material sciences are employed to explore the various possible degradation mechanisms
with the aid of powerful simulation tools. Statistical concept is also incorporated in the
simulation to show the possible variation in the time to failure and reliability statistics
is employed for the extrapolation of time to failure from accelerated test conditions to
different field operating conditions. Such research area is called reliability sciences where
experimentation, multi-scale simulation, atomistic finite element modelling and statistics
are used concurrently, so that reliability of components can be predicted before the assembly
of the final product. In this way, the reliability of a product will be determined beforehand,
allowing for faster and cheaper modifications, before ‘final’ products are developed. This is
a paradigm shift in product reliability assurance, and current reliability evaluation, when
performed on the final product, would then act as secondary measurements, confirming
the initially predicted reliability [3].

This special issue focusses on the exploration of the underlying degradation sciences.
We focus on technical important devices, including antenna for IoT, 3D stack-chips for
today high-performance integrated circuit assembly, Lithium-Ion battery (LiB) for electric
vehicle and energy storage, devices in radiation environment such as space applications
as the demand for satellites increases for IoT applications and medical applications, and
printed circuit board assembly for wireless communication in public transport. As accel-
erated life tests for some highly reliable products can be too long, degradation analysis is
employed. Improving the accuracy of the degradation test data analysis with respect to the
measurement errors is also included in this special issue.

2. Electromagnetic Interference for Stack-Chips and Antenna

3D stack-chips are becoming common due to the increasing complexity of circuits
and the requirement of small outline for an integrated circuit. Various factors can affect
their reliability such as the stress induced from TSV [4], thermal dissipation effectiveness in
the dense and 3D structure of the chips [5]. One of the advantages of using 3D stack-chip
is the low latency of the interconnections for high-speed operation [6]. However, such
high-speed operation can also induce electromagnetic field that can couple to the dices
above and below, due to their proximity, resulting in serious electromagnetic interference
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(EMI) between the dices. Dipesh et al. first examined such issue using electromagnetic
computation method apply to integrated circuit.

They found that near field electromagnetic measurement is ineffective to identify the
hot spots of electromagnetic emission within the stacked dies, and they thus developed
a computational method to identify the electromagnetic emission hot spots in integrated
circuits with experimental verification. They found that if the stack distance between dices
is too small, the coupled magnetic field strength can be as high as 16 times as compared
with an unstacked IC. Thus, a minimum distance between the stack must be maintained.
The method they developed can be carried out at the IC design stage before fabrication,
enabling optimization of the stack distance as well as circuit design for reducing the EMI,
and eliminating the significant cost of fabrication owing to improper design.

Using the method developed, they also identified the key dimensional parameters of
a miniaturized single element of T-shaped MIMO antenna which is commonly used today
for data communication. They found an optimized antenna with 1 GHz improvement in
the bandwidth due to the improved return loss that provides new opportunities for the
antenna’s utilization in different applications. This optimized antenna has lower current
distribution that gives lower power dissipation, and its 1 m sphere EMI was also reduced.

These are examples of using computational power to ensure good performances and
lower power dissipation, which in turn can lead to better durability.

3. Electronic Devices under Radiation Environment

Radiation on electronics is no longer limit to space application only. Advances in
semiconductor technology have enhanced the functionality of integrated circuits (ICs) with
reduced feature sizes down to nm. Proton and neutron radiation are always present around
us but have not been detrimental to electronics at sea level. With the decreasing feature
size of transistors and the increasing density of transistors in ICs, the effect of radiation on
the reliability of semiconductor devices, sensors, and their electronic circuits (collectively
called electronic systems) is no longer negligible, even at sea level. ISO26262 International
safety standard states the requirements for automotive electronics to be radiation immune
to a certain level. Thus, radiation reliability of electronics is an emerging area that cannot
be neglected [7].

Although the dominant radiation source at sea level for electronics is neutron, neutron
radiation test is rarely available due to the control difficult for neutron beam. Chiang
et al. investigated the possibility of having proton to replace neutron for electronics using
Monte Carlo simulation, and they found that 200 MeV protons closely resemble the effect
from neutron radiation, and this concur with the suggestion from NASA, USA. They also
used the Monte Carlo simulation to demonstrate the invalidity of the conventional concept
of using linear energy transfer (LET) of radiation particles to estimate the single event
effect (SEE) in electronic devices. Instead, lineal calculation of energy lost per step for each
specific track should be used for the prediction of microelectronic devices failure due to
SEEs. With such Monte Carlo simulation, they managed to predict the radiation reliability
of microelectronics devices.

The increasing application of radiation therapy in medical treatment and diagnosis
has also subjected the medical electronics to radiation. X-ray is a familiar example which
subjects electronics to photon radiation, and the emerging proton therapy is another
example which subjects electronics to stray proton radiation. Silicon devices are vulnerable
to radiation, and to improve the reliability of the radiation system with good electronic
control, Gallium Nitride (GaN) devices are suggested. Vimal et al. developed a GaN-
based readout system in proton therapy treatment system. In particular, they designed an
operation amplifier (OPA) which is a basic circuit module for the electronic in the readout
system using GaN and simulation results indicated good performances. The proposed OPA
was also configured for different applications such as transimpedance amplifier, integrator,
and the adder which are needed in the prompt gamma readout system. Simulation results
show successful operation for these applications. When these different applications are
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put together, a complete GaN-based prompt gamma readout circuit is implemented, and
the result shows successful processing of the prompt gamma signal where its energy and
position of the proton beam in a human body can be accurately provided for subsequent
digital conversion and information extraction.

The increasing demand of IoT also prompt the significant increase in the need of satel-
lites for communication. Radiation effects should be carefully monitored for the reliability
of the electronics of satellites in the outer space, but radiation hardened electronics are
too costly for IoT applications. In addition to the electronics components used, the solder
joints of components onto printed circuit board also need to be reliable. It is found that the
reliabilities of the commonly used Sn/Pb and SnAgCu solder joints are not good under
the thermal shock conditions in the outer space. Guo et al. proposed an environmentally
friendly interconnection material, namely pressureless sintered micron silver which is
economical. Before predicting the reliability of this material in the proposed applications,
the degradation mechanism of this material under the deep space environment was studied.
They employed finite element analysis (FEA) to study the degradation physics, and their
results were verified with their experiments. Their studies showed an elasticity degra-
dation during the thermal shock, which induces lattice shift and dislocation slip in the
microstructure. The dislocation piling up causes the effective elastic modulus of sintered
joints to decline due to broken atomic bonds. With the understanding of the degradation
physics, degradation model can be developed to extrapolate the lifetime of such material
from accelerated test condition to predict its reliability and suitability in deep space usage.

The increasing important of electronics operating under radiation environment can be
seen from the above description, and from the above few works, one can see that there are
still a lot more work needed in this area.

4. Remaining Useful Life (RUL) of Lithium-Ion Battery (LiB)

While product lifetime can be predicted through reliability tests in most cases, field
reliability is likely different. A typical rule of thumb is to expect the unreliability in the
field to be twice what was observed in the lab. This is because product will usually receive
harsher treatment in the field than in the lab. Units being tested in the labs are often carefully
set up and adjusted by engineers prior to the beginning of the test. The tests are performed
by trained technicians who are adept at operating the product being tested. Most end-use
customers do not have the training and experience in its operation, thus leading to many
more operator-induced failures than would be experienced during in-house testing [8].

In some cases, accelerated life test cannot be performed such as LiB and other highly
reliable products. This is because accelerated test condition for LiB can affect the chemistry
in LiB and the degradation mechanisms will be completely different from that operate
at normal condition. For highly reliable products, the test time is simply too high and
accelerated degradation tests usually employed.

Regardless of the situations, ability to estimate the remaining useful life of a prod-
uct, as it might have been through various operating conditions, will be useful. Tan
et al. developed a methodology to estimate the RUL for LiB. Their method combines the
electrochemistry-based electrical model and semi-empirical capacity fading model on a
discharge curve of a LiB for the estimation of its maximum stored charge capacity, and
thus its state of health (SoH). The method developed produces a close form that relates
SoH with the number of charge-discharge cycles as well as operating temperatures and
currents, and its inverse application allows us to estimate the remaining useful life of LiB
for a given SoH threshold level. The estimation time is less than 5 s as the combined model
is a closed-form model, and hence it is suitable for real time and on-line applications.

5. Degradation Analysis

With the increasing product reliability, prediction of lifetime through accelerated life
test can be too long, and degradation analysis is usually employed. However, in most
degradation tests, the measuring processes may cause variation in the observed measures.
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As the measuring process is inherent to the degradation testing, it is important to establish
schemes that define a certain level of permissible measurement error such that a robust
reliability estimation can be obtained. Rodriguez-Picon et al. proposed an approach to deal
with this measurement error based on a deconvolution operation. An illustrative example
based on a fatigue-crack growth dataset is presented to illustrate the applicability of the
proposed scheme.

6. Failure Analysis

Failure analysis is common in electronic industry; however, the depth of analysis
needs to be further to uncover the underlying science of the failure mode. Physics of failure
is needed to ensure product reliability as only then root cause can be identified. Tan et al.
demonstrated a step-by-step failure analysis methodology for multilayer printed circuit
boards that led an observed failure mode to the root cause with verification of the root
cause and the effectiveness of the corresponding corrective action. This printed circuit
board (PCB) is used in public transport systems. With the identified root cause, a modified
processing method was developed and the observed failure mode was no longer observed
with this modified method, which verified the root cause. The PCBs with the modified
processing method also underwent appropriate reliability tests and the corrective action of
this modified processing method is confirmed.

Li et al. performed detail failure analysis on failure obtained from low temperature and
shock test that mimic deep space exploration. They found that the failure was in the Pb-free
(Sn-3.0Ag-0.5Cu) solder joint, and the low temperature changes the fracture characteristic
of Sn-3.0Ag-0.5Cu (SAC305) from ductileness to brittleness. The crack occurred at solder
joints from the stress loaded by shock test. When the crack reached a specific length, the
failure occurred. A verification test was conducted to verify the failure mechanism. The
transition temperature range of SAC305 was also confirmed as −70–−80 ◦C.

7. Future Outlook

Reliability of products is an implicit expectation from users, but the current quality
assurance method is limited to provide sufficient information to assure product reliability.
Reliability tests on products are also facing challenges as mentioned earlier, and a paradigm
shift is on the reliability science. This is an important and emerging area in reliability, and
it requires professional from different disciplines to come together and share their works
so that we can gel the different aspects of reliability science together. With the increasing
variety of electrotechnical devices in increasing application areas, many research works are
expected. We look forward to seeing the explosion in this area.
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Featured Application: Three-dimensional integrated circuit (3D-IC) is the trend for future C

development because of its small form factor, high performance, low cost, and heterogeneous

integration in system-in-package technologies. Several issues associated with 3D-IC besides

their fabrication processes are being addressed, such as heat dissipation and so on, however,

the electromagnetic interference between stacks has not been considered. In view of the high

operating frequency, high power requirements of today IC, and together with the decreasing

separation between the stacked dies, investigation on the subject matter is necessary, as they will

soon become important. Unfortunately, the study of electromagnetic interference (EMI) within

3D-IC is difficult from the measurement, as elaborated in this paper. In this work, we develop

a simulation methodology and show the importance of EMI evaluation for 3D-IC, and we also

illustrate the presence of minimum separation between the stacked dies for the avoidance of EMI.

Abstract: Advancements in the functionalities and operating frequencies of integrated circuits (IC)
have led to the necessity of measuring their electromagnetic Interference (EMI). Three-dimensional
integrated circuit (3D-IC) represents the current advancements for multi-functionalities, high speed,
high performance, and low-power IC technology. While the thermal challenges of 3D-IC have been
studied extensively, the influence of EMI among the stacked dies has not been investigated. With
the decreasing spacing between the stacked dies, this EMI can become more severe. This work
demonstrates the potential of EMI within a 3D-IC numerically, and determines the minimum distance
between stack dies to reduce the impact of EMI from one another before they are fabricated. The
limitations of using near field measurement for the EMI study in stacked dies 3D-IC are also illustrated.

Keywords: 3D-IC (three-dimensional integrated circuit); electromagnetic interference; near
field measurement

1. Introduction

Three-dimensional stack-dies integrated circuit (3D-IC) is a technology used for multi-functionality
and high-speed circuit devices [1]. 3D-IC has received much interest recently because of its small
form factor, high performance, and heterogeneous integration in system-in-package technologies [2–4].
Three-dimensional technologies can provide higher chip-to-chip bandwidths at lower power levels

Appl. Sci. 2020, 10, 748; doi:10.3390/app10030748 www.mdpi.com/journal/applsci
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that cannot be accomplished with available conventional packaging techniques. Additionally, they
also offer the potential for low cost through heterogeneous integration. Interposers offer the first step
to 3D integration of ICs, which simplifies physical planning and thermal management [4]. To achieve
higher performance and reliability in 3D-IC, new design rules have to be developed because of the
specific electrical, mechanical, and thermal constraints of 3D stacks [5–7].

Although stacking of chips began from memory and later on extend to logic chip, the technology
of stacking is now also extending to radio frequency applications, which consist of mixed-signal IC to
benefit from the 3D integration including shorter propagation delay; full isolation between analog and
digital circuits in mixed-signal 3D-IC [8,9]; and lower parasitic, which can reduce power consumption.
With the 5G chip, this will be a trend.

Despite the above-mentioned advantages, there are several challenges associated with 3D-ICs. The
two most significant challenges are the quality of the wafer–wafer bonding and thermal management.
Three-dimensional technology poses a major challenge in thermal management owing to the increase
in power density and number of vertically stacked active layers [10,11]. Therefore, researchers have
made efforts to solve for the thermal stress issue in 3D-ICs through thermally aware floor planning or
task scheduling [12].

Besides these challenges, there is another emerging challenge that has been rather overlooked,
namely the electromagnetic coupling between stack dies [13–15]. These electromagnetic couplings are
known as electromagnetic interferences (EMIs), which are a consequence of high frequency switching
currents, complex power delivery paths, and an increase in parasitic couplings in comparison with
2D integration.

The increase in the parasitic couplings between stacked dies is the result of the decreasing stack
up distances between them, as shown in Figure 1, as extracted from the works of [16–23]. In 2017, this
distance decreased to 15 μm [16] from 150 μm in year 2000 [22], which is a 10-fold decrement. This
decrease is necessary in order to maximize the advantages of 3D vertical integration including shorter
interconnect lengths, greater integration density, and lower power consumption, which enhances the
overall performance of the system with such technologies. The main driving forces to keep the stack
distance lesser between the stacked dies are the increased demand of dies with faster data exchange
rate, lower power consumption, and smaller size, and such a decreasing trend is expected to continue
in the future.

Figure 1. Three-dimensional stack-dies integrated circuits (3D-ICs) trend for vertical distance between
ICs [16–23].

With this decreasing trend of the distance between the dies, one limitation will be the thermal
dissipation of the 3D-IC, and another one will be the electromagnetic interference between them. If
one of the dies in the 3D-IC stack is the source of EMI, it could affect the nearby dies when the distance
between them is small. This work explores the latter limitation.
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This limitation depends on two factors. One is the circuit susceptible to EMI and another one is
the parasitic coupling. The former one requires ingenious circuit design, which is beyond the scope of
this work.

To reduce the parasitic coupling with the decreasing distance between the dies, several possibilities
are available. Adding of ground plane between them or adjusting the placement of vias to conduct
away the electromagnetic field are some examples. Irrespective of the methods employed, a method to
evaluate the EMI in the stack before fabrication of the 3D stack dies will be necessary.

Near-field (NF) measurement is the basic for the detection of EMI at IC level. In the work of [24],
the correlation between near field scanning and electrostatic discharge susceptibility measurement of
the CPU IC is studied, which is an initial study for the application of NF measurement. In another
paper [25], a procedure is shown to characterize radiated EMI and nearby conducting objects using
near-field scanning measurements. Yu et al. [26] proposed a model from near-field measurement to
calculate the magnitude and phase of the dipoles. In the work of [27], Slattery showed that near field
scanning can be utilized to calculate far field from the IC. ICs are often the primary source of radiated
emissions, and near field magnetic field can help engineers to track down EMI culprit and solve the
problems with a robust IC design [28].

With the well-known rapid decrease of the intensity of EM wave with the distance [29], if the
source for high EMI is from the die in the middle of the stack of a 3D-IC, such near field measurement
will not be able to pinpoint the source of high EMI. Therefore, a computational method is required, and
if the computation can be performed before the fabrication of the dies, the cost and time for re-design
can be saved significantly, and it is this necessity that forms the motivation of this work.

While the equation of the intensity of electromagnetic field strength versus distance is well known,
the 3D distribution of the field strength in the presence of various materials within each die, as well
as the 2D distribution of electromagnetic field over a given circuit on a die, are to be determined in
order to evaluate the EMI. This work proposes a simulation method from a given GDSII file for such
evaluation, and we aim to provide the evaluation before the fabrication of the 3D-IC.

The example studied in this work on the stacking of power amplifier ICs is expected to be the
future, and research is being done on the thermal management [30–33]. While thermal management
research is being considered, the impact of electromagnetic interference (EMI) among the stack dies
has not been studied. This work represents the first of its kind. Advancements in the functionalities
and operating frequencies of integrated circuits (IC) have led to the necessity of measuring their EMI.
The stacking of power amplifier chips in this work can be considered as an extreme case so as to
bring out the important of the EMI consideration in stack dies more vividly, and it is also a good
example of generalization of ICs with multi functionality of communication, high performance, and
high frequency IC technology. The methodology developed here can be applied easily to other cases of
stack dies.

2. Integrated Circuit under Study

This work employs the gallium nitride high electron mobility transistor (GaN-HEMT) power
amplifier IC as an example, which operates on frequency range of 2–4 GHz (S-band of electromagnetic
spectrum). This IC possess the current advancements in frequency and power, which makes it a
potential candidate to study the effect of EMI in this work. To illustrate the methodology developed
here, we use a hypothetical 3D-IC where we stack up two and three of this same IC to form the 3D-IC
in this work, and the severity of EMI in the stacked dies is also computed.

An optical image of the power amplifier IC under study at 1600× magnification is shown in
Figure 2. Its input power (Pin) is 28 dBm and the corresponding output power (Pout) is 30.3 dBm.
Drain to source voltage (VDS) of the transistors is 26 V with the gate to source voltage (VGS) of −2.8 V.
The dimensions of the IC are 1700 μm × 1400 μm × 107.92 μm.
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Figure 2. Image of power amplifier IC at 1600×magnification captured (using Leica S8 APO equipment).

3. Simulation Methodology

Recently, Tan et al. [34] developed a method to “fabricate” an IC from its GDSII file in a computer
under ANSYS environment. Once the IC is fabricated, the ANSYS high frequency structure simulator
(HFSS) is employed to compute the EM field distribution over the surface of the chip. ANSYS HFSS has
a limitation that it cannot simulate transistors. To overcome the limitation of ANSYS HFSS, transistors
are removed from the layout and respective voltages and currents as obtained from circuit simulator
are inputted at respective circuit nodes for the proper functionality of the IC. With such replacements,
our circuit can be completed, and the currents thus computed will be accurate. In this work, the values
of these voltages and currents are obtained from the advanced design systems (ADSs) file of the circuit
during the circuit simulation in the post layout phase. Figure 3 shows the flow chart of the method
as also reported in the work of [28] for clarity, and Figure 4 shows the “fabricated” IC in the ANSYS
environment. With this method, the magnetic field distribution of the IC can be obtained at different
frequencies (2, 3, and 4 GHz). The method is verified with experimental results, as shown in the work
of [34].

In Figure 4a, black circles represent input ports, while Pin is another input port used in simulation
in HFSS.

The following equations are used in determining the electromagnetic distribution as given
below [35]:

∇× ( 1
μr
∇× E(x, y, z)) − k2

0εrE(x, y, z) = 0 , (1)

H =
∇× E
− jωμ

, (2)

∇× ( 1
μr
∇× E(x, y, z)) − (k2

0εr − jk0Z0σ)E(x, y, z) = 0, (3)

E(x, y, z) =
∫
S

( jωμ0HtanG + Etan ×∇G + Enormal∇G)dS, (4)

where
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E(x,y,z) is a phasor representing an oscillating electric field;
k0 is the free space wave number;
ω
√
μ0ε0, where ω is the angular frequency, which is 2πf ;

μr is the complex relative permeability;
εr is the complex relative permittivity;
S represents the radiation boundary surfaces;

j is the imaginary unit (
√−1);

ε0 is the relative permeability of the free space;
Htan is the component of the magnetic field that is tangential to the surface;
Enormal is the component of the electric field that is normal to the surface;
Etan is the component of the electric field that is tangential to the surface;
G is the free space Green’s function;
J is the current density.

Equations (1)–(3) are employed in the finite element method (FEM). FEM solves for the
three-dimensional electromagnetic field, taking x, y, and z directions in consideration, and solves for
the volume distribution using the curl function. As we are dealing with 3D IC, FEM in ANSYS HFSS
will be most appropriate for the determination of EM distribution.

Figure 3. Flow chart of the methodology followed for simulation [28]. ADS, advanced design system;
HFSS, high frequency structure simulator.
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(a) 

(b) 

 
(c) 

 
(d) 

Figure 4. Power amplifier IC layout in HFSS: (a) 3D isometric view where black circles represent input
ports, (b) side-view with dielectric layers information about material, (c) zoomed in view of layout
with substrate, and (d) zoomed in view of layout without substrate (blue color represents via). GaN,
gallium nitride; SiC, silicon carbide; SiN, silicon nitride.

To perform electromagnetic field calculation, FEM is necessary. This necessity can be seen by
comparing the magnetic field simulation using HFSS (which utilizes FEM) and SIwave (which uses
method of moments (MOM)). Figure 5a shows the test structure used for magnetic field simulation
and Figure 5b shows the results. One can see a significant difference in the amplitude and distribution
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of the magnetic field between the two methods. As solved Maxwell equations in FEM (3D method)
will be more accurate, MOM (2.5D method) should be used with caution.

 
(a) 

 
(b) 

Figure 5. Comparison of method of moments (MOM) and finite element method (FEM) simulation:
(a) side and top view of test structure used for simulation, (b) magnetic field distribution in HFSS
(3D method) and SIwave (2.5D method) software, respectively.

The impact of the H-field is more significant than electric field emissions in vicinity of the device,
as wave impedance for the H-field is small and increases with the distance from the source [36]. After
some distance from the source, wave impedances of the H-field and electric field become same, which is
found to be 318 mm for the present case, as calculated using the Equation in the work of [36]. However,
near field measurements in the present scenario are conducted at 0.2 mm, and thus magnetic field
analysis becomes important. For the effect of EMI on 3D-IC circuits, the distance is even smaller, and
hence magnetic field computation is the focus of this work.

Dielectric layers used in ANSYS HFSS simulation methodology are silicon carbide (SiC), GaN,
and silicon nitride (SiN) to resemble the actual IC. Perfect electric conductor (PEC) boundary condition
is used for ground plane and lumped port excitation is provided [34]. The overall electromagnetic
simulation takes around 20 min.

Figure 6 shows the simulation result for 3 GHz operating frequency, respectively. Such a simulation
method has been verified experimentally in our other works [34].
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Figure 6. Magnetic field distribution obtained through HFSS simulation over the gallium nitride high
electron mobility transistor (GaN-HEMT) power amplifier IC at 3 GHz operating frequency.

4. Electromagnetic Field Intensity Distribution

Figure 7 shows the magnetic field strength of the device under test plotted at various vertical
distances and operating frequencies from the surface of the IC. The maximum magnetic field strength
of 1.07 × 105 A/m, at 3 GHz operating frequency, is present at the top surface of the IC, and it decreases
to 4.60 × 104 A/m drastically within a very small change in distance (around 1 μm) from the surface of
the IC. At 40 μm vertically from the surface of the IC, the maximum magnetic field strength is reduced
to approximately 103 A/m, and it is reduced to around 102 A/m at 140 μm above the surface. This is
expected as the magnetic field is inversely proportional to square of the distance according to inverse
square law [27]. Therefore, with the current commercial near field measurement at 200 μm from the
surface, the severity of EMI from an IC can be underestimated, but this can be unimportant as the
EMI strength decreases rapidly outside the package. However, such EMI can affect the nearby circuits
within a chip and has yet been overlooked. Either these nearby circuits can be on the same die, or they
can be on the stacked die, if they are close. If the strong EME source is within the stack dies instead of
the topmost die, its identification will not be possible with the current near field measurement. In fact,
even if the hot spot for EME is on the topmost die, its identification will be difficult, as illustrated below.

 

Figure 7. Maximum magnetic field strength versus vertical height of reference plane at different
operating frequencies (2, 3, and 4 GHz).
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Figure 8a shows the magnetic field distribution at the surface of the IC, where the spot for high
EME can be identified with high precision. As the observational plane moves away from the surface,
the area of the hot spot disperse, and this dispersion renders it difficult to identify the actual source of
EME precisely. At 50 μm, several hot spots of EME appear as a result of the dispersion, and this can
result in tackling the wrong parts of a circuit to reduce the EMI. Such a situation will be very likely for
stacked dies in 3D. In other words, even if high EME exists on a die, localization of hot spot through
electromagnetic field measurement will not be possible.

 
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 8. Maximum magnetic field strength for an operating frequency of 3 GHz at different vertical
heights: (a) 0 μm (black box represents the maximum emission region), (b) 10 μm, (c) 20 μm, (d) 40 μm,
and (e) 50 μm.
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In fact, the above results indicate that the vertical distance for near field (NF) scanning should
be in the region from 10 to 40 μm. However, below 10 μm, the equipment required to perform NF
measurement is not available and, beyond 40 μm, the precision to find the source of EMI is low. Thus,
simulation of EM field strength is necessary. In practical measurement, the probe distance is usually
set at 200 μm to prevent the damage to the probe during scanning.

As the electromagnetic field strength decreases significantly over the distance, one can determine
the minimum distance between dies separation for 3D-ICs, so that the effect of EMI from a die will
have minimum effect on other dies in a stack. To investigate this minimum separation between the
dies, simulation is performed on a hypothetical 3D-IC using GaN-HEMT power amplifier IC, as shown
in Figure 9, with two dies (2D-3D-IC) and three dies (3D-3D-IC) aligned vertically to each other. The
vertical separation between the dies (denoted as ‘X’) varies from 25 μm to 300 μm in this work.

(a) 

(b)

Figure 9. Hypothetical 3D-IC layout in HFSS: (a) two layers in stack of 3D-IC (2D-3D-IC) and (b) three
layers in stack of 3D-IC (3D-3D-IC).

Figure 10 shows the magnetic field distributions on the surface of the topmost die as the distance
between the two dies vary in 2D-3D-IC. Change in ‘X’ changes the magnitude of the magnetic field
distribution significantly, as expected, especially when the distance between them is very small. The
distribution pattern remains the same, as all the operational conditions are identical.

Figure 11 shows that the maximum magnetic field strength for 2D-3D-IC at the surface is
7.44 × 105 A/m, where the red line represents the maximum magnetic field strength for single IC at the
surface, which is 1.07 × 105 A/m. We are seeing more than double in the maximum magnetic field
strength with an additional die. This value decreases rapidly as we increase the dies’ separation, but it
is always more than 1.07 × 105 A/m, showing the significant effect of EMI from one die to another in a
stack. The EMI increases up to seven times when two dies stack up.
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(a) (b) 

(c) 

Figure 10. Maximum magnetic field strength at the surface of top IC with different vertical separation
between the dies in a stack of 3D-IC with two layers. The vertical separation is as follows: (a) 0 μm,
(b) 50 μm, and (c) 300 μm, respectively, and the operating frequency is 3 GHz.

 

Figure 11. Maximum magnetic field strength versus the distance between the layers of 2D-3D-IC at
3 GHz operating frequency.
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Figure 12 shows the difference in the maximum magnetic field for 2D-3D-IC and 3D-3D-IC,
where the black line represents the maximum magnetic field strength for single IC at the surface,
which is 1.07 × 105 A/m. The maximum magnetic field strength for 3D-3DIC structure obtained is
4.28 × 106 A/m. Although this maximum value decreases as we increase the dies’ separation, it will
always be greater than 7.44 × 105 A/m, which is maximum magnetic field strength of the 2D-3D-IC
structure. In other words, the more dies are stacked up, the higher will be the maximum magnetic
field strength. Hence, it could be possible that each die in a stack may not have high EME, and the
stacked structure could have very high EME that renders circuit malfunction.

 

Figure 12. Maximum magnetic field strength versus the distance between the reference plane and
topmost layer of 3D-IC at 3 GHz operating frequency.

Figure 13 shows the maximum magnetic field strength on the top surface of each die in the
3D-3D-IC stack, and one can see that the maximum field strength occurs at the top surface of the
middle die. This is expected as it is placed in the middle of the two dies and it gets the emissions from
the top and bottom dies.

With the decrease of ‘X’ in 3D-ICs, an increase in the EMI can be expected. Tradeoff is thus required
to keep the emissions and distance in check, and it requires careful evaluation, which is demonstrated
in this work.

For the example used in this work, the optimum distance between stack of dies should be around
50 μm for 2D-3D-IC, while this value increases to 105 μm for 3D-3D-IC, shown by green lines in
Figures 11 and 13, respectively. These values are considered because further increase in ‘X’ does not
result in a significant reduction in the magnetic field. If the lowest EMI is needed, then ‘X’ should
be even more, but there is a limit on the minimum magnetic field achievable, which is higher with a
higher number of stacked dies.
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The lowest EMI in 3D-IC structure is always higher than the single IC, as can be seen in Figures 12
and 13, and thus reduction of EMI from a 3D-IC architecture is critical.

 

Figure 13. Maximum magnetic field strength versus the distance between the layers of 3D-IC at 3 GHz
operating frequency at the top surface of all the dies.

5. Conclusions

Integrated circuits for high-speed applications are prone to electromagnetic interference (EMI)
issues. For detecting these EMIs, near field electromagnetic measurement is an important tool, as it
is helpful in determining the locations of high electromagnetic emission (EME hot spots) within the
IC. As the 3D stack dies technology is increasingly important owing to its several advantages, the
EMI issue within the stacked dies must be considered when the stack dies are high frequency and
high power.

However, near field electromagnetic measurement is ineffective to identify the hot spots of
electromagnetic emission within the stacked dies, as illustrated in this work, and a computational
method is developed to evaluate and identify the EME hot spots in integrated circuits with experimental
verification. Using this method, we found that the EMI issue within the stack dies is a lot more severe.
This work shows that the minimum value of the maximum magnetic field strength for 3D-stacked
IC, as the distance between the stack increases, is about six times higher than an un-stacked IC. If the
stack distance is smaller, the magnetic field strength can be as high as 16 times as compared with an
unstacked IC. Thus, a minimum distance between the stack must be maintained. The actual minimum
distance depends on the electromagnetic susceptible of the designed circuit. The method developed
in this work can be done at the IC design stage before fabrication, enabling optimization of the stack
distance as well as circuit design for reducing the EMI, and eliminating the significant cost of fabrication
owing to improper design.
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Featured Application: A four-element wideband multiple-input multiple-output (MIMO)

antenna is optimized using a genetic algorithm (GA). The antenna consists of a stub, four reduced

ground planes, and four T-shaped radiating elements. The behavior of the antenna is analyzed

with the following parameters: return loss, electromagnetic interference (EMI), and operating

frequency. The antenna design is applicable to different applications. A 2K factorial design

is used to identify the key design parameters responsible for affecting the above-mentioned

performance indexes of the antenna. A GA optimization technique is utilized to increase the

frequency range, where the return loss is less than −10 dB, while its EMI is reduced to within a

1 m sphere of radiation, so as to reduce the threat of the antenna to nearby devices. The increased

frequency range also makes it suitable for various applications such as satellite communication,

imaging, and radar communication.

Abstract: In this paper, optimization of a miniaturized multiple-inputs multiple-outputs (MIMO)
antenna was performed. This antenna was composed of a T-shape radiating element with stub and
reduced ground plane and a compact size of 25 mm × 25 mm × 1.6 mm. The behavior of antenna was
evaluated in terms of return loss (S-parameter < −10 dB), electromagnetic interference (EMI), and
operation frequency. The antenna design is applicable to many applications. A 2K factorial design
combined with a genetic algorithm (GA) optimization technique were used to identify the key design
parameters responsible for affecting the performance quality of the antenna. Optimization of the
antenna design for EMI reduction was utilized, and the optimal design showed enhanced bandwidth
of the antenna and reduced power consumption.

Keywords: factorial design of experiment; genetic algorithm optimization; return loss; electromagnetic
interference; multiple-input multiple-output (MIMO)

1. Introduction

Antennas are used in several aspects of life, from human body networks to space communication.
There are many antennas around us, and hence their interference with one another and with other

Appl. Sci. 2020, 10, 3117; doi:10.3390/app10093117 www.mdpi.com/journal/applsci
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electronic gadgets must be reduced. Electromagnetic interference (EMI) between transmitting and
receiving antennas is an important consideration for relative antenna placement [1]. Whether onboard
or offboard, radiating and receiving electronic appliances such as antennas can interfere with other
such devices and can reduce their application effectiveness.

Multipath propagation issues arise in conventional transmission systems due to signal degradation
in the transmission medium of the transmitter and receiver. To overcome this issue, multiple-input
multiple-output (MIMO) technology can be implemented [2–8]. A variety of research on MIMO
antennas can be found in the literature with an aim of achieving high quality, isolated signals along
with compact antenna size to overcome the aforementioned issues.

Tian et al. [9] and Liu et al. [10] discussed channel capacity to enhance antenna efficiency by
reducing the mutual coupling and effects of spatial correlation under the Rayleigh fading channel
assumption. Abdul et al. [11] and Khalighi et al. [12] proposed a method to identify the number of
antennas at the asymmetric base station as well as in mobile units in order to increase the effectiveness
of the station. Du et al. [13] addressed the need to optimize overall MIMO system capacity, which
includes the unequal costs of antennas at both channels.

In antenna design optimization, algorithms inspired by natural processes have been applied,
and they are genetic algorithms (GAs) [14–17], particle swarm optimization (PSO) [18,19], and
their variants [20,21]. Genetic algorithm (GA)-based optimization algorithms have been utilized
for antenna array positioning and have been successful in finding optimized antenna schemes [22].
These optimization algorithms do not consider the assumptions about the design, and the generation
of optimal parameters is necessary to meet the defined design criteria [23].

In this work, we wanted to optimize the MIMO antenna design with respect to its EMI. The factors
that affect the EMI can be classified into its structural parameters and the material properties of the
substrate. This work focused on the structural parameters only. However, there are ten structural
parameters, as we discuss later, making optimization challenging.

To improve the effectiveness of optimization, 2K factorial design methodology was applied in
this work. This methodology is commonly employed for many experimental designs and has been
shown to be the most effective experimental design methodology [24]. The 2K refers to designs with K
factors where each factor has just two levels. Through this methodology, we can screen a large number
of factors and identify only those parameters that are important so that the scale of optimization can
be reduced.

In this work, a four-element wideband MIMO antenna was optimized. This antenna
consisted of a stub, reduced ground plane, and T-shaped radiating elements, and its size was
25 mm × 25 mm × 1.6 mm. Optimization was done using 2K factorial and GA optimization algorithms,
with Minitab and ANSYS High Frequency Structure Simulator (HFSS) software, respectively. EMI
was considered the parameter to be optimized, and this optimization also improved the return loss
and bandwidth, as will be shown in this work. Optimization helps in reducing the interference
and enhancing the operating frequency and bandwidth of the antenna [25], which makes the
proposed antenna suitable for various applications such as radar communication, imaging, and
satellite communication.

2. Antenna Design and Fabrication

The design diagram of a single-element MIMO antenna is shown in Figure 1. This MIMO antenna
is designed on RT/Duroid substrate with relative permittivity of 2.2 and dielectric loss tangent (tanδ) of
0.0009 [26], having a cross-section of 25 mm x 25 mm x 1.6 mm. A microstrip feed line of 50 ohms is
utilized to provide the input supply to the antenna.
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(a) 

 
(b) 

  
 (c)  (d) 

Figure 1. (a) Multiple-input multiple-output MIMO antenna with substrate, (b) dimensional geometry
of one element in the four-element MIMO antenna, (c) top view of the fabricated antenna, and (d) back
view of the ground plane. Substrate is absent in (b) to highlight the ground plane.
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The reduced ground plane was designed at the bottom of the substrate and straight stubs of
0.3 mm width are used to establish a connection with the reduced ground plane. Figure 1a shows
the MIMO antenna with the substrate understudy in ANSYS HFSS V19.0, and Figure 1b shows the
structural parameters of the T-shaped antenna. Initial values of design parameters were a = 1 mm,
b = 2 mm, c = 0.5 mm, d = 2 mm, tw = 3 mm, tl = 8.5 mm, ga = 11 mm, gb = 3 mm, gc = 25 mm, and
gd = 0.3 mm. Figure 1c,d shows the top and back views of the fabricated MIMO antenna.

Figure 2 shows the simulated and measured return loss of the initial antenna design as shown in
Figure 1. The difference between simulated and measured results may be attributed to the fabrication
discrepancies and associated tolerances because of the variation of dielectric constant (εr) and loss
tangent (tanδ) of the RT/Duroid substrate with frequency and relative humidity [27–29].

 
(a) Simulated return loss for initial antenna 

 
(b) Measured return loss for initial antenna 

Figure 2. Return loss of initial antenna (a) simulated and (b) measured.

A small change in design, relative permittivity, and thickness of substrate were incorporated into
our antenna simulation in order to investigate the causes of the difference between the simulated
and measured results. Figure 3 shows the modifications made to the antenna design, where the area
under the black eclipse represents an area of change, while the red box represents a zoomed-in area.
The changes were made in the angle of the patch in the antenna design (to mimic the actual antenna),
dielectric constant value to 2.22 from 2.2, and substrate thickness to 1.575 mm from 1.6 mm. All these
minor changes resulted in the matching of the losses between the simulated and measured results.
However, negligible changes were observed in EMI, radiation pattern, peak gain, and surface current
distribution, as shown in Figure 4. Hence, we proceeded with our ideal antenna design instead of the
physical antenna design that contained non-ideality.
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(a) Initial design 

 
(b) Modified design 

Figure 3. Antenna design for (a) modified and (b) initial antenna to match the measurement results. Area
under the black eclipse represents an area of change, while the red box represents the zoomed-in area.

 
(a) Return loss 

(b) EMI 1 m sphere 

Figure 4. Cont.
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(c) 2-D radiation pattern 

 

(d) Peak gain 

 
(e) Surface current distribution 

Figure 4. Cont.
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(f) Mutual coupling 

Figure 4. Results for modified antenna (a) return loss, (b) electromagnetic interference (EMI), (c)
radiation pattern, (d) peak gain, (e) surface current distribution, and (f) mutual coupling.

3. 2K Factorial

Altering the ten structural parameters helps in reducing EMI, whereas changing the operating
frequency affects its area of application [30]. Table 1 shows an example of the different structural
parameters that can affect the return loss, bandwidth, and maximum EMI. As full factorial design
requires 210 experiments, which is too excessive, fractional 2K factorial was employed [31] with a 1

64
fraction, which means we can identify the important structural parameters from 32 simulation runs.
The maximum and minimum values taken for each parameter are 50% and 150% of their nominal
value (shown in Figure 1b). Table 2 provides respective P values for three different responses for
which fractional 2K factorials were performed. The P value helps in identifying the importance of the
parameters [32].

Table 1. Examples of the changes in the antenna’s structural parameters on its performance.

The Unit for the Parameters Is mm Return
Loss (dB)

Bandwidth
(GHz)

Maximum
EMI (V/m)A b c d tl tw ga gb gc gd

0.5 1 0.75 0.75 12.75 4.5 16.5 1.5 12.5 0.45 −41.7 8.47 15.54

1.5 1 0.25 2.25 12.75 4.5 5.5 1.5 37.5 0.15 −34.2 8.51 15.78

0.5 1 0.25 0.75 4.25 1.5 5.5 1.5 37.5 0.45 −12.5 5.4 16.54

Table 2. List of significant parameters for optimization. None of the interaction terms other than these
parameters were found to have P value less than 0.05, hence they are not statistically significant and are
not shown here.

Parameter (mm) P Value (Return Loss (dB)) P Value (Bandwidth (GHz)) P Value (EMI (V/m))

tl 0.009 0.027 0.054
tw 0.012 0.048 0.089
ga 0.043 0.079 0.081
gb 0.014 0.010 0.142

4. Optimization Results and Discussion

After the key structural parameters were identified from the factorial design, GA was employed
for optimization. The GA optimizer setup included maximum number of generations (10,000), number
of individuals for parents (30), number of mating pools per individual (30), number of individuals
for children (30), number of survivors (10), and selection pressure for the next generation (10). For
the reproduction setup, a uniform distribution mutation type was utilized with 0.1 uniform mutation
probability, 0.5 individual mutation probability, 0.2 variable mutation probability, and 0.05 standard
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deviation [33]. These GA set up values were taken from [33], which also employed GA to optimize
antenna design parameters with highly accurate results.

The optimized values of the parameters are shown in Table 3. Figure 5 shows the optimal design
of the antenna in comparison with the initial antenna design.

Table 3. Initial and optimized values of tl, tw, ga, and gb obtained from the genetic algorithm (GA).

Parameter Nominal Value as Initial Design (mm) Optimized Value (mm)

tw 3.0 2.55
tl 8.5 8.62
ga 11.0 7.62
gb 3.0 3.46

 
(a) Initial Antenna     (b) Optimized Antenna 

Figure 5. (a) Initial antenna and (b) optimized antenna, to show the difference in the design.

Figure 6 shows the EMI results for the nominal initial antenna design and the optimized design.
We can see that in the frequency range covered by the antenna (shown in Figure 7 where the return loss
is less than −10 dB), EMI was reduced by about 1 V/m. The initial antenna design covers a frequency
range from 7.84 to 16.44 GHz, while the optimized antenna covers a frequency range from 7.72 to
17.25 GHz In Figure 7, the major change can be seen in the frequency at which the return loss is at
a minimum.

 
(a) Initial Antenna 

Figure 6. Cont.
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(b) Optimized Antenna 

Figure 6. EMI for the 1 m spherical environment from the antenna.

 

(a) Simulated return loss for initial antenna. 

 
(b) Simulated return loss for optimized antenna. 

Figure 7. Return loss of antenna.

The antenna was excited using a wave port excitation at 10.3 GHz frequency and it was observed
that the maximum surface current distribution concentrated at the excited port, and this is depicted in
Figure 8. Surface current distribution was reduced for the same excitation in the optimized antenna,
by almost half of that of the initial antenna. Lower current density points towards lower power
consumption of the antenna.
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(a) Initial Antenna (b) Optimized Antenna

Figure 8. Surface current distribution.

The 2-D and 3-D radiation patterns obtained in the E-fields and H-fields of the initial and optimized
antennas at 10 GHz (operating frequency) was simulated and depicted in Figure 9. The antenna was
simulated in the xz-plane orientation, where red and violet color patterns in Figure 9a and b represent
radiation patterns for phi angles of 0◦ and 90◦, respectively, and the theta angle is 0◦. 3-D radiation
patterns help to study the spread from the antenna into the environment. It is noticed that both the
initial and optimized antennas achieved omnidirectional radiation patterns at a central frequency.

 

(a) 2-D radiation pattern for the initial antenna. 

 
(b) 2-D radiation pattern for the optimized antenna. 

Figure 9. Cont.
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(c) 3-D radiation pattern for the initial antenna. 

(d) 3-D radiation pattern for the optimized antenna. 

Figure 9. Radiation patterns for the initial and optimized antennas: (a,b) show 2-D radiation patterns
and (c,d) show 3-D radiation patterns.

Peak gain was plotted with respect to the operating frequency of the antenna as shown in Figure 10.
An increase in peak gain was observed with the increase in operating frequency: 0.7 dB to 4.95 dB
was the average peak gain of the initial antenna design, whereas 0 dB to 5 dB was the average peak
gain for the optimized antenna for the given frequency range (where return loss was less than −10 dB).
The advantage of stubs is that it helps to achieve small peak gains at lower operating frequencies [34].
A small variation of 0.05 dB found in the peak gain of an antenna is because of the reduced ground
plane [34].
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(a) Initial Antenna 

 
(b) Optimized Antenna 

Figure 10. Peak gain in dB for initial and optimized antenna designs.

Mutual coupling between ports for the initial (found to be < −15 dB) and optimized antennas
(found to be < −12 dB) are shown in Figure 11. Higher isolation was observed for ports 1 to 2 and 3 to
4 due to the identical structure of elements. The peak values of the isolation (within the obtained band)
were −22 dB and −21.24 dB for the initial and optimized antennas, respectively, at 10.3 GHz. Thus, the
isolation was sufficiently good with the optimized antenna. Table 4 represent the difference between
initial and optimized antenna parameters.
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(a) Initial Antenna 

 
(b) Optimized Antenna 

Figure 11. S-parameters of the MIMO antenna for mutual coupling between ports for (a) the initial
antenna and (b) the optimized antenna.

Table 4. Antenna parameter values for the initial and optimized antennas.

Parameter Initial Antenna Design Optimized Antenna Design

Bandwidth (GHz) 7.84–16.44 GHz 7.72–17.25 GHz
Minimum return loss (dB) −32 −37
Maximum peak gain (dB) 5.55 5.99

Maximum surface current density (A/m) 125.19 82.083
Maximum EMI (V/m) 14.60 13.25

Radiation intensity (dB) 15.42 15.42

5. Conclusions

In this paper, a miniaturized single element of a T-shaped MIMO antenna was designed, optimized,
and simulated. The 2K factorial and genetic algorithm optimization techniques were used for the
optimization of the antenna. It was found that gb, ga, tl, and tw, as defined in Figure 1, were the major
dimensional parameters affecting the return loss, peak gain, bandwidth, radiation pattern, surface
current distribution, and EMI of the antenna. The optimized antenna had a wider frequency band that
ranged from 7.72 to 17.25 GHz. This corresponded to a 1 GHz improvement in the bandwidth due
to the improved return loss that provides new opportunities for the antenna’s utilization in different

35



Appl. Sci. 2020, 10, 3117

applications. The optimized antenna had lower current distribution that gives lower power dissipation
and its 1 m sphere EMI was also reduced.
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Abstract: Neutron radiation on advanced integrated circuits (ICs) is becoming important for their
reliable operation. However, a neutron test on ICs is expensive and time-consuming. In this work,
we employ Monte Carlo simulation to examine if a proton test can replace or even accelerate the
neutron test, and we found that 200 MeV protons are the closest to resembling neutron radiation
with five main differences. This 200 MeV concur with the suggestion from National Aeronautics and
Space Administration (NASA, Washington, DC, USA). However, the impacts of the five differences
on single event effects (SEEs) require future work for examination.

Keywords: single event effects; linear energy transfer; Monte Carlo simulation; radiation hardness

1. Introduction

Technological developments bring smaller and faster devices in integrated circuits that operate
at reduced bias voltages. However, they also suffer from increased susceptibility to neutrons.
These neutrons can cause single event effects (SEEs) on the integrated circuits, rendering their temporary
loss of function. Such temporary loss of function may be a critical issue in many applications, especially
for implanted medical electronics such as pacemakers [1].

Consequently, radiation tests are becoming necessary to ensure reliable applications of these
circuits, especially in applications where their exposure to radiation intensity might be higher.
An example of radiation test can be found in Intel. Seifert et al. reported their radiation test results in
Intel, demonstrating that radiation-induced soft error rate (SER) improvements in the 14 nm generation
high-k+metal gate as compared to the bulk tri-gate technology [2]. Its taller and narrower structure
minimized the charge collection owing to a smaller, sensitive volume. There are many more reported
radiations tests as can be seen in the annual workshop on soft error Silicon Errors in Logic—System
Effects (SELSE). The SELSE workshop provides a forum for discussion of current research and practice
in system-level error management. Participants from industry and academia explore both current
technologies and future research directions (including nanotechnology). SELSE is soliciting papers
that address the system-level effects of errors from a variety of perspectives: architectural, logical,
circuit-level, and semiconductor processes where several companies are reporting their radiation tests
in the workshop.
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However, a fast neutron test that resembles normal operating conditions is expensive due to the long
test duration, and the test can only be done in limited facilities such as TRIUMF (Vancouver, BC, Canada;
up to 400 MeV neutrons), Los Alamos Neutron Science Center (LANSCE, Los Alamos, NM, USA; up
to 750 MeV neutrons), and ISIS Neutron and Muon Source (Oxford, UK; up to 400 MeV neutrons).
Proton facilities, however, are easier to access worldwide. Another advantage of using protons to
replace neutrons for SEE testing is that the protons are charged particles which can be easily accelerated
and focused. Wei et al. showed the possibility and challenge of using a medical proton facility to
do SEE testing [3]. In fact, the use of protons to study the radiation effect on electronics in various
radiation environments has been practiced. O’Neill et al. proposed that 200 MeV proton can be used
to mimic the radiation environment at low Earth orbit (LEO) [4], and National Aeronautics and Space
Administration (NASA) used 200 MeV proton to perform their SEE tests, and successfully screened
thousands of electronic parts at Indiana University Cyclotron Facility (IUCF, Bloomington, IN, USA)
even though the previously reported SEE failures were due to heavy ions [4].

The SER in integrated circuit can be estimated by dose (or energy deposited) convoluted with
energy-specific linear energy transfer (LET) [5]. In a radiation hardness test, the dose can be controllable
by flux, but the LET is the characteristic of particles with specific energy. LET expresses the characteristics
of a particle’s path through materials. It is defined as the energy being transferred to a material by
an ionizing particle as a function of distance and material density, in units of MeV-cm2/mg. Dodd et
al. showed that LET is the key index of SER in high-speed digital logic integrated circuits (ICs) [6].
Bagatin et al. also showed the correlation of LET and single event upset (SEU) in floating gate cells [7].
In addition to LET, the specific secondary particles can also be important because it can create different
kinds of defect in the materials in integrated circuits [3].

In this work, we examine the possible use of a medical proton test facility to replace the fast neutron
test at sea level using the Monte Carlo simulation known as Geant4. To evaluate the equivalence of
neutron and proton SEE tests, LET of both primary and secondary particles and secondary particle
yields are examined. The secondary particle yields are also important in SEE evaluation because
the secondary particles, especially for heavy ions, may implant in the silicon crystal and change the
electronic properties.

Subsequent quantitative verification will be performed using our newly constructed proton center
at Chang Gung Memorial Hospital (Linkou District, New Taipei, Taiwan) which is a medical cyclotron
(Sumitomo Heavy Industry, Tokyo, Japan) with a maximum beam current around 300 nA at 230 MeV.
The energy spread is less than 10% for low energy (30 MeV) and 1% for higher energy (110 +MeV).

2. Materials and Methods

In this work, we focus on silicon-based semiconductors. However, there are always back-end
interconnected structures that contain metals with high Z materials, such as copper and refractory
metals. As the spallation cross-sections of neutrons and protons are correlated to Z, the high LET
secondary particles are mostly generated in the back-end structures after neutron and proton radiation,
and these particles can hit the semiconductor region producing SEEs.

Another common silicon-based semiconductor material is silicon-germanium (SiGe). SiGe is an
upcoming advanced silicon-based IC technology as SiGe technology effectively merges the desirable
attributes of conventional silicon-based CMOS manufacturing (high integration levels, at high yield and
low cost) with the extreme levels of transistor performance attainable in classical III–V heterojunction
bipolar transistors (HBTs) through bandgap engineering. This renders SiGe HBTs with several key
merits with respect to operation across a wide variety of so-called “extreme environments”, potentially
with little or no process modification, ultimately providing compelling advantages at the circuit and
system level, and across a wide class of envisioned commercial and defense applications. Thus, both
silicon and SiGe materials are studied in this work.

Since back-end interconnected structures are the major sources of high LET secondary particles
that can induce SEEs, we need to confirm the hypothesis that the spectra of secondary particles
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generated from the back-end structures by protons are similar to those from the fast neutrons in the
LANSCE, as shown in Figure 1 [8]. We performed this hypothesis testing using Geant4 Monte Carlo
simulations [9].

Figure 1. The Los Alamos Neutron Science Center (LANSCE) broad band neutron spectrum used in
this study [8].

Geant4 is a well benchmarked general-purpose Monte Carlo code for both macroscopic and
microelectronic scales. Intel has used Geant4 to build their “Intel Radiation Tool” for radiation effect
simulation [10]. Weller et al. also established a Monte Carlo approach for estimating SEEs using Geant4
with TCAD [11].

2.1. Monte Carlo Simulation

To simulate the LETs and secondary particle yields in semiconductor devices, Geant4
10.04.p02 was used in this work [12]. The physics list used in this study is QGSP_BIC_HP_EM4
with radioactive decay enabled. In particular, G4EmStandardPhysics_option4 was implemented
for modeling Electromagnetic process, G4HadronElasticPhysics for elastic process of hadrons,
G4HadronPhysicsQGSP_BIC for inelastic process of hadrons, G4RadioactiveDecayPhysics for
radioactive decay, and G4IonBinaryCascadePhysics for inelastic process. The quark-gluon string
precompound (QGSP) model was implemented to handle collision of high-energy hadrons, and the
binary cascade model was used for inelastic process of hadrons. The high precision data were set for
the low-energy neutron and light ions. The details of the hadron interaction and ionization model in
Geant4 can be found in Truscott et al. [13].

Since elastic and inelastic interactions due to the nuclear reactions of radiation particles and
materials are critical to predict secondary particle yields, the Joint Evaluated Fission and Fusion File
(JEFF) 3.3 Nuclear Data Library was added to the neutron simulation, and the G4TENDL data set was
also added for high precision particle transportation.

To obtain more accurate secondary yields, the nuclear decay model was enabled with the function
DO_NOT_ADJUST_FINAL_STATE. This is a function in Geant4 which instructs the simulation
software not to generate artificial gamma rays for the purpose of satisfying the energy and momentum
conservation in some nuclear reactions. The simulation will follow the ENDF-6 libraries [14]. Moreover,
the cut-off range for secondary particles was set to 0.01 nm, so that all the secondary particles can
continuously slow down to an approximation range longer than 0.01 nm [15].

The studied primary incident particles are the LANSCE broad band neutron and protons with
selected energies. These particles were generated using the Geant4 general particle source (GPS). For
neutrons, a spectrum from LANSCE was converted to a probability distribution (Figure 1) and inputted
to the GPS. For protons, eight monoenergetic protons of 10, 30, 50, 63, 105, 150, 200, and 230 MeV
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respectively were generated, and only one of the above energies was simulated at a time. In each
simulation case, the number of histories was 109. History in the context of Monte Carlo simulation
refers to a record of a primary particle from being generated to being stopped.

All the primary particles were generated on the top of the structure and transported by the Geant4
process class with the physics list mentioned above. The secondary particle species generated due to
the interactions between the primary particles and materials was recorded by the Geant4 stepping
class when the particles entered the detection layer. To prevent the partial volume effect, which usually
happens when the scoring volume overlaps two or more materials at the geometry boundary [16],
the energy deposition was calculated by the Geant4 tracking class which sums up all the energy
deposition in each step from the track passing through the detection layer. The details of the Monte
Carlo technique used in this work and the associated issues can be found in a study by Chiang and
colleagues [17].

Since there is no method to measure the LET spectrum in an actual integrated circuit, our simulation
is benchmarked with the simulation results of O’Neill for pure silicon [16], and good agreement was
obtained. In fact, the same simulation setup has been used for simulating the microdosimetry property
of protons and photons in biological targets with 1 μm diameter and again good agreement was
obtained. This work was reported by Hsing et al. [18].

2.2. Material Structure

The material examined in this work is a back-end structure modified from Zhang et al. [12].
The aluminum layer is replaced by copper and the detection layer is 100 nm thick, as shown in Figure 2a.
No titanium layer is included in the simulation of this work. Figure 2b shows the same structure but
with an additional thin SiGe layer to evaluate the effect of SiGe on SEE events due to neutron and
proton radiation. Other metallization structures will be examined in our other work.

 
Figure 2. The layer structure (a) without SiGe and (b) with SiGe used in this simulation (not to scale).

To achieve a charged-particle equilibrium (CPE) and maintain simulation efficiency, the diameter
of the structure is set to 1 mm, which is much larger than the secondary particle range. Monte Carlo
simulation may have boundary crossing problems when particles transport from a large volume to a
small volume. To minimize this effect, the step size in this study is limited by a stepping function that
each step cannot be longer than 0.01% of its calculated range. The final step cannot be bigger than
0.1 nm. In addition, the skin parameter in this study is set to three, which means that single scattering
mode will activate three elastic mean free paths before the boundary.
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2.3. Data Analysis

LET is calculated from the energy deposited in the detection layer divided by its thickness (100 nm)
and the density of silicon (2330 mg/cm3). The energy deposited is calculated by the sum of the energy
imparted by all the events from all the tracks passed through the detection layer.

To compare the similarity of each LET curve or compare the similarity of the secondary particle
yields, an evaluation index (EI) is defined for ith LET bins or i-types of secondary particles, as given
in Equation (1). In the EI definitions, LETi is the differential fluence in the ith LET bin and Yi is the
secondary particle yield at the test condition. Are f ,i is the corresponding quantity at the reference
condition, which is simulated from the LANSCE broad band neutron spectrum. To prevent dividing by
zero, any Atest, i with Are f ,i = 0 is ignored. In LET cases, the bin size for analysis was 0.2 MeV-cm2/mg
and the counts were analyzed using a log scale.

EI is defined as the root mean square of relative error as follows:

EI =

√√√√∑N
i=1

[
(Atest, i−Are f ,i)

Are f ,i

]2
N

(1)

here Ai is either LETi or Yi. The smaller EI will indicate better equivalency between two sets of
data. The EI will be zero if the test protons generate identical LET differential fluences compared to
those generated by the LANSCE neutron, that is, (Atest, i −Are f ,i) = 0, the same for secondary particle
yield comparisons.

3. Results and Discussions

To compare the equivalence of neutrons and protons in SEE testing for the layer structure. LET,
secondary yield, and energy deposited are evaluated in this work. Additionally, the effects of SiGe are
also considered.

3.1. LET Difference between Neutrons and Protons

To examine if protons can be used to replace neutrons for SEE testing, the most important
consideration is the equivalence of the LET spectrum as LET is a key determining parameter for the SEE.
Figure 3 shows the LET spectra of the structure without SiGe being irradiated by protons and neutrons.

Figure 3. Linear energy transfer (LET) spectra in a structure without silicon-germanium (SiGe)
irradiated by 63, 105, 150, 200, and 230 MeV proton and LANSCE neutron.
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The LET spectra of the examined geometry irradiated with LANSCE neutron and selected
monoenergetic protons were plotted in Figure 3. The largest visible difference in the LET spectra is
below 1 MeV-cm2/mg, where protons generated 1000 times more events than neutrons did. Due to the
low LET, this visible difference has minimal impact on single event effects, whilst it could cause the
total ionization dose (TID) effects under prolonged radiation exposure. However, the cross section of
the SEE can be altered by TID as described by Schwank et al. [19] and Lorne et al. [20].

We further compared the LET spectra of 200 MeV proton and the LANSCE neutron for LET
larger than 1 MeV-cm2/mg. The differential fluence was in good agreement in LETs between 1 to
10 MeV-cm2/mg but was slightly deviated in LETs larger than 10 MeV-cm2/mg. This phenomenon
can be explained with the help of Figure 4, in which the LET was plotted for several major secondary
particles. In parentheses, the first symbol represents incident particles and the second symbol represents
particles that contribute to the LET. For example, (n, He) means that the helium is generated by the
LANSCE neutron.

Figure 4. The LET contribution from He, Mg, and Al generated by the 200 MeV proton and the LANSCE
neutron. In parentheses, the first symbol represents incident particles and the second symbol represents
particles that contribute to the LET.

In the LETs between 1 to 10 MeV-cm2/mg, events were mainly caused by helium ions, which were
mostly due to the elastic interactions of high-energy particles, regardless of whether they were neutrons
or protons. For LETs more than 10 MeV-cm2/mg, 200 MeV protons gave a higher differential fluence
than the LANSCE neutron because protons generate more heavy secondary ions such as aluminum
and magnesium. The LANSCE neutron produces very few of these secondary particles because most
of the LANSCE neutron shown in Figure 1 is less than 10 MeV which is below the threshold energy of
these nuclear interactions.

The LET spectra from the studied structure irradiated by lower proton energy are rarely used, but
we included them in our work (see Figure 5). In these low-energy proton irradiations, the differential
fluence in LET is 10,000 times higher than neutrons for LET lower than 0.5 MeV-cm2/mg and five times
higher for LETs between 1 to 10 MeV-cm2/mg. On the other hand, for LETs larger than 10 MeV-cm2/mg,
low-energy protons give less events. Therefore, from the above results, our further evaluation will
focus on the protons with energy higher than 63 MeV.
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Figure 5. LET spectra in a structure without SiGe from 10, 30, 50, 63, and 200 MeV protons and
LANSCE neutron.

In comparison to the results from Hiemstra et al. [21], the LET distribution in our work was much
wider because the simulation of all secondary particles was performed in our study, which means that
both the ionization energy loss and the nuclear interactions were simulated. Therefore, our simulations
are expected to be more accurate, but it is time-consuming (takes 2–3 days per energy per condition in
a computer with Intel I9-9900k CPU working at 4600 MHz and two dual channels 8 GB RAM working
at 3000 MHz). The uncertainty in our simulation for the LET spectra shown in Figures 3 and 4, is
quantified using the coefficient of variation (Cv). We found that the Cv is less than 10% for LETs lower
than 6 MeV-cm2/mg. However, if the LET is greater than 40 MeV-cm2/mg, Cv is between 30% and 70%,
due to the small number of events with these LETs. To be noted, compared pair with high Cv may
contribute more to the EI calculation, so that the LETs larger than 6 MeV-cm2/mg will dominate our
conclusion about beam equivalency.

Another comparison is with the work from Turflinger et al. [22]; our results and theirs agree well
for LETs lower than 15 MeV-cm2/mg. For higher LETs, no comparison can be made because the work
of Turflinger et al. has a 5 μm Pb/Au layer which is not present in this study.

The EI evaluation of the LET spectra is shown in Table 1, which shows that the 200 MeV proton
has a LET spectrum with the best equivalence compared to the LANSCE neutron. The EI decreases
with increasing proton energy, reaching the minimum at 200 MeV and increased at 230 MeV, with the
exception for the 150 MeV proton, which may be questionable owing to the presence of a switch point
for the hadron interaction around 150 MeV [14] in Geant4. The results shown in Table 1 are consistent
with Figure 5 where 63 MeV proton gives higher differential fluence than the neutron, and 200 MeV
proton gives lower differential fluence than the neutron in LETs < 10 MeV-cm2/mg. Of course, it is
also possible that the best proton to replace the LANSCE neutron is with an energy between 105 and
200 MeV. Alternatively, a mix of different proton energies could also provide a better equivalence. All
these possibilities are explored later.

Table 1. Evaluation index (EI) for LET in layer structure without SiGe.

LANSCE
Neutron

63 MeV
Proton

105 MeV
Proton

150 MeV
Proton

200 MeV
Proton

230 MeV
Proton

EI 0 0.290 0.274 0.296 0.250 * 0.285

* Indicates the best choice.
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3.2. Secondary Particle Yield Difference between Neutron and Proton

The secondary particle species can not only produce a different LET but also change the
semiconductor properties. In this study, the secondary particles with Z = 2–80 were analyzed.
Figure 6 shows the secondary particle yields in structures without SiGe when it is irradiated by 63, 105,
150, 200, and 230 MeV protons and LANSCE neutron, respectively.

Figure 6. The secondary particle yields in structure without SiGe irradiated by 63, 105, 150, 200, and
230 MeV protons and LANSCE neutron.

In Figure 6, five groups can clearly be identified, namely alpha group, O group, Si group, Cu
group, and W group, from left to right. Between copper and tungsten groups, there are some events
from the cleavage fragments of W. In the secondary particle yields, the highest peak is at Z = 2, which
is helium or alpha particles resulting from elastic interaction. The next two peaks, at Z = 6 and 14, are
from SiO2.

It can be seen in Figure 6 that the secondary particles distribution of the neutrons is narrower
than that of the protons. The reason is that the energy of most neutrons is too low to have a spallation
event. Another difference is that for Z > 14, 200 MeV protons generate more secondary particles than
neutrons, but for 8 < Z < 14, neutrons give more events. The difference is mostly from the last layer of
the structure, which is SiO2. In the Z = ~70, which are made of tungsten, high-energy protons have
much higher potential to generate secondary particles than the low-energy protons or even neutrons.
For secondary particle yields, the Cv is dependent on the secondary particle species. For Z < 14, the
Cv is less than 10%, but for heaver ions, some yields are less than 10 counts per 109 incidents, and
this makes the Cv go up to 60%. For a few channels, the Cv is even 100% because only one count
is observed.

EI evaluation of the secondary particles yield is shown in Table 2, and again 200 MeV protons
and the LANSCE neutron have the most similar secondary particle yields. Similar to the case of LETs,
63 MeV proton has the worst EI in secondary particle yields. In Figure 6, the 63 MeV proton in the Z
range between 18 and 25 contributed fewer secondary ions, which are copper spallation fragments.
In Z between 65 and 70, the 63 MeV proton also has fewer secondary yields. Rummana et al. reported
that secondary particle yields are higher for protons with higher energy [23].
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Table 2. EI for secondary particle yields in layer structure without SiGe.

LANSCE
Neutron

63 MeV
Proton

105 MeV
Proton

150 MeV
Proton

200 MeV
Proton

230 MeV
Proton

EI 0 0.560 0.544 0.543 0.405 * 0.443

* Indicates the best choice.

In Figure 6, 200 and 230 MeV protons typically gave more yields than the LANSCE neutron, but
63, 105, and 150 MeV protons gave less. It is possible that mixing different proton energies could lead
to better neutron equivalence.

Therefore, from both Tables 1 and 2, 200 MeV proton radiation is closer to neutron radiation, and
this concurs with suggestions from NASA (Washington, DC, USA).

3.3. LET Difference between Layer Structures with and without SiGe

The LET spectra for the LANSCE neutron and 63 and 230 MeV protons with and without SiGe
were plotted in Figure 7. The difference in the overall spectra between the structures with and without
SiGe is insignificant except for the LET value greater than 20 MeV-cm2/mg. LANSCE neutron and
63 MeV proton give lower differential fluence when the SiGe layer is added, but 230 MeV proton gives
a larger differential fluence. This is because with high-energy protons, the yields of alpha and light
ions correlate with the Z of an incident target. Since Ge has a larger Z than most of the materials in our
structures, being four times larger than the Z of O and 2.3 times larger than the Z of Si, we observed
more counts for the structure with SiGe in the lower LET. With low-energy protons, however, it is
difficult to have spallation and generate secondary ions [24]. In addition, Ge has a larger neutron
absorption coefficient than silicon [25,26], hence some neutrons were absorbed by the SiGe layer.
Therefore, in the case of the LANSCE neutron, the events with LETs less than 0.1 MeV-cm2/mg are
somewhat lower when SiGe is added.

Figure 7. LET spectra of the structure with and without SiGe irradiated by 63 and 230 MeV protons
and LANSCE neutron. The plot is in log-log scale.

3.4. Secondary Particle Yields Difference between Layer Structure with and without SiGe

Figure 8 shows the difference in secondary yields between the structure with and without SiGe
layer. At Z between 30 and 32, which mostly come from Ge (Z = 32), the cases with SiGe give much
higher yields than the cases without SiGe. The reason is that in cases without Ge, these secondary
particles with Z between 30 and 32 can only be generated in the W layer (Z = 74) with a very low
probability, thus the yield is much lower compared to the number of secondary particles of another
Z. In Z between 35 and 45, the cases without SiGe give higher yields because the Ge can stop the
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movement of the heavy secondary particles due to the high Z and density of Ge. In comparison to the
particle yields with Z < 30, however, the difference in secondary yield cannot be recognized, since
these particles only make up less than a thousandth of all secondary particles.

Figure 8. The secondary particle yields in the structure with and without SiGe irradiated by 63 and
230 MeV protons and LANSCE neutron.

Tables 3 and 4 giving the EI evaluation on LETs and secondary particle yields of the structure
with SiGe layer irradiated by the LANSCE neutron and selected monoenergetic protons. Similar to
the results shown in Tables 1 and 2, the 200 MeV proton gives the lowest EI which means the best
neutron equivalence.

Table 3. EI for LET in layer structure with SiGe.

LANSCE
Neutron

63 MeV
Proton

105 MeV
Proton

150 MeV
Proton

200 MeV
Proton

230 MeV
Proton

EI 0 0.237 0.256 0.258 0.228 * 0.257

* Indicates the best choice.

Table 4. EI for secondary particle yields in layer structure with SiGe.

LANSCE
Neutron

63 MeV
Proton

105 MeV
Proton

150 MeV
Proton

200 MeV
Proton

230 MeV
Proton

EI 0 0.550 0.541 0.524 0.381 * 0.533

* Indicates the best choice.

3.5. Energy Deposited Difference between Neutrons and Protons

In addition to LET, the energy deposition in the total devices is important for the study of SEE.
Since a proton is an ionizing radiation, it releases energy when it passes the target. The energy
deposited in the detection layer was calculated and shown in Tables 5 and 6 for structures with and
without SiGe.
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Table 5. Energy deposition analysis results for the layer structure without SiGe for 1010

neutron/proton incident.

LANSCE
Neutron

63 MeV
Proton

105 MeV
Proton

150 MeV
Proton

200 MeV
Proton

230 MeV
Proton

Energy deposited (GeV)
Cv <0.01% 2.7019 15,910 10,680 8213.4 6750.3 6165.4

LET >1 (counts)
Cv <0.7% 28,570 38,260 30,070 25,730 31,500 29,960

LET >10 (counts)
Cv <3% 1200 2500 1680 1370 2310 1920

Energy deposited/LET >1 (keV)
Cv <3% 94.6 41,500 35,500 31,900 21,400 20,500

Energy deposited/LET >10
(MeV) Cv <4.2% 2.25 636 635 599 292 321

LET is in unit of MeV-cm2/mg.

Table 6. Energy deposition analysis results for the layer structure with SiGe for 1010

neutron/proton incident.

LANSCE
Neutron

63 MeV
Proton

105 MeV
Proton

150 MeV
Proton

200 MeV
Proton

230 MeV
Proton

Energy deposited (GeV)
Cv <0.01% 2.4761 15,956 10,706 8232.0 6765.3 6181.3

LET >1 (counts)
Cv <0.7% 27,460 36,700 30,350 26,010 32,040 31,510

LET >10 (counts)
Cv <3.2% 980 2360 1680 1280 2160 2360

Energy deposited/LET >1
(keV) Cv <3.3% 90.2 43,500 35,300 31,600 21,100 19,600

Energy deposited/LET >10 (MeV)
Cv <4.6% 2.52 676 637 643 313 261

LET is in unit of MeV-cm2/mg.

For the case without SiGe, Table 5 shows that 63 MeV protons are found to have more events
with LET > 1 and 10 MeV-cm2/mg than other incident particles, and they also cause the most energy
deposition. This is expected as the lower energy will result in higher deposited energy since the
stopping power is inversely proportional to the kinetic energy [24]. Calculating the energy deposited
for generating an event, 200 MeV and 230 MeV give better efficiency (i.e., lower dose with higher LET
counts). In comparison to neutrons, proton irradiation gives off over 200 times more energy deposited.

Compared to the results of structures with (Table 5) and without (Table 6) SiGe, both
LANSCE neutron and protons show the differences on energy deposited and event number.
For LET > 1 MeV-cm2/mg, a decrease of 4% in the secondary particle yields is observed, and
for LET > 0 MeV-cm2/mg, the decrease is 20% in the LANSCE neutron case. These decreases are due to
the presence of germanium which has a larger neutron absorption cross-section than other materials in
this study [25,26].

In the proton cases, 63 MeV proton also has a 4% decrease in secondary yields from
LET > 1 MeV-cm2/mg and a 6% decrease for LET > 10 MeV-cm2/mg. For 230 MeV proton, however, the
secondary yield does not lead to a decrease, but rather to an increase both with LET > 1 MeV-cm2/mg
and LET > 10 MeV-cm2/mg. This is because of the spallation which generates heavy secondary ions in
the cases of proton irradiation. This spallation has its cross-section positively correlate to the incident
energy and the Z of the target [19].

49



Appl. Sci. 2020, 10, 3234

4. Conclusions

From the Monte Carlo studies in this work, in comparing the LET spectra and secondary particles
yield from the proton and neutron radiation, we found that 200 MeV proton radiation has the closest
resemblance to the neutron radiation, which concurs with suggestions from NASA. However, even
with this close proton radiation, several differences present between proton and neutron radiation are
as follows: First, proton radiation produces high secondary particles yield for LET > 15 MeV-cm2/mg,
and neutron hardly has LET > 10 MeV-cm2/mg. Second, the secondary particles distribution is broader
for the case of proton radiation. Third, proton radiation produces more secondary particles with
Z > 14 whilst neutron radiation produces more secondary particles with 8 < Z < 14. Fourth, the energy
deposited from proton radiation is around 300 times higher than neutron in the same flux. Fifth, the
presence of SiGe does not affect the secondary particles yield for proton radiation, but it is decreased
for neutron radiation. This implies that the strengthen of radiation robustness with the addition of
SiGe cannot be seen with proton radiation.

In this study, we only focus on some commonly used monoenergetic protons in several testing
protocols. As presented in the results, no monoenergetic proton can reproduce exactly the secondary
particle LET and yield spectra to that of the LANSCE broad band neutron. However, it may be possible
that mixing energies of protons can create better equivalence. Further study using range (energy)
modulation technique to generate wider proton spectrum will be conducted to explore this possibility.

As LET and secondary particles yield can affect SEE testing, how the above-mentioned five
differences will affect the SEE testing results are as of yet unknown. The answers can only be known
through either subsequent proton or neutron testing or SEE simulation on semiconductor devices with
LET and secondary particles yield distribution as obtained from the Geant4 simulation. On the other
hand, as proton radiation seems to be more stringent than neutron radiation, one may use proton
radiation tests as a higher calling to the radiation robustness of integrated circuits, with the expense
of possibly higher design and fabrication costs. All these future works will be necessary in order to
ascertain the equivalence or acceleration of neutron and protons radiation for SEE testing.
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Abstract: Single event upset, or Single Event Effect (SEE) is increasingly important as semiconductor
devices are entering into nano-meter scale. The Linear Energy Transfer (LET) concept is commonly
used to estimate the rate of SEE. The SEE, however, should be related to energy deposition of each
stochastic event, but not LET which is a non-stochastic quantity. Instead, microdosimetry, which uses
a lineal calculation of energy lost per step for each specific track, should be used to replace LET to
predict microelectronic failure from SEEs. Monte Carlo simulation is used for the demonstration, and
there are several parameters needed to optimise for SEE simulation, such as the target size, physical
models and scoring techniques. We also show the thickness of the sensitive volume, which also
correspond to the size of a device, will change the spectra of lineal energy. With a more comprehensive
Monte Carlo simulation performed in this work, we also show and explain the differences in our
results and the reported results such as those from Hiemstra et al. which are commonly used in
semiconductor industry for the prediction of SEE in devices.

Keywords: single event effect; Monte Carlo simulation; microdosimetry; linear energy transfer;
lineal energy

1. Introduction

Radiations exist around us in the air, and it includes photon, electron, neutron and
alpha particle. These radiations are critical traditionally in the aerospace applications
because they could render function loss for the satellites and even lead to material degrada-
tion [1], and they can be ignored at the sea level. However, as microelectronic devices are
scaling down aggressively with the advancement in semiconductor technology, nano-meter
devices are now susceptible to these radiations, and they can no longer be overlooked.
These radiations can interact with semiconductor devices and cause damages to the devices
or functional errors to their associated circuits [2].

The effect of these radiations on microelectronic devices can be categorized into two
different effects, namely a cumulative effect termed as Total Ionization Dose (TID) effect,
and a stochastic effect, termed as Single Event Effect (SEE) [3]. SEE describes the event of
electronic device malfunction or failure caused by “single” radiation hits. SEE is critical for
devices where their rebooting is difficult or even impossible, and examples of such devices
are pacemakers, autopilot systems, and microelectronics used in space missions. Lineal
Energy Transfer (LET) is widely used as a key index for SEE prediction [4,5].

LET is a non-stochastic quantity which gave an expectation value of energy imparted
from particle to a local site. International Commission on Radiation Units and Measure-
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ments (ICRU) gave the definition of LET of a particle (Equation (1)) in its report 16 [6] as
the quotient of dE by dl, where dl is the distance traversed by this particle and dE is the
mean energy-loss owing to collisions with energy transfers less than some upper limit Δ,
which is the cut off energy of delta ray.

LΔ =

(
dE
dl

)
Δ

(1)

There is a long history of studies on LET in microelectronic applications. O’Neill et al.
conducted a series of studies on LET with secondary ions generated by the irradiation of
silicon with protons, and they showed that proton testing is suitable to screen microelec-
tronic devices for low earth orbit susceptibility to heavy ions [7]. Hiemstra et al. provided
the LET spectra of protons in 50–500 MeV, which are commonly used for SEE testing, and
gave the scaled factor of proton fluence for Geosynchronous orbits by a simplified Monte
Carlo simulation [8]. Biersack and Ziegler carried out a comprehensive study of the ion
ranges and stopping powers in solids and provide a useful toolkit called Stopping and
Range of Ions in Matter (SRIM). This toolkit allows the radiation particles to be modelled
in a simple microelectronic structure [9,10].

Dodd et al. provided the trend of LET thresholds of SEE with feature sizes from 1 to
0.1 μm [11]. In their results, the threshold decreases when the feature size decreases due
to the following. Firstly, when the sizes of the devices are smaller, the critical charges, i.e.,
the amount of charges to change the performance of the devices will be smaller. Secondly,
with a smaller target, the energy deposition of each specific radiation particle will have
a greater deviation, and there is a chance of a huge energy deposition leading to a huge
induced charge.

Single Event Rate (SER) can be directly tested under specific protocols [12] or modelled
with known natural radiation environment for these cosmic rays [13]. JEDEC Solid State
Technology Association give the protocol JESD57A [12] to guide the procedures for the SEE
tests. These tests are usually expensive and difficult. Another way to predict single event
rate is to convolute the LET spectra in target orbital with the single event cross sections
(either for a device or averaged per bit) from either experiment or simulation. In this
method, single event cross sections versus LET is usually a single value function. Warren
used a set of heavy ion with specific kinetic energy to derive the single event cross sections
and predict the single event upset rate of a 0.25 μm CMOS SRAM well [14].

As the feature size reduced to a few nanometres, this “single-value assumption” may
no longer valid. Warren et al. found that in a 90 nm CMOS irradiated with heavy ions,
although the effective LET is the same, the single event cross sections can have more than
three order of magnitude differences [15]. In other words, LET distributions can be different
in various feature sizes of the devices under an exact irradiation condition. With today
nano-meter microelectronic devices, the variability of LET from a given radiation can be
very large, and this leads to the necessity to use the concept of lineal energy distribution to
predict SEE in a given device.

In fact, LET is commonly used in the cm/mm scale for deterministic events. For
microelectronics, microdosimetry is more appropriate to describe the stochastic events.
Down to nanometre scale, many researchers used realistic track structure to predict local
effect of different radiations [16–19]. This track structure approach will be practical in
the simulation, but it is still difficult to compare with measurements. In addition, these
track structure codes can only simulate interactions in limited materials and semiconductor
materials is yet to be included. Furthermore, the track structure will only be meaningful
when detailed geometry of a specific microelectronic device is given. On the other hand,
microdosimetry is easier to be modelled for radiation effect prediction [20]. We have used
this microdosimetry approach to investigate the equivalence of neutrons and protons in
SEEs testing [21].

ICRU report 16 considered that the local energy density and individual event size
will be more relevant than LET for microscopic structures [6]. These concepts of local
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energy density and individual event size have been clarified in the ICRU report 36 for the
introduction of microdosimetry [22]. The basic concepts of microdosimetry are developed
by Rossi and co-workers [23,24], and they used two stochastic quantities, specific energy
(z) and lineal energy (y) to replace dose and LET. Lineal energy (y) of microdosimetry is a
way to estimate radiation quality/impact microscopically [22], and it is defined as,

y =
ε

l
=

∑i εi

l
(2)

where the parameters in the equation is defined below.
When a radiation particle enters a target, it will interact with the target material

along its track in the material. Energy deposit εi is defined as the energy deposited in ith

“Single” interaction. The sum of the εi in the target within one track is defined as the energy
imparted (ε). Mean chord length (l) is the mean length of randomly oriented chords in a
given volume [22].

In large size target, the number of interactions will be large, and the distribution of y
will converge to an expected value, which is LET. However, at the nanometric scale, the
number of interactions is small, and only very few interaction events occur in a radiation
track. Thus, y would have a wide distribution. In this case, providing discrete values of
LET will be meaningless because different y values would have different contributions to
SEEs and the relationship is non-linear.

Monte Carlo simulation is commonly used in microdosimetry studies [25,26], and
it relies on many physical models among which nuclear interaction physics is the most
important for microdosimetry study on SEE. However, a Monte Carlo simulation with
detailed nuclear interaction is very time and computation resources consuming. When
computing power was expensive in the past, secondary particles generation and their
transport in silicon could not be included in the simulation. For example, Hiemstra et al.
tried to use a simplified Monte Carlo method, which allow only one filial of secondary
particles to compute their corresponding ranges. They then used the range to calculate LET
and predict SEE [8]. However, the secondary particles generated under proton irradiation
are usually quite unstable and will decay or have further interactions with silicon, which
may generate light ions with lower energy and higher stopping powers. All these ions can
affect the SEE. An example of such can be found by Ying et al. who found that carbon ions
can fragment into several secondary particles during transportation [27].

Recently, there is an increasing number of Monte Carlo based SEE evaluation toolkits.
Intel developed the Intel Radiation Tool (IRT) based on Geant4 [28]. Reed and colleagues
in Vanderbilt University has also developed another Geant4 based Monte Carlo Radiative
Energy Deposition (MRED) Code [29]. In Geant4 Space Users’ Workshop and Nuclear
& Space Radiation Effects Conference (NSREC), using Monte Carlo technique to predict
radiation effect in semiconductor is a routine discussion. However, within the Monte Carlo
framework, there are hundreds of parameters that could affect the results, and there is no
conclusion on which setting is more accurate. Besides, the setting should be different for
different purpose.

In this work, a Geant4 [16] based Monte Carlo simulation is performed to simulate
the effect of proton beams on silicon. Different sensitive volume thicknesses are compared.
The lineal energy is also analysed in detail for each particle crossing the sensitivity volume,
and the physical models for intra-nuclear interaction in Geant4 are also compared.

2. Simulation Setup

The simulation in this study is based on Geant4 10.05 [16]. The physics model of
electromagnetic processes in this simulation is aligned with G4EmStandardPhysics_option4.
For electrons, due to their low LET, they cannot contribute to high y effects [30], and thus
the step function (parameter for step size R) can be set such that R over range = 0.01
and final range = 1 nm to speed up the simulation. For hadrons that have high LET and
they are therefore more important in this study, the R over range = 0.00001 and the final
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range = 0.1 nm are set to improve the accuracy while keeping the efficiency of the Monte
Carlo simulation.

For the intranuclear cascade, the Bertini’s model is widely used [31]. The nucleon
spectra from continuum-state transitions for protons on complex nuclei are calculated
using the intranuclear-cascade approach. However, the model is commissioned in high-
energy physics. An alternative method is a detailed three-dimensional model of the
nucleus, and is based exclusively on the binary scattering between reaction participants
and nucleons within this nuclear model, called binary cascade model [32]. Wright et al.
showed that, at a few hundreds of MeV, the binary cascade model can predict the secondary
particles yields comparable to experimental data effectively [33,34]. Additionally, there are
several evaluated and experimental nuclear cross-section data banks, such as TENDL [35],
EXFOR [36] and JEFF [37] which are precise but they are only for limited materials.

The intra-nuclear model, which controls secondary yields, will be compared in Geant4
using two different models. The Bertini cascade model which is widely used in SEEs
studies, and the binary cascade which is found to be better for incident particles of several
hundreds of MeV [34]. In addition, this work also considers the impact of high precision
(HP) model using the JEFF 3.3 extension cross-section table.

The geometry in this project is a Multi-layer cylinder as shown in Figure 1. The
diameter of the cylinder is 1 mm in order to ensure that most secondaries will not go out of
the boundary. A 30-μm of pure silicon layer is used to generate secondary particles. Under
the silicon layer is the sensitive volume (SV). The SV thickness was used to calculated lineal
energy instead of mean chord length in the study. As described previously, the mean chord
length concept is used better for randomly oriented chords in a given volume. The primary
particles simulated in this study do not have isotropic distribution, and they are mostly
incident perpendicular to the SV. Although ICRU report 36 [22] recommended using 4 V/A
to calculate mean chord length, Horowitz and Dubi [38] found that real average path length
was smaller than mean chord length for non-isotropic irradiation. If we calculated mean
chord length according to the 4 V/A approach, the mean chord length of our SV with 1
mm diameter and 100 nm thickness will be 200 nm. However, the average track length in
this thickness from the simulation is 104.9 nm, which is less than 5% difference to the SV
thickness. Hence we use the SV thickness instead of the mean chord length to calculate y.

Figure 1. The geometry setup in this study. The silicon is with natural isotope abudence, density is
2330 mg/cm3 and mean extiation potetial I = 173 eV.

The species and kinetic energy of each particle entering the SV are recorded as secon-
daries. The energies imparted from all the tracks crossing through the SV are summed up
and divided by the thickness of SV to calculate the lineal energy (y). To compare the effect
of SV thickness, six thicknesses, namely 1, 10, 30, 100, 1000 and 10,000 nm are simulated.

56



Appl. Sci. 2021, 11, 1113

In addition, the lineal energy and secondary particle yields from the thickness of 100 nm
results are further used to compared with the results from Hiemstra et al. for compatibility
investigation.

For the SEEs prediction purposed, the unit of y is presented in MeV-cm2/mg instead
of keV/μm, which is the traditional unit in microdosimetry. In silicon, 1 MeV-cm2/mg is
equal to 233 keV/m. In conventional microdosimetry, the scale usually covers from 10−3 to
103 keV/μm. To present the entire y spectrum, semi-log scale is usually used. However, for
SEEs, the LET usually is in the range of 10−1 to 102 MeV-cm2/mg, and differential fluence
is used instead of probability density function of y.

3. Results and Discussions

3.1. Effect of SV Thickness on y Distribution

Dodd et al. [11] showed that smaller feature sizes have smaller SEE thresholds. In this
study, six SV thicknesses were simulated to mimic different feature sizes. Figure 2 shows
the effect of different SV thickness on the lineal energy (y) distribution. In the 10,000 nm
case (green line), no secondary particle has y > 10 MeV-cm2/mg. The ε for most secondary
particles (more than 99.999%) were less than 2.33 MeV, corresponding to 1 MeV-cm2/mg.

Figure 2. Lineal energy spectra of different sensitive volumes in silicon irradiated by a 200 MeV
proton beam.

Let us consider the secondaries with y > 10 MeV-cm2/mg for other SV thickness. Their
differential fluences decreases as the SV thickness decreases from 1000 nm to 10 nm, and
this trend can be explained as follows. The y value of a particle is usually maximized
when the SV thickness is close to the particle range, owing to a pronounced nature named
Bragg peak. The Bragg peak describes that the heavy charged particles have little energy
loss as they enter the material and then peak before the end of their path. In Figure 3,
the cumulative distribution function of kinetic energy of secondary particles generated
by 200 MeV proton irradiated on silicon is plotted. In this figure, more than 80% of
secondary particles with atomic number (Z) larger than 2 have the kinetic energy lower
than 10 MeV and 99% lower than 20 MeV. The continuous slowing down approximation
(CSDA) ranges of these particles are about few thousand nm. During the slowing down
process, the stopping power of particles increases as they loss their kinetic energy. The
stopping power reach maximum at the end of the particle’s range. When the SV size close
to the particle range, it can cover the maximum stopping power. Since the particle range is
approximately 1 μm, the y values for the case of SV thickness = 1000 nm is larger than that
for SV = 100 nm, and then 10 nm. On the other hand, when the thickness decreases to 1 nm,
the differential fluences increases significantly, and the reason will be discussed later using
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a CROSSER and STOPPER theory [18]. As the boundary of the CROSSER and STOPPER
will be visible only at lower LET, hence this theory does not apply in this discussion where
y > 10 MeV-cm2/mg.

Figure 3. Cumulative distribution function of kinetic energy of secondary particles generated by
200 protons irradiated on silicon.

For the case of y < 10 MeV-cm2/mg, Figure 2 shows that the differential fluences decrease
first when thickness decreased from 10,000 nm to 1000 nm, and then 100 nm. However, it
increases when SV thickness continues to decrease from 100 nm to 10 nm and 1 nm. To
understand the above-mentioned trends, additional SV thicknesses of 20, 40 and 50 nm are
simulated respectively. Figure 4 plots the spectra in log scale, which can present the events
with smaller y. In these spectra, “shoulders” can be seen for SV thickness from 10–100 nm,
and the “shoulder” left shift with the SV thickness. The shoulder of 10 nm case can be found
in Figure 2 which is around y = 2–3 MeV-cm2/mg. The presence of this “shoulder” can be
understood from the CROSSER and STOPPER theory [18] as elaborated below.

Figure 4. Lineal energy spectra of different sensitive volumes in silicon irradiated by a 200 MeV
proton beam (log y scale).

When particles travel through different SVs, they can end up into either CROSSERs or
STOPPERs. A CROSSER refers to particle with high enough energy that can go through the
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entire SV, and a STOPPER refers to particle that stop inside SV because of its insufficient
energy [18]. In Figures 2 and 4, the events on the left side of shoulder are contributed
from both the CROSSER and STOOPER, but the right side can only be from the CROSSER.
Since the definition of lineal energy is the energy imparted in the SV divided by the mean
chord length, if the particle stopped inside the cavity, then y will be underestimated. In
thicker SV, because the energy required to go through the SV is larger and more particle
may become STOPPER, its y will be underestimated significantly. In Figures 2 and 4, the
y-distribution of 1 nm is fairly smooth and no shoulder is observed, which means that most
of the particles are CROSSER and the observed y are more realistically estimated. In SV
thicker than 100 nm, the shoulder is unclear because most of the particles are STOPPERs.

Similarly, for the case of 10,000 nm, a y cut off is found and the y of heavy secondary
particles is underestimated because it cannot go through the SV. In other words, the
CROSSER or STOPPER theory also answers the question on the increasing differential
fluence in the 1 nm case. With the shift of the shoulder to the right with decreasing SV
thickness, the STOPPER becomes CROSSER, especially in the 1 nm case, and almost all
particles are CROSSER.

3.2. Lineal Energy Contribution from Various Secondary Species

Since Single Event Rate (SER) is a function of LET [39], or y in this study, it is important
to understand the y contribution from various secondary species for radiation hardening
design. Figure 3 shows the y spectra of various types of secondary particles in pure silicon
irradiated with 200 MeV protons.

The y spectra in silicon irradiated by a 200 MeV proton beam in this study was quite
different from the results from Schwank [40] and Hiemstra [8]. In Schwank [40] and
Hiemstra [8], their LET has a cut off around 15–16 MeV-cm2/mg. However, there are
few events with y as high as 60 MeV-cm2/mg as observed in our study. Furthermore,
the spectra in their studies have a plateau before 10 MeV-cm2/mg and drop rapidly after
10 MeV-cm2/mg. In our case, the counts dropped quickly before 2 MeV-cm2/mg, and it
became a straight line from 2 to 25 MeV-cm2/mg, followed by a long tail after 25 MeV-
cm2/mg. To better understand the above-mentioned discrepancies, the y spectrum was
separated by different contributors with various Z values.

For y < 2 MeV-cm2/mg, the major contributors are particles with Z = 1 and 2. As
they are light ions, their contributions to LET spectra dropped sharply and disappeared for
y > 10 MeV-cm2/mg.

For y between 2 and 10 MeV-cm2/mg, the contribution is mixed with low Z and high
Z secondaries. In this region, contributions from low Z secondaries decrease sharply and
high Z secondary particles became major contributors after y > 5 MeV-cm2/mg. These high
Z secondaries were from heavy ions generated by (p, x) reactions. The y distribution of
high Z secondaries had a peak around y = 5 MeV-cm2/mg with few counts in low y and a
long tail in the high y region, extending to 50 to 60 MeV-cm2/mg.

Therefore, the overall y spectra of 200 MeV proton irradiated on silicon can be sepa-
rated into three parts as follows. First part is y < 2.5 MeV-cm2/mg contributed from light
ions; second part is 5 MeV-cm2/mg < y < 10 MeV-cm2/mg contributed by a mixture of
both light and heavy ions and third part is y > 10 MeV-cm2/mg contributed only by heavy
ions. In contrast to the works of Schwank et al. and Hiemstra et al. [8,40], the LET spectra
of their studies have a cut off around 15–16 MeV-cm2/mg but not in our study.

This difference of our work and their work is because Schwank and Hiemstra used
a reference Table to calculate the LET from energy fluence instead of calculating the
energy deposition, and such method is only applicable for large target where the number
of interactions is large enough that y can convergence to a single value which is LET.
Unfortunately, in tiny SV, the y distribution is quite board when the SV is thin and using
single expected value of LET becomes meaningless. Moreover, the reference Table used in
their study has the cut off around 15–16 MeV-cm2/mg.
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The differential fluences for LET < 5 MeV-cm2/mg are significantly different between
our results and those of Hiemstra et al. [8]. In Figure 7 of Hiemstra’s work. the differential
fluence is around 3000/1010 incident protons at LET = 1 MeV-cm2/mg and 1000/1010 at
5 MeV-cm2/mg. However, in our study, the differential fluence is 2400/1010 at 1 MeV-
cm2/mg and 360/1010 at 5 MeV-cm2/mg as shown in the Figure 4. The slope in our study
is about twice that of the Hiemstra’s result because Hiemstra et al. did not consider the light
secondaries such as protons and helium. In our study, the y contribution from each specific
secondary particle is separate recorded, and they are plotted in Figure 5, where the proton
and helium contribute more than 99% of the events in the region of y < 5 MeV-cm2/mg.

Figure 5. y spectra in 100 nm silicon irradiated by a 200 MeV proton beam.

In previous SEEs studies, LET was usually treated as a single value for each incident
particle with specific kinetic energy. However, Schrimpf et al. [4] and Shaneyfelt et al. [5]
presented that, in some cases, LET verses SEEs cross-section is not a one to one function.
In other words, the SEEs cross-section sometimes has large variation even though the
LET is the same. In Table 1, the calculated LET of each type of secondary particle via the
mean of its kinetic energy are listed. The calculation is done by two commonly used tools,
namely LET124 and SRIM. LET124 is from the Tandem Van de Graaff Accelerator Facility
at Brookhaven National Laboratory’s and SRIM is from Ziegler et al. [7].

Table 1. The calculated LET using mean energy of secondary particles generated by 200 MeV proton irradiate on silicon.

Z # Mean Energy (MeV)
LET (LET124)

* (MeV-cm2/mg)
LET (SRIM-2013)
** (MeV-cm2/mg)

2 5.32 0.5949 0.588
3 2.83 1.878 2.134
4 3.00 3.003 3.138
5 1.93 4.292 4.197
6 1.53 5.118 4.853
7 2.84 6.41 6.006
8 3.66 7.416 7.126
9 3.85 8.381 8.162
10 4.60 9.358 8.172
11 3.55 9.69 8.544
12 2.76 9.684 8.186
13 1.98 8.616 6.748
14 1.20 6.719 5.973

* Calculated by LET124 from Tandem Van de Graaff Accelerator Facility, Brookhaven National Laboratory, USA. ** Calculated by SRIM [9].
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In the Table 1, even though both calculations are based on Bethe stopping formula but
with different correction factor, the results can have more than 20% difference. When we
look back to Figure 5, which plots the y in the SV for each kind of secondary particles, the y
is not a single value or a symmetric distribution such as Gaussian distribution. Instead,
the distribution is focus on low y region and has a very long tail in high y region. Take
Z = 12 which is magnesium for example, the calculated LET is around 7 MeV-cm2/mg, but
the maximum y can be larger than 50 MeV-cm2/mg, which is seven times higher than the
mean. Therefore, using single value LET to estimate the SEEs is risky because the LET can
only present the low y region, but the event which contribute SEEs can mostly from the
high y tail. Due to the counts in high y region is quite less as compared to low y region, it
has only little effect on the mean but may have significant effect on SEEs cross-section.

3.3. Effect of Various Physics Models on Secondary Yields

Raine and Jay et al. showed that the displacement damage in silicon from single parti-
cle interaction is dependent on the secondary particles type and energy deposition [41–43].
In this study, we also investigate if different physics models may affect the secondary
particle yield. Figure 6 shows the secondary particle yields using various intra-nuclear
cascade models in Geant4, and their comparison to Hiemstra’s results [8]. The Hiemstra
results come very close to the results of using the Bertini model. However, the peak in Z = 6
in this study was much higher than that from Hiemstra’s result. In Hiemstra’s study, all
the secondary particles are from primary proton and they were calculated by the LAHET
code system using Bertini cascade model. In the LET calculation part, Hiemstra’s study did
not consider the decay and further nuclear interaction. In our study, the primary proton
will generate the first filial and first filial can still has a nuclear interaction and decay to
generate the second or further filial. That is, a heavier secondary particle (Z = 12, 13, or 14)
may break into two middle-sized fragments (Z = 6) during its transportation as also shown
by McNulty’s result [44].

Figure 6. Secondary particle yields in 100 nm silicon irradiated by a 200 MeV proton beam using
various physics models. BIC represents the Binary cascade model. BERT represents Bertini cascade
model. HP represents high precision add-on.

Compared to the differences between the binary and the Bertini cascade, it is difficult
to say that they are systematically different in Figure 6 and measurements are needed. In
addition, for 109 incident particles, the high-precision physical model in Geant4 gave a
negligible difference in secondary particle yields.
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4. Conclusions

The concept of LET has been used to evaluate the Single Event Effect of radiation
on semiconductor devices. In this work, we demonstrated that the conventional use of
single value of LET is no longer applicable when the device dimension is scaling down
to nano-material range. Instead, microdosimetry concept where the distribution of lineal
energy will be necessary. We also performed a detailed microdosimetry Monte Carlo
simulation of secondary particles from protons irradiating on silicon, and the results are
shown to be very different from the previously reported work by Hiemstra and others with
detail explanation. In particular, as compared to the simplified Monte Carlo results from
Hiemstra [8], our results give much more low Z secondary particles which may not affect
larger feature size but it will affect feature in nano-meter scale [45]. However, this study
only focuses on a simplified hypothetical geometry. For realistic geometry, track structure
technique should be used to estimate the geometrical distribution of energy deposition.
Experimental verification of this difference will be our future work.
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Abstract: Prompt gamma imaging is one of the emerging techniques used in proton therapy for
in-vivo range verification. Prompt gamma signals are generated during therapy due to the nuclear
interaction between beam particles and nuclei of the tissue that is detected and processed in order to
obtain the position and energy of the event so that the benefits of Bragg’s peak can be fully utilized.
This work aims to develop a gallium nitride (GaN)-based readout system for position-sensitive
detectors. An operational amplifier is the module most used in such a system to process the detector
signal, and a GaN-based operational amplifier (OPA) is designed and simulated in LTSpice. The
designed circuit had an open-loop gain of 70 dB and a unity gain frequency of 34 MHz. The slew
rate of OPA was 20 V/μs and common mode rejection ratio was 84.2 dB. A simulation model of
the readout circuit system using the GaN-based operational amplifier was also designed, and the
result showed that the system can successfully process the prompt gamma signals. Due to the
radiation hardness of GaN devices, the readout circuit system is expected to be more reliable than its
silicon counterpart.

Keywords: GaN; operational amplifier; proton therapy; prompt gamma imaging

1. Introduction

Proton therapy has a unique feature that makes it more advantageous compared to
conventional radiotherapy. This unique feature stems from its dose distribution which
remains quasi-constant at a low level along the path traveled by proton and rises sharply
to a maximum value at Bragg’s peak towards the end. Beyond Bragg’s peak, the dose
absorbed is almost negligible, reducing the risk of damage to the healthy tissues [1–3]. To
fully leverage this Bragg’s peak, accurate in-vivo range verification is essential.

Two main techniques are employed for this in vivo range verification which are based
on the by-products of the interaction between patient and the incident irradiation. They
are PET (positron emission tomography) which uses the delayed gamma [4] and prompt
gamma imaging which uses prompt gamma [5]. Prompt gamma signals can easily penetrate
through the tissues and emerges without much interaction with the tissues [4], hence the
information of the location of its origin is not distorted, renders accurate identification of
the Bragg’s peak position [6–8], and thus it is commonly used.

Silicon photomultipliers (SiPM) and position-sensitive multi-output detectors are
commonly employed for detecting the prompt gamma signals. The detector commonly
consists of a multi anode position-sensitive photomultiplier tube (PSPMT) which has 8 × 8
multi-anode spaced with a pixel size of 6 mm × 6 mm per anode [7]. A scintillator crystal
is used along with the detector to generate fluorescence when a prompt gamma signal is
incident on it. This light is then converted into photoelectrons on the photocathode of the
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PSPMT and a current signal is generated. The PSPMT current signals are conventionally
processed by a preamplifier and a shaping circuit, and the shaped signals are converted
into digital signals using analog to digital converters. A special algorithm is used to extract
the energy and position of the radiation from the digital signals [9,10]. Conventionally,
these circuits that process the PSPMT signals are built using an operational amplifier (OPA),
and they must be placed in very close proximity to the detector to reduce signal loss and
distortion, and hence their operation environment is radiative.

In proton therapy, secondary neutrons are also generated along with the prompt
gamma signals. The main source of secondary neutrons is the treatment unit and the
patients themselves. The neutrons generated from the treatment unit are known as the
external neutrons and are generated due to the interaction of proton with beam delivery
system, whereas neutrons generated from the patient is a result of proton interaction
within the patient body which are known as internal neutrons [11,12]. These neutrons
will negatively affect the health of the patient as well as the electronics present in the
treatment room such as electronics/data acquisition systems, monitoring devices, robotic
patient positioners and onboard imaging, etc. [13,14]. The radiation hardness of these
electronic devices is of great concern as they are operating in the radiation environment
and their durability will be compromised, as can also be observed in our treatment room.
The secondary and scattered radiation field present in and around the passive proton
treatment nozzle was evaluated and their results showed that the dose at any point is
highly dependent on the position relative to the isocenter [12]. It was found that the dose
on the gantry is approximately 3 to 6 times higher than that at the gantry floor. Since the
readout circuits are in close proximity to the isocenter, their reliability and performance are
greatly affected by the neutrons.

Several studies [15–21] have been conducted recently on the commercial OPA Inte-
grated Circuits (ICs) under neutron radiation and they found that the characteristics of
OPAs such as gain, slew rate, offset current, etc. are degraded after the radiation. The most
used OPA, μA741 was studied under neutron and gamma rays, and results showed that
the frequency behavior of the IC i.e., the gain-bandwidth product and slew rate, degraded
after irradiation [19]. These changes in the gain and slew rate will affect the shape of
the output signal; for example, a sinusoidal signal became a sawtooth wave due to these
changes. In reference [16], LM124 from three different manufactures was irradiated under
1 MeV neutron radiation at two different fluences of 1 × 1012 ncm−2 and 5 × 1012 ncm−2,
respectively. All three ICs showed a decrease in the supply bias current, open-loop gain,
and slew rate, except one of the devices which showed an increase in the slew rate after
irradiation, due to the increase in the base current of the transistor used in the buffer stage.

Most of the ICs mentioned above are designed using bipolar transistors, however,
neutrons can also significantly affect the characteristics of the metal oxide semiconductor
devices (MOS) [22–24]. Neutrons are non-ionizing particles which upon interaction with
electronic devices causes displacement damage (DD) or non-ionizing energy loss (NIEL)
damage [25]. Both forms of damage will affect the properties of bipolar, MOS as well as the
passive components [25]. The silicon dioxide layer in Metal Oxide Semiconductor Field
Effect Transistor (MOSFET) is most sensitive to neutron radiation. Neutron irradiation
creates oxide trapped charges and interface traps which affect the characteristics of MOSFET
significantly [22,26]. These traps resulted in neutron-induced oxide degradation in MOSFET
as observed by Vaidya et al. [27].

Gallium nitride (GaN) is emerging as one of the promising technologies for harsh
environments as it is more reliable under radiation as compared to the silicon counter-
part [28–30]. The mean displacement energy of GaN is higher (approximately 21.3 eV) than
the silicon (approximately 11.07 eV), and there is no oxide layer beneath the gate electrode
of GaN High Electron Mobility Transistor (HEMT), hence it performs better in the radiation
environment [31,32]. Low noise and high-speed operation are other advantages of GaN
which makes it a more viable solution for designing a readout circuit for high detection
rate radiation detectors. Due to its low noise characteristics, GaN has already been used
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for designing low noise amplifiers [33–35]. In view of the aforementioned advantages, we
developed an operational amplifier (OPA) using GaN transistors and used it to design a
readout circuit for prompt gamma signals. Such a GaN-based OPA is the first of its kind
reported, to the best knowledge of the authors.

2. Materials and Methods

The reliability of GaN HEMT is superior than Si MOSFET in a neutron radiation
environment as proven experimentally in our previous work in [36]. Thus, one can assure
the reliability of the GaN Operational Amplifier (OPAMP) designed in this work. In this
work, we chose GaN HEMT transistors from efficient power conversion (EPC) in order to
design the operational amplifier and readout circuit because they show better performance
in a radiation environment, as reported in the literature, where negligible variations in
the GaN HEMT parameters were reported in a fast neutron ambient (up to a fluence of
1 × 1015) [37–39].

OPAs are the most used devices for designing the various modules of the readout sys-
tem as shown in Figure 1 which is modified from reference [9], including transimpedance
amplifiers for current to voltage conversion, adders for signal regrouping and integrators
for charge to time conversion. The operational amplifier required to design these circuits
should have high gain, higher bandwidth, and high speed so that it can process the short-
rise time and weak signals obtained from the photomultiplier tube (PMT). The first block
of the system is a scintillator crystal along with PSPMT for detecting the prompt signal and
generating the corresponding current signal. The PSPMT has 64 readout channels which is
reduced to 4 channels (I1, I2, I3, and I4) by the discretized position circuit (DPC) proposed
in [40]. The four current signals from the PSPMT are then converted into four voltages (V1,
V2, V3, and V4) by four transimpedance amplifiers (TIAs). The output voltage of the TIA
is proportional to the input current i.e.,

V = I·R (1)

where I is the input current to the TIA and R is the feedback resistance in the TIA circuit.
The signals obtained from the TIAs are then fed to the signal regrouping block where they
are combined to provide the following:

VS1 = V1 + V2 + V3 + V4 (2)

VS2 = V1 + V2 − V3 − V4 (3)

VS3 = V1 + V4 − V2 − V3 (4)

The gain of the adder circuit in the signal regrouping block is set to unity so that
Equations (2)–(4) can be obtained in terms of the current from the PMT as follows:

VS1 = (I1 + I2 + I3 + I4)·R (5)

VS2 = (I1 + I2 − I3 − I4)·R (6)

VS3 = (I1 + I4 − I2 − I3 )·R (7)

The output signal VS1 is fed to the integrator and upon integration, the total charge
accumulated at the detector can be obtained which provides the energy information of the
radiation event. The output signals VS1, VS2, VS3, and VIE (output of the integrator) are
then sent for data processing for computing the energy and position information of the
radiation event. To prevent the pulse pile-up, the output of the integrator is reset to the
initial state after each detection by the reset signal provided by the data processing unit.
The details of the energy and position calculation are discussed in the next section.
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Figure 1. Signal readout block diagram.

Figure 2 shows the schematic diagram of the proposed operational amplifier. The first
stage of the circuit is a dual input balanced differential amplifier formed by M1 and M2.
Since a complimentary GaN transistor is not available, passive load is used throughout the
design. Transistors M3, M4, M7, M9 and resistor R3 are in current mirror configuration to
provide the tail current of the first, second and third stage of the circuit. The second stage
is the dual input unbalanced output differential amplifier formed by M5 and M6. M10 and
M11 are configured to a common source with degeneration mode and cascaded together
to achieve high open-loop gain. M8 is used in common drain configuration between the
second stage and the common source stage to prevent loading. Capacitor C1 is added to
improve the stability of the circuit. LTSpice is employed for the design and simulation of
the OPA by importing the Simulation Program with Integrated Circuit Emphasis (SPICE)
model of GaN HEMT provided by EPC.

Figure 2. Proposed gallium nitride (GaN) operational amplifier. Exact values of the components
cannot be shown here due to confidentiality pertaining to patent filing.

3. Results and Discussion

The open loop gain of the proposed operational amplifier circuit is obtained by AC
simulation in LTSpice. From Figure 3, the open loop gain of the proposed circuit is 70 dB
and the unity gain frequency is approximately 34 MHz.
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Figure 3. Open loop gain of proposed operational amplifier having a unity gain frequency of
33.76 MHz.

To compute the common mode rejection ratio (CMRR) of the OPA, a simulation setup
shown in Figure 4a is designed and a sine wave of 2 V peak-to-peak is applied to the input
terminal. Figure 4b shows the simulation result, the output peak-to-peak voltage obtained
is 619 mV. CMRR is calculated by using the following equation:

CMRR =

(
1 +

RF
R1

)
·
(

Vin(peak − to − peak)
Vout(peak − to − peak)

)
(8)

On putting the values in Equation (8), we obtain:

CMRR =

(
1 +

560kΩ
100Ω

)
·
(

2V
619mV

)
= 16158.3

CMRR in dB = 20 log(16158.3) = 84.2dB (9)

Figure 4. (a) Common mode rejection ratio (CMRR) simulation setup. (b) Simulation output.

Slew rate is another important factor of the OPA which can be measured by applying
a step signal at the input of OPA and the rate of change of the signal from 10% to 90% at
the output of OPA is measured [41]. For computing the slew rate, the proposed OPA is
configured in unity gain mode and an ideal pulse of 1 V amplitude is applied to input
terminal as shown in Figure 5a. The corresponding simulation output is shown Figure 5b.
Slew rate is computed by the following equation:

Slew rate =
ΔVout

Δtime
=

(Vout90% − Vout10%)

(t90% − t10%)
(10)
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On putting the simulated value from Figure 5b in Equation (10), the slew rate obtained
is given as

Slew rate =
(898.96mV − 97.92mV)

(1.045μs − 1.005μs)
= 20.03

V
μs

(11)

 
Figure 5. (a) Slew rate simulation model. (b) Simulation output.

3.1. Operational Amplifier (OPA) as Current to Voltage Converter

To convert the current from PMT into voltage, four transimpedance amplifiers are
required as shown in Figure 2. The proposed OPA is configured as transimpedance
amplifier as shown in Figure 6a. Resistor R1 is used as feedback resistor and the output
voltage of the circuit is given by:

Vout = I1·R1 (12)

 

 

Figure 6. (a) Operational amplifier (OPA) as transimpedance amplifier (b) Simulation result (c) Simulation results showing
the Linearity of TIA for 1 μA to 1 mA input current.
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Figure 6b is the simulation result of the transimpedance amplifier, and it shows that,
for the applied input current of 1 μA the corresponding output voltage is 1 mV, according
to that given by Equation (9). The current from the PSPMT is in the range of tens of μA
and Figure 6c shows the linearity of the TIA for the current range from 1 μA to 1 mA.

3.2. OPA as Adder

As given in Equations (2)–(4), an adder circuit is required for signal regrouping. The
proposed OPA is configured as an adder circuit as shown in Figure 7a. Figure 7b shows the
transient simulation result of the circuit. The output voltage of the circuit is the sum of the
applied voltages V1, V2, and V3. The gain of the circuit is set to unity by choosing all the
resistors of the same value. The amplitude of the applied input voltages is 1 mV, 2 mV, and
3 mV, respectively, and the output voltage is 6 mV as can be seen from Figure 7b.

 

Figure 7. (a) Adder circuit. (b) Simulation output.

3.3. OPA as Integrator

In the readout circuit, integrators are commonly used for pulse shaping or charge-to-
time conversion. Our proposed OPA is configured as an integrator as shown in Figure 8a,
and the corresponding simulation result is shown in Figure 8b. It can be seen from Figure 8b
that the square wave input signal is converted into an approximated ramp signal at the
output, verifying the operation of the integrator circuit. A perfect ramp signal cannot be
obtained due to the exponential charging and discharging characteristic of capacitor C1.

 
Figure 8. (a) Integrator circuit. (b) Simulation output.

3.4. Gallium Nitride (GaN) Readout Circuit for Position-Sensitive Photomultiplier Tube (PSPMT)

With the various modules designed using our proposed OPA and verified, the com-
plete GaN-based readout circuit is built as shown in Figure 9. Block X1 is discretized
position circuit; X2, X3, X4, X5 are the transimpedance amplifiers; X6 is the adder; X7, and
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X8 are the adder-subtractors. The outputs from the adder and adder-subtractor circuits VS1,
VS2, and VS3 will be sent to the data processing unit as shown in Figure 1 for computing
the position of the radiation event. The output VS1 is also fed to the input of integrator
whose output VIE will be fed to the data processing unit for computing the energy of the
radiation event.

To verify the behavior of the readout circuit, the current obtained from the SiPM due to
radiation interaction is mathematically modeled in LTSpice. The PM can be represented by a
current source in parallel to a capacitor and the current is given by the Equation (11) [42,43]:

Is =
Qe × NPh×PDE × G

τd − τr

(
e−

t
τr − e−

t
τd

)
(13)

where Qe is the charge of electron, G is the gain of PMT, PDE is photon detection efficiency
of the scintillation crystal, NPh is the number of the photons detected, τr and τd are the rise
and decay time of the scintillator. The value of the parameters in Equation (13) for S11828-
3344M SiPM and CsI(TI) crystal is given in Table 1 [43]. Figure 10 shows the equivalent
circuit of PMT and the corresponding current pulse generated by Equation (13), and in our
case, the current pulse is 40 μA.

This pulse was applied randomly to different channels of DPC mimicking random
radiation events, and the corresponding current signal (I1, I2, I3, I4) obtained from the
four channels of the DPC is shown in Figure 11a. These current signals are then converted
into voltage signals V1, V2, V3 and V4 by the TIAs shown in Figure 11b. The simulation
result shows that the output signal obtained from the TIA has minimal shape distortion
and follows Equation (1).

Figure 12 shows the outputs of adder X6, and integrator, respectively. Figure 12 shows
that the reset signal remains low until the integration is performed, after that it toggles to
the high stage and discharges the capacitor so that the integrator returns to initial state
and the next signal will be integrated. The outputs VS1 is the sum of the input currents
obtained from DPC as given in Equation (5). Suppose Q1, Q2, Q3 and Q4 are the integral
of currents I1, I2, I3 and I4; QT , which is the sum of Q1 to Q4 representing the total charge
collected by the PSPMT and proportional to the energy of the prompt gamma signal.

Thus, VS1 has the information of the energy of the gamma signal. The output VIE of
the integrator X9 is given as:

VIE = a
∫

VS1dt + c (14)

where a and c are constant. The output of the integrator is then feed to the data processing
unit for extracting the energy information.

The positioning of the radiation event from the DPC circuit can be determined by the
following equations [44,45]:

X =
(A + B)− (C + D)

A + B + C + D
(15)

Y =
(A + D)− (B + C)

A + B + C + D
(16)

where A, B, C and D represents the peak values of the signals obtained from the four corner
channels of the DPC. To verify if the circuit provides the correct position information,
the current pulse given by Equation (13) was injected sequentially to each of the input
positions of the DPC circuit mimicking the radiation event, and 64 such simulations
were independently performed. The detected position information is computed using
Equations (15) and (16), where the numerator of Equation (15) is VS2, the denominator
of Equation (15) is VS1, the numerator of Equation (16) is VS3, and the denominator
of Equation (16) is VS1. Figure 13a shows the detected positions of the PMT arranged
in an 8 × 8 array and Figure 13b shows the corresponding position coordinates. The
identification of the positions is accurately determined.
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Table 1. Silicon photomultiplier (SiPM) current pulse parameters.

Parameter Value

NPh 1000
G 7.5 × 105

PDE 0.40
τd(ns) 50
τr(μs) 1

Figure 9. Simulation model of the GaN readout system.

Figure 10. (a) Equivalent circuit of SiPM. (b) Current pulse generated from scintillation.
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Figure 11. (a) Output current from four channels of discretized position circuit (DPC). (b) Output
voltage of transimpedance amplifiers (TIAs).

Figure 12. Simulation output of adder and integrator.

Figure 13. Position verification of the readout circuit. (a) position of the input current pulse applied
mutual exclusively. (b) Computed position coordinates that correspond to the individual input
current pulse.
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4. Conclusions

Prompt gamma imaging is an important technique to locate the Bragg’s peak position
and energy. The readout circuits used for prompt gamma detection and processing are
in close proximity to the radiation source. Secondary neutrons generated during proton
treatment can also negatively affect the performance of the electronic devices present in
the treatment room that renders their reliability important. GaN HEMT is more rad-hard
compared to the silicon counterpart, and GaN-based operational amplifier is designed in
this work.

Simulation results show that the designed OPA has open loop gain of 70 dB and
unity gain frequency of 34 MHz. The slew rate of the OPA is 20 V/μs and common mode
rejection ratio is 84.2 dB. The proposed OPA is configured for different applications such
as transimpedance amplifier, integrator, and the adder which are needed in the prompt
gamma readout system. Simulation results show successful operation for these applications.
When these different applications are put together, a complete GaN-based prompt gamma
readout circuit is implemented, and the result shows successful processing of the prompt
gamma signal where its energy and position can be accurately provided for subsequent
digital conversion and information extraction.
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Featured Application: It is an important trend that Pb-free materials in electronic devices/components

are used in the aerospace field. Several reliability issues associated with this kind of material

characteristic occurred and need in-depth studies. One of the issues is that Sn-rich material’s

characteristic changes under low-temperature. This change may cause components/device failure

and has an influence on their reliability. This work of failure analysis provides an actual case of

electronic components with failure when under harsh environments, such as extreme cryogenic

temperature in space. It makes reliable use of Pb-free material under extremely cryogenic

temperature conditions to be taken seriously, brings up an analysis process for this kind of

failure, and suggestions for operating temperatures are put forward.

Abstract: To verify the reliability of a typical Pb-free circuit board applied for space exploration,
five circuits were put into low temperature and shock test. However, after the test, memories on
all five circuits were out of function. To investigate the cause of the failure, a series of methods for
failure analysis was carried out, including X-ray detection, cross-section analysis, Scanning Electron
Microscope (SEM) analysis, and contrast test. Through failure analysis, the failure was located in
the Pb-free (Sn-3.0Ag-0.5Cu) solder joint, and we confirmed that the failure occurred because of the
low temperature and change of fracture characteristic of Sn-3.0Ag-0.5Cu (SAC305). A verification
test was conducted to verify the failure mechanism. Through analyzing data and fracture surface
morphology, the cause of failure was ascertained. At low temperature, the fracture characteristic of
SAC305 changed from ductileness to brittleness. The crack occurred at solder joints because of stress
loaded by shock test. When the crack reached a specific length, the failure occurred. The temperature
of the material’s characteristic change was −70–−80 ◦C. It could be a reference for Pb-free circuit
board use in a space environment.

Keywords: SAC305; BGA; low temperature; fracture failure

1. Introduction

Because of the importance of space exploration, more and more institutions are turning their
research direction to the deep space. Considering the special environmental condition, there may be
a variety of composite reliability issues, especially the reliability problems of electronic components
operating under low-temperature conditions [1]. It is hard to maintain or replace the equipment
operating in space. Once there is a problem, the consequences are difficult to predict. Therefore,
it is significant to study the possible failure mechanism of electronic components in the ultra-low
temperature environment [2,3].
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Failure of the solder joint plays an important role in the field of electronic components’ reliability [4].
For a long time, 63Sn-37Pb has become the most appropriate solder material owing to its practicability,
economy, and superior performance. Research about Sn-Pb solder has been maturing, and it has been
used as the main material in the packaging structure of various electronic components [4,5]. But Pb is a
toxic metal and will contaminate the environment. In order to decrease the impact on the environment,
the EU issued the Restriction of the Use of Certain Hazardous Substances in Electrical and Electronic
Equipment (RoHS) on 13 February 2003, which accelerated the Pb-free process. However, there are
some exempt applications put forward in this document [6]. These exceptions include space exploration.
But with the rapid development of electronic industry and aerospace technology, traditional Sn-Pb
material cannot meet the requirement of high performance and high reliability [5]. Pb-free in the space
exploration field is the tendency in the future. Thus, Pb-free solder material has been developed and
studied. Component manufacturers are forced to use Pb-free solder instead of 63Sn-37Pb solder [7].
Recently, Sn-Ag-Cu solder has become one of the most useful materials as a replacement of Sn-Pb
solder. More studies of this kind of material have been carried out. A considerable amount of practice
indicates that there are some differences between Sn-Ag-Cu (SAC) solder and Sn-Pb solder in terms of
reliability [8]. With the difference in the amount of Ag and Cu, there are many kinds of Pb-free solder
material, such as Sn-3.0Ag-0.5Cu (SAC305), Sn-3.8Ag-0.7Cu (SAC387), Sn-3.5Ag-0.7Cu (SAC357),
and SAC with other composition. Researchers not only have made a study on the properties of
basic SAC materials but also on the influence of other solder composition on material properties,
such as performance of different composition and comparison of different additional quantity [9–11].
Among them, SAC305 is one of the most common Pb-free solder materials. In our actual practice,
the very material of our failed Pb-free circuit solder is SAC305 as well.

Aiming at the reliability of Pb-free solder joints, there is a lot of researches and discussions.
The main source of the Pb-free solder joint reliability problem is as follows: Shear fatigue and creep
crack of solder joints [7,12], electro-migration [5,12], cracks formed by intermetallic compound (IMC)
between solder and matrix interface [13,14], the short circuit caused by Sn whisker growth [13],
and electric and chemical corrosion [15]. Based on these reliability problems, researchers, such as S.
Pin [16], G Jian [17], A Surendar [18], Zijie Cai [19], and F Liu [20] have made related test studies to
find out the mechanism of failure. Most of the researches are about temperature cycling, mechanical
shock, and electro-migration. Xu Long [15], Liu, XG [21], and M Aamir [22] researched the influence of
different material elements added in Pb-free material. In addition, X Niu [23] and D. S. Liu [24] made
studies on the low temperature’s effect on solder joint fracture behavior. Yet, the lowest temperature in
these studies is −45 ◦C. Further studies are needed to explain the failure occurred under extremely
cryogenic temperatures in a space environment.

The aim of this work was to find out the root cause of a failure occurred in practice. The failed
component was the memory of a typical Pb-free circuit board, which is used for space application.
First, failure analysis methods were used to confirm the failure mechanism. Then, in order to verify the
results of failure analysis, samples were designed, as well as put into the verification test. By analyzing
the results of low-temperature tensile test for SAC305 solder material, the root cause of this failure case
was put forward. Finally, the conclusion was drawn at the end of the manuscript.

2. The Subject of Study and Failure Background

Because of the large number of applications of Pb-free components, the Pb-free circuit board
used for deep-space applications attracts a lot of interest. At present, users want to know whether the
Pb-free circuit board can be used reliably in space.

In order to verify the reliability of a typical Pb-free circuit board in aerospace applications, five
circuits were put into low-temperature and shock test, which was called a qualification test in the
subsequent section. Combining with application requirements and JEDEC standards (JESD22-B110 and
JESD22-A119), the test temperature was −100 ◦C, and the test acceleration was 100G, 0.5-millisecond
duration, and half-sin pulse. After the tests, all five circuits had failed, depending on the results of the
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printed circuit board (PCB) function test. There was no output of the circuit. Function tests for every
component were conducted, and it could be confirmed that the failure of the PCB was caused by the
memory (Figure 1) on the circuit. The memory could not store and read data normally. The package
of the memory was Ball Grid Array (BGA), and the solder material was SAC305. Further analysis is
needed in order to find out the root cause of the failure.

 
Figure 1. The failed memory on the board.

3. Failure Analysis of the Memory

A series of methods were used to make the failure analysis. Figure 2 shows the process of
failure analysis. The appearance of all five memories was observed under a stereoscopic microscope,
and there was no obvious damage on the surface. Two of the five memories were removed to put into
the electronic function test. The results showed that the components themselves were intact. Thus,
we guessed that the failure occurred at solder joints. When the failure was located at the BGA
solder joint, X-ray detection was carried out at first. Second, the cross-section was analyzed using a
metallurgical microscope. Then, the solder ball tensile test was conducted, and the fracture surface of
the ball was observed using SEM. Finally, a contrast test under room temperature was conducted to
find out the failure mechanism.

 

Figure 2. The process of failure analysis.

81



Appl. Sci. 2020, 10, 1951

3.1. X-ray Detection

X-ray detection is one of the most important nondestructive detection methods used in failure
analysis. It can find out defects of solder balls, such as voids, and size inconsistency. Figure 3 shows
the BGA of the memory through X-ray. The deformation of solder balls could be seen obviously (the
red circle in Figure 3). However, observation of deformation could not explain the failure cause and
mechanism. Therefore, further analysis of the deformed solder balls is necessary.

 

Figure 3. X-ray detection shows the deformation of the solder ball.

3.2. Cross-Section Analysis

Afterward, a cross-section of solder joints was prepared, and cracks were found under a
metallurgical microscope, as shown in Figure 4. It could be seen that the solder ball on the left
had a crack almost penetrating it, and the one on the right was broken completely. Combined with the
previous conclusion, the memory itself was intact; it indicated that the failure was caused by cracks of
the BGA solder joint.

 

Figure 4. Cracks in the solder joint observed under a metallurgical microscope.

3.3. Tensile Test and SEM Analysis

Considering the special Pb-free material (SAC305) and the extreme environmental condition, the
authors speculated that the failure was relevant to low temperature based on existing researches [25,26].
The other three memories of the failed circuit board were put into the tensile test. The universal tensile
testing machine was used to pull the memory off the board. The corresponding fixture was made,
and the tensile test was conducted under room temperature with a constant speed of 0.1 mm/min.
The fracture occurred on the solder ball. Then, SEM was used to observe the fracture surface of the
solder joints. The surface morphology under SEM is shown in Figure 5.

82



Appl. Sci. 2020, 10, 1951

 
Figure 5. The surface morphology of BGA under SEM shows the brittle fracture.

From Figure 5, the obvious intergranular fracture could be seen. It is the characteristic of brittle
fracture. It could be observed that there was a brittle fracture of the solder joint. Theoretically,
the fracture behavior of SAC305 should be ductile at a normal temperature. Actually, the result
of SEM showed that there was a change in material characteristics. According to relative studies,
Sn-based solder transforms from ductile to brittle at low temperatures. This is because of an isomer
transition phenomenon (commonly known as Sn-pest) of Sn-rich solder alloys when the temperature
is low, and for SAC305, the temperature is lower than –30 ◦C [27]. The fracture changes from β-Sn
to α-Sn and the volume of this kind of Sn fracture can expand by 26%, resulting in partial or total
fracture of the solder joint [28]. We think the reason is that low temperature causes the change in
material characteristics, and it is much easier to fracture under cryogenic and shock tests because of
the brittleness. In order to verify our conjecture, a contrast test under room temperature was designed.

3.4. Contrast Test Under Room Temperature

New five identical Pb-free circuit boards were put into shock test with the same profile, but under
normal temperature (25 ◦C) as contrasted. The test condition was 100G acceleration, 0.5-millisecond
duration, 125 cm/s velocity change, and half-sine pulse. The circuit board was fixed on the test bench
and subjected to a total of 12 shocks, which were two shock pulses of the peak acceleration, velocity
change, and pulse duration in each of the positive and negative directions of three orthogonal axes (X,
Y, and Z). All five circuit boards worked normally after the contrast test. There was no deformation
and crack on solder balls, as shown in Figures 6 and 7. In the meanwhile, the tensile test and SEM
analysis were also conducted, and the result is shown in Figure 8. Typical dimple fracture surface
could be recognized, and it was an obvious ductile fracture surface that was different from Figure 5.
The profile of the contrast test only changed the temperature compared with the initial cryogenic and
shock test. Thus, we believed that cryogenic temperature made an impact on solder joints.

 

Figure 6. The X-ray detection result of an intact sample.
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Figure 7. Intact solder joint observed under a metallurgical microscope.

 

Figure 8. The contrast surface morphology of BGA under SEM at room temperature shows the
ductile fracture.

3.5. Failure Mechanism of BGA Solder Joints

According to the previous analysis, the mechanical properties of solder joints at low-temperature
are quite different from those at room temperature. It is the characteristic of Sn-rich material. The change
of properties at ultra-low temperature will greatly influence the reliability of electronic components.

Through the series of tests and analysis, the failure mechanism of the Pb-free PCB could be
confirmed. At low temperature (−100 ◦C), the fracture behavior of SAC305 changed from ductile
to brittle. Meanwhile, because of the stress caused by shock test, cracks occurred in solder balls,
and finally, the failure occurred. Aiming at SAC305, there was still a remaining problem. At what
temperature would SAC305 material property change? To find the transition temperature to guide
actual operation, further tests need to be carried out.

4. Failure Mechanism Verification

In order to verify the failure mechanism and find the transition temperature of SAC305,
a low-temperature tensile test was designed, and corresponding samples were made and experienced
the test process. Then, SEM analysis was used to confirm the material characteristic.

4.1. Experiments
Through a large number of experiments, researchers have found that when the temperature

gradually decreases, the ductile fracture strength of different solder material significantly increases [29].
When the temperature reaches the transition temperature range, the fracture characteristic of solders
changes obviously, as well as the energy required for fracture. The ductile fracture would transform
into brittle fracture [30].

According to the previous researches, and because we could judge the ductileness/brittleness
through tensile test data and fracture surface morphology, a low-temperature tensile test was conducted.
The experimental scheme for obtaining the cryogenic mechanical property parameters of SAC305
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solder joints were designed and indicated in Table 1. Tensile tests at different temperatures were
carried out by the universal material testing machine.

At every specific temperature, the immersion time of samples was 0.5 h. Afterward, the tensile
test was started with 0.01/s tension rate. The values of displacement from maximum tensile stress to
complete fracture and tensile strength could be recorded as representative of the mechanical property
of SAC305 material.

Table 1. Test temperature and corresponding samples.

Number of Samples Temperature (◦C)

1#, 2# 25
3#, 4# −50
5#, 6# −70
7#, 8# −80

9#, 10# −100

4.2. Sample Introduction

According to the design of the low-temperature tensile test, corresponding samples of SAC305
material and clamp for the tensile test were designed. Figure 9 is the design drawing of the
sample [31]. According to the experimental requirements for obtaining the low-temperature mechanical
characteristics of the solder joint, Cu was selected as the base material for welding. SAC305 was used
to connect the two Cu pieces. According to Figure 9, the length of the welding was 6 mm, the width
was 1 mm, and the thickness of the test sample was 1 mm. This kind of design provided convenience
for subsequent tests. Before welding, solder resist was applied to the surface of Cu blocks except for
the weld area. Then, the two blocks were put into the clamp, and the solder paste was applied between
the weld interface of two blocks. In order to simulate the actual welding process, a reflow welding
temperature profile was set, and the samples were welded through the heating platform. Holding and
welding temperatures were 175 ◦C and 250 ◦C, respectively. The duration of each stage could be seen
in Figure 10.

 

Figure 9. The design and the actual sample prepared for further tests.

 

Figure 10. The welding temperature profile of sample preparation.
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4.3. Results and Discussion

Through the test, the property parameters of solder joints at low temperature, the fracture surface
samples, and the temperature range of ductile-brittle transition of solder joints could be obtained.
Fracture strength and the displacement from the maximum tensile stress to the final fracture of
Pb-free solder joints at different temperatures were obtained. Figure 11 shows the tensile strength and
displacement curves of SAC305. According to the graphs and focus on the curve after the maximum
tensile strength, it could be seen that the fracture mode of the solder joints was a ductile fracture at
25 ◦C. The slope of the curve after fracture changed slowly. With the decrease of temperature, slopes of
the curve after the maximum tensile strength increased suddenly, meaning the mechanism changed
from ductile fracture to brittle fracture. The transition temperature range of SAC305 solder joints was
−70–−80 ◦C.

  

(a) (b) 

  

(c) (d) 

 
(e) 

Figure 11. Tensile strength-displacement curve of Sn3.0Ag0.5Cu solder joints at different temperatures
(a) 25 ◦C; (b) −50 ◦C; (c) −70 ◦C; (d) −80 ◦C; (e) −100 ◦C.
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Table 2 shows the data of displacement from maximum tensile stress to complete fracture.
This parameter is the characterization of the material toughness. The larger the value, the better the
toughness. With the decrease in temperature, the values of displacement decreased as well. That is
to say, the characteristic of ductile fracture became weaker, and the toughness of SAC305 was worse.
The relationship between the toughness and the displacement from maximum tensile stress to complete
fracture could be explained as: when the toughness decreased, the displacement decreased as well.
The shock resistance of SAC305 gradually decreased. With the brittle fracture stage, when the external
stress reached the fracture limit, small displacement could cause the fracture of the solder joint.

Table 2. Displacement from maximum tensile stress to complete fracture of Sn3.0Ag0.5Cu solder joint
at different temperatures.

Temperature (◦C)
Displacement from Maximum Tensile Stress to Complete Fracture (mm)

Sample 1 Sample 2 Average

25 0.577 0.601 0.589
−50 0.134 0.152 0.143
−70 0.082 0.076 0.079
−80 0.033 0.023 0.028
−100 0.009 0.008 0.009

Figures 12–16 are the SEM graphs of the fracture surface at different temperatures. At 25 ◦C,−50 ◦C,
and −70 ◦C, dimples were shown in the fracture surface morphology. It was obvious that the fracture
mechanism was a ductile fracture. At −80 ◦C and −100 ◦C, the figures showed the mechanical changes
to brittle fracture. Different surface morphology under lower temperatures showed different material
fracture characteristics from that under higher temperatures. From Figures 15 and 16, intergranular
fracture surface and river pattern could be perceived. They are the characteristics of brittle fracture.
The results could be a supplementary instruction of the transition of material characteristics and its
temperature range.

Through the analysis of test results, we could note that at cryogenic temperature, the fraction
mechanism of SAC305 material changed from ductility to brittleness. The transition temperature range
was −70–−80 ◦C. Though the strength of extension was greater at a lower temperature, the material
brittleness was higher as well. That means if there are cracks in SAC305 solder joints, which have been
verified to easily occurring after the Pb-free welding process [32], less stress can cause crack growth
and even fracture of Pb-free solder joint at low temperature.
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Figure 12. SEM graph of fracture surface at 25 ◦C (ductile).
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Figure 13. SEM graph of fracture surface at −50 ◦C (ductile).
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Figure 14. SEM graph of fracture surface at −70 ◦C (ductile).
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Figure 15. SEM graph of fracture surface at −80 ◦C (brittle).
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Figure 16. SEM graph of fracture surface at −100 ◦C (brittle).

5. Conclusions

In order to study the failure of a typical Pb-free circuit board, a series of methods was conducted
to make failure analysis. Nondestructive examinations were used, and the failure position was located
at the BGA solder joint. Then, destructive examinations were conducted, and the cause of failure was
confirmed as the change of material characteristic under extremely low-temperature. A contrast test
supported this result. Finally, verification experiments were conducted to verify the failure mechanism
and find the transition temperature range of SAC305, which could make a guide for Pb-free circuits’
deep space operation.

The results of failure analysis indicated the cause of failure. The Pb-free circuit board went through
the shock tests at −100 ◦C. At this temperature, the fracture characteristic of SAC305 was brittleness,
which was different from ductileness under room temperature. When the circuit underwent stress
caused by shock test, it was easy for the solder joint to have cracks. When the crack grew to a specific
length, the failure occurred. In the meanwhile, the transition temperature range of material property
was also confirmed as −70—−80 ◦C.
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Through this failure analysis case, it alerts us to focus attention on the reliability of Pb-free material
applications for deep space exploration. Because of the low-temperature characteristics of SAC305,
there may be a higher failure risk of actual operation. According to our study, the environment
temperature needs to be kept higher than −70 ◦C. More studies need to be conducted to improve the
reliability of Pb-free soldering used for aerospace components. Meanwhile, associated preventive
methods, such as thermal preservation, are necessary.
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Featured Application: It is a hot topic to find green adhesive materials to adapt to the deep

space environment. Due to its economy, excellent electrical and thermal conductivity and

mechanical properties, pressureless sintered micron silver paste has great application potential

in the aerospace field. Several reliability issues with this material are mainly focused on its high

temperature stability, while the microstructural evolution and macroscopic performance in the

harsh deep space environment have not been considered. Moreover, the inevitable existence

of pores caused by the specific sintering mechanism will significantly affect the performance

of joints and result in potential reliability problems, and the relationship is not easily tested.

Therefore, using a cost-effective method to study this relationship is necessary to promote

its reliable applications. In this work, we design a test profile to stimulate the deep space

environment, develop a simplified reconstruction and simulation methodology and quantitatively

evaluate the elastic performance of joints. Furthermore, we also present the mechanism by

which microstructural evolution has a negative impact on elastic mechanical performance in

this environment.

Abstract: With excellent economy and properties, pressureless sintered micron silver has been
regarded as an environmentally friendly interconnection material. In order to promote its reliable
application in deep space exploration considering the porous microstructural evolution and its effect
on macroscopic performance, simulation analysis based on the reconstruction of pressureless sintered
micron silver joints was carried out. In this paper, the deep space environment was achieved by a test
of 250 extreme thermal shocks of −170 ◦C~125 ◦C, and the microstructural evolution was observed by
using SEM. Taking advantage of the morphology autocorrelation function, three-dimensional models
of the random-distribution medium consistent with SEM images were reconstructed, and utilized
in further Finite Element Analysis (FEA) of material effective elastic modulus through a transfer
procedure. Compared with test results and two analytical models, the good consistency of the
prediction results proves that the proposed method is reliable. Through analyzing the change in
autocorrelation functions, the microstructural evolution with increasing shocks was quantitively
characterized. Mechanical response characteristics in FEA were discussed. Moreover, the elasticity
degradation was noticed and the mechanism in this special environment was clarified.

Keywords: pressureless sintered micron silver joints; deep space environment; extreme thermal
shocks; reconstruction; simulation; elastic mechanical properties
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1. Introduction

In a deep space environment, the exploration equipment with complex electric systems suffers
from extreme thermal shocks, inducing material performance degradation and further leading to the
failure of electronic packaging. The reasons could be clarified by the research on the reliability of
Sn/Pb and SnAgCu solder packaging which shows vulnerability to thermal shocks of Pb-free solders
and Sn/Pb solders [1,2]. Therefore, finding alternative green bonding materials to adapt to the space
environment has become an urgent research hotspot. Considering its outstanding ability to withstand
heat, power, and stable mechanical properties [3–5], the sintered silver material has broad potential
applications in harsh environments. However, compared to nano-silver particles [6–8], the pressureless
sintered micron silver is affordable but is given less attention.

To reliably put it into use in deep space, the study of mechanical properties and the possible
degradation mechanism of pressureless sintered micron silver joints in a deep space environment
is valuable. Due to specific sintering mechanisms, randomly distributed pores inevitably exist
in the microstructure of sintered joints [9], which will significantly affect material properties
(i.e., the mechanical, thermal properties, etc.) and lead to possible reliability problems. The published
studies drew the conclusion that Spherical and cylindrical voids had a significant effect on the thermal
resistance of CSP packages [10], and an increase in void rate could result in a decrease in the shear
strength of the solder layer [11], and voids would greatly shorten the fatigue life due to reduction
in the overall carrying capacity [12]; these studies all established regular pore models and applied
different pore locations and distribution rates. This kind of simulation study is mainly used to analyze
the relationship between the microstructure and macroscopic performance of the porous adhesive
layer because of costly and technically demanding experiments. However, the pores were simplified to
the circle or column shape regardless of the actual shape in these simulations, so the corresponding
results could be less accurate. For obtaining precise results, other researchers worked to link real
microscopic structures of sintered silver with the properties. T. Youssef [13] reconstructed the 3D
model of a sintered sample by utilizing a focused ion beam–scanning electron microscope (FIB–SEM)
and the software AVIZO, and analyzed the changing trend of thermal and mechanical properties with
increased porosity, which required a large number of high-accuracy serial slice images. X. Milhet [14]
obtained elastic constants of sintered joints by applying dynamic resonant testing to sintered bulk
specimens which were produced to represent the real structure, but this needed large expenditure.

In order to reconstruct the microstructure of sintered silver and predict its properties in an
economical, precise and practical way, the correlation function method based on the probability
and mathematical statistics theories is introduced. Correlation functions have been developed to
describe random heterogeneous materials, including n-point correlation functions, surface correlation
functions, the linear path function, chord-length density function and so on [15]. Among them,
n-point correlation functions can take the shape, distribution, and orientation of material components
into consideration, and have shown themselves to be feasible in the numerical simulation of isotropic and
anisotropic media, where n represents the order of functions. With a higher order, n-point correlation
functions could provide more precise characterization of heterogeneous microstructures [16–18], but the
technique of obtaining the optimum approximation with effective, unbiased, and accurate experimental
estimation from projected images is not yet mature. The second order correlation function (two points)
has successfully reconstructed porous media such as concrete [19], Berea sandstone [20] and other
composites [21,22], whilst retaining the microstructural features. However, few simulations studying
the microstructure of micron silver sintered joints which have similar porous morphology to the above
materials and their relationship with mechanical properties based on this method have been performed,
as a result of complex calculations and lacking of an approach to transfer the reconstructed models
into Finite Element Analysis models.

To solve the above problems, a thermal shock test of −170 ◦C~125 ◦C is conducted to simulate the
deep space environment, and the section morphology are obtained for further study. A simplified
reconstruction method of pressureless sintered micron silver joints is presented and used in simulation
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analysis of elasticity degradation, which is a key parameter to evaluate mechanical properties in
the deep space environment. The rest of this paper is organized as follows: Section 2 describes the
designed thermal shock test and sample information simulating the real package structure, as well as
SEM image acquisition required for modeling. Section 3 presents detailed methods of the morphology
characterization and reconstruction of joints and proposed simulation procedure, and then verifies these
methods with relative entropy, analytical models and test results. Section 4 analyzes the microstructure
evolution during extreme thermal shocks, and the mechanical response characteristics, and discusses
the negative effect of microstructure on elastic properties of joints. Finally, in Section 5, the concluding
remarks are stated.

2. Experiments

2.1. Die Attachment Samples

As shown in Figure 1a, the polished side of a square silicon die (5 mm × 5 mm × 1 mm) was
coated with a 50 nm Ti and a 50 nm Ag metallization layer using magnetron sputtering technology.
A Ti layer was used as an adhesive by reacting it with natural oxides on the wafers, and an Ag layer
provided a covering layer for tight integration with sintered micron silver paste. For the die bonding
substrate (10 mm × 10 mm × 2 mm), copper (Cu 99.9%) was selected to make it, and a 50 nm Ti layer
designed to prevent oxidation and copper atoms from spreading to sintered Ag joints was sputtered
on one side, followed by a 2 μm Ag layer. The sandwich structure of the die attachment sample is
shown in Figure 1b, where the die attachment structure was the micron silver paste with a thickness of
100 μm. The sample was assembled by brushing the paste on the metallized substrate, placing the
silicon wafer on the Ag paste with tweezers, and sintering in air at the temperature of 230 ◦C without
pressure, as shown in Figure 1c.

 
(a) (b) 

 
(c) 

Figure 1. Details of die attachment samples: (a) Ti/Ag plated silicon dies; (b) the die attachment
structure consisting of a Cu substrate, micron silver paste and one side polished die; (c) the curing
process of micron silver joints.
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Material parameters of the micron silver paste are listed in Table 1, and the SEM image with
spectrum spot and EDS analysis result are shown in Figure 2. It can be seen that the material consists
of submicron silver particles and silver flakes and involves the negligible carbon content which shows
a small peak.

Table 1. Parameters of the pressureless sintered micron silver material.

Parameter Condition Micron Ag Paste

Ag content (wt%) in paste 92–94
Viscosity, E-type 3◦cone (Pa·s) 5 rpm@RT 18–22

Thixotropic Index 0.5 rpm/5 rpm 6.5
Volume Resistivity (Ω·cm) 5 × 10−6

Poisson’s ratio 0.25
Density (g/cm3) 7.8

Elastic modulus (GPa) Nanoindentation@RT 25
CTE (ppm/◦C) Isotropy 18

 

 

Figure 2. SEM image with spectrum spot and EDS analysis.

2.2. Thermal Shock Test

The drastic change of ambient temperature in deep space missions is an important factor resulting
in internal defects in the packing of electronic devices. In order to study the mechanical properties
of this new bonding material in space missions, a thermal shock test was carried out to simulate
the aerospace environment, in which the temperature changed from −170 ◦C to 125 ◦C covering the
temperature range of the moon, Mars, common asteroids and comets. During the test, samples were
placed in a high and low temperature chamber with a thermal shock profile (Figure 3). The soak time
of extreme temperature was 15 min, and the frequency was about 30 min/cycle.
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Figure 3. Thermal shock profile for the test application.

2.3. SEM Images of Micron Silver Sintered Joints

Prior to the thermal shock test, the die shear strength test was conducted to evaluate bonding
strength and the reliability of bonding at the interfaces. The average shear strength of the sintered
micron silver samples was 15 ± 2 Mpa, which showed good bonding quality. During the shearing
process, a fracture almost occurred through the adhesive layer, indicating the reliability of bonding at
the interfaces. However, there was still delamination occurring at the interface between the micron
silver paste and the substrate, as seen in Figure 4. This was related to defects in the metallized layer.
Samples that failed in such way in the further thermal shock test needed to be removed to focus on the
adhesive layer performance degradation.

  
(a) (b) 

 
(c) 

Figure 4. SEM images of the fracture of a micron silver joint after shear testing. The white frame
represents the die position: (a) fracture occurs at the substrate–joint interface; (b) larger view of micron
silver particles coalescing from selected red region in (a); (c) the metallized layer is separated from
the substrate.
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Sintered silver joints are characterized by a typical porous structure. Samples were taken out
and molded every few thermal shocks. After longitudinal grinding, two-dimensional (2D) images of
micron silver sintered joints were obtained by observing the microscopic morphology and shown in
Figure 5, which were used as the initial data for three-dimensional (3D) reconstruction. No significant
cracks were found in destructive tests.

  
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 5. SEM images of micron silver sintered joints under thermal shocks for: (a) 0; (b) 50; (c) 100;
(d) 150; and (e) 250 cycles.

3. Model Reconstruction and Finite Element Analysis

3.1. Structural Characterization and Reconstruction (SCR)

The Joshi Quiblier Adler (JQA) method [23] is a morphology autocorrelation-function-based tool
for reconstructing porous media. To study the relationship between microstructure and performance
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of micron silver sintered joints from a microscopic perspective, the method was simplified and used to
characterize 2D cross sections and reconstruct a two-phase heterogeneous 3D model to provide the
high-dimensional point cloud data required for simulation. During reconstruction, a Gaussian random
field was used to generate spatial media, and the morphology and dispersion of two-phase interface
were described by autocorrelation function. A region-based image segmentation technique iteratively
solved the porosity of 3D models which was consistent with original images, and these models were
corrected by smoothing operation. The whole flow is illustrated in Figure 6.

Figure 6. The Flow chart of reconstructing stochastically equivalent 3D morphology of sintered micron
silver joints.

There are four main steps required to reconstruct the randomly distributed medium from an SEM
picture using SCR, which are given below:

1. Denoising, threshold segmentation and binarization processing are applied on the original image
to get the two-phase random medium, which is expressed as V(ω) ∈ R

3, a spatial domain.
Where ω is the domain intercepted from the probability space of volume V, including two parts:
the pore volume fraction ϕ1 in the region V1 and the volume fraction of micron silver particles
ϕ2 in the region V2. Binary porous media may be represented by an indicator function I(x),
as defined below:

I(x) =

⎧⎪⎪⎨⎪⎪⎩ 1, x ∈ V1

0, x ∈ V2
. (1)

2. The two-point autocorrelation function S2(r) is used to describe the morphology as shown in
Equations (2) and (3). S2(r) is defined as follows: two arbitrary points, x1 and x2 of the distance r,
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are selected in an observation region, and the probability that both points are in one phase is S2(r),
which is illustrated in Equation (4). For the isotropic material in this study, it can be calculated by
bilinear interpolation [24].

Si
2(r) =

〈
Ii(x1)Ii(x2)

〉
= P

{
Ii(x1) = 1, Ii(x2) = 1

}
, (2)

⎧⎪⎪⎨⎪⎪⎩
Si

2(r) = φi, r = 0

lim
r→∞Si

2(r) = φi
2 , (3)

S2(r) =

∑
(m,n)∈Ω

⎡⎢⎢⎢⎢⎣ M∑
i=1

N∑
j=1

Ii, jIi+m, j+n

⎤⎥⎥⎥⎥⎦
ωMN

, (4)

where ω is the number of elements in the set Ω which is calculated in Equation (5):

Ω =
{
(m, n)

∣∣∣m2 + n2 = r2, r ≤ [min{M, N}/2]
}
. (5)

The normalized autocorrelation function in the spherical coordinate, as Equation (6), is used as
the filtering function of normally distributed noise:

F(R) =
E
{[

Ii(x + R) −φi
]
·
[
Ii(x) −φi

]}
E
{
[Ii(x) −φi]

2} . (6)

3. X1 and X2 are uniformly distributed random numbers. Based on Box–Muller, these two random
numbers can be used to generate Gaussian-distributed noise N efficiently, with a mean of 0 and
a variance of 1, as shown in Equation (7).

N =
√−2 ln X1 cos(2πX2), X1 ∼ U(0, 1), X2 ∼ U(0, 1). (7)

As shown in Equation (8), the initial 3D image with Gaussian noise can be obtained:

I(i, j, k) =
∑
r,s,t

N(r, s, t) × F(i + r, j + s, k + t). (8)

According to Equation (9), iterative threshold segmentation is performed on 3D images to match
the porosity of SEM pictures. The Fourier transform is used to perform three-dimensional Gaussian
smoothing operation to correct reconstructed 3D models, which is calculated as Equation (10).
Finally, high-dimensional binary matrix is then obtained:

porosity(%) =

∑
1 ≤ i ≤M
1 ≤ j ≤ N

I(V1)
i, j

MN
× 100%, (9)

f (x, y, z) = 2π−
3

2σ3 exp
(
−
(

2x2

σ2 −
2y2

σ2 −
2z2

σ2

))
. (10)

4. Kullback–Leibler (KL) divergence, also known as relative entropy, is a measure of the difference
between two distributions P1 and P2 to evaluate the reconstruction quality, as shown in
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Equation (11). The KL divergence is calculated from 0 to +∞, indicating the similarity from the
most to the least.

KL(P1‖P2) =
∑
x∈X

P1(x) log
P1(x)
P2(x)

. (11)

Through the above process, a series of high-dimensional data equaling to the 3D geometry
reconstructed model could be obtained and transferred into the Finite Element Analysis (FEA) model
as below. The high-dimensional data can be discretized and reduced into a set of unit information,
called volume data. These data logically form a 3D array space, and each array point stores volume
location and feature information, called a voxel. The location of one voxel was determined by layer,
row and column, as shown in Figure 7a. Voxels belonging to the medium are marked as v= 1, and those
belonging to the pore are marked as v = 0. The thin layer of volume data is shown in Figure 7b.
All voxels’ information is stored in a TXT file and imported in the ANSYS Parametric Design Language
(APDL) program to build the 3D entity in ANSYS Mechanical for FEA, which is a Boolean description
of micron silver sintered material with voxels as units in space. The voxel is built by 8 key-points
illustrated in Figure 7c, where i, j and k represent the voxel location coordinate, respectively.

  
(a) (b) 

 
(c) 

Figure 7. Indication of spatial data. (a) Spatial volume data; (b) A thin-layer model; (c) One voxel built
in ANSYS Mechanical.

Without considering the effect of the grain boundary of fused micron silver particles,
reconstructed models of joints can be obtained by reverse filling the pores with Boolean operation.
Reconstructed pore visualization results and 3D FEA models corresponding to SEM images of micron
silver sintered joints under different thermal shocks are shown in Figure 8.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

 
(g) (h) 

Figure 8. Reconstructed pore topological structures and 3D Finite Element Analysis (FEA) models
with mesh in a small area corresponding to SEM images of micron silver sintered joints under
different thermal shocks: (a,b) 50; (c,d) 150; (e,f) 150; (g,h) 250 cycles. In 3D views of the left column,
gray represents defined geometric boundaries, and blue is the iso-surface.
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Normalized autocorrelation functions of SEM images and 3D reconstruction models are plotted in
Figure 9, where the size of reconstructed models (250 pixels) is much larger than the observed correlation
length of SEM samples (the autocorrelation function asymptotic location), illustrating reconstructed
models can represent the microstructure of sintered joints. The KL divergence values are calculated and
listed in Table 2, which are within an acceptable range (less than 15%). Both qualitative observation and
quantitative calculation show that the reconstructed models are consistent with the original images.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 9. Comparison of autocorrelation functions of SEM images and 3D reconstruction models with
thermal shock cycles are (a) 50; (b) 100; (c) 150; (d) 250.
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Table 2. Kullback–Leibler (KL) divergence between autocorrelation functions.

Thermal Shock (Cycles) 50 100 150 250

KL divergence 0.11 0.12 0.12 0.08

3.2. FEA Simulation

To obtain the effective elastic modulus value of the micron silver sintered joints under thermal
shock, the simulation loading conditions were set as below: one side of the reconstructed model
was subjected to a fixed constraint and the opposite side was put into stress σi, shown in Figure 10.
The input Young’s modulus was set from nanoindentation result of 25 Gpa. The density and the
Poisson’s ratio were 7.8 g/cm3 and 0.25. For the FEA model with length L, the displacement on the
force surface and equivalent stress of each node are extracted, and the effective elastic modulus is
calculated by Equations (12) and (13).

Ei =
FiL
Axi

, (12)

E =

∑
i

Ei

n
=

∑
i

[
σave/

( dLi
L

)]
n

, (13)

where Ei is the effective elastic modulus obtained by fixing X, Y and Z planes, respectively, to eliminate
the calculation error caused by structural randomness. Fi is tension, xi is displacement and A is the
section area. n is the number of simulation tests, and σave is the average tensile stress which is calculated
as Equation (14). dLi is the average displacement in the stress direction.

σave =

∑
i
σi ×Vi

Vmedium
, (14)

σi is the equivalent stress in the ith node. Vi is the volume of element in which node i resides. Vmedium is
the total volume of all nodes in elements.

Figure 10. Simulation loading diagram. Green represents a fixed constraint, and red represents applied
tensile stress. The element type is Solid 226.

The calculation of average stress can reduce the stress inequality caused by complex structure,
which is equivalent to the effective stress of sintered joints. Moreover, it depends on the microstructural
characteristics rather than stress concentrations of individual points.

Table 3 shows the model size, the number of elements and calculation time during simulation.
After generating FE models, the solving process generally requires 20 to 30 min. The cumulative time
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spent on modeling and meshing is relatively significant, about 3 h, so as to ensure the quality of these
simulation models.

Table 3. Information about elastic modulus simulation.

Thermal Shock (Cycles) Model Size (Pixels) Number of Elements Calculation Time (min)

50

2503

172,195

20 to 30
100 168,307
150 160,390
250 160,380

The simulation results of displacement and equivalent stress are shown in Figures 11 and 12.

(a) (b) (c) 

(d) (e) (f) 

(g) (h) (i) 

(j) (k) (l) 

Figure 11. Displacement analysis results of micron silver sintered joints under different thermal shocks
by fixing X, Y and Z planes, respectively: (a–c) 50; (d–f) 100; (g–i) 150; (j–l) 250 cycles.
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(a) (b)  

( ) ( ) 

(g) (h) (i) 

(j) (k) (l)

(f) 

Figure 12. Equivalent stress analysis results of micron silver sintered joints under different thermal
shocks by fixing X, Y and Z planes, respectively: (a–c) 50; (d–f) 100; (g–i) 150; (j–l) 250 cycles.

3.3. Analytical Model and Experimental Validation

The analytical model of the effective elastic constants of porous solids is based on numerical
simulation and microstructure measurement, and it is considered to be a relatively accurate empirical
equation for predicting elastic properties. In order to ensure the rationality of this simulation route and
accurately quantify the microstructural damage on elastic properties of micron silver sintered joints,
two analytical models were used to calculate the elastic modulus at different thermal shocks and these
results were compared with simulation results. The first model corresponds to the Ramakrishnan and
Arunachalam (R&A) method [25] and is conducted as Equations (15) and (16).

Ep = E0(1− p)2/
(
1 + bpp

)
, (15)

108



Appl. Sci. 2020, 10, 6368

v =
1
4
(4v0 + 3p− 7v0p)
(1 + 2p− 3v0p)

, (16)

where, bp = 2 to 3v, p is the pore volume fraction. v0, E0 is the Poisson’s ratio and elastic modulus for
undamaged material, and Ep is the elastic modulus corresponding to a certain damage state.

Another model, the modified value of porous materials (M) [26] in Equation (17) was used to
estimate the effect of microscopic damage on elastic modulus. The parameter definition is the same
as above.

Ep = E0 − pE0

(
9− 4v0 − 5v0

2

7− 5v0

)
. (17)

Furthermore, nanoindentation test was used to measure the load and corresponding displacement
of pressureless micron sintered joints. The geometric vertices and center point of the silver welding
layer were selected as test positions, and the average value was taken as the test result. If there is a
large deviation in the above positions, it is determined that the silver bonding layer of the sample is
uneven during sintering, and needs to be rejected. Meanwhile, a new sample is re-selected for testing.
The designed stress curve is shown in Figure 13.

 

Figure 13. Applied nanoindentation stress curve.

For geometries based on SCR method, normalized calculation results of FEA and theoretical
models and nanoindentation tests are plotted in Figure 14. The error among simulation and test
and R&A method is within 15%, which indicates that the proposed simulation route and the elastic
properties of micron silver sintered joints obtained by FEA are reliable and precise.

 

Figure 14. Relative comparison of FEA, analytical models and nanoindentation results.
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4. Results and Discussion

4.1. Microstructural Evolution

The simulation illustrates that the effective elastic modulus degrades with the accumulation of
shock cycles. In order to study the cause of performance degradation, the microstructural evolution is
characterized from autocorrelation functions.

The specific surface, marked as s, of two-phase media is defined as the two-phase interface area per
unit total volume, which can be obtained from the slope of the two-point autocorrelation function [27].
In this study, s of original images and reconstructed models is conducted from Equation (18):

d
dr

S2(r)

∣∣∣∣∣∣r=0 =

{ −s/π, D = 2
−s/4, D = 3

. (18)

Specific surface can be used to estimate the hydraulic diameter (DH) of porous media [28], which is
calculated in Equation (19). V is the volume fraction of the medium:

DH =
4V
s

(19)

The captured autocorrelation functions of original SEM images from Figure 5 changes with
thermal shocks are shown in Figure 15. There is an increase in the slope at the origin and a decrease in
the correlation length. Changes of the mean particle size, hydraulic diameter and specific surface in
SEM pictures and reconstructed models are calculated as shown in Table 4.

 

Figure 15. Autocorrelation functions under the accumulation of thermal shocks.

Table 4. The particle size, hydraulic diameter and specific surface of original images and
reconstructed models.

Thermal Shock (Cycles) DP,2D (μm) DP,3D (μm) DH,2D (μm) DH,3D (μm) s2D (μm−1) s3D (μm−1)

0 4.30 - 3.16 - 1.10 -
50 3.03 2.88 1.88 2.03 1.70 1.57
100 2.24 2.12 2.25 2.16 1.37 1.43
150 1.91 1.82 2.15 2.05 1.40 1.47
250 2.03 1.97 1.98 1.86 1.50 1.60

It can be seen that the average micron-silver particle size decreases, while this is in contrast
to a slight increase in the size of silver grains (−45 ◦C~250 ◦C) reported in [29]. It should be noted
that the surface diffusivity of silver is relatively lower at 125 ◦C [30] than the melting point and
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sintering temperature. Meanwhile the soak of −170 ◦C seems to prevent particle recrystallization
growth and even reverse-driven particles from dispersing. The hydraulic diameter of the medium
declines with fluctuation. If the porous medium is regarded as an interconnected pipeline network,
the above situation can be interpreted as the rise of pore density and pore nucleation growth induced
by cyclic loading, which is consistent with the measured increase in average pore size and porosity [31].
The whole tendency of the specific surface goes up, which physically means that the total surface area
of pores increases. The results demonstrate that damage gradually accumulates with thermal shock
testing, resulting in the increase in porosity and the role of pores as grain growth inhibitors. The contact
area between adjacent grains and the size of the medium decreases. The medium particles tend to
disperse. In Figure 15 autocorrelation functions slightly oscillate after 50 thermal shocks, which reflects
in the influence of the roundness of micron silver particles. Furthermore, another important finding
from visual the view of pores (Figure 8) is that the pore distribution area becomes uneven and the local
density changes, which will further promote the initiation of cracks.

4.2. Mechanical Response Characteristics

Extrema of mechanical response characteristics of nodal solutions in previous FEA simulation
could be observed in Figures 11 and 12, which illustrate the displacement and stress of reconstructed
micron silver sintered joints suffering different thermal shock cycles in the X, Y, and Z directions.
It can be seen that the maximum and minimum values of the displacement and stress show a similar
fluctuation in the X and Z directions with increasing thermal shocks. This is because the x–z plane
represents the parallel interface of this sandwich structure, and the Y axis is the longitudinal constrained
sintering direction, so there is a certain degree of anisotropy.

It can be found that the maximum displacement point appears near the junction of silver phase and
larger pores, or the corner of pores, and the value shows an increasing trend, which demonstrates that
the rise of porosity and particle dispersion caused by increased thermal shocks leads to the decrease in
the size of the load-transmission area between particles, and can further result in a large displacement
field across the local bearing surface. This situation also indicates that the elastic performance of
micron silver sintered joints declines. On the other hand, the variation range of triaxial stress gradually
increases as the thermal shock cycles increases. In addition, stress concentrations exist in all three
directions. This situation could be explained by more likely stress concentrations resulting from the
growing porosity.

Table 5 illustrates the triaxial elastic modulus and the effective elastic modulus by FEA, and the
apparent density of samples. It can be seen that the Y-axis elastic modulus is a little greater than
those of the X and Z axes. This phenomenon should be derived from the sample structure, and the
constrained sintering state leads to a slight anisotropic microstructure [32]. Considering the slight
degree of anisotropy, the effective elastic modulus is adopted to evaluate the degradation behavior of
the micron sintered silver joints. As the thermal shock cycles increase, the apparent density of micron
silver joints decreases, indicating that cyclic thermal stress can drop the material densification.

Table 5. The elastic modulus in three directions, the effective elastic modulus and apparent density.

Thermal Shock (Cycles) EX (GPa) EY (GPa) EZ (GPa) Eeff (GPa) Apparent Density (g/cm3)

50 19.63 20.70 19.50 19.94 7.46
100 17.60 20.98 19.08 19.22 7.22
150 16.31 18.12 17.52 17.32 7.05
250 16.22 16.92 15.56 16.24 6.93

4.3. Elasticity Degradation

Based on the data in Table 5, Figure 16 illustrates the change of effective elastic modulus and
porosity of micron silver sintered joints with accumulated extreme thermal shocks. The porosity
changes from 13.19% to 25.75% and the effective elastic modulus decreases by about 36%. Since the
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elastic modulus of three axes is calculated with deviation among different directions, it can be concluded
that the elastic properties of micron silver joints are also related to the microscopic topological structure.
The closer the reconstruction is to the original, the less the simulation fluctuates.

 
Figure 16. Changes in effective elastic modulus and porosity.

Compared with analytical predictions which only consider porosity as the main factor, it is found
that FEA is close to the R&A method for solving the problem of modulus uncertainty by using the
special model of the change of the effective Poisson’s ratio. However, the forecast is slightly larger.
The large deviation of the M method may be related to the premise that the composite material
consists of a continuous matrix phase with a high concentration of rigid spherical inclusion suspension.
The comparison with the test results also indicates that FEA can easily realize the prediction of
elastic properties in micron silver sintered joints. The calculation taking errors caused by structural
randomness into account basically covers nanoindentation results (Figure 17).

 
Figure 17. Effective elastic modulus degradation with porosity.

To clarify the elasticity degradation, a mechanism analysis is taken and discussed below. Micron
silver atoms are held together by interaction and the elastic properties are directly related to the
relative movement between atoms. Due to the mismatching of the thermal expansion coefficient of the
sandwich structure, the adhesive layer is mainly subjected to shear force in the deep space environment
regarding approximately monotonic loading. This may lead to lattice shift and dislocation slip in the
microstructure (Figure 18).
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Figure 18. Dislocation from the perspective of a slip plane.

If the dislocation stops due to the concentration of micro-stress in sintered silver joints, a constrained
region will be formed, where other dislocations may stop. At this time, the subsequent dislocation
of the same dislocation increment occurs, piling up as shown in Figure 19. This defect can cause a
decreasing number of atomic bonds; consequently, the effective elastic modulus shows degradation.
Moreover, this defect can be observed as the growth of pores and dispersion of silver grains.

 
Figure 19. Ductile dislocation piling up.

5. Conclusions

This study is undertaken to provide a cost-effective modeling and simulation method for the
elastic mechanical properties of pressureless micron silver sintered joints based on microstructure
reconstruction and analyzing the cause of its elasticity degradation in a deep space environment.
The following conclusions are drawn:

(1) A simplified statistical reconstruction method based on JQA is proposed, which takes the random
morphology and distribution characteristics of the real pores into account, and applied to
reconstruct the microstructure of micron silver sintered joints under thermal shock test conditions
and transferred into an FEA model. The comparison of autocorrelation functions characterizing
morphology features of SEM images and reconstructed models proves this method is feasible.

(2) A simulation process based on the reconstructed model is proposed to obtain the effective elastic
modulus of sintered joints. Through comparing the result with that of analytical models and
nanoindentation tests, the relative error (less than 15%) indicates the rationality of this method.

(3) The microstructural evolution is quantitively characterized by autocorrelation functions. In the
simulative deep space environment, with increasing thermal shocks, the average micron-silver
particle size and hydraulic diameter decrease, while the specific surface goes up, resulting in the
increase in porosity and dispersion of silver grains.

113



Appl. Sci. 2020, 10, 6368

(4) The FEA simulation results show that, due to the sandwich sample structure, the constrained
sintering state makes the sintered silver joints present a slight anisotropy, which is reflected
in the differences of displacement, stress and elastic modulus among X, Y, and Z directions.
As thermal shock cycles increase, the material densification declines, resulting in the decreased
apparent density, a larger displacement field across the local bearing surface, and more likely
stress concentrations.

(5) Elasticity degradation is noticed during the thermal shock test. The mechanism analysis shows
accumulated thermal shocks lead to cyclic shear force in sintered joints, which induces lattice shift
and dislocation slip in the microstructure. Furthermore, dislocation piling up causes the effective
elastic modulus of sintered joints to decline due to broken atomic bonds.
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Abstract: Inaccurate state-of-health (SoH) estimation of battery can lead to over-discharge as the
actual depth of discharge will be deeper, or a more-than-necessary number of charges as the
calculated SoC will be underestimated, depending on whether the inaccuracy in the maximum
stored charge is over or under estimated. Both can lead to increased degradation of a battery.
Inaccurate SoH can also lead to the continuous use of battery below 80% actual SoH that could lead to
catastrophic failures. Therefore, an accurate and rapid on-line SoH estimation method for lithium ion
batteries, under different operating conditions such as varying ambient temperatures and discharge
rates, is important. This work develops a method for this purpose, and the method combines the
electrochemistry-based electrical model and semi-empirical capacity fading model on a discharge
curve of a lithium-ion battery for the estimation of its maximum stored charge capacity, and thus its
state of health. The method developed produces a close form that relates SoH with the number of
charge-discharge cycles as well as operating temperatures and currents, and its inverse application
allows us to estimate the remaining useful life of lithium ion batteries (LiB) for a given SoH threshold
level. The estimation time is less than 5 s as the combined model is a closed-form model, and hence it
is suitable for real time and on-line applications.

Keywords: state of health; remaining useful life; electrochemistry based electrical model;
semi-empirical capacity fading model; useful life distribution; quality and reliability assurance

1. Introduction

Electric vehicles (EV) are the focus of attention for today transportation, and their primary energy
source is mainly rechargeable lithium ion batteries (LiB) due to their higher energy efficiency and
longer lifetime as compared to their counterparts. However, the estimation of their health and the
prediction of their remaining useful life (RUL) for EV are the major issues. In particular, the accuracy
and rapid measurement of their health is a major concern.

The important health indexes for LiB have already been discussed extensively [1–5]. State-of-health
(SoH), state of charge (SoC), state of energy (SoE), and state of safety (SoS) were discussed in detail for
LiB. Inaccurate SoH estimation can lead to unintentional over-discharge as the actual Qm (the remaining
charge in LiB) can be a lot lower and thus 20% SoC that are ready for re-charge could actually be much
lower. Such inaccuracy or uncertainty in SoH estimation can also lead to being over conservative on
the user’s part that increase the SoC cut off for battery charging, and lead to a higher number of charge
cycles than necessary [6]. Both situations can accelerate the battery’s degradation.
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The unknown RUL of LiB could also result in conservative pre-mature replacement of LiB,
increasing the cost of LiB in its applications [7–10]. On the other hand, if the SoH of LiB is actually
already lower than 80%, prolonged usage of LiB could be problematic.

Accurate estimations of SoH and RUL are also crucial in energy storage applications. As the
charging and discharging tend to be more often when LiB is used for energy storage, especially under
solar and wind energy systems, large RUL with respect to charging and discharging will be important
for a specific SoH threshold to justify the system cost. A sufficiently high SoH of LiB should be
maintained for energy storage so that it can provide enough energy for usage when the solar energy or
wind energy is no longer available. This model allows such estimation of the RUL.

Consequently, accurate estimation of SoH and prediction of RUL of LiB are crucial for LiB
applications. It can be evaluated by comparing the present time performance with the ideal state
performance and the battery’s fresh state. There are many SoH estimation methods, and some are
accurate but require complex calculation that is not suitable for real time applications. Some are not
sufficiently accuracy for real applications.

The fading capacity and the increase in cell impedance of a LiB are two important factors that
must be taken into consideration while estimating the SoH of the battery. The data-driven and adaptive
systems are the two approaches that are generally implemented to determine the SoH of a battery.
SoH estimation is performed using cycling data and parameters that affect the battery lifetime in
data-driven approach. Battery’s internal resistance is also used to determine SoH, but it is difficult
to monitor internal resistance of the battery in the real-time scenarios. Also, deep understanding of
correlation of battery operation and degradation process is required for this approach. Different designs
of cells and operation conditions can have different degradation mechanisms as pointed out by
Palacin [11], and hence such correlation can be difficult.

Adaptive systems approach makes use of the parameters that are sensitive to battery’s degradation
trend, and these parameters must be measured and examined throughout the battery operation time.
However, high computational load complicates the online running of the model on a real application [12],
and this is a huge drawback for adaptive systems.

Recently, Huang et al. [13] developed an online SoC and SoH estimation model for LiB. Their SoH
estimation is obtained from the reciprocal of unit time voltage drop (V’), a parameter that was developed
by them. However, the estimated SoH depends on the SoC at which the V’ is computed, and correction
factor for the given SoC is to be obtained from a correction curve, which was done via curve fitting.
This can render the model applicable only to the tested LiB as the underlying physics of the correction
curve is not explored. Also, their SoH computation does not depend on the charge/discharge cycle,
and hence it cannot be used for the estimation of the RUL.

As SoH is a measured of the remaining maximum charge that can be stored in LiB after several
cycles of charge and discharge, and with the understanding of the degradation of LiB in term of
its maximum stored charge [14], it is reasonable to assume that SoH is a function of the number of
charge-discharge cycle, the discharge current, and temperature. Palacin [15] provided a good overview
of the main ageing mechanism in LiB, and she showed that the combination of high current and high
temperature are most detrimental to the degradation of LiB.

Liu et al. [16] proposed a semi-empirical capacity fading (SECF) model based on the above-mentioned
factors, and Preetpal et al. [17] recently demonstrated the successful use of this model for the estimation of
SoH of a set of LiB at different charge-discharge cycles, and the estimation error was less than 2.5% when
the extrapolation went beyond 300 cycles of operation. However, their work did not consider the effect of
temperature and discharge rate in the estimation of SoH. In this work, we extend our investigation of the
model in estimating SoH of LiB under different temperatures and discharge rates. As the equation is in a
compact closed form, it can be implemented easily in real time, and we could also able to use the equation
to determine the cycle at a specific SoH threshold, such as 80%, making prediction of its RUL possible in
both EV and energy storage applications. A noteworthy point is that the depth of discharge of LiB during
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operation is not considered in this work although it is known to affect the SoH of LiB. This is because of
its complex degradation mechanism for LiB, and it will be treated in the future work.

To evaluate the accuracy of the SoH estimation using the SECF model, we use the
electrochemistry-based electrical model (ECBE) model [18] as reference. The ECBE model is based on
the first principle of electrochemistry, which is unlike the previously reported models, which employ
the best-fit techniques. ECBE model results are also verified using the electrochemical impedance
spectrometer (EIS) results. In fact, EIS is also used to understand the various aging mechanisms using
electrical models, but the method can be done only offline in frequency domain. On the other hand,
ECBE allows the performance of each component inside LiB be determined real time through its
discharging curve non-destructively (i.e., terminal voltage vs. time during discharge), making it
suitable for field applications. Although this ECBE model is accurate, the computation time to obtain
the values of the model parameters is too excessive, which renders its unsuitability for in-situ real time
SoH estimation.

The paper is organized as follows. The experimental settings and approach are given in Section 2,
and a brief introduction of the semi-empirical capacity fading model is shown in the subsequent
section. The applications of the SECF model for cases of different discharge rate and temperature as
well as its SoH estimation accuracy are presented next. Conclusions and future works are given in the
last section.

2. Materials and Methods

4 Panasonic SANYO UR18650E lithium-ion batteries [19] are tested using Bio-Logic BCS-815,
which is an 8-channel tester and support 15 A per channel. It is used for charging and discharging
of the batteries with test data collection under room temperature, which is approximately 25 ◦C.
The sampling frequency of the data collection is 1 Hz. The specification of the batteries used here are
shown in Table 1 as obtained from the manufacturer.

Table 1. Samsung 18,650 battery specification provided by manufacturer [8].

Battery Characteristics

Type Cylindrical
Chemical system NMC
Nominal voltage 3.62 V
Typical capacity 2150 mAh

Cut-off voltage Charging 4.2 V
Discharging 2.75 V

Dimensions(mm) 18.4 × 65
Approx. weight 44.5 g

The batteries are tested under different test conditions as shown in Table 2. Only one battery is
tested under each condition due to time and resources limitations. However, as the model employed
here has been verified in the work by Preetpal et al. [17] on different charge-discharge cycles for
LiB, the results obtained in this work are presented with confidence despite the small sample size.
Verification of the model using another 3 cells from the same batch will be performed later. The purpose
of this work is to examine the capability and accuracy of this SECF model when ambient temperature
and discharge current are considered. More batteries will be tested when resource becomes available.

Table 2. Test conditions for the batteries.

Cell Name Test Temperature (◦C) Discharge Current

A 1 55 1 C
B 2 55 3 C
C 3 25 1 C
D 4 25 3 C
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In the experiments, we use CC-CV method for charging the batteries. 1 A constant current
(as recommend from the battery’s manufacturer datasheet) is used to charge the batteries to its cut-off
voltage, and the charging is done with constant voltage until the current drops to 100 mA. When the
battery is fully charged, a rest time of 30 min is kept before discharging. One or 3 C-rate is implemented
to discharge the batteries until the cut-off voltage of 4.2 V is reached. Figure 1 shows the typical time
progression of the terminal voltage of a LiB during charging and discharging. One can see that the voltage
is higher when LiB is charging at higher temperature. This is because cell impedance will be higher at
higher temperature. The terminal voltage can be modelled as the constant current multiples the cell
impedance as the charging is done using CC-CV, and hence a higher terminal voltage results. In fact,
the cell impedance of a LiB has been employed to monitor the temperature of LiB by Beelen et al. [20].

 

Figure 1. Variation of terminal voltage recorded during discharge period for 1 and 3 C-rate at
different temperature.

The discharge curves of all the LiB are analyzed using the ECBE model to calculate the maximum
capacity of the cells (Qm). This Qm is used to compute the corresponding SOH using Equation (1) where
Qmax(fresh) is the Qm after the first discharge cycle, and Qmax(aged) is the Qm after the subsequent cycles.
The SoH computed is termed as Experimental SoH when the Qms are determined using ECBE model.

SoH =
Qmax(aged)

Qmax(fresh)
(1)

The SECF model used in this work is shown in Equation (2) [16]. The SoH determined using
Equation (2) is termed as Estimated SoH. The parameter k1 accounts for the capacity losses that increase
rapidly during the conditions of cycling at high temperature, and k2 is a factor to account for capacity
losses under the normal conditions of cycling. k3 accounts for the capacity loss due to C-rate [21].

SoH = 1−
(
0.5∗k1N2 + k2N

)
− k3

Qmax(fresh)
i (2)
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Here, N represents the number of charge-discharge cycles the battery experienced at the time of
this SoH calculation and i is discharging current.

These parameters (k1, k2, and k3) can be extracted by substituting the Experimental SoH obtained
from Equation (1) into Equation (2) at 3 different cycles (the exact cycles can be seen in Table 3 later
in order to ensure the largest cycle chosen among the 3 cycles is half of the cycle at which the SoH
of the LiB is around 80%) as shown in Figure 2. The extracted parameters are then used to calculate
the Estimated SoH in this work. Our experimental procedure is depicted in Figure 3. There are large
fluctuations or non-linearity observed in Qm over the first few cycles, and this non-linearity is higher
at lower temperatures, which is also observed by other researchers [14], thus the first 50 cycles are not
used for the k values extraction.

Table 3. k values of the semi-empirical capacity fading (SECF) model obtained at four test conditions.

Temperature (◦C) C-Rate 3 Cycles for the Extraction of k Values k1 k2 k3

25 1 100, 200, 300 0 0.000283 0.0027
25 3 100, 200, 300 0 0.0000599 0.0101
55 1 100, 200, 300 0 0.000354 0
55 3 75, 125, 250 0 0.00045 1.43 × 10−3

 

Figure 2. State-of-health (SoH) estimation results from ECBE model (black curve) and semi-empirical
fading model (red curve) for battery tested at 55 ◦C and 1 C discharge current. Green circle represents
the points used to find the k values.
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Figure 3. Flowchart for error estimation between experimental and estimated SoH.

3. Results

To demonstrate the effect of varying C-rate at constant temperature and the effect of varying
temperatures at a constant C- rate on SoH estimation accuracy of the SECF model, we divide our results
into four sections as shown in Figure 4. In Figure 4, A, B, C and D represent cases where k values
are obtained from batteries tested at 1 C_55 ◦C, 3 C_55 ◦C, 1 C_25 ◦C, and 3 C_55 ◦C, respectively.
On the other hand, A′ and B′ represent the SoH estimation errors for cells A and B using k values
obtained from cell A. C* and D* represent the SoH estimation errors for cells C and D using k values
obtained from cell A. Similarly, A” and B” are the SoH estimation errors for cells A and B using k
values obtained from cell B. Others follow the same notations.

 

Figure 4. Notations used in the analysis of test results.
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3.1. Effect of C-Rate at Constant Temperature Conditions

3.1.1. SOH Estimation for Batteries under Different Discharge C-Rate at 55 ◦C

Experimental SoH is calculated for each cell tested for different number of cycles at two C-rates
and 55 ◦C, and the results are shown in Table 4. SoH decreases with the cycle number and the rate of
decrease of SoH is higher for battery discharged at 3 C rate as expected. The sample with 1 C-rate
reaches the cut-off point of around 80% SoH after 600 cycles, while the sample with 3 C-rate reaches
the cut-off point before 500 cycles.

Table 4. Experimental SoH at 55 ◦C based on the Qm computed from the ECBE model.

Cycle Number 1 C 3 C

0 100 100
100 96.86 95.24
200 93.55 91.29
300 90.21 87.68
400 87.46 82.98
500 83.88 79.67
600 80.28 -

The calculated SoH values shown in Table 4 are used to obtain the k’s values of the SECF model,
and the values are shown in Table 5. The very small negative values of k1 is likely due to fitting
approximation error and hence they are set to zero. In fact, k1 value should be zero as our ambient
temperature is not high as expected from the work by [21].

Table 5. The k-values of 1 and 3 C-rate, respectively, at 55 ◦C.

k1 k2 k3

1 C-rate of 55 ◦C (A) −1.61478× 10−7 3.5497× 10−4 0

3 C-rate of 55 ◦C (B) −3.7322× 10−7 4.5086× 10−4 1.43376× 10−3

To verify the accuracy of the SECF model, the k-values obtained from one battery is applied to
obtain the SoH of same LiB. The percentage error is then evaluated by comparing the estimated SoH
with the experimental SoH. Figure 2 shows such comparison and the result is satisfactory.

To study the effect of C-rate on the estimation accuracy, the k-values obtained from one battery
is applied to obtain the SoH of other battery tested under same temperature but at other C-rate.
Figure 5 summarizes the percentage errors at other discharge conditions. It is to be noted that the
maximum percentage error on estimating SoH using semi-empirical model is around 3.14% using the
k-values of battery tested at 1 C and applied to battery tested at 3 C, and the percentage error is around
2.11% for the reverse case. Both errors are within the acceptable limit of 10%.
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Figure 5. The estimation error between different discharge current under 55 ◦C. % value on top of the
bar represents the % error in estimation.

From Figure 5, we can see that the estimation error of using the SECF model is sufficiently accurate
for predicting the SoH of its own cell at larger cycle number, and this has been elaborated in the work
by Preetpal et al. [17]. We can also see that it is fairly accurate when it is applied to the cells at different
C rates. In comparing the percentage errors of A” and B′, although the different in the C rate is the
same, the largest percentage error is observed for the case of B′. This is expected because of the largest
temperature change of the cells from the reference cell to the cell of interest in the case of B’. We will
discuss this in more detail later. Hence, we see that both the different in the discharge rate and the cell
temperature can affect the estimation accuracy.

In terms of the selection of the cycles to estimate the k’s values, we select a different set of
the three cycles for the SoH estimation of battery tested at 55 ◦C and 1 C rate. Table 6 shows the
comparison, and one can see that the effect of the selection on the percentage error in SoH estimation is
not significant.

Table 6. Percentage estimation error of SoH for a different set of three cycles in the k’s values extraction.

Cycles Selected for k’s Values Extraction % Estimation Error

100, 200, 300 3.14
125, 225, 325 3.68
150, 250, 350 3.52

3.1.2. SoH Estimation for Batteries at Different C-Rates under 25 ◦C Ambient

We perform a similar study as in the previous section to estimate SoH for batteries tested at two
C-rates and 25 ◦C, and the results are shown in Tables 7 and 8. Batteries tested under 25 ◦C shows
lower degradation rate at both 1 C-rate and 3 C-rate when compared with batteries tested at 55 ◦C as

124



Appl. Sci. 2020, 10, 7836

expected. Also, the degradation rate is slower for 1 C-rate as expected. Sample using 1 C-rate still have
89.76% SoH after 800 cycles, while the 3 C-rate sample reaches the cut-off point at around 700 cycles.

Table 7. Calculated SoH at 25 ◦C based on the Qm computed from the ECBE model.

Cycle Number 1 C 3 C

1 100% 100%
100 97.38% 96.28%
200 94.91% 93.00%
300 94.26% 91.30%
400 93.14% 88.21%
500 92.48% 84.48%
600 91.88% 83.80%
700 90.81% 80.41%
800 89.76% -

Table 8. The k-values of 1 and 3 C-rate respectively at 25 ◦C. Negative value of k1 is set to zero.

k-Values k1 k2 k3

1 C-rate of 25 ◦C (C) −8.9785× 10−8 2.8312× 10−4 0.0027

3 C-rate of 25 ◦C (D) 8.3792× 10−7 5.9967× 10−5 0.0101

Again, the k’s values obtained from one battery is applied to obtain the SoH of same battery as well
as other battery tested at other C-rate and the error percentage is computed between the Experimental
and Estimated SoH. The percentage error results for estimating SoH are shown in Figure 6.

Figure 6. The estimation error between 1 and 3 C-rate at 25 ◦C. The % value on top of each bar represent
the % error of estimation.
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In comparing the % errors for C′ and A′, and that for D′ and B′, we can see that the % error is
larger for the case of 25 ◦C. Such larger error is due to the inaccuracy of the temperature of 25 ◦C as the
testing was done in the laboratory ambient, and the ambient temperature has a small fluctuation over
the span of measurement period. The temperature varies between 24 to 26 ◦C during our test.

In Figure 6, the largest percentage error obtained is around 8.49 % for the case when k’s values
from battery tested at 3 C is applied to obtain SoH for battery tested at 1 C under 25 ◦C. In comparison
to D′, although the difference in the C rate between the cells are the same, the large % error for the case
of C” is expected to be attributed by the temperature difference between the cell of interest and the
reference cell, which is approximately 8 ◦C as can be seen in Table 9. Table 9 shows the temperatures of
the LiB when discharged at different C rates at different temperatures.

Table 9. Cell temperature when discharged at different C rate under two ambient conditions.

1 C Rate 3 C Rate

25 ◦C Ambient 34.86 ◦C 42.32 ◦C
55 ◦C Ambient 58 ◦C 63 ◦C

The increase in the cell temperature as shown in Table 9 is expected according to the work by
Huang et al. [22], and the rise in temperature during discharge depends on the Peltier heat as a result of
the entropy change, the discharge current, heat capacity and weight of a battery as well as its thermal
design and the ambient temperature [22]. As the different C rate and cell temperature can affect the
estimation accuracy, we further investigate the effect of temperature on the accuracy of the estimation
using the SECF model.

3.2. Effect of Temperature

3.2.1. SOH Estimation for Batteries at 25 ◦C using 55 ◦C Battery’s Parameter Values (55 ◦C to 25 ◦C Case)

Similar to our previous approach, we use the k values from the batteries with similar C-rate but
apply them to SoH estimation of cells discharged at different temperatures. First, SoH estimation is
performed for batteries tested at 25 ◦C and the k values obtained from battery tested at 55 ◦C are used
for the SoH estimation, and the results are shown in Figure 6.

It can be observed from Figure 7 that the highest SoH estimation percentage error of 8.4% is
obtained for the case when k values of battery tested at 3 C rate and 55 ◦C is used to estimate the SoH
for battery tested at 1 C rate and 25 ◦C. This is due to the largest cell temperature difference between
the cells, which is approximately 28.14 ◦C in this case as can be seen in Table 9. The smallest estimation
error for the estimation of battery tested at 3 C and 25 ◦C is corresponding to the small difference in cell
temperature for cell discharge at 1 C and 55 ◦C and cell discharge at 3 C 25 ◦C. This finding supports
our postulation that cell temperature difference is an important factor in the estimation accuracy.
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Figure 7. Estimate % error using k’s values from 55 ◦C.

3.2.2. SOH Estimation for Batteries at 55 ◦C using 25 ◦C Battery’s Parameter Values (25 ◦C to 55 ◦C Case)

Now we study the opposite situation where estimation is made using parameters values from low
temperature to high temperature, and the results are shown in Figure 8.

Figure 8. Estimation % error using k values from 25 ◦C.

From Figure 8, we can see that the smallest percentage error is the case where the parameters
values from 3 C and 25 ◦C is applied to 1 C at 55 ◦C. This is expected with our postulation where the
cell temperature difference between the two cells is only 15.68 ◦C in this case. Likewise, the largest

127



Appl. Sci. 2020, 10, 7836

percentage error is observed for the case where the parameters values from 1 C at 25 ◦C is applied to
3 C at 55 ◦C and the temperature difference is as high as 28.14 ◦C.

From the above investigation, the interaction of discharge current and cell temperature needs to
be identified. The statistical design of experiment (DoE) method, a commonly used method in industry
for studying the effect of multiple factors, is thus employed. The detail of the DoE method can be
found in reference [23]. We summarized the k values at the four test conditions as shown in Table 3.
The interaction of the discharge current and temperature as reflected in the k values can be plotted as
shown in Figures 9 and 10, as part of the DoE analysis. Using these values and applying the 22 factorial
design analysis, we obtain the equations for k2 and k3 as given in Equations (3) and (4). k1 is zero as
our experiments do not involve high temperatures.
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From the DoE analysis, we obtain the following equations for k2 and k3.

k2 = 0.000287 − 0.000115 A − 0.000080 B − 0.000032 A × B (3)

k3 = 0.003557 + 0.002207 A + 0.002843 B + 0.001493 A × B (4)
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where
A = (Temperature (◦C) − 40 ◦C)/15 ◦C (5)

and
B = C rate − 2 (6)

Using Equations (3) and (4), we can estimate the SoH via Equation (2), and the percentage errors
in the SoH estimation with respect to the Experimental SoH can be seen in Table 10. One can see that
with the inclusion of the interaction of discharge current and temperature, the % errors in the SoH
estimation are consistently less than 1%.

Table 10. Comparison of the % errors in SoH estimation.

Test Condition SoH (Using ECBE)
% Error in SoH Estimation

Using Its Own k Values
% Error in SoH Estimation with k Values

Computed from Equations (3) and (4)

25 ◦C_1 C 89.76(after 800 cycles) 2.7 0.89
25 ◦C_3 C 80.41(after 300 cycles) 2.51 0.77
55 ◦C_1 C 80.29(after 600 cycles) 0.67 0.59
55 ◦C_3 C 79.68(after 500 cycles) 0.68 0.41

We also extend our equations to the cases of 0.5 C and 5 C at 55 ◦C. The % errors in the estimation
are shown in Table 11, and one see that the % error is small even for the case of 5 C where cell heating
is serious. As 5C at 55 ◦C is likely to be the highest cell temperature for LiB, this implies that k1 is
always zero for the case of LiB

Table 11. % error in SoH estimation for the cases of 0.5 and 5 C at 55 ◦C

Test Condition SoH (Using ECBE) % Error in SoH Estimation
% Error in SoH Estimation with

Generalized k Values

55 ◦C_0.5 C 80.27(After 600 cycles) 0.97 0.84

55 ◦C_5 C 76.08(After 200 cycles) 5.47 0.61

To verify the proposed model, and for the purpose of reproducibility, three other batteries from
the same batch are tested at 55 ◦C_5 C and Table 12 shows the % errors in the SoH estimation estimated
using Equations (3) and (4). The test condition is chosen to save time as the battery degradation is
fastest in such harsh condition. Batteries are tested for 100 cycles. The results in Table 12 shows the
good accuracy of the proposed method.

Table 12. Verification of the model for additional three more batteries tested at 55 ◦C and 5 C
discharging current.

Sample # SoH (Using ECBE)
SoH Estimation Using Our

Generalized k Values
% Error in SoH Estimation with

Generalized k Values

1 89.06(After 100 cycles) 88.24 0.92

2 91.39(After 100 cycles) 90.72 0.73

3 90.66(After 100 cycles) 89.94 0.79

4. Applications of the SECF Model

From the previous analysis, we can see that with the equation of SoH given by Equation (2)
and the k values computed using Equations (3) and (4), one can estimate the SoH of LiB after
different charge-discharge cycle. Conversely, one can also determine the cycles where the SoH will
reach a certain value due to its closed form. For example, if the LiB cell is operating under 2 C
discharge rate at 40 ◦C, one can have the following equation, with i = 2C, k2 = 0.00028, k3 = 0.003557,
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and Qmax(fresh) = 1.9463 Ah. Upon solving it, the n value is 689, which will be the cycles where the SoH
reaches 80%, and thus the useful life of the LiB cell at different operating condition can be determined.

80 = 1− (k2N) − k3

Qmax(fresh)
i (7)

The above example is an application of the SECF model for the lifetime prediction of a fresh LiB.
This model can also be used for the estimation of the RUL as follows.

Given the k2 and k3 values of a LiB as in this work, and assuming the LiB is used in 1 C discharge
rate and has undergone 100 cycles at 30 ◦C, the LiB is now to be used in 1.5 C discharge rate at the
same temperature of 30 ◦C. If this LiB has been through 20 cycles under 1.5 C discharge rate, we can
use our SECF model to compute the RUL of the LiB under this 1.5 C discharge rate as follows.

For the SoH of the LiB after the 100 cycles @1C discharge rate, A = −10/15 and B = −1 according
to Equations (5) and (6), and with the values of k2 and k3 as computed using Equations (3) and (4),
we obtain the SoH after 100 cycles to be 96.25%, using Equation (2). This is the SoH of the LiB at the
start of the next application of 1.5 C. The equivalent cycle for the LiB to reach this SoH at 1.5 C and
30 ◦C can be computed from the model by having the B = −0.5. A will not change as the temperature
remains the same. With this new B, we have new values of k2 and k3 and the equivalent cycle is found
to be 88 cycles (Nequivalent).

We can also compute the total number of cycles at 1.5 C and 30 ◦C to reach 80% SoH, denoted
as Ntotal. From our SECF model, the value is found to be 769 cycles. Since the LiB has been through
20 cycles under 1.5 C, the RUL of the LiB will be Ntotal − Nequivalent − 20 = 769 − 88 − 20 = 661 cycles.

Going forward, if the discharge current varies, one can use the average current, expressed in terms
of C rate to compute the B value. If the temperature is varying, one can use the average temperature to
compute the A value. Then, using Equations (2)–(4), the SoH or the RUL can be determined. However,
this is to be verified as our future work.

5. Future Works

While the SECF model is promising as shown in this work, the sample size used in this work is
too small. In order to increase the confidence of this model, larger sample size and with LiB from
different manufacturers as well as different type of LiB are to be used. This requires large resources
and long test time. Collaboration with other research organizations on LiB is desired.

As mentioned in the introduction, the proposed model does not include the effect of the depth of
discharge, which is known to affect SoH. This is one of the limitations of the proposed model and the
inclusion of the depth of discharge in the model will also be our future work. Another limitation is the
possible change of the values of the k parameters when the SoH becomes low as the internal structure
of the LiB could have changed so significantly that a new set of k parameters are to be extracted from
the ECBE model which has shown to be accurate even at low SoH [14]. Such investigation will also be
our future work.

Besides the above-mentioned applications, other applications of SECF model are possible and
yet to be verified. One of them is the development of acceleration model of LiB lifetime. If we
can perform the same four set of test conditions at higher temperature and discharge rate, the k
values can be obtained in a short time, and hence, the complete SoH estimation equations can be
obtained and applied to compute the lifetime of LiB cell in other operating conditions, in the same
way as in the above examples, for a given heat capacity, weight, and thermal design of the cells.
Thus, battery manufacturers can simply provide a lifetime model for each batch of their batteries for
their users. Also, as k values determined the lifetime of LiB, statistical distribution of the k values from
a set of LiB samples in a production batch can also provide information on the lifetime distribution of
the batch of LiB, and hence a process control methodology can be developed.
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6. Conclusions

The requirement of accurate online estimation of LiB battery capacity and its remaining useful life
(RUL) are important. In this work, we applied ECBE model and semi-empirical capacity fading (SECF)
model to estimate SoH and its remaining useful life after a LiB is operated for different charge-discharge
cycles. ECBE model is only used for initial SoH calculation twice to determine the parameters in the
SECF model, which can then be used for the SoH and RUL estimation of cells for their subsequent
charge-discharge cycles.

We demonstrate that SECF model for SoH estimation can provide accurate SoH estimation,
using the ECBE model as reference, regardless of the discharge current and ambient temperature.
The discharge rate considered is from 0.5 C to 5 C, and the ambient temperature is from 25 ◦C to 55 ◦C.
As the model is in compact closed form, it can be used for the lifetime prediction of LiB, and this could
provide a good method for LiB acceleration test so that the SECF model parameters can be determined
for its lifetime estimation of LiB in other operating conditions in a short time. Also, with this closed
form, this model is practical for on-line real time SoH estimation, as the estimation time after each
discharge cycle is less than 5 s using a personal computer with capability of 8 GB RAM and Intel Core
i5 processor.
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Abstract: In most degradation tests, the measuring processes is affected by several conditions that may
cause variation in the observed measures. As the measuring process is inherent to the degradation testing,
it is important to establish schemes that define a certain level of permissible measurement error such
that a robust reliability estimation can be obtained. In this article, an approach to deal with measurement
error in degradation processes is proposed, the method focuses on studying the effect of such error in the
reliability assessment. This approach considers that the true degradation is a function of the observed
degradation and the measurement error. As the true degradation is not directly observed it is proposed
to obtain an estimate based on a deconvolution operation, which considers the subtraction of random
variables such as the observed degradation and the measurement error. Given that the true degradation
is free of measurement error, the first-passage time distribution will be different from the observed
degradation. For the establishment of a control mechanism, these two distributions are compared using
different indices, which account to describe the differences between the observed and true degradation.
By defining critical levels of these indices, the reliability assessment may be obtained under a known
level of measurement error. An illustrative example based on a fatigue-crack growth dataset is presented
to illustrate the applicability of the proposed scheme, the reliability assessment is developed, and some
important insights are provided.

Keywords: deconvolution; gamma process; lifetime; measurement system analysis; reliability estimation

1. Introduction

Generally, the observed degradation of a performance characteristic of interest is
an additive function of the true degradation, and some measurement error [1–3]. This
means that in most cases, it is difficult to measure the degradation process over time due
to imperfect measurement devices and environmental conditions. If the measurement
system accuracy can be attained during the measuring process, then the general reliabil-
ity assessment of the product under study may be deemed as precise. Nevertheless, in
the presence of measurement error, the estimation and reliability assessment must con-
sider the measurement error in the modeling such that the obtained conclusions may not
be underestimated.

Several models proposed in the literature consider the problem of obtaining the true
degradation in the presence of measurement error with the common assumption is that the
measurement error is independent of the degradation measurement [2,4,5]; given that the
error comes from a measuring device that is independent of the true degradation. However,
in some cases, it is considered that the measurement error is dependent on the true degra-
dation [6–9]. In addition, a common assumption is that the measurement error is normally
distributed with mean zero and standard deviation σ [5,10,11]. The true degradation can
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be obtained by considering the joint distribution of the probability density function (PDF)
of the observed degradation and the PDF of the measurement error as described in the
works of Pulcini [8], Lu et al. [7], Xie et al. [12], Kallen and van Noortwijk [13]. In these
cases, the joint distribution is obtained either via joint conditional distributions or by the
convolution of the observed degradation and the error [9]. In terms of stochastic model-
ing, the Wiener process is the most used in the literature to deal with measurement error.
Shen et al. [14] proposed a Wiener process model with logistic distributed measurement
errors, the estimation of parameters was carried out with the Monte Carlo Expectation–
Maximization method to estimate the related parameters. Wang et al. [15] proposed a
change-point Wiener degradation model with normally distributed measurement errors,
they considered a Bayesian approach to estimate the parameters of interest. Pan et al. [16]
studied a Wiener degradation model with three sources of uncertainty, one being the mea-
surement error, which is considered to be normally distributed. Sun et al. [17] proposed a
nonlinear Wiener process model with measurement error to estimate the remaining useful
life of a cutting tool. The estimation of parameters of this model is extended by Tang et al.
[18]. Liu and Wang [19] also considered the Wiener process with measurement error but
based on evidential variables. Li et al. [20] proposed a Wiener process model with normally
distributed measurement errors and multiple accelerating variables. Models based on the
inverse Gaussian process with measurement error have also been proposed. Sun et al.
[21], Chen et al. [22] and Hao et al. [23] studied the inverse Gaussian process with random
effects and measurement errors to obtain lifetime estimations. A similar method for the
inverse Gaussian process was also considered by [24] but under accelerating conditions.
Chen et al. [25] proposed a nonlinear adaptive inverse Gaussian process with measurement
error to estimate remaining useful life. Another important modeling approach considers
the deconvolution, which consists of the inverse process of the convolution in order to
obtain an unknown PDF from two known PDFs. In such a case, the true degradation can
be obtained by deconvoluting the PDF of the observed degradation and the known PDF of
the measurement error. Although, the deconvolution has been used in different scientific
disciplines leading to important applications such as in illumina BeadArrays [12,26], op-
tical distortion [27] and image processing [28,29]. It has only be considered to model the
measurement error in degradation processes based on the inverse Gaussian and Wiener
processes [30]. Furthermore, Rodriguez-Picon et al. [30] demonstrated the applicability of
deconvolution to obtain reliability assessments without measurement error, but a control
scheme over the performance of the measurement system is not considered. Important
information about the deconvolution process can be found in Zinde-Walsh [31], Wang and
Wang [32] and Neumann [33].

The importance of considering the measurement error in the modeling of degradation
processes relies on obtaining accurate reliability assessments. However, it is also important
to establish a control scheme over the measurement error, such that a desired estimation
can be obtained under a controlled level of error. This means that a certain range of the
observed measurement error caused by measuring devices, methods and environmental
conditions can be established and maintained in order to achieve a desirable reliability
assessment [4]. Usually, the reliability assessment based on degradation modeling is carried
out by considering the first-passage time distribution of the degradation paths [34]. Thus,
some variation of the first-passage times is expected from the observed degradation and
the true degradation. This means that a certain level of permissible measurement error
leads to a certain range of variation of the parameters of the first-passage time distribution.
By controlling such variations, it is possible to obtain accurate life estimations, which are
quite important in the definition of maintenance programs [35] or in the establishment
of product warranties. Other approaches for reliability monitoring are based on control
charts [36], these procedures are important to study the deterioration of systems which
leads to determine maintenance policies and process availability improvement [37–39], as
discussed in the degradation modeling with measurement error.
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The main focus of this article is to establish a scheme to control the measurement error
to obtain certain reliability assessments under a defined performance of the measurement
system, where the performance is defined by the measurement error. The proposed scheme
consists of first estimating the observed degradation parameters with measurement error
under the gamma process. Then, the measurement system is assessed via a repeatability
and reproducibiity (R&R) study in the aims of obtaining information about the total
variance contribution of the measuring process. It is considered that the measurement error
is normally distributed with mean zero and that an estimation of the standard deviation
σ can be obtained from the total variation of the measurement system captured by the
R&R study. The deconvolution approach is then performed to obtain the true degradation.
As the function of the true degradation does not have a close analytical expression, we
fitted the deconvoluted true degradation to different stochastic processes. Once the best
fitting stochastic process is selected, the true first-passage distribution is characterized and
compared to the observed first-passage time distribution by using different indices. Such
indices are based on the coefficient of variation, the variance, the mean and the percentiles
of the two distributions. By considering a critical value for any of the four indices, a certain
level of performance of the coefficient of variation, variance, mean and percentile can be
achieved under a certain value of σ. The defined value of σ can be used to control the
measurement system in order to obtain a desired accuracy of the reliability assessment.
The proposed scheme is implemented in a case study which consists of crack propagation
data of an electronic device.

The rest of the article is organized as follows. In Section 2, the modeling of the
observed degradation based on a gamma process is presented. In Section 3, the method
to obtain the true degradation based on deconvolution is introduced. In Section 4, the
proposed indices to compare the first-passage time distributions of the observed and true
degradation are presented. In Section 5, a case study based on the crack propagation data
of a electronic device is presented, the proposed scheme is implemented and the reliability
assessment is developed under a defined level of measurement error. In Section 6, an
extension for logistic distributed measurement errors is presented and illustrated. Finally,
in Section 7, the discussion and some concluding remarks are provided.

2. Modeling of the Observed Degradation via Gamma Process

In this article, it is considered that the degradation measurements of a certain perfor-
mance characteristic are contaminated with measurement error. These measurements are
considered as the observed degradation, as these are directly observed. The modeling of
this characteristic is firstly discussed in this section. In this case, stochastic modeling of
the degradation process is considered given that it is possible to introduce the temporal
uncertainty of the degradation increments over time [40]. The gamma process is specifi-
cally considered to describe the observed degradation of a characteristic of interest. This
process has been widely documented and implemented in multiple case studies in the
literature [40–43], this given its characteristics that it is a monotone stochastic process with
independent and non-negative increments.

We consider {Z(t), t ≥ 0} as a degradation process that describes the observed
degradation of a performance characteristic over time, it is deemed that Z(t) is gov-
erned by a gamma process with the following properties: the degradation increments
Z(t + Δt)− Z(t) = ΔZ(t) follow a gamma distribution Ga(v[t + Δt − t], u), and ΔZ(t) are
independent ∀t1 < t2 < t3 < t4.

From the PDF of the gamma process, the parameter vt is a non-negative shape param-
eter with t ≥ 0, v(0) ≡ 0, while u > 0 is the scale parameter. It is known that the mean and
variance of the processes are defined as vt · u and vt · u2, respectively. Thus, ΔZ(t) has the
following PDF,

f (ΔZ(t)|v, u) =
ΔZ(t)vt−1

uvtΓ(vt)
exp

{
−ΔZ(t)

u

}
. (1)
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An important aspect of the reliability assessment of degradation processes is related
to the first-passage times, these are events described by the moment when the cumula-
tive degradation reaches a critical level ω. Thus, the first-passage time of the observed
degradation is defined as To = in f {to : Z(t) ≥ ω}. The cumulative degradation can be
used to describe the cumulative distribution function (CDF) of the first-passage times as
P(Z(t) ≥ ω) = 1 − FGa(ω, v, u), which results as,

P(Z(t) ≥ ω) =
∫ ∞

ω
fZ(t)(z)dz =

Γ(vt, ω/u)
Γ(vt)

. (2)

The first-passage time CDF in (2) can be related to the Birnbaum–Saunders distribu-
tion [44,45], with parameters α∗o =

√
u/(ω − z0) and β∗

o = (ω − z0)/uv, where z0 is the
initial level of degradation. The CDF is defined as follows

FTo (t) = Φ

[
1
α∗o

(√
t

β∗
o
−

√
β∗

o
t

)]
, (3)

where Φ denotes the standard normal CDF. The mean of the first-passage time distribution
is obtained as E(To) = β∗

o
(
1 + α∗2

o /2
)
, and the variance as Var(To) = α∗o β∗

o
(
1 + 5α∗2

o /4
)1/2.

As (1) denotes the PDF of the observed degradation, let us consider a scheme of a
degradation test where i = 1, 2, . . . , N units are tested and j = 1, 2, . . . , M denotes
the total number of measurements for all the tested units, which results in observed
degradation measurements Zi

(
tj
)
. Then, it is defined that the degradation increments

ΔZi
(
tj
)
= Zi

(
tj
)− Zi

(
t(j−1)

)
, with t0 = 0, Δtj = tj − t(j−1), have the next PDF,

f
(
ΔZi

(
tj
)|v, u

)
=

ΔZi
(
tj
)vΔtj−1

uvΔtj Γ
(
vΔtj

) exp

{
−ΔZi

(
tj
)

u

}
. (4)

As mentioned earlier, normally the observed degradation is contaminated with mea-
surement error. Which implies that the true degradation cannot be observed directly from
the degradation process. In such a case, it is important to find the true degradation in terms
of the observed degradation PDF and an assumed PDF of the error.

3. Obtaining the True Degradation Distribution via Deconvolution

In this section, it is considered that Zi
(
tj
)

represents the observed degradation mea-
surement of the ith unit at time tj, and that the observed degradation is contaminated with
some measurement error εij. Thus, εij is also observed at tj for each ith unit. Which means
that for each observed degradation a measurement error is observed. Such that εij is a
random variable that follows a Gaussian distribution as G(μ, σ) with a PDF defined as,

f
(
εij|μ, σ

)
=

1√
2πσ

exp

{
−
(
εij − μ

)2

2σ2

}
. (5)

Based on this measurement error, an additive function of the observed degradation
can be considered as Zi

(
tj
)
= Si

(
tj
)
+ εij, where Si

(
tj
)

denotes a hidden true degradation
measurement. Indeed, the observed degradation and measurement error are considered
to be known as (4) and (5), respectively. Then, the true degradation may be obtained
via deconvolution [30]. This operation consists in obtaining the subtraction of random
variables, for example consider the function H = E + G, where H represents an observed
measurement, E represents an unknown variable and G represents a measurement error.
The PDFs of H and G are known to be fH and fG, respectively, and the characteristic
functions (CF) of such PDFs are defined as ϕH and ϕG. The CFs are also known as Fourier
transforms (FT). In the first instance, the deconvolution operation consists of determining
the CF of E, which is defined as ϕE = ϕH/ϕG. In the second instance, the function of
the deconvoluted true measurement fE is obtained by considering the inverse Fourier
transform (IFT) of ϕE.
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Consider this approach for Zi
(
tj
)
= Si

(
tj
)
+ εij, where a gamma distribution is defined

for Zi
(
tj
)

as f
(
Zi
(
tj
))

and a Gaussian distribution is defined for εij as f
(
εij
)
. Firstly, the

CF of Si
(
tj
)

can be obtained by considering the CF of the gamma and normal distributions
in (6) and (7), respectively.

ϕZ(ζ) = (1 − uiζ)−v. (6)

ϕε(ζ) = exp
{

iμζ − σ2ζ2/2
}

. (7)

Thus, ϕS(t) is obtained as

ϕS(ζ) =
(1 − uiζ)−v

exp{iμζ − σ2ζ2/2} . (8)

The PDF of Si
(
tj
)

is obtained via the IFT of (8) as,

f
(
Si
(
tj
))

=
∫ ∞

−∞
ϕS(ζ)exp{−iζs}dζ. (9)

It can be noted that the IFT represented by the integral in (9) does not have a closed
analytical expression. For this, the discrete Fourier transform (DFT) is considered to obtain
an approximation of f

(
Si
(
tj
))

. The DFT considers a discrete version of the IFT in (9) as a
Riemann sum approximation which can solved via the fast Fourier transform (FFT) algo-
rithm [46,47]. The FFT is known to reduce the complexity of the DFT of a function sampled on
a regular grid of 2p points [48,49]. By considering that any integral, such as (9), can be viewed
as the sum of infinitely many small rectangles, then for the sampled regular grid, p equally
spaced sub-intervals with range [−L0, L0] are considered, where L0 = μ + 5σ + qg, qg is the
0.99999 quantile of the gamma distribution, −L0 = 0 and (μ, σ) are the parameters of the mea-
surement error PDF. Both limits of the regular grid are defined considering the domain of the
deconvoluted random variable, such that the minimum value of the deconvoluted observation
is 0, and the maximum value corresponds to a L0 as defined. Thus, the approximation of (9)
can be viewed as the Riemann sum approximation [50] of the continuous IFT, as follows,

� 2L0

P

P−1

∑
j=0

ϕS

(
2L0

P
(j − 1)− L0

)
exp

{
−iζs

(
2L0

P
(j − 1)

)
− L0

}
, (10)

where, the width of the p equally spaced sub-intervals is defined as 2L0/P. The number of
sub-intervals is considered to be a large enough integer number to obtain a good approxi-
mation of f

(
Si
(
tj
))

. The “NormalGamma” package [51] from R is used to implement the
DFT in (10). As this package is defined for convolution operations, the original code was
modified to implement the deconvolution operation.

Fortunately, the FFT algorithm can be implemented in R to solve the proposed DFT.
Specifically, the function is defined as follows for the sampled vector k = 0, . . . , P − 1 [26],

W[k] =
L0

Pπ
exp{iπ(k − 1)}

P−1

∑
j=0

ϕS

(
2L0

P
(j − 1)− L0

)
exp

{
2iπ
P

(j − 1)(k − 1)
}

. (11)

In this paper, W[k] is considered to be an approximation of the true degradation,
such that W[k] is governed by a certain stochastic process. The gamma process, inverse
Gaussian (IG) process, geometric Brownian motion (GBM) process and the Wiener process
may be considered and the best fitting model may be selected by assessing their respective
goodness of fit.

It should be noted that both the gamma and the IG processes are monotone processes,
while the Wiener process is known to be non-monotone. If the observed degradation
paths are monotone, then it is expected that the true degradation paths remain monotone.
Which, can only be true when σ is small enough to sustain that ΔZi

(
tj
)
> εij. If σ is large
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enough such that ΔZi
(
tj
)
< εij, then the degradation paths may become non-monotone,

which in some case studies may not be reasonable (such as in crack propagation data).
Given that in this paper it is considered that the observed degradation paths are governed
by a gamma process, it is expected that the true degradation remains governed by a
monotone stochastic process. In Figure 1, a comparison of observed degradation paths and
deconvoluted true degradation paths is presented when ΔZi

(
tj
)
> εij and ΔZi

(
tj
)
< εij.

The paths with black lines were simulated from a gamma process. From Figure 1a, it can
be noted that if σ is large enough the true deconvoluted degradation paths become non-
monotone. While in Figure 1b, it can be noted that if σ is small enough, the deconvoluted
paths remain monotone.

Figure 1. Comparison of degradation paths for observed and true degradation. (a) True non-monotone

degradation paths in red dotted lines when ΔZi

(
tj

)
< εij, (b) true monotone degradation paths in red

dotted lines when ΔZi

(
tj

)
> εij.

The construction of the deconvoluted paths (red dashed lines in Figure 1) is performed
considering that the deconvolution operation is performed at every tj for every degradation
measurement Zi

(
tj
)
. Then, random true measurements of Si

(
tj
)

are generated at every
tj to construct the different paths, which represents cumulative sums of the generated
random variables. Once the best fitting stochastic process of W[k] is defined, the true
first-passage time distribution can be obtained. The lifetime of the true degradation is
defined as Ts = in f

{
ts : Si

(
tj
) ≥ ω

}
. The first-passage time distribution will depend on

the best fitting stochastic process.

4. The Effect of the Measurement Error over the First-Passage Time Distributions

It is expected that the measurement error affects the behavior of the first-passage time
distributions of the observed degradation and the true degradation. If the measurement
error is not considered in the modeling, the reliability assessment may be underestimated.
For these reasons, it is important to study the effect of the measurement error over the
first-passage time distributions, such that a maximum level of error in the measurement
system can be determined to obtain a desired reliability assessment. The analysis in this
section is focused on determining the differences between the PDF of To and Ts. Si et al. [4]
proposed to compare two first-passage time distributions via the coefficient of variation
(CV) and the variation (Var(T)) of two distributions. They implemented such approach in
a Wiener model with measurement error. The CV can describe the amount of variability in
any random variable, thus it is expected that the difference between the CV of To and Ts
is relatively small if the effect of measurement error is small. The same approach can be
considered if the corresponding variations Var(T) and means E(T) are compared. In this
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article, the indices proposed by Si et al. [4] are considered and described in (12) and (13) for
the CV and variances, respectively. In addition, an index considering the means is proposed
in (14). In fact, any percentile

(
zq
)

of interest of the first-passage time distributions can be
compared as described in (15).

ICV(Ts, To) =
|CV(Ts)− CV(To)|

CV(To)
. (12)

IVar(Ts, To) =
|Var(Ts)− Var(To)|

Var(To)
. (13)

IE(Ts, To) =
|E(Ts)− E(To)|

E(To)
. (14)

Izq(Ts, To) =

∣∣zq(Ts)− zq(To)
∣∣

zq(To)
. (15)

The four indices are considered to describe the differences between the first-passage
time distributions. In this way, it is expected that the four indices do not exceed critical
values

(
CCV , Cvar, CE, Czq

)
, which means that the estimated lifetime obtained from the dis-

tribution FTo (t) can approach to the estimation of the distribution FTs(t) under certain per-

missible level of measurement error described in the four critical levels
(

CCV , Cvar, CE, Czq

)
.

The flow chart in Figure 2 is followed to optimize σ in order to establish a control over the
measurement system for a certain accuracy of the reliability assessment of interest.

Figure 2. Proposed scheme for the optimal reliability analysis of degradation processes with mea-
surement error.
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5. Case Study

The dataset presented by Rodríguez-Picón et al. [52] is considered for the imple-
mentation of the proposed approach. This case study consists in the crack-growth of a
terminal in an electronic device. The function of this terminal is to transfer a signal to
a receptor, which can be disrupted if the crack in the terminal propagates to a certain
critical level, and thus would lead to a failure of the device. A DT was carried out to
study the propagation of the crack in 10 terminals. The crack propagation was measured
every 0.1 hundred thousand cycles until 0.9 hundred thousand cycles. In this article, it is
considered that a failure is said to have occurred when the length of the crack exceeds the
critical length of 0.4 mm. The total of sample devices are N = 10, with M = 9 observation
times as j = 1, 2, 3, 4, 5, 6, 7, 8, 9, which are the same for all the i = 1, 2, . . . , 10 samples with
tj = (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9) hundred thousand cycles. In Table 1, the degrada-
tion measurements are presented, the units are millimeters. In Figure 3, the cumulative
degradation paths are presented.

Table 1. Degradation dataset of crack-growth case study.

Device
Hundred Thousands of Cycles

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

1 0 0.01 0.03 0.055 0.107 0.165 0.183 0.2 0.26 0.302
2 0 0.09 0.161 0.172 0.247 0.259 0.281 0.371 0.401 0.429
3 0 0.01 0.06 0.081 0.118 0.142 0.158 0.169 0.232 0.262
4 0 0.016 0.076 0.087 0.104 0.127 0.198 0.208 0.218 0.258
5 0 0.036 0.096 0.176 0.204 0.242 0.281 0.325 0.415 0.495
6 0 0.014 0.102 0.112 0.194 0.277 0.289 0.305 0.335 0.391
7 0 0.037 0.064 0.078 0.096 0.124 0.164 0.234 0.254 0.326
8 0 0.035 0.086 0.105 0.174 0.267 0.277 0.347 0.361 0.384
9 0 0.067 0.148 0.161 0.173 0.184 0.218 0.229 0.239 0.285

10 0 0.025 0.052 0.064 0.076 0.151 0.187 0.205 0.222 0.262
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Figure 3. Cumulative degradation paths of the case study.

It is assumed that the degradation data in Table 1 are governed by a gamma process as
in (4). Thus, Zi

(
tj
)

is the observed degradation for i = 1, 2, . . . , 10, and
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tj = (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9). In this case study, it is considered that the mea-
surement error is described by a Gaussian distribution with μ = 0 and σ, as described in
(5). Thus, by considering the flow chart in Figure 2, we first estimate the parameters of the
gamma process for the degradation dataset in Table 1, then we estimate σ by performing an
R&R study to the measurement system. Next, we illustrate the effect of the measurement
error over the true degradation distribution by using the deconvolution modeling proposed
in (9), and to assess the effect over the free-error first-passage time distribution by using
the indices presented in ((12)–(15)).

5.1. Estimation of Parameters for the Observed Degradation

The parameters of the observed degradation (u, v) are estimated via Bayesian ap-
proach by considering informative gamma prior distributions for the unknown parameters
(u, v), as v ∼ Ga(ζ, η), u ∼ Ga(δ, τ). Where, the shape parameters are ζ = 52.79 and
δ = 41.45, and the scale parameters are η = 0.4257 and τ = 4.13 × 10−4, for v and u,
respectively. The Markov chain Monte Carlo (MCMC) algorithm is utilized to sample
from the joint distribution based on the Gibbs sampler. For this, a code is developed in
the software OpenBUGS [53]. A total of 50,000 iterations were considered for burn-in
purposes and 100,000 iterations were considered for estimations purposes. The obtained
estimations for the mean, standard deviation, Monte Carlo error, and some percentiles for
the parameters (u, v) are presented in Table 2. Two sets of initial values are considered in
order to assess the convergence of the parameters with the Brooks–Gelman–Rubin (BGR)
statistic, the obtained graphs from OpenBUGS are presented in Figure 4. It is considered
that convergence is achieved if all the lines in Figure 4 transpose in 1 [54]. It can be noted
that convergence is achieved in both parameters.

Table 2. Obtained estimations for the observed degradation.

Parameter Mean Sd MC Error p0.025 p0.5 p0.975

v 22.55 3.094 0.01476 16.93 22.39 29.02
u 0.01664 0.002687 1.76× 10−5 0.0126 0.01658 0.02309

Figure 4. BGR graphs for parameters of the observed degradation gamma process, (a) v, (b) u.

The first-passage time distribution of the observed degradation is obtained from (3). By
considering the mean estimates from Table 2, and z0 = 0, the parameters can be obtained
from α∗o =

√
u/(ω − z0) and β∗o = (ω − z0)/uv as α̂∗o = 0.2039 and β̂∗o = 1.066. With these

estimates, it is easy to compute the mean and variance as E(To) = 1.088 and Var(To) = 0.223,
thus CV(To) = 0.434.

5.2. Characterization of the Measurement Error and Its Effect

The degradation increments in Table 1 were measured using a vision system with special
software applications to measure crack propagations. As σ is unknown, we performed an
R&R study to assess the performance of the measurement system and to determine how much
of the observed variation is due to the measurement system variation, i.e., σ. The study was
performed under the next characteristics: a total of three people were selected to perform
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the study, 10 devices were selected, and three replicates were performed, making a total of
60 readings. The results of the gage R&R study are presented in Table 3 and Figure 5. It can be
noted from Table 3 that the total variation contribution of the repeatability and reproducibility
are 3.83% and 0.00%, respectively, which makes the total gage R&R contribution at 3.83%. The
general rule says that if the total gage R&R contribution is less than 10%, the measurement
system is acceptable, which is the case of this study. From Figure 5, it can be noted that
indeed the measurement system performs well, and that most of the variation comes from the
part-to-part variation.

Table 3. Gage R&R variation contribution.

Source StdDev (SD) Study Variation (6*SD) % Study Variation

Total gage R&R 0.0006058 0.0036347 3.83
Repeatability 0.0006058 0.0036347 3.83
Reproducibility 0.0000000 0.0000000 0.00
Operators 0.0000000 0.0000000 0.00
Part to Part 0.0157952 0.0947713 99.93
Total Variation 0.0158068 0.0948409 100

Figure 5. Graphs obtained from the gage R&R study applied to the measurement system.

From Table 3, the standard deviation of the gage R&R study is σR&R = 0.0006058,
which is the total variation due to the measurement system. Thus, we consider σR&R as
an estimation of σ, such that σ̂ = σR&R = 0.0006058, and use this value to perform the
deconvolution approach presented in Section 3.

Considering the estimated parameters in Table 2 for the gamma process, we esti-
mated qg for every tj. Then, we implemented the deconvolution approach considering
σ̂ = 0.0006058 and p = 1000. In Figure 6, a comparison of the observed degradation paths
and the obtained true deconvoluted degradation paths is provided by presenting the box
plots and mean for every tj. It can be noted from Figure 6 that the variation in every tj
was reduced in the true deconvoluted paths. In addition, the mean degradation in every
tj is smaller in the true deconvoluted paths than the observed paths as in the work of
Rodriguez-Picon et al. [30]. It is obvious, that the reduction in the variation at every tj
will cause variations in the mean degradation, i.e., degradation rate, as can be noted in
both degradation paths. Indeed, these conditions will have an impact on the first-passage
time distributions.

As the true degradation function does not have an analytical closed form, we consider
to fit the obtained true degradation to the gamma, IG, GBM and Wiener stochastic processes.
Stochastic models are considered to describe temporal uncertainty, such as the observed
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degradation is modeled with the gamma process. Although, a simple approximation can be
defined when obtaining cumulative sums of the true deconvoluted variables. To perform a
reliability assessment of such approximation, the Kaplan–Meier method can be considered
to define the reliability function. In order to assess the goodness of fit of the four stochastic
processes we consider a graphical method such as the Q-Q plots. In Figure 7, the Q-Q plots
for the different stochastic processes are presented for the true degradation.

Figure 6. Illustration of differences between the observed degradation paths and true degradation paths.
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Figure 7. Q-Q plots for true degradation under different stochastic processes.
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It can be noted from Figure 7 that the gamma process seems to have a better fit. In
addition to the Q-Q plots, we also performed the Cramér–von Mises goodness of fit test for
all the models. The obtained Cramér–von Mises statistics were, for gamma 0.056918, for
IG 0.20057, for GBM 0.1748 and for Wiener 0.18345. By considering the critical value for
the Cramér–von Mises statistic for a significance level of 0.1 of 0.173, it can be noted that
the gamma process is the only one not rejected. Thus, we consider the gamma process to
govern the true deconvoluted degradation.

5.3. Comparison of the First-Passage Time Distributions

It is considered that the vector W[k] is described by a gamma process as Ga(v∗Δtj, u∗)
with shape parameter

(
v∗Δtj

)
, and scale parameter (u∗). The true first-passage time

distribution can be obtained by considering the Birnbaum–Saunders distribution with
parameters α∗s =

√
u∗/(ω − z0) and β∗

s = (ω − z0)/v∗u∗, with z0 = 0, and ω = 0.4. Thus,
the CDF is described as

FTs(t) = Φ

[
1
α∗s

(√
t

β∗
s
−

√
β∗

s
t

)]
, (16)

with mean obtained as E(Ts) = β∗
s
(
1 + α∗2

s /2
)
, and the variance as Var(Ts) = α∗s β∗

s(
1 + 5α∗2

s /4
)1/2.

The estimated gamma parameters of the true degradation were obtained as v̂∗ = 37.9237
and û∗ = 0.0088. Considering these estimates, the parameters of the first-passage time distri-
butions for the true degradation can be easily obtained considering the Birnbaum–Saunders
distribution. The computed parameters were obtained as α̂∗s = 0.1483 and β̂∗

s = 1.1985. In
Table 4, a comparison of the the mean, variance, and CV for the observed and true first-passage
time distributions is presented.

Table 4. Comparison of the mean, variance and CV for the first-passage times of the observed and
true degradation.

Mean Variance CV

Observed 1.088 0.223 0.434
True 1.211 0.18 0.1487

From Table 4, the effect of the measurement over the first-passage time distribution is
reflected. For instance, the mean passage-time from the true degradation is greater that the
obtained from the observed degradation. In addition, the variance is smaller for the true
degradation compared to the observed degradation. This finding can be confirmed by the
degradation paths described in Figure 6, where the mean degradation and the variation
among degradation paths are smaller compared to the observed degradation.

The distributions fTo(t) and fTs(t) are compared by computing the indices described in
((12)–(15)) as denoted in the flow chart in Figure 2. The 5th percentile is considered for (15).
The quantile function of the Birnbaum–Saunders distribution is described as [55],

t(q) = β

⎛
⎝αzq

2
+

√
α2z2

q

4
+ 1

⎞
⎠

2

,

where zq is the q × 100th quantile of the standard normal distribution. Considering that
z5 = −1.6448 and the estimates α̂∗o , β̂∗

o and α̂∗s , β̂∗
s , the 5th percentile for the first-passage

time distributions for the observed and true degradation were obtained as to(5) = 0.7633
and ts(5) = 0.9396, respectively. All four indices described in Section 4, ICV(Ts, To),
IVar(Ts, To), IE(Ts, To), Iz5(Ts, To) were computed and are presented in Table 5.
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Table 5. Computed indices from the observed and true first-passage time distributions.

ICV (Ts, To) IVar(Ts, To) IE(Ts, To) Iz5(Ts, To)

Index 0.6574 0.1919 0.1136 0.2309

The critical values (CCV , Cvar, CE, Cz5) may be defined depending of the allowance
for the measurement error of the measurement system. In this paper, four indices are
considered, however, one index can be used depending of the reliability estimation of
interest. As can be noted from ((12)–(15)), the indices are ratios that account for the
relative increase in each reliability estimation, i.e., CV, variance, mean, percentiles. Indeed,
the greater the value of the respective indices the more difference between reliability
estimations, which means more variability of the measurement error, i.e., σ. Critical values
should be defined based on historical behavior, but a first approach can be considered as
follows: consider that the measurement system has been evaluated and an estimation of σ
is obtained, then the true and observed first-passage time distributions can be characterized.
Consider that σ is a component of variance with good performance, i.e., less than 10%
of the total variation of the process [56]. If the mean is the estimation of interest, then
from (14) it can be considered that CE = IE, this equivalence of the critical value will
relate the good performance of the measurement system to the estimation of the mean
failure time, so the control scheme can be initiated. Now consider a specific example, if the
critical values are considered as CCV = 0.66, CVar = 0.2, CE = 0.12, and C(z5)

= 0.24, it is
observed from Table 5 that the standard deviation for the measurement error σ = 0.0006058
is good enough for the performance of the measurement system. With this parameter of the
measurement error, it is expected that the estimated lifetime from the data contaminated
with measurement error should be accurate enough. It should be noted that σ may be
optimized by following the sequence determined in the flow chart in Figure 2. However,
previous knowledge of the case study must be available such that optimal values of the
critical values (CCV , Cvar, CE, Cz1) are defined. For instance, the mean time to failure (MTTF)
of the observed degradation and the true degradation with σ = 0.0006058 are E(To) = 1.088,
and E(Ts) = 1.211, respectively. Which means a difference of 0.123 hundred thousands
of cycles. If the maximum allowance for the difference between MTTF is expected to be,
for example, 0.05 hundred thousands of cycles and the critical value CE = 0.043, it can be
noted that IE(Ts, To) is higher CE which means that the measurement system should be
improved such that the measurement process is executed more accurately and the variation
caused by the measurement system is reduced. The same approach may be considered for
any other index different than CE, depending on the estimation of interest. For example, if
it is expected that the differences between the 5th percentiles of the failure times for the
observed degradation and the true degradation be 0.09 hundred thousands of cycles and
Cz5 = 0.105, again it can be noted that Iz5 > Cz5 , which denotes a high variance of the
measurement error.

The reliability functions with and without measurement error were obtained based
on the corresponding first-passage time distributions. The respective differences can be
noted in Figure 8. Along with the respective reliability functions, we also present the
Kaplan–Meier reliability for the observed and true degradation, along with their respective
95% confidence intervals. At different tj, the Kaplan–Meier confidence interval of the
true reliability does not include the observed reliability, which denotes the difference. A
difference of the reliability functions presented by Rodriguez-Picon et al. [30], apart from
the considered stochastic processes for the observed degradation, relies on that, in this
paper, a stochastic process is fitted to the true degradation which defines the dashed red
reliability function. Furthermore, the reliability estimation from Kaplan–Meier results in a
different behavior as the true degradation comes from a gamma-Gaussian deconvolution.
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Figure 8. The effect of the measurement error illustrated by the comparison of the estimated reliability
functions and the Kaplan–Meier estimation with confidence intervals.

6. Extension for Non-Gaussian Measurement Errors

Other PDFs can be considered to describe the measurement error in the proposed ap-
proach. As the deconvolution operation is performed based on CFs, the proposed method
can be extended to more PDFs by replacing the corresponding CF in the denominator of
(8). Then, the approximation of the true degradation can be obtained by implementing
the fast Fourier transform in (10) and (11). In this section, we illustrate this extension by
considering that the measurement error follows a logistic distribution fL

(
εij|μL, s

)
. The CF

is presented as follows,

ϕε(ζ) = exp{iζμL} πsζ

sinh(πsζ)
, (17)

Then, the CF of the true measurement is defined as,

ϕS(ζ) =
(1 − uiζ)−v

exp{iζμL} πsζ
sinh(πsζ)

, (18)

The CF in (18) is considered in (11) to obtain the true measurements. The parameters
of the observed degradation are presented in Table 2 as v = 22.55 and u = 0.01664. From
the R&R study, it is known that the total variation due to the measurement system is
σ̂ = σR&R = 0.0006058. For this scenario, it is considered that μL = 0, and as the standard
deviation of the logistic distribution is defined as SD =

√
(s2π2/3), then by considering

SD = 0.0006058 it follows that s = 0.0033. The deconvolution approach is implemented
considering these parameters with p = 1000. The vector W[k] was then fitted to the gamma,
Wiener, inverse Gaussian and GBM processes. It was found that the gamma process is
the best fitting model. The reliability function based on the estimated parameters of the
first-passage time distributions with logistic errors is compared with the Gaussian errors in
Figure 9. It can be noted that the behavior of the reliability functions is quite similar. With
the logistic errors, the reliability is estimated to be greater when t > 1.1 hundred thousand
cycles, approximately. It is known that the logistic distribution has higher kurtosis than
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the Gaussian distribution, which may account for the small differences in the reliability
function. Both reliability functions, estimated considering measurement error, determine
that the true degradation has greater reliability than the observed degradation.
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Figure 9. Comparison of reliability functions for the observed degradation and the true degradation
under Gaussian and logistic measurement errors.

7. Concluding Remarks and Discussion

The reliability assessment of products is a critical activity for different processes and
systems, thus it is important to consider that the analyzed data are free of any contamina-
tion that can cause inaccurate conclusions. Furthermore, as the measuring process is an
integral part of reliability testing, it is also important to establish some control schemes
over the measuring system’s performance. Such that, a certain performance of the system
leads to a predetermined performance of the product’s reliability assessment. In the case
of degradation modeling, the measuring error causes variation in the first-passage time
distribution. Based on this, it may be expected that the reliability assessment under contam-
inated data may be underestimated. In this article, it is considered that a gamma process
governs the observed degradation with measurement error, and it is assumed that the
error can be described by a Gaussian distribution with mean zero and standard deviation
σ. Thus, the true degradation is obtained by deconvoluting the observed degradation
and the measurement error. In order to control the measurement error in terms of the
reliability assessment, the first-passage time distributions of the observed and the true
degradation are compared in terms of some proposed indices. A general scheme was
proposed to establish the differences between distributions in order to obtain the desired
accuracy of the assessment. From the case study, it was observed that depending on the
reliability estimation of interest; it is possible to establish a maximum level of the standard
deviation of the measurement error. This enables to control the measuring system. It is
essential to define critical levels of the indices for the first-passage time distributions, such
that a maximum level of error can be established. These critical values can be defined by
considering the maximum difference between the reliability estimation of interest between
the true and contaminated first-passage distributions. Following the proposed scheme, the
permissible error can be determined as described in the case study. Furthermore, a scenario
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to deal with non-Gaussian measurement errors is presented to extend the deconvolution
approach applicability.

There are several opportunities for further research in the proposed scheme of this
article. Although the gamma process has been widely used in degradation modeling, other
stochastic processes can be used to describe the observed degradation, such as the inverse-
Gaussian process, geometric Brownian motion and the Wiener process. The deconvolution
modeling proposed in this paper can be extended by considering any of these processes.
Although, the implementation for some process may result more complex, as the CFs of
the inverse Gaussian and geometric Brownian motion do not have closed expressions,
which impose interesting challenges for the implementation of the deconvolution approach.
Furthermore, other sources of uncertainty can be included in the degradation modeling.
It has been found that the consideration of random effects accounts for the accuracy of
the reliability estimations. Indeed, these sources imply certain mathematical complexity
which should be added to the computational complexity of the deconvolution approach.
For this, different deconvolution algorithms proposed in the literature may be considered
to obtain approximations of true variables obtained from measurement error contaminated
processes. The CV, variation, mean and percentiles are considered as indices to measure the
differences between first-passage time distributions. Nevertheless, some other metrics can
be studied with the same purpose. In addition, we consider some well-known stochastic
processes to model the true degradation as an approximation, given that the function
of the true degradation does not have a closed analytical expression. However, further
investigation may be directed in the future to study the deconvoluted function of gamma
and Gaussian distributions.
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Abstract: A printed circuit board (PCB) is an essential element for practical circuit applications and
its failure can inflict large financial costs and even safety concerns, especially if the PCB failure occurs
prematurely and unexpectedly. Understanding the failure modes and even the failure mechanisms
of a PCB failure are not sufficient to ensure the same failure will not occur again in subsequent
operations with different batches of PCBs. The identification of the root cause is crucial to prevent
the reoccurrence of the same failure. In this work, a step-by-step approach from customer returned
and inventory reproduced boards to the root cause identification is described for an actual industry
case where the failure is a PCB burn-out. The failure mechanism is found to be a conductive anodic
filament (CAF) even though the PCB is CAF-resistant. The root cause is due to PCB de-penalization.
A reliability verification to assure the effectiveness of the corrective action according to the identified
root cause is shown to complete the case study. This work shows that a CAF-resistant PCB does not
necessarily guarantee no CAF and PCB processes can render its CAF resistance ineffective.

Keywords: 3D X-ray; bias temperature-humidity reliability test; conductive anodic filament (CAF);
de-penalization; finite element analysis

1. Introduction

Equipment and devices can fail during their operation in the field and this may
occur prematurely. Such a premature failure can render inconveniences and even safety
concerns because the failures are unexpected. To prevent the reoccurrence of the failures,
a root cause analysis is important. There are differences between failure modes, failure
mechanisms, and root causes. An example is an open circuit (failure mode) caused by
conductor corrosion (failure mechanism) due to an incomplete protective coating (root
cause). Whilst the identification of failure modes can be easy because they can be seen or
measured, the finding of failure mechanisms and subsequent root causes are not trivial.

Printed circuit boards (PCBs) are essential for all electronics. They provide mechanical
support and electrical connections to the electronic components of an electronic system.
As electronic controls and the internet become essential, many public transport systems
contain several PCBs. However, the operating environment in public transport can be harsh
due to cyclic temperature and humidity, especially in regions with four different weather
seasons.

PCB failures range from circuit malfunctions to propagating PCB faults. PCB failures
that may appear similar can originate from many different root causes. A propagating
circuit board fault is usually considered universally to be a high severity thermal event.
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Its initiating mechanism starts when a resistive path forms between two traces or planes
in a PCB that are at a different electric potential. This resistive path can form due to
an external heat source [1], insulation breakdown [2], arcing [3], or contamination [4].
The power dissipated at the fault region should be sufficient to generate enough heat to
further damage the PCB and sustain the thermal event [1]. Slee et al. [1] described various
causes of propagating faults in PCBs; namely, resistive heating, interconnect overheating,
contamination, electrochemical migration, tin whiskers, insulation failure, and component
failure.

In this work, a propagating fault reported was due to electrochemical migration. We
report our steps of tracing from the failure modes to the root cause of a PCB used in public
transport for an ethernet connection. After their operation for 1.5 months, the operations
of the ethernet device stopped and the burn-out area at the bottom edge of the PCB was
found, as shown in Figure 1.

Figure 1. Visual inspection of failed PCBs: (a) top view; (b) side view.

These PCBs have multilayers that consist of 8 layers with 2 mm of total thickness.
Layer 4 is the electrical ground plane and layer 5 is the power plane (VIN) where 12 V is
connected to it. Its base material is FR4 (flame retardant). This PCB had superior CAF (con-
ductive anodic filament)-resistance (anti-migration) properties and a high glass transition
temperature (Tg) (minimum 170 ◦C), which makes it a better candidate in the comparison
of a standard FR4 for applications where high mechanical and chemical resistances to heat
and moisture properties are required.

2. Identification of the Failure Modes

A PCB was returned from customers due to burn-out, as shown in Figure 1. Upon
detailed measurements, it was found that the impedance between VIN and GND signifi-
cantly dropped. A similar burn-out as in Figure 1 was observed on a few originally good
inventory boards after testing them with the system in the factory. The supply current was
monitored to avoid severe damage to the testing PCBs. It was found that, after the initial
short-circuited event, the burn-out expanded due to the over current protection (OCP)
mechanisms in the power module. These OCPs are for the protection of the power supply.
Two mechanisms are employed for the OCP; namely, the cycle-by-cycle current limit and
the cycle skip.

The cycle-by-cycle current limit turns off the power if the maximum current within
each pulse width modulation (PWM) cycle is exceeded. The company set the maximum
current threshold to 8 A as the continued working current. However, the actual maximum
current could be larger than this value due to the response delay; the magnitude depends
on the load condition.

The cycle skip mechanism is activated by the continuous occurrence of a cycle-by-cycle
current limit condition. The PWM enters into a silent period then restarts the powering
cycle again. The company set the continuous occurrence time and the silent period to 30
ms and 250 ms, respectively.
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These power supply protection mechanisms can continuously deliver 8.5 W under a
short-circuit condition.

3. Identification of the Failure Mechanism

To understand the failure mechanism, a detailed failure analysis was performed. To
begin, the structure of the PCB near the burn-out area was studied, as shown in Figure 2. A
V-groove penalization was used here; it can protect the PCBs from shocks and vibration
experienced during paste printing to component assembly, soldering, and even testing [5].

Figure 2. Cross-section of the board near the V-cut scoring area.

After the PCB fabrication processes are completed, de-penalization is performed to
split them into individual PCBs. Currently, there are various types of de-penalization;
namely, hand break, pizza cutter/V-cut, punch, router, saw, and laser [5]. In this work, a
pizza cutter/V-cut was employed for the de-penalization.

Upon careful examination of the PCBs that were not short-circuited or burned out,
the presence of many crack lines could be seen (Figure 3). These crack lines were found
after the de-penalization. With these crack lines, moisture from the environment could
penetrate and diffuse into the PCB easily. In the presence of the applied voltage, the electric
field could cause the copper ions from the PCB copper planes to drift across either as a
dendrite formation [1,5–8] or as a CAF formation [9,10]. This was believed to be the failure
mechanism.

Figure 3. Cross-section of the PCB: (a) potential crack location; (b) after pizza cutter (V-cut) de-panel
process.

Dendritic growth usually occurs when metal ions move into the electrolyte layer
near the anode and then deposit near the cathode and grow in a tree-like or needle-like
formation. IPC-5704 defines dendritic growth as the growth of conductive metal filaments
on a PCB through an electrolytic solution under the influence of a DC voltage bias and it is
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usually formed on the surface of a PCB [11]. Heat can be generated from the electrical ionic
conduction current during the migration process or from the electrical current conducted
through the dendrites when they bridge the conductors. Eventually, the dendrites can
develop into substantially low resistance with significant heat dissipation and can result in
a propagating fault in a PCB [1].

The CAFs are formed as anode metal gradually becomes ions and begins to migrate
under the effects of the bias voltage. It is formed within the PCB insulation materials.
Unlike dendrite formation, the conductive filament growth forms from the anode to the
cathode, hence the name conductive anodic filament [1]. Failure symptoms of a CAF
range from intermittent resistive faults under current limit conditions to catastrophic
propagating circuit board faults if the fault current is not sufficiently limited [1]. Basically,
CAF formation follows a two-step process; namely, the formation of a microcrack that
bridges two conductors to establish the migration path and an electrochemical reaction with
the presence of a DC bias and moisture to drive the migration along the cracks between the
two conductors [12]. This was observed in our experiments, as will be shown later.

The formation of dendrites and CAFs can seriously influence the reliability of electronic
systems. From our failure analysis observations, the failure mechanism was likely to be a
CAF as the short-circuit paths were not on the surface although this PCB was CAF-resistant.

4. Mechanism of the Copper Particles in the FR4 during CAF

Due to the presence of moisture and an electric field, copper ions will migrate along
the glass fiber. This is a well-established phenomenon in PCBs known as CAF. As copper
ions move, and as it is known that conductive particles exposed to an applied electric field
will be charged [13,14], these copper ions will also be charged. As the charged particles
move, they also induce a current through the external circuit [15] and, in the case of partial
discharge (which will be described later), a very short pulse of current will be induced as
there will be a charge transfer between the particle and the facing electrode, which is the
cathode [16].

Generally, conductive particles in the presence of an electric field and fluid such as
water will be subjected to various forces including a drift electric force, fluid force, and
gravity force. The fluid force includes a mass force, drag force, and Basset force. For a
detailed study of the forces, one may refer to the work by Pan et al. [17]. Although the work
by Pan is for conductive particles in liquids, several of the underlying physical mechanisms
considered can be applied. In the situation studied in this work, due to its mass and density,
the copper particles were only subjected to the drift electric force and no rebound between
the two electrodes occurred.

As the conductive particles are close to the cathode as driven by the electric field from
the anode to the cathode, partial discharge can occur due to the intensification of the electric
field between them [17]. It has been found that the electric field is enhanced by 4.2 times
for a spherical particle [16]. In the presence of multiple conductive particles, as in our case,
the frequency of the partial discharge can be much higher, as shown by Li et al. [18].

However, partial discharge does not necessary lead to the breakdown of the dielectric
but it will lead to the reduction of its breakdown voltage. As the size and concentration of
the particles increase, the insulating performance of the dielectric is further inhibited [19–21].
With the reduction in the insulating performance, a leakage current can flow through
the FR4 and generate heat. It is worth noting that if the temperature around the FR4
exceeds more than 65 ◦C, heat dissipation becomes a major issue for the FR4; beyond
this temperature, the failure mechanism changes to a thermal breakdown from an electric
breakdown [2].

When the particle concentration is relatively high, the formation of a particle bridge is
possible. It was found that a DC field is beneficial to such a formation, as shown by the
work by Li et al. [22].

After a partial discharge, it is suspected that a short carbonization path is formed that
connects the conductive particles to the nearby electrode [2,23]. In a sense, the electrode
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is now extruded. Hence, the conductive particles that are further away can now also
have a partial discharge with the subsequent formation of a carbonization path. When the
resistance reduces to a certain value that corresponds with an increase in the leakage current,
the Joule heating can drive out the surrounding moisture and an increase in resistance can
be expected, as was observed in our experiments (shown later in Section 7) However, the
charge relaxation on the conductive particles may also be reduced and thus the movement
of the charged conductive particles can move further. At the same time, this localized
heat enlarges the crack. Hence, external moisture can now diffuse further and in a greater
amount into the FR4. As the conductive particles move closer to the extruded electrode,
partial discharge occurs again. This iteration continues until the effective distance between
the extruded electrode and the anode becomes so close that the field between them is
so high, it exceeds the breakdown field of the FR4, which is already reduced due to the
presence of conductive particles and carbonization.

5. Experimental Results and Discussion

To confirm the proposed mechanism, a Thermo Scientific ELITE VX system was used
to identify the hot spot of the thermal emissions and a 3D X-ray was performed using ZEISS
Xradia 520 Versa on the hot spot. Figure 4 shows the enlarged X-ray micrograph at the hot
spot in the burn-out area and we can clearly see that the short-circuit was due to copper
particles at the edge of the PCB along the de-penalized line. From the cross-sectional view
of the X-ray micrograph, one can see that the trace of copper is indeed from the VIN (anode)
toward the GND (ground).

Figure 4. A 3D X-ray of the PCB that shows the cross-section of the PCB. The propagation of the
cracks and the movement of copper from the VIN layer to the GND layer due to the presence of the
water layer and electric field can be seen: (a) shows the formation of crack lines before the resistance
between them begins to decrease; (b,d) are the plane of the GND and VIN layer, respectively, as
extracted from the 3D X-ray; (c) is the plane in the middle of the GND layer and VIN layer as extracted
from the 3D X-ray where the white arrows represent copper particles; (e) side view of the PCB
showing the short point in between the VIN layer and GND layer.
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To further analyze and characterize the cracks formed in the PCB, as shown in Figure 4,
the PCB area with the cracks was dissected out and examined under an X-ray Micro CT
(computed tomography) scanner system (model number CTLab-HX130-2-E). The dissection
was needed due to the size limitation of the X-ray system. For a better view of the cracks,
the image dataset was reoriented with a new image plane, as shown by the pink color plane
in the top left side image in Figure 5. In Figure 5 (top left), ‘a’, ‘b’, and ‘c’ are marked to
show the front, top, and left sides, respectively, and their respective 2D images are shown
in the same figure.

 

Figure 5. Image dataset reoriented with a new image plane as shown by the pink color in the 3D
image (top left side). The 2D images are taken at the: front side (a); top side (b); left side (c).

A total of 78 cracks were identified, and these cracks are shown by their individual
colors in Figure 6. The histogram of the volume of these cracks is shown in Figure 7a, which
shows that the majority of the cracks (25) had a volume less than 1 × 105 (μm3). No crack
had a volume greater than 4 × 105 (μm3). Figure 7b shows all the identified cracks and the
cracks with the same volume are shown with the same colors in the 3D view. It could be
observed that large cracks occurred at the edge of the PCB and they progressed toward
the inner parts of the PCB along with the GND and VIN layers. All these cracks were
due to excessive high strain at a high strain rate induced during the V-cut de-panelization
as measured experimentally with the results shown in Figure 8. The experimentation is
discussed in the next section.

The large cracks observed were concentrated in a certain area of the PCB instead of
being distributed uniformly. This non-uniform distribution of the crack sizes was believed
to be due to the inhomogeneous strain distribution along the edge of the PCB during the
V-cut de-panelization as simulated using a finite element analysis, which will be discussed
in the next section. There were also large cracks present away from the edge but they were
closed to the largest cracks, indicating the weakening of the mechanical integrity of the
board after the large cracks occurred.
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Figure 6. A total of 78 cracks are identified and represented by individual colors.

 
 

(a) (b) 

Figure 7. (a) Volume histogram of the cracks shown in Figure 6; (b) cracks with the same volume are
shown with the same color.

Figure 8. Strain gauge measurement data show that a part of the principal strain exceeds the
IPC-WP-011 standard limits during the cutting process.

To further confirm the proposed mechanism, 5 samples of the PCB that had crack
lines due to de-penalization were subjected to 65 ◦C/95% RH. Table 1 summarizes the test
results. The test condition was selected so that a continuous film of water could be formed
in the PCB. The test results showed clearly that these cracks allowed moisture to diffuse
into the PCB and reduced the impedance between the GND and VIN.
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Table 1. Change in resistances after temperature/humidity test.

Sample #
Initial Resistance
between VIN and

GND (Ω)

Measured Resistance
after the Specified
Test Duration (Ω)

Test Duration
(Hours)

1 Over 108 58.6 160

2 Over 108 30.9 K 113

3 Over 108 316.2 90

4 Over 108 1.63 K 232

5 Over 108 46.5 141

From the above observations, the failure mechanism could be summarized, as shown
in Figure 9. The flow chart and its summary table to represent the research methodology of
this work are shown in Figure 10 and Table 2, respectively.

Figure 9. Failure process and the underlying mechanisms.

Figure 10. Flow chart of the failure analysis process.
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Table 2. Summary of the failure analysis methodology.

Steps
Failure Analysis

Methodology
Details and Findings

1 Reception of Failed Device Customer reported unavailability of ethernet

2 Detailed Examination and
Failure Mode Inspection

• Burn-out area at the bottom edge of the PCB found
through naked eyes.

• Presence of cracks observed at the burned-out area
using a low- to high-definition optical microscope,
thermal emissions, 3D X-ray, and X-ray Micro CT
Scanning.

• Cracks are found in between the L4~L5 layers at
the PCB edge.

3
Failure Mechanism

Proposal and
Identification

• Cracks are present at the PCB edge from where the
moisture penetrates inside the PCB, which causes
the short-circuit; the burned-out area can be
observed.

• Conductive anodic filament (CAF) is a proposed
failure mechanism.

• Strain produced during the V-cut de-panelization
process is more than IPC-WP-011 standard limits
and verified using a strain gauge measurement
and an ANSYS multiphysics simulation, which are
the causes behind the cracks in the PCB.

4 Failure Mechanism
Confirmation

PCBs are subjected to a 65 ◦C/95% RH reliability test
and resistance degradation is observed, which signifies
that the moisture penetrates into the PCBs through the
cracks that are present in between the L4~L5 layers.

5 Corrective Action and its
Effectiveness Verification

• New de-panelization process is introduced.
• PCBs are prepared using the new de-panelization

process subjected to 65 ◦C/95% RH.
• No cracks and degradation in the PCB resistance

are observed

6. Possible Root Causes and Their Verification

Knowing that it was the crack lines that caused the observed failure mode, and that
these lines were generated because of the high strain developed during the de-penalization
process, a strain gauge measurement was performed on the PCB at three test locations, as
marked by the black color blocks in Figure 11, near the edge of the PCB during the V-cutting
process to ascertain the root cause. The strain gauge measurement results are depicted
in Figure 8. One can see the localized areas along the de-paneling line at the bottom side
with a high strain rate and high strain around 1400–2050, which was beyond the acceptable
criteria according to IPC-WP-011 [24].

ANSYS WorkBench 19.0 was also employed to examine the strain induced by de-
penalization. A 3D CAD model of the PCB was designed in ANSYS WorkBench and a V-cut
cutter was designed to mimic the real-world scenario in the simulation software where
mechanical strain was observed, as shown in Figure 11. Our simulation results showed
the maximum stress area (red area) distributed in strips along the edge of the PCB and
this coincided with the burn-out area. The maximum strains did not distribute uniformly,
which agreed with our X-ray micrograph and the strain gauge measurement results. Li [25]
also reported that the stress generated through the V-cut process is significantly high in
comparison with other cutting processes that cause mechanical cracks in PCBs.
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Figure 11. PCB de-panel process and mechanical simulation result. Locations 1, 2, and 3 show strain
gauge measurement points.

In the pizza cut de-penalizing, the applied mechanical stress caused cracks on the
copper keep-out area of the PCB, as shown in Figure 12. However, without de-paneling,
there was no crack on the copper keep-out area, as can be seen in Figure 13.

Figure 12. Observation of cracks in a PCB after de-paneling using an Olympus BX51 microscope at 50
× magnification of: (b) location No. 1 and (c) location No. 2, as marked in (a), which is a horizontal
cross-section of a PCB with a pizza cutter de-panel.

It was, therefore, clear that it was the pizza cutter de-penalization that caused the
cracks in the PCB, which then resulted in moisture diffusion into the PCB. As the cutting
area was near the GND plane and VIN plane, as can be seen in Figure 2, the reported failure
mode was observed. We found that no damage was observed if a manual de-penalization
was performed. Thus, we believed that a proper V-groove design and machine setting
could solve this issue, but this was beyond the scope of this work. With proper settings
such as the incident angle, rotary speed, and cooling fluid, such damage can be minimized,
as in the case of wafer dicing [26].
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Figure 13. Absence of cracks in a PCB without de-paneling. Observations were performed using
an Olympus BX51 microscope at 50× magnification of: (b) location No. 1 and (c) location No. 2, as
marked in (a), which is a horizontal cross-section location of a PCB without a de-panel.

7. Corrective Actions and Reliability Verification

With the identification of the root cause, another type of de-penalization was intro-
duced where no crack was produced. Due to confidential considerations, this new way
cannot be disclosed.

To verify the effectiveness of the corrective actions, reliability tests were performed
along with the new de-penalization method. The test condition was set at 65 °C/95% RH
so that a continuous water film could be formed if cracks existed. To speed up the test, a
voltage of 100 V was applied across the GND and VIN.

From Figure 14, with the new de-penalization method, the resistance between the
GND and VIN remained high: up to 800 h of testing consistently for the 10 test samples.
However, 4 PCBs with the V-cut de-penalizing methods showed a significant reduction
in the resistance even before 400 h of testing, except for one board. This clearly showed
that our corrective action was effective in overcoming the damage introduced due to
de-penalization.

  
(a) (b) 

Figure 14. Resistance changes over time under the reliability test mentioned above: (a) 10 samples
with the new de-penalization; (b) 5 samples with pizza cut de-penalization and the resistance
fluctuation as reported earlier can be observed. The resistance in the Y-axis is in GW.
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8. Conclusions

This work demonstrated a step-by-step failure analysis methodology for multilayer
printed circuit boards that led an observed failure mode to the root cause with verification
of the root cause and the effectiveness of the corresponding corrective action. Printed circuit
boards used in public transport systems were found to be burnt after a time of operation. A
detailed failure analysis showed that the failure mechanism was a propagating fault of a
CAF formation as moisture was diffused into the PCBs via microcracks introduced due
to a V-cut de-penalization. Although the PCB itself was CAF-resistant, the presence of a
microcrack due to de-penalization could render its CAF resistance ineffective.

With the identified root cause, a modified de-penalization method was developed and
no microcracks were observed with this new method, which verified the root cause. The
PCBs with the modified de-penalization method also underwent reliability tests under a
high temperature/humidity with a high voltage applied across and only small changes
in resistance between the previously affected planes were observed, which confirmed the
effectiveness of the corrective action. The detailed steps from the failure mode to the failure
mechanism and from the failure mechanism to the root cause were clearly described.
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