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Abstract: Liquid crystal devices, such as displays, various tunable optical components, and sensors,
are becoming increasingly ubiquitous. Basic physical properties of liquid crystal materials can be
controlled by external physical fields, thus making liquid crystal devices dynamically reconfigurable.
The tunability of liquid crystals offers exciting opportunities for the development of new applications,
including advanced electronic and photonic devices, by merging the concepts of flat optics, tunable
metasurfaces, nanoplasmonics, and soft matter biophotonics. As a rule, the tunability of liquid
crystals is achieved by applying an electric field. This field reorients liquid crystals and changes
their physical properties. Ions, typically present in liquid crystals in minute quantities, can alter
the reorientation of liquid crystals through the well-known screening effect. Because the electrical
conductivity of thermotropic liquid crystals is normally caused by ions, an understanding of ion
generation processes in liquid crystals is of utmost importance to existing and emerging technologies
relying on such materials. That is why measuring of electrical conductivity of liquid crystals is
a standard part of their material characterization. Measuring the electrical conductivity of liquid
crystals is a very delicate process. In this paper, we discuss overlooked ionic phenomena caused
by interactions of ions with substrates of the liquid crystal cells. These interactions affect the
measured values of the DC electrical conductivity of liquid crystals and make them dependent on
the cell thickness.

Keywords: liquid crystals; liquid crystal devices; ions; ion generation; electrical conductivity

1. Introduction

Liquid crystals continue to be at the heart of modern technologies. They include
display devices, such as ubiquitous liquid crystal displays (LCD) and miniature liquid
crystal on silicon (LCoS) displays for virtual and augmented reality [1]. Active optical com-
ponents made of liquid crystals can be found in numerous polarization and phase control
devices, including liquid crystal variable retarders [2,3], tunable elements of biomedical
equipment (dynamic lenses, optical filters for hyperspectral imaging, etc.) [4,5], spatial
light modulators, and diffractive optical elements [6,7]. Reconfigurable components of
plasmonic [8] and meta-devices [9] also take advantage of the tunability of liquid crystal
materials. Switchable liquid crystal light shutters [10–12] and smart windows [13,14] are
becoming increasingly ubiquitous. Last but not least, liquid crystals are excellent materials
for the fabrication of reconfigurable microwave devices, including phase shifters, tunable
antennas, filters, and resonators, to name just a few [15].

As a rule, the tunability of the aforementioned devices is achieved by exploiting
the electric-field induced reorientation of liquid crystal materials [7]. This reorientation
can be altered by the electric field screening effect caused by ions normally present in
liquid crystals in minute quantities [16,17]. In the case of display devices, ions in liquid
crystals can lead to many undesirable effects, including image flickering, image sticking,

Eng. Proc. 2021, 11, 1. https://doi.org/10.3390/ASEC2021-11141 https://www.mdpi.com/journal/engproc1
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reduced voltage holding ratio, and overall slow response [16,17]. There are also liquid
crystal applications relying on ions. For example, liquid crystal shutters [10–12] and smart
windows [13,14] are receiving increasing attention these days.

The importance of ions in liquid crystal materials has been recognized since the early
1960s [16,17]. Since that time, numerous reports have been published aimed at broadening
our understanding of mechanisms of ion generation in liquid crystal materials ([16–18] and
references therein).

Typically, information about ions in liquid crystals is obtained by performing electrical
measurements [19–22]. Such measurements utilize sandwich-like liquid crystal cells [19–22].
The obtained experimental results are used to evaluate the value of the DC electrical conductiv-
ity, ion mobility, and their bulk concentration [19–22]. In the majority of the reports, electrical
measurements are performed at only a single value of cell thickness [23]. At the same time, a
very limited number of measurements carried out using several cells with different thicknesses
reveal an important experimental fact that the measured electrical parameters of liquid crystals,
in general, can depend on the cell gap [20,21,24,25]. Unfortunately, only a very limited set of
experimental data is available. An analysis of the dependence of the electrical conductivity
of liquid crystals on cell thickness is still missing. In this paper, we discuss how interactions
between ions and substrates of the liquid crystal cell make their DC electrical conductivity
dependent on the cell thickness.

2. Model

In the case of molecular thermotropic liquid crystals, their finite DC electrical conduc-
tivity λDC is caused by ions. It can be written as (1):

λDC = ∑
i

qiμini (1)

where qi is the charge of the i-th ion, μi is the mobility of the i-th ion, and ni is its volume con-
centration [16,17]. In the case of two types of symmetric monovalent ions (qi = |e| (i = 1, 2),
n+

1 = n−
1 = n1, μ1 = μ+

1 + μ−
1 , n+

2 = n−
2 = n2, μ2 = μ+

2 + μ−
2 ) the electrical conductivity

can be rewritten as (2)
λDC = |e|(μ1n1 + μ2n2) (2)

where |e| = 1.6 × 10−19C.
The bulk concentration of ions can be found by applying a recently developed

model [26,27]. This model considers the possibility of both ion capturing and ion re-
leasing regimes in liquid crystal cells. The ion releasing regime takes place if substrates of
a liquid crystal cell are contaminated with ions prior to filling the cell with liquid crystals.
In this case, contaminated substrates act as sources of ion generation in liquid crystals. The
trapping of ions by the substrates (in the simplest case via physical or chemical adsorption)
results in the ion capturing regime. The processes of ion capturing and ion generation are
described by rate Equation (3):

dnj

dt
= −ka±

Sj nj
σSj

d
(
1 − Θ±

S1 − Θ±
S2

)
+ kd±

Sj
σSj

d
Θ±

Sj (3)

where j denotes the dominant type of symmetric ions in liquid crystals (j = 1, 2), ka±
Sj is the

effective rate constant corresponding to the ion capturing process of n+
j and n−

j ions on the

surface of substrates, and kd±
Sj is the effective rate constant characterizing the ion releasing

process of n+
j and n−

j ions from the substrates, and Θ±
Sj is the fractional surface coverage of

substrates corresponding to the j-th ions, σSj is the surface density of all surface sites of the
liquid crystal substrates, nj is the concentration (volume density) of mobile ions of the j-th
type (j = 1, 2), d is the thickness of the cell [26,27].

2
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Equation (4) represents the conservation of the total number of ions of the j-th type:

n0j +
σSj

d
νSj = nj +

σSj

d
Θ±

Sj (4)

where νSj is the contamination factor of substrates [26,27]. Recent papers [26,27] discussed
the applicability and limits of the model described by Equations (3) and (4). Equations (3)
and (4) are very general and can be applied to a wide range of molecular liquid crystals and
substrates. The strength of interactions between ions and substrates determines the value

of the parameter Ki =
ka

Si
kd

Si
, the size of ionic contaminants affects the value of the parameter

σSi, and the level of ionic contamination of substrates is quantified by the contamination
factor νSi. The quantification of the ionic contamination of substrates is an important aspect
of the proposed model. Depending on the type of materials (liquid crystals and substrates)
and ionic contaminants (organic ions, inorganic ions), typical values of basic physical

parameters used in this model (Ki =
ka

Si
kd

Si
, σSi, νSi, μi) can vary over a wide range of values

(Ki = 10−25 − 10−20 m3, σSi = 1016 − 1019 m−2, νSi = 0 − 10−1, additional information can
be found in paper [26] and recent review [18]). In the present paper, the values of physical
parameters were chosen to represent typical liquid crystal cells, such as cyanobiphenyl
nematic liquid crystals sandwiched between polyimide alignment layers.

3. Results

DC electrical conductivity of liquid crystal cells as a function of their thickness was
computed using Equations (2)–(4). Table 1 lists values of basic physical parameters used to
generate graphs shown in Figures 1 and 2. As a rule, electrical measurements of liquid crystals
are carried out using liquid crystal cells. The presence of substrates can lead to several ionic
processes. The capturing of ions by substrates results in the ion capturing regime, whereas
the use of contaminated substrates leads to the ion releasing regime. Normally, ions that are
already present in the liquid crystal bulk prior to filling an empty cell get captured by the
substrates once the cell is filled. This scenario is shown in Figures 1a and 2a. At the same
time, if substrates of the empty cell are contaminated with ions, these ions contaminate liquid
crystal materials upon filling the cell, as can be seen in Figures 1b and 2b. The combination of
these two, ion-releasing and ion-capturing, processes can result in a non-trivial dependence
of the electrical conductivity on the cell thickness (Figures 1c and 2c).

Table 1. Values of physical parameters used to model DC electrical conductivity.

Physical Parameter Value

K1 =
ka

S1
kd

S1
10−21 m3 (Figures 1 and 3a)

K2 =
ka

S2
kd

S2
10−22 m3 (Figures 1 and 3a)

K3 =
ka

S3
kd

S3
10−23 m3 (Figures 2 and 3b)

K4 =
ka

S4
kd

S4
10−21 m3 (Figures 2 and 3b)

σS1 = σS2 5 × 1016 m−2

μ1 = μ2 10−10 m2/Vs

νS1 0

νS2

10−3 (Figures 1 and 2)
10−2 (Figure 3a)
10−4 (Figure 3b)

n01 6 × 1018 m−3

n02 0
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Figure 1. DC conductivity of liquid crystals as a function of the cell thickness. (a) DC conductivity caused by ions already
present in liquid crystals. Values of parameters used in simulations are listed in Table 1 (n01, νS1, μ1, σS1, K1). (b) DC
conductivity due to ions originated from contaminated substrates of the liquid crystal cell. Values of parameters used in
simulations are listed in Table 1 (n02, νS2, μ2, σS2, K2). (c) DC conductivity caused by the combination of ion-capturing and
ion-releasing processes shown in Figure 1a,b. Values of parameters used in simulations are listed in Table 1 (n01, n02, νS1,
νS2, μ1 = μ2, σS1 = σS2, K1, K2).

Figure 2. DC conductivity of liquid crystals as a function of the cell thickness. (a) DC conductivity caused by ions already
present in liquid crystals. Values of parameters used in simulations are listed in Table 1 (n01, νS1, μ1, σS1, K3). (b) DC
conductivity due to ions originated from contaminated substrates of the liquid crystal cell. Values of parameters used in
simulations are listed in Table 1 (n02, νS2, μ2, σS2, K4). (c) DC conductivity caused by the combination of ion-capturing and
ion-releasing processes shown in Figure 1a,b. Values of parameters used in simulations are listed in Table 1 (n01, n02, νS1,
νS2, μ1 = μ2, σS1 = σS2, K3, K4).
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Figure 3. (a) Monotonous dependence of DC conductivity on the cell thickness achieved by increasing the value of the
contamination factor νS2 by one order of magnitude (Table 1). (b) Monotonous dependence of DC conductivity on the cell
thickness achieved by decreasing the value of the contamination factor νS2 by one order of magnitude (Table 1).

Interactions between ions and substrates of liquid crystal cells result in the dependence
of DC electrical conductivity on the cell thickness. In general, this dependence can be
monotonous or non-monotonous. Because monotonous dependence of DC electrical
conductivity on the cell thickens is a rather trivial outcome, in the present paper, we decided
to discuss some non-trivial cases corresponding to non-monotonous dependencies shown
in Figures 1 and 2. At the same time, it is important to show other types of dependencies.
For a given set of materials (ionic contaminants, liquid crystals, and substrates), the
transition from non-monotonous dependence to monotonous one can be achieved by
varying the contamination factor as shown in Figure 3a,b.

4. Conclusions

The dependence of DC electrical conductivity on cell thickness shown in Figures 1–3
has important practical implications. It suggests an importance to consider interactions
between ions and substrates of the liquid crystal cell. These interactions can result in a
combination of ion capturing and ion releasing effects. A striking manifestation of this
interplay between ionic processes is a non-monotonous dependence of the conductivity
on the cell thickness exhibiting either minimum (Figure 1c) or maximum (Figure 2c). It
should be noted that ionic processes caused by the presence of substrates get weaker and
become almost negligible if very thick (>100 μm) cells are used (Figures 1–3). Because
typical cells used in experiments are normally much thinner (1–20 μm), the consideration
of the dependence of DC electrical conductivity on the cell thickness is very important and
should not be ignored. Electrical measurements of this type allow for the correct evaluation
of the true values of the electrical parameters of liquid crystal materials. Moreover, they
can also reveal possible sources of ionic contamination of substrates of liquid crystal cells.
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Abstract: The classical production of microfibrillar cellulose involves intensive mechanical processing
and discontinuous chemical treatment in solvent-based media in order to introduce additional chemi-
cal surface modification. By selecting appropriate conditions of a pulsed plasma reactor, a solvent-free
and low-energy input process can be applied with the introduction of microcrystalline cellulose
(MCC) and maleic anhydride (MA) powders. The plasma processing results in the progressive
fibrillation of the cellulose powder into its elementary fibril structure and in-situ modification of the
produced fibrils with more hydrophobic groups that provide good stability against re-agglomeration
of the fibrils. The selection of a critical ratio MA/MCC = 2:1 allows separating the single cellulose
microfibrils with changeable morphologies depending on the plasma treatment time. Moreover, the
density of the hydrophobic surface groups can be changed through a selection of different plasma
duty cycle times, while the influence of plasma power and pulse frequency is inferior. The variations
in treatment time can be followed along the plasma reactor, as the microfibrils gain smaller diameter
and become somewhat longer with increasing time. This can be related to the activation of the
hierarchical cellulose structure and progressive diffusion of the MA within the cellulose structure,
causing progressive weakening of the hydroxyl bonding. In parallel, the creation of more reactive
species with time allows creating active surface sites that allow for interaction between the different
fibrils into more complex morphologies. The in-situ surface modification has been demonstrated
by XPS and FTIR analysis, indicating the successful esterification between the MA and hydroxyl
groups at the cellulose surface. In particular, the crystallinity of the cellulose has been augmented
after plasma modification. Furthermore, AFM evaluation of the fibrils shows surface structures
with irregular surface roughness patterns that contribute to better interaction of the microfibrils
after incorporation in an eventual polymer matrix. In conclusion, the combination of physical and
chemical processing of cellulose microfibrils provides a more sustainable approach for the fabrication
of advanced nanotechnological materials.

Keywords: cellulose; plasma; microfibrils; surface modification

1. Introduction

The plasma processing of fibers offers an ecologically-friendly method for surface
activation and functionalization of the fibers. The plasma-induced surface modification
and interface engineering benefits from solvent-free handling of the reactive species and
in-situ formation of the coupled materials through a combination of physical processes. The
plasma phase is a complex state where particles of a gaseous phase are converted through
radical reactions into a variety of active species, i.e., excited atoms and molecules, ionized
moieties, electrons, free radicals and ionic complexes. As an advantage, the laboratory set-
ups for plasma modification can be smoothly scaled-up towards (semi-)industrial units for
fast and flexible processing of materials. Therefore, plasma treatment has been increasingly
used as a green technology to enhance the sustainability of lignocellulosic materials [1].

Eng. Proc. 2021, 11, 2. https://doi.org/10.3390/ASEC2021-11136 https://www.mdpi.com/journal/engproc7
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The plasma modification of cellulose was studied under inert conditions in order
to verify the changes in surface conditions. In particular, surface ablation and changes
in surface morphology were observed in combination with morphological changes and
small reduction in fiber width [2]. The exposure to oxygen plasma induces localized
decomposition with the formation of highly functionalized molecules. The bulk of the
fibers was selectively changed, where the crystalline zones remained unaffected through
the plasma treatment with consequent variations in physical and chemical properties [3].
Ultimately, the depolymerization of cellulose in a non-thermal atmospheric plasma was
achieved for the conversion into glucose units [4]. The active species created from a
plasma with reactive gasses, e.g., when exposed the oxygen and sulfur hexafluoride, allows
creating patterned nanostructures on the cellulose fiber surfaces with both changes in
surface chemistry and topography that are needed to change the hydrophilic properties
of cellulose into hydrophobic properties [5]. As a result, the plasma (pre-)treatment in
combination with gaseous reactants, such as oxygen, ethylene or silane, allows the surface
adhesive properties to adapt when used as filler in composite materials and/or changes
the hydrophilicity and attachment of bacteria [6]. The hydrophobic modification of more
complex cellulose structures can be achieved using CCl4 as plasma, acting solely on the
surface without modifying the bulk structure [7]. Alternatively, the surface modification
of cellulose through chemical grafting with maleic anhydride is commonly used as a
compatibilization step when mixing cellulose into more hydrophobic matrix materials, but
it is usually conducted by wet-end chemical processing [8].

Microfibrillated cellulose (MFC) is a form of nanocellulose that is converted into
elementary fibrils, which is usually achieved through an intensive mechanical processing
involving high internal shear stresses and energy requirements [9]. The post-step function-
alization of cellulose nanomaterials can then be implemented by plasma modification [10].
This has been frequently implemented for cellulose nanocrystalline materials [11,12]. The
submerged liquid plasma processing was recently used for the fibrillation of cellulose in
combination with ultrasonic treatments in inert argon or reactive oxygen/nitrogen envi-
ronments to improve the dispersibility in water mixtures [13]. In contrast, the present
work starts from dried powders of cellulose and reactive maleic anhydride monomers
introduced in a pulsed plasma process, which allows for the simultaneous fibrillation of
the cellulose structure and stabilization by chemical grafting of maleic anhydride.

2. Experimental Details

The microcrystalline cellulose (MCC, Merck, Germany) was introduced together with
maleic anhydride (MA) as a powdery monomer. The precursors were inserted into a
sealed glass tube that was degassed several times and were later connected to the inlet
of the plasma reactor. An amount of the monomers was selected according to a ratio
MA/MCC = 2:1 (e.g., 2 g of MA and 1 g of MCC) in order to obtain sufficient overload of
the polymer relative to the fibrous material.

A cylindrical-shape glass container was used as a vacuum chamber that was connected
to a monomer gas inlet and pump and surrounded by a copper coil driven by an RG
generator. In a pulsation mode, the power is switched on and off in micro-second intervals,
and their ratio becomes important to calculate effective power. The ratio has mainly an
effect on the retention time of the functional groups in the plasma. In general, the higher
toff time increases deposition thickness, while higher ton times lead to significant monomer
fragmentation and loss of functional groups. The plasma conditions were selected for
the creation of the MCC and in-situ surface modification with MA according to a pulsed
plasma processing. Therefore, the maximum power of 20 W and fixed pulse frequency
820 Hz were applied. The output of the pulsed plasma process is characterized by a
selection of the cycling times, including the plasma-on time (i.e., cycling time for creation
of active species) ton = 25 μs and the plasma-off-time (i.e., cycling time for reaction and
recombination) toff = 1200 μs.
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A characterization of the cellulose materials after plasma processing was completed
by optical microscopy (LOM), attenuated total reflection Fourier transform infrared spec-
troscopy (ATR-FTIR), atomic force microscopy (AFM) and X-ray photon spectroscopy
(XPS).

3. Test Results

The morphology of pulsed-plasma processed MCC is illustrated in Figure 1, including
optimized plasma processing conditions that allow for the in-situ fibrillation of the cellulose
structure. The processing of pure MCC resulted in the formation of particles (Figure 1a),
resembling the sizes and morphologies of the original powder. It is evident that the plasma
processing has no influence on the particle properties, and surface modification is not
possible, except for some changes that may be introduced at the surface. However, agglom-
eration of several particles has not been observed. In the case of a ratio MA/MCC = 2:1
(Figure 1b), an impressive morphology develops where the single particles fibrillate into
several separated elementary cellulose fibrils. This morphology was only observed at
a critical weight ratio, where the presence of MA is favorable for the stabilization and
dispersion of the single fibrils. The fibrillation process obviously proceeds depending on
the processing time, where the hierarchical cellulose structure starts to open up after a
processing time of 10 min, while the single fibrils become looser and form a more complete
fibrillar network structure after longer processing time (Figure 1c). Likely, the presence
of MA allows for the diffusion in the gaseous phase within the cellulose structure (more
specific the amorphous zones), and the interaction of activated species in the plasma phase
allows for simultaneous surface modification and formation of a dense MFC network.

 

Figure 1. Optical microscopy of (a) original MCC, (b) starting of the fibrillation of the cellulose
particles after plasma processing under optimized conditions with a ratio MA/MCC = 2:1 (processing
time t = 10 min), (c) formation of and MFC/MA network of surface-modified fibrillated cellulose
with AFM inset (10 × 10 μm2), under optimized conditions with a ratio MA/MCC = 2:1 (processing
time t = 30 min).
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The variations in chemical structure of the cellulose are confirmed by ATR-FTIR
spectra of the processed fibers (Figure 2). The carbonyl region is characterized by a shift in
the C=O band of closed-ring maleic anhydride (1800 cm−1) for the original MA, towards
an esterified C=O band (1750 cm−1) for the plasma-processed MFC/MA. This confirms
the chemical surface modification of the cellulose surface, with an esterification reaction
localized near the hydroxyl groups of the cellulose. The structural variations in cellulose
are observed near the C–O–C/C–OH band region (1060 cm−1), which suggests variations
in crystallinity of the processed MFC. The sharper bands and narrowing of the band are
typical for structural variations that include reorientation or confinement of the backbone
in cellulose structure into a more ordered phase. The fibrillation of the cellulose during
plasma processing may likely result in the removal of more disordered cellulose zones and
the creation of fibrils with an enhanced structural organization.

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

Figure 2. Detail of the ATR-FTIR spectra in different wavenumber regions (a) 2000–1500 cm−1, or
(b) 1200–900 cm−1, for (i) MA, (ii) MCC and (iii) modified MFC/MA after plasma processing.

The XPS results of the high-resolution C1s peak are compared in Figure 3 for the
plasma-polymerized MA and MFC/MA. The typical peaks for MA plasma polymers
include 1 hydrocarbons (285.0 eV, C–C, CHx); 2 carbon in alpha position of anhydride/
carboxylic acids, esters (285.6 eV, C–C=O); 3 carbon single bonds to oxygen (286.6 eV, C–O);
4 carbon double bonds to oxygen (287.9 eV, C=O); 5 anhydride groups, carboxylic acid, ester
groups (289.5 eV, O=C–O–C=O, O–C=O). The calculation of atomic concentrations based
on the surface area beneath the respective peaks indicates significant differences for pure
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MA compared to MFC/MA. The peak 1 is representative of hydrocarbons formed through
monomer fragmentation and is lower for the MFC/MA compared to pure MA, as the
likeliness for crosslinking in the pure plasma polymer between single MA moieties reduces
in the presence of MFC. Alternatively, the peak 2 indicative for esterification reaction is
significantly enhanced for MFC/MA due to favorable chemical surface modification of
the cellulose with MA. Finally, the peak 5 representing closed-ring anhydride groups is
slightly lower for the MFC/MA than for pure MA as a confirmation for the ring-opening
reaction and esterification. However, the intensity ratio of peak ratio 3 (C–OH) relatively to
peak 4 (O–C–O) is lower for plasma-modified MFC than for pure cellulose (which should
be around 5:1), confirming that an important amount of the cellulose C–OH disappears
through ring-opening and esterification with MA.

Figure 3. Atomic concentration of different functionalities present in the high-resolution C1s peak
obtained by XPS analysis for MA (black bars), and MFC/MA (grey bars). Peak numbers 1, 2, 3, 4, 5

are explained in the text.

4. Conclusions

The simultaneous fibrillation of cellulose and surface modification with maleic anhy-
dride (MA) has been successfully demonstrated during a pulsed plasma polymerization
process of MA, after selecting the optimized plasma processing conditions and a critical
ratio of cellulose / MA monomer. The fibrillation is gradually visualized by an opening of
the fine fibrillar structure of cellulose and stabilization of the dispersion state of the fibrils.
The chemical surface modification of the cellulose fibrils through the esterification reaction
with MA has been demonstrated by additional chemical analysis. The characterization of
surface modification agrees between XPS and FTIR spectra, while the latter also suggests
variations in phase ordering of the cellulose molecules after processing. As such, the feasi-
bility of plasma processing as a sustainable approach for the fabrication of microfibrillated
cellulose has been demonstrated.
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Abstract: The inherent reactivity of Al–Cu–Mg alloys is such that their use for building structural,
maritime, and airplane components with great strength/weight ratios would not be possible without
good anti-corrosion systems. These systems could be considered as imitations of the protection
mechanism found in the conventional hexavalent chromium-based system, but with additional
limited environmental impact, and in particular without toxic or carcinogenic effects. These coatings
also are intended to be eco-friendly, using less of the valuable raw materials and energy than
more traditional methods. Silica-based hybrid protective coatings have been shown to exhibit
excellent chemical stability combined with the ability to reduce the corrosion of metal substrates.
However, research shows that sol–gel has some limitations in terms of the period of the anti-corrosive
properties. Therefore, this work reports the performance of a silica-based hybrid sol–gel coating
encapsulated with benzimidazole (BZI) that can be applied to light alloys to form an inherently
inhibited and crack-free coating. This coating was applied on AA 2024-T3 and cured at 80 ◦C.
The high corrosion resistance performance results from the combination of good adhesion, the
hydrophobic property of the silica-based hybrid coating, and the presence of the encapsulated
(BZI) film-forming volatile corrosion inhibitor, which is released at pores within the coating system,
resulting in film-forming, reducing the reaction at cathodic sites. The evaluation of this mechanism
is based on using electrochemical testing techniques. The anti-corrosion properties of the coatings
were studied when immersed in 3.5% NaCl by using electrochemical impedance spectroscopy (EIS)
and potential-dynamic polarization scanning (PDPS). The chemical confirmation was performed by
infrared spectroscopy (ATR-FTIR), supported by analyzing the morphology of the surface before
and after the immersion testing by using scanning electron microscopy (SEM). The benzimidazole-
silica-based hybrid coating exhibited excellent anti-corrosion properties, providing an adherent
protective film on the aluminum alloy 2024-T3 samples compared to sol–gel-only and bare metals, as
a cost-effective and eco-friendly system.

Keywords: silica-based hybrid sol–gel coating; electrochemical testing; corrosion protection; alu-
minum alloys

1. Introduction

Silica-based hybrid protective coatings using sol–gel technology have shown an
exceptional ability to reduce corrosion on the metal surface combined with high chemical
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stability. However, using the sol–gel technique alone has some limitations in terms of
barrier anti-corrosive properties due to pores in the matrix, which could lead to cracking
of the coating. The use of encapsulated corrosion inhibitors will enhance the system’s
corrosion protection. The systematic development of corrosion inhibitor compounds has
produced many effective inhibitors. For example, compounds with heterocyclic organic
functional groups consisting of oxygen or nitrogen, with phosphorus or sulfur attached as
heteroatoms, are very desirable [1,2].

For instance, benzimidazole (BZI) (structure shown in Figure 1) has been identified as
a low-pH film-forming effective corrosion inhibitor used for copper and steel. It possesses
a heterocyclic aromatic organic compound structure that is suitable as both an effective
volatile or injectable corrosion inhibitor with other soluble carriers. It has a chemical
structure containing both a benzene group and the active group imidazole used in oil and
gas production [3].

Figure 1. The chemical structure of benzimidazole (BZI).

The main advantages are that BZI is commercially available and cost-effective as a raw
material for various uses, the most common of which is as a fungicide in pharmaceutical
applications [4]. In addition, BZI derivatives are used in various corrosion applications in
applied science. For example, Antonijevic et al. [2] described it as a powerful inhibitor that
showed excellent corrosion prevention to protect carbon steel pipelines in corrosive acidic
HCl solutions [2,5].

The mechanism of inhibition by BZI or its derivatives on metal has been studied
deeply, especially on copper and steel [5–7]. Furthermore, it has been found that BZI and
its derivatives may be positioned in a parallel adsorption arrangement, a close joining with
the surface, creating a thin layer. The adsorption of BZI in this position may be due to
the donation of the π electron on the BZI’s nitrogen atoms to the unoccupied D-orbital,
balancing the benzimidazole molecules with excited iron or copper atoms [5,6]. These
interactions explain the strong adsorption connection to the surface that protects the mild
steel or copper from direct corrosion [5,6].

Related research has mentioned the use of BZI chemistries and related derivatives
and patents: J. Colreavy et al. and S. Vijaykumar et al. mentioned using the same family
of these inhibitors in their patented sol–gel technique on steel or other metals. This work
demonstrated the specific application of BZI as a simple silica-based sol–gel additive used
as a corrosion inhibitor for aluminum alloy AA2024-T3 [8,9].

2. Experimental Procedures

2.1. Sol–Gel Preparation

In this study, the hybrid silica-based sol–gel was synthesized from tetraethyl orthosil-
icate silane (TEOS) and trimethoxymethyl silane (MTMS) precursors, purchased from
Sigma-Aldrich. The precursors were mixed in isopropyl alcohol by adding deionized
(DI) water dropwise in a molar ratio of 18:14:17:220, respectively, until the hydrolyzing
and condensation reactions. As mentioned in the previous work, the silica-based sol–gel
mixture was then enhanced by adding the poly-siloxane (PSES) solution [10]. The base
formula used was labelled as SHX-80.
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The benzimidazole-modified hybrid silica-based sol–gel was labelled as BZI-SHX-80
and prepared by encapsulating 3.5 vol.% of a 1:1 solution of ethanol and benzimidazole
(BZI) (Sigma-Aldrich) in the base formula SHX-80, added dropwise while stirring. The
formulation was then left for 24 h.

2.2. Substrate Preparation and Film Deposition

The aluminum alloy substrates used were purchased from Q-Lab as Standard alu-
minum alloy AA2024-T3 Q-panels with dimensions of (102 mm × 25 mm × 1.6 mm) [11].
The received Q-panels were washed with a commercial aluminum base surfactant cleaner,
then rinsed with DI water, followed by acetone washing to remove the organic residues on
the surface.

Then, the sol–gel was sprayed onto the pre-cleaned aluminum alloy substrates. The
distance from the spraying gun to the surface was approximately 150 mm. The coating was
built up over three passes to keep the thickness standard for all samples at about 15 ± 2 μm.
After that, the coated samples were left in the air for 10 min before being annealed at 80 ◦C
for 4 h. Table 1 shows the experiment codes used to identify the samples.

Table 1. Sample identification table.

No. Identifier Formula Base Composite (BZI) v/v% Curing Temperature

1- SHX-80 TEOS + MTMS + PSX - 80 ◦C
2- ZBI-SHX-80 TEOS + MTMS + PSX 3.5% 80 ◦C
3- Bare AA2024-T3 - - -

2.3. Coating Testing and Characterization

Electrochemical tests were performed on the bare and coated samples to assess their
corrosion resistance. Tests were conducted by using a Princeton Applied Research PAR-
STAT 2273. The corrosion performance of the sol–gel-coated and uncoated aluminum alloy
was evaluated using electrochemical impedance spectroscopy (EIS) and potentiodynamic
polarization (PDPS) scans. An area of 1.00 mm2 in the center of the samples in aerated 3.5%
NaCl was tested. The tests were carried out at room temperature (20 ± 2 ◦C). The electrode
potential was monitored for approximately 1 h before polarization in the electrolyte solu-
tion until stability. The sample was polarized with PDPS at a scanning rate of 1.667 mVs−1

from the initial potential of −250 mV vs. OCP to +750 mV vs. SCE. The electrochemical
impedance measurements were recorded between 100 kHz and 10 MHz with a sinusoidal
AC RMS value of 10 mV [12].

3. Results and Discussion

3.1. ATR-FTIR for the BZI-SBX-80 Sol–Gel Chemical Composition

The organic BZI was successfully incorporated into the SHX sol–gel base formula
by comparing the infrared spectrum obtained from the BZI-SHX-80 coating to that of the
unmodified SHX-80. This is enlarged in Figure 2. In the spectrum of the BZI-modified
coating, several peaks are seen related to the BZI molecule. These peaks can be observed
and were retained in the sol–gel-coated BZI-SBX-80 sample. They are as follows: weak
imine C=N stretching at 1564.5 cm−1; carbon double-bond C=C stretching peaks at about
1477 cm−1, 1458 cm−1, and 1408 cm−1, respectively. Similarly, the fingerprint of the
aromatic amine stretching C–N can be detected at 1364 cm−1 and 1300 cm−1, respectively,
which can be used to confirm the benzimidazole’s presence in the new sol–gel formula. The
C–H out-of-plane bending is characterized by the peaks at 768 cm−1 and 745 cm−1 [13].
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Figure 2. ATR-FTIR spectra, showing the effect of the BZI added to the SHX-80 sol–gel.

3.2. Water Contact Angle of the SBX and BZI-SBX Coatings

As shown in Figure 3, the measured water contact angle (WCA) of the base SHX-80
coating was about 67 ± 2◦, as shown in Figure 3a, and the measured WCA on the modified
BZI-SHX-80 sol-gel coating was 88 ± 4◦, as shown in Figure 3b; the higher water contact
angle recorded for the BZI-SHX-80 shows that its wettability is lower than that of the
original SHX-80 [14].

Figure 3. Bar chart showing the mean values of the WCA of the BZI-SHX-80 and SHX-80 coatings.
Optical images showing water droplets on the (a) SHX-80 and (b) modified BZI-SHX-80 coatings.

3.3. Potentiodynamic Polarization Scanning

All coated samples displayed significantly improved performance compared to the
bare AA2024-T3 sample. The corrosion potential (Ecorr) and corrosion current density (Icorr)
were obtained from PDPS, as shown in Figure 4. The current density on the cathodic branch
of the Tafel curve for all coated samples was reduced by more than four magnitudes when
compared to the bare AA2024-T3. Nevertheless, the current density of the BZI-SHX-80-
coated sol–gel sample was the lowest, as it was reduced by seven orders of magnitude
compared to the bare AA2024-T3. This reduction may be attributed to benzimidazole’s
surface activity and high electronegativity [5]. The SHX-80 sol–gel only showed a reduction
in the anodic branch by about four and a half orders of magnitude less than the bare
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AA2024-T3. The corrosion current densities of the bare and coated samples were reduced
to 5.98 × 10−10A/cm2 for BZI-SHX-80 and 1.1 × 10−9A/cm2 for SHX-80, respectively,
compared to 7.1 × 10−6A/cm2 for the bare AA2024-T3 alloy. The shift in Ecorr indicates
that the anode is inhibited to a greater degree than the cathode in the BZI-SHX 80 sol–gel
mixture. This could be attributed to the active benzimidazole nitrogen atoms bridging the
substrate surface [5,6].

Figure 4. Polarization (PDPS) curves for the bare and sol–gel-coated samples with/without BZI in
3.5% NaCl.

3.4. Electrochemical Impedance Spectroscopy
3.4.1. Impedance Magnitude Bode Plots

As shown in Figure 5a,b, after the first hour of immersion, the overall impedance
of the BZI-SHX-80 at low frequencies was higher by approximately two orders of magni-
tude compared to the SHX-80-coated samples, with values of 5.7 × 107 ohms cm−2 and
9.1 × 105 ohms cm−2 for BZI-SHX-80 and SHX-80, respectively.

Figure 5. Impedance magnitude Bode plots for (a) BZI-SHX-80 and (b) SHX-80.

After 360 h, the impedance of the BZI-SHX-80-coated samples dropped by about one
and a half orders of magnitude; this could be due to the electrolyte diffusion and expansion
of the pores in the sol–gel coating matrix. However, this drop was not reflected in the
visible protection in the electrolyte, suggesting that the film of the sol–gel/BZI on the metal
surface was stable [10].

A noticeable drop in impedance was observed for the SHX-80-coated sample at
about 3.4 × 104 ohms cm−2 after 360 h. This might be attributed to the reduction of the
coating resistance due to the development of rounded pitting under the coatings. The
high-frequency impedance also dropped by about one order of magnitude; this impedance
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is considered higher than that of the SBX-80 coating in the mid-frequency range between
105 Hz and 106 Hz. This may be attributed to the coating’s pores and the cracking that
occurred.

3.4.2. Using Nyquist Plots to Investigate the Corrosion-Protective Behavior

Figure 6 shows the Nyquist plots for both the BZI-SHX-80- (Figure 6a) and the OA-
SHX-80- (Figure 6b) coated samples from 1–360 h, respectively. The plots show that the
BZI-SHX-80 has the maximum impedance. These plots were used to obtain the equivalent
circuit modelling fit using the ZSimpwin electrochemical impedance spectroscopy (EIS)
data analysis software. Tables 2 and 3 below demonstrate the fit data for the SHX-80 and
the BZI-SHX-80 coatings after various immersion times. The equivalent circuits were used
to simulate the corrosion reaction on the surface of the coated samples at 1 h, 48 h and
144 h, respectively. In these circuits, instead of using an ideal capacitor (C), a time-constant
element (Q) was used to compare the current leakage in the capacitor and/or frequency
dispersion effect of the alternating current signals [12]. The suggested equivalent circuits
for each EIS plot after 144 h are provided in Figure 7 for both systems.

 

Figure 6. The Nyquist plots for the (a) BZI-SHX-80 coating and (b) SHX-80 coating systems.

Table 2. The fit data obtained from the EIS spectra for the BZI-SHX-80 sol–gel coating after various
immersion times in 3.5 wt. % NaCl solution.

Circuit Element

Immersion Time (H)

01 48 144

R(Q(R(QR))) R(Q(R(Q(RW)))) R(Q(R(Q(RW))))

Rs 105 160 201
Qct 1.471 × 10−9 4.549 × 10−9 9.148 × 10−9

n 0.9626 0.887 0.8406
Rct 1.326 × 107 1.301 × 106 6.991 × 105

QiL 3.453 × 10−9 6.406 × 10−8 9.016 × 10−8

n 0.800 0.650 0.800
RiL 4.697 × 107 5.885 × 105 1.778 × 103

W - 4.349 × 10−8 7.044 × 10−10

The element identifiers used for the equivalent circuits were solution resistance (Rs),
coating resistance (Rct), coating constant phase elements (Qct), interfacial layer resistance
(RiL), interfacial layer capacitance (QiL), oxide layer (pitting) resistance (Rp), oxide layer
(pitting) capacitance (Qp), and the Warburg circuit element (W) [15].
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Table 3. The fit data obtained from the EIS spectra for the SHX-80 sol–gel coating after various
immersion times in 3.5 wt. % NaCl solution.

Circuit Element

Immersion Time (H)

01 48 144

R(Q(R(QR))) R(Q(R(Q(R(QR))))) R(Q(R(Q(R(QR)))))

Rs 100 205 225
Qct 1.079 × 10−7 2.850 × 10−7 4.771 × 10−6

n 0.800 0.627 0.490
Rct 7.287 × 104 815 253
QiL 4.933 × 10−6 1.151 × 10−6 3.912 × 10−6

n 0.850 0.694 0.896
RiL 7.793 × 105 4.022 × 105 1.221 × 105

Qp - 7.364 × 10−5 4.835 × 10−5

n - 0.900 0.455
Rp - 1.369 × 106 1 × 1020

 

Figure 7. Schematic drawing of the hybrid silica-based system. (a) BZI-SHX-80 and (b) SHX-80 after
144 h of immersion in 3.5% NaCl solution.

3.5. Scanning Electron Microscopy Images after Immersion

Figure 8 shows the surface morphology of the three samples, BZI-SHX-80 (Figure 8a),
SHX-80 (Figure 8b), and bare alloy AA2024-T3 (Figure 8c).

As presented in Figure 8a, the BZI-SBX-80 coating showed excellent resistance to
corrosion and cracks under similar circumstances. It was expected that the ZBI-SHX-80
would be more stable than the SHX-80, which may prevent the coating system’s diffusion,
in line with the benzimidazole self-healing inhibition properties.

As shown in Figure 8b, in the SHX-80-coated samples, cracks around 1–6 μm wide
were observed on the surface of the coating, with some pitting corrosion under the coating.
Due to the cracking of the coating, the cracks could adversely affect the barrier corrosion
protection, which has implications for future performance under wet/dry cycling.

On the other hand, the bare sample AA2024-T3 was attacked by aggressive pitting
corrosion after 360 h of immersion, as shown in Figure 8c.
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Figure 8. SEM surface images for the (a) BZI-SHX-80-coated sample, (b) SHX-80-coated sample, and (c) bare AA2024-T3
after 360 h of immersion in 3.5% NaCl solution.

4. Conclusions

The base SHX sol-gel formula can provide moderate barrier protection without the
presence of any inhibitor. The protection can last for at least 10 d in 3.5% NaCl solution
before cracks and pitting corrosion appear visually under the coating surface.

However, by encapsulating the benzimidazole in the silica-based sol–gel, excellent
corrosion protection can be achieved, which can provide protection over two weeks without
any signs of failure, including cracks and pitting corrosion. Adding benzimidazole as an
inhibitor to the sol–gel matrix provides active protection due to the high electronegativity
of the active azole group. This was demonstrated by the physical appearance and through
AC impedance measurements. In addition, the benzimidazole-sol–gel coating revealed an
excellent resistance to post cracking after a long immersion.
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Abstract: Samples of a new-fangled polymer of poly (Vinyl Alcohol) (PVA) doped with various
concentrations of Lead (II) Titanate (PbTiO3, PT) were prepared using the casting method. The
prepared samples were identified by Attenuated Total Reflection–Fourier Transform Infrared (ATR-
FTIR). Peaks characteristic of PVA at 3280, 2917, 1690, 1425, 1324, 1081, and 839 cm−1 appeared; a
peak indicating the presence of PbTiO3 also appeared at 713 cm−1. The interaction between PVA and
PbTiO3 was confirmed by observing the change in IR absorption intensity. Optical properties in the
UV-Vis range were investigated using an Ultraviolet Visible technique (UV-Vis). An enhancement in
absorption capacity by the increasing PbTiO3 concentration was observed. Optical properties such
as band gap energy, Urbach energy, and extinction coefficient indicate that addition of PbTiO3 into
the PVA polymer induced variance in internal states by increasing the ratio of PbTiO3. Obtaining a
UV-protective material derived from a PVA/PbTiO3 composite is the aim of this paper.

Keywords: PVA; PbTiO3; optical properties

1. Introduction

Polymeric nanocomposite materials have been receiving a lot of attention lately be-
cause of the expanded range of applications that these hybrid materials can be used for [1].
It is widely documented that polymers, as dielectric materials, are good host matrices for
nanoparticles [2], and that this is true for both metal and ceramic nanoparticles. While
doing so, these embedded particles within the polymer matrix also impact the physical
properties of the host [3,4]. Polymer ceramic hybrid composites, in particular, are promising
functional materials in a variety of disciplines, demonstrating useful optical, electrical,
thermal, mechanical, and antibacterial characteristics [4].

Composites made of piezoelectric ceramics such as barium titanate (BT), lead titanate
(PT), triglycine sulphate (TGS), lead zirconate titanate (PZT), etc. have been studied
extensively [5]. Lead titanate (PbTiO3) is a ferroelectric ceramic included in the same
perovskite family as barium titanate and lead zirconate titanate. All of these materials
have one or more phase transitions within a particular temperature range. However, lead
titanate exhibits the largest spontaneous polarization in the tetragonal phase (tetragonality
factor c/a = 1.064), the lowest dielectric constant (≈200), and a high Curie temperature
(≈490 ◦C) [6].

Polyvinyl Alcohol (PVA) is a polymer with good film-forming and physical properties,
high hydrophilicity, processability, and biomaterial and biosensor capabilities [7,8]. PVA is
a semicrystalline polymer (Cryo-Amorphous) composed of both crystalline and amorphous
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phases. When such a polymer is mixed with a suitable ceramic, it interacts either in the
amorphous or crystalline fractions, affecting the physical qualities in both cases [9].

It is reported in this study that the preparation and investigation of the optical proper-
ties of PVA/PbTiO3 composite films were carried out because these films can combine the
advantages of both polymer and ceramic components.

2. Experimental

Polyvinyl Alcohol (PVA) powder and Lead (II) Titanate (PbTiO3) powder were sup-
plied from Sigma-Aldrich (St. Louis, MO, USA). PVA was dissolved in double-distilled
water at 80 ◦C and stirred for 4 h to ensure uniform dispersion. To prepare PbTiO3/PVA
composites, different weight percentages (0, 1, 5, and 10 wt.%) were added to the above so-
lution of PVA in water and stirred for 1 h. The mixture was then cast in a glass dish, and the
sample was left to dry for a week at room temperature. The dispersion state of the prepared
samples was examined using a Field Emission Scanning Electron Microscope (FESEM
Sigma 300 VP, Carl Zeiss, GmbH, Jena, Germany). Figure 1 shows the FESEM micrograph
for 10 wt.% PbTiO3 in the PVA. The image demonstrates the absence of aggregation of
PbTiO3 and its homogenous dispersion.

 
Figure 1. FESEM of the 10 wt.% PbTiO3/PVA composite.

Alpha Bruker platinum Attenuated Total Reflection–Fourier Transform Infrared Spec-
troscopy (ATR-FTIR) with a wavenumber range of 600–4000 cm−1 was used to determine
the characterization of the polymer composite. UV-Vis spectra were measured using a
Jasco V-630 spectrophotometer.

3. Results and Discussion

3.1. ATR-FTIR

ATR-FTIR spectroscopy represents a key approach for identifying and characterizing
polymer composites. The PVA/PbTiO3 composite ATR-FTIR spectra with various PbTiO3
levels are illustrated in Figure 2. The major peaks of PVA were found at 3280 cm−1,
indicating the presence of O-H stretching vibration of the hydroxyl group. The peak at
2917 cm−1 is linked with the existence of the asymmetrical deep vibration of CH. The peak
at 1690 cm−1 corresponds to C=O carbonyl stretching. The peak at 1425 cm−1 corresponds
to the bending vibration of CH2 [10]. The peaks at 839 cm−1, 1081 cm−1, and 1324 cm−1

are associated with C-C stretching vibration, C-O stretching vibration of acetyl groups, and
the presence of C-H deformation [11]. For the PVA/PbTiO3 composite, several peaks could
be observed, with a belt additive of 713 cm−1 indicating metal oxygen stretching, which in
turn shows the presence of metal oxygen bonds.
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Figure 2. ATR-FTIR spectra for the PVA/PbTiO3 composite.

3.2. Optical Properties

Ultraviolet-visible spectroscopy is one the most prevalent mechanisms that can detect
every molecule, identify functional groups, and confirm the concentration of analytes
indicated by absorbance using Beer’s law. The UV-Vis absorption spectra of PVA/PbTiO3
with various PbTiO3 concentrations (0%, 1%, 5%, and 10%) are depicted in Figure 3.
Absorption peaks obtained from 350 to 450 nm for 5% and 10% PbTiO3 can be observed
due to the energy of the forbidden band conformable to O-2p→Ti-3d, while no peaks
were obtained for neat PVA or a concentration of 1% PbTiO3. The intensity of absorption
decreases with increasing wavelength for all samples. High absorption is obtained in the
UV region for samples with 5% and 10% concentrations, qualifying them to be promising
in UV-protective approaches.

Figure 3. UV-Vis spectra of the PVA/PbTiO3 composite.
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In low and poor crystalline materials, disordered and amorphous material exponential
tails appear near the optical edge, called Urbach tails, due to the localized states that the
materials have. These localized states are prolonged in the band gap and can be described
by the Urbach rule [12].

α = αo exp
(

hγ

Eu

)
(1)

where α is the absorption coefficient, hγ is the photon energy, αo is a constant, and Eu is the
band tail energy (Urbach energy). The band tail energy is weakly temperature-dependent
and interpreted as the band tail width due to the localized states within a bandgap; it
is associated with low/poor crystalline materials and amorphous materials. Figure 4
depicts the relation between the absorption coefficient α and the photon energy E (hγ). It
is essential to take the natural logarithm of Equation (1), as the slope of the straight line
after taking this logarithm gives the Urbach energy (Eu) [12]:

lnα = lnαo +

(
hγ

Eu

)
(2)

lnα is plotted against the incident photon energy hγ in Figure 5.

 
Figure 4. The relation between α and E for the PVA/PbTiO3 composite.

Transition of electrons can take place in semiconductor materials between the valance
band and conduction band. Spontaneous emission, absorption, and simulated emission
can take place between the conduction band and valance band. Band gap energy can be
determined by plotting (αhγ)1/k and hγ, where k depends on the nature of the transition
For direct transition (k = 1/2), the electron rising from the valance band to the conduction
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band changes only its potential, while for indirect transition (k = 2), the electron rising from
the valance band to the conduction band changes potential and momentum. The following
equation can describe the direct and indirect transition [13]:

(αhγ) = B
(
hγ − Eg

)1/k (3)

B is a constant that depends on the transition probability. Figure 6 shows the plot of
(αhγ)2 and (αhγ)1/2 versus E (hγ) for the PVA/PbTiO3 composite. The presented values
of direct and indirect band gap energies have been determined via the extrapolation of
the linear portion of the curve along the x-axis. Table 1 indicates the values of absorption
edges, band tail energies, and indirect (Ei) and direct (Ed) optical band gaps for composites.
The absorption edge values and the band tail energies decrease with increasing PbTiO3
content. The values of direct and indirect band gaps decrease with increasing PbTiO3
content, indicating a variance in internal states. A composite with 10 wt.% PbTiO3 is
promising for UV-protective applications.

Figure 5. The relation between ln α and E for the PVA/PbTiO3 composite.

Table 1. Values of absorption edge, band tail, and indirect (Ei) and direct (Eg) optical band gap energy
for the PVA/PbTiO3 Composite.

PVA/PbTiO3 Absorption Edge (eV) Band Tail Eu (eV)
Energy Gap (eV)

Ei Ed

0% 4.6 1.12 5.3 5.2
1% 4.46 2 5.8 4.8
5% 1.36 2.34 2.8 2.7
10% 0.56 2.74 2.3 2.17
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Figure 6. Relation between (αhγ)2(cm−1eV
)2 and (αhγ)1/2(cm−1eV

)1/2 against hγ (eV) for the PVA/PbTiO3 composite.

4. Conclusions

PVA/PbTiO3 composites were prepared using the casting method. The absence of
aggregations was examined by using FESEM. The peaks characteristic of PVA appeared
when the composites were examined using ATR-FTIR. The absorption edge value and
band tail energies decrease with increasing PbTiO3 content. Also, the values of direct and
indirect bandgap decrease with increasing PbTiO3 content. A composite with 10 wt.%
PbTiO3 is promising for UV-protective applications.
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Abstract: Sol-gel coatings provide environmentally friendly surface protection for metals and can
replace toxic pre-treatments such as those based on hexavalent chromium on metal alloys. This
project ultimately aims to develop silica-based organic–inorganic sol-gel derived thin film coatings
possessing anti-corrosion and anti-fouling properties on aluminium alloy substrates. As with any
coating, sample preparation plays a significant role in the performance of a sol-gel coating. Therefore,
it was necessary to define a preparation method that combines the removal of contaminants and
surface roughening to improve adhesion and reproducibility. Four techniques were investigated:
fine abrasive sandpaper cleaning, acetone degreasing only and cleaning with an industrial-available
alkaline cleaner for 5 min and 30 min.

Keywords: silica-based hybrid sol-gel coating; infrared spectroscopy; electrochemical testing; corro-
sion protection

1. Introduction

Aluminium alloys are still considered one of the primary light, high-strength alloys
that can be used in aerospace and marine structures with a moderate economic cost.
However, depending on the type and grade, aluminium alloys are vulnerable to aggressive
environments [1,2]. Surface pollutants, such as organic dirt, grease and lubricants, must
be removed to promote ionic or mechanical bonding between coatings and the substrates.
Some of the practising procedures focus on degreasing more than removing oxides or
cladding film, as it still reduces the corrosion propagation in the surface [3]. The standard
aluminium alloys surface preparation in marine application can be achieved using a high
alkaline solvent jet to remove the organic and greasing residual from 5 to 30 min, then it
could be followed or mixed with sandblasting to remove the oxide film [4].

Hybrid silica-based sol-gel coatings have already been recognised as a potential
corrosion mitigation solution for aerospace and marine use as an eco-friendly method [5,6],
offering many routes, including using single-or multi-layer coating systems with anti-
corrosion and anti-fouling systems. [5,7–9] Additionally, sol-gel coatings can present other
desirable properties, such as preventing ice accumulation, oxidation resistance and abrasion
resistance [10–12]. However, in sol-gel, the adhesion mechanism with aluminium alloys’
surface is different from the other coating types; it is based on (M-O-Si) strong ionic bonding.
Therefore, This paper will study the optimisation of sample preparations techniques
of the aluminium alloy 2024-t3 for the sol-gel coating used in the previous project [1].
This investigation analyses four types of surface preparation that suit the sol-gel coating
technology to provide proper bonding for protection against corrosion.
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2. Experimental Work

The testing and characterisation of the techniques will be conducted in two main steps.
The first one will examine the treated substrates without the presence of any sol-gel coating
by investigating the morphology, appearance, phase construction and XRD analysing
techniques. The second step will occur after applying the sol-gel coating on four different
treated samples and applying an electrochemical impedance spectroscopy preliminary test
to evaluate the corrosion mechanism protection within 6 days in a 3.5% NaCl solution to
simulate the aggressive environment.

2.1. Substrate Preparation

Q-panels were supplied by Q-Lab and are made of aluminium alloy AA2024-t3 with
dimensions (102 mm × 25 mm × 1.6 mm) for use as test substrates [13]. The Q-panels
samples were treated in four different surface preparations as follows:

1. The acetone was applied on the surface followed with DI on the received Q-panels
samples to remove the organic contamination and grease from the surface, leaving
the oxide film layer on. This sample was labelled as normal cleaning (NC).

2. The second sample followed the same cleaning method by acetone followed by
immersing the sample in Super bee® Alkaline etching solution 10% for 5 min as the
minimum time in standard and was labelled as (5-AC).

3. The third sample preparation followed the same cleaning method by acetone but was
immersed in Super bee® Alkaline etching solution 10% for 30 min as the maximum
time in standard and was labelled as (30-AC).

4. The fourth sample preparation was treated with mechanical abrasive sandpaper to
reach P1500 directly to remove the top surface and oxides film and was labelled as
(SP-C).

2.2. Sol-Gel Preparation

The hybrid silica-based sol-gel was prepared by mixing tetraethylorthosilicate silane
(TEOS), trimethoxymethyl silane (MTMS), and isopropanol (all purchased from Sigma-
Aldrich, Gillingham, UK) with dropwise additions of DI water at the molar ratio of
18:14:17:220, respectively, as is mentioned in the previous work [1]. The formula was
applied by spray coating on the clean substrate and was built up over three passes. After
that, the coated samples were left in the atmosphere for 10 min before being thermally
annealed at 80 ◦C for 4 h—the chosen samples with a thickness of 16 ± 2 micrometres were
chosen by using an Elcometer 456 Model Coating Thickness Gauge and confirmed with
the scanning electron microscope (SEM) via cross-section imaging.

2.3. Testing and Characterisation

The Infinite Focus G5 (IFM), with the capability of surface measurements and reverse
engineering modelling, was used for all samples. Tests were performed at SHU labs.

An FEI-QUANTA 650 scanning electron microscope (SEM), with an X-MAX 80 mm2

energy-dispersive X-ray (EDX) spectrometer (Oxford Instruments, Oxford, UK), was used
to analyse the morphology and chemical composition of coated samples.

X-ray diffraction (XRD) measurements of the sample’s surface were performed using
a Philips X’PERT MPD with operational parameters of 40 kV and 40 mA [13].

The hydrophobicity of the sol-gel coatings was determined by performing water
contact angle measurements using a Dataphysics OCA 15EC Goniometer, with deionised
water (DI) used as the solvent. A minimum of three analyses was performed across the
surface of each sample, and the mean water contact angle value was calculated by the
Dataphysics OCA software [14]

Electrochemical tests were performed on the bare and coated samples to assess their
corrosion resistance. Tests were conducted using a Princeton Applied Research PARSTAT
2273. The corrosion performance of the sol-gel coated and uncoated aluminium alloy was
evaluated using electrochemical impedance spectroscopy (EIS) and potentiodynamic polar-
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isation (PDPS) scans. A tested area of 1.00 mm2 was created in the centre of the samples in
aerated 3.5% NaCl. The tests were carried out at room temperature (20 ◦C +/− 2 ◦C). The
electrode potential was monitored for approximately 1 h before polarisation in electrolyte
solution until stability was obtained. The sample was polarised with PDPS at a scan rate
of 1.667 mVs−1 from the initial potential of −250 mV vs. OCP to +750 mV vs. SCE. The
electrochemical impedance measurements were recorded between 100 kHz to 10 MHz with
a sinusoidal AC RMS value of 10 mV [15].

3. Results and Discussion

3.1. Surface Analysis for the Uncoated Substrates
3.1.1. Infinity Focus Microscopy IFM

The IFM images in Figure 1 show the difference between the four sample preparation
techniques. This shows that the surface of the 30 min etched sample was affected by
aggressive pitting due to the dissolution of the light metals in the alkaline solution. In
comparison, the sandpaper P1500 finishing sample preparation shows that the surface was
very smooth. The appearance of standard cleaning NC samples and 5 min etching cleaning
was smooth, and the preparations did not affect the roughness of the surface Rz, which
was approximately 1.2 μm; the highest roughness Rz was 3.3 μm for the 30-AC sample
while the smallest was 659 nm for the sandpaper cleaning SP-C.

    

Figure 1. IFM images show the profile of the four surface preparations samples.

3.1.2. Scanning Electron Microscopy (SEM)

The SEM images in Figure 2 show the four sample preparations’ morphological surface
appearance as follows: the most affected surface was generated by 30 min etching cleaning.
The other surface preparation samples show that the surface is not significantly affected.
However, the inclusions from the silicate carbides are impeded in the sandpaper sample
SP-C preparations’ surface as a result of tribology and friction.
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Figure 2. SEM images showing the surface for (a) NC, (b) 5-AC, (c) 30-AC and (d) SP-C surface
preparation samples.

3.1.3. X-ray Powder Diffraction (XRD)

Generally, Figure 3 show there was no significant phase transformation on the surface
of the alloy for the four different sample preparations. However, the sandpaper shows
fewer aluminium-oxides Al2O3 at 38.4◦, which show the level of the oxide on the surface is
superficial. At the same time, both alkaline etched samples show a higher level.

Figure 3. X-ray diffraction (XRD) reading for the four preparation samples.
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3.1.4. Wettability and Contact Angle (WCA)

Figure 4 show the droplets of 10 μL of DI water on the surface of the differently treated
samples. It is clear that the highest contact angle was for the 30-AC sample while the
smallest was on the sandpaper cleaned sample by 92◦ and 62◦, respectively. This confirms
that the 30-AC cleaned sample is less-waitable compared to the others. The contact angles
of the 5-AC and NC samples were 72◦ and 78◦, respectively.

  

  

Figure 4. Water contact angle for NC, SP-C, 5-AC and 30-AC sample.

3.2. Testing Characterisations of Sol-Gel Coated Samples
Electrochemical Impedance Spectroscopy (EIS)

Tests were performed over a period of 6 days. Figure 5a,b show the Bode impedance
magnitude plots for sol-gel-NC, sol-gel-SP-C, sol-gel-5-AC and sol-gel-30-AC coated sam-
ples at the beginning of the investigation and after 144 h. From Figure 6 it can be seen
that the overall impedance for the sol-gel coated samples in the first hour lacked variance
between 5.2 × 106 to 3.2 × 106 Ohms/cm2. The maximum reading was with sol-gel-SP-C,
and the minimum was for the sol-gel-30-AC; the reading for sol-gel-5-AC and sol-gel-NC
was 4.5 × 106 and 4.02 × 106 ohms/cm2, respectively.

After 144 h, the drop in impedance was clearly apparent by approximately one order
of magnitude for the sol-gel-30-AC sample compared to the sol-gel-SP-C sample. This
could be due to the microcracks in the sol-gel coating on the 30 min etched samples, also in
addition to the oxide film that reduces the adhesion of the sol-gel film on the surface.

On the other hand, the significance reading of the sol-gel-5-AC displayed similar
behavior to the sandpaper prepared coated sample but with a slight drop in impedance to
reach 1.01 × 106 ohms/cm2, followed by the standard cleaning sample (degreasing only).

Figure 6a,b show the Nyquist plotting for the four sol-gel coated samples during the
first 24 h, and after 144 h. All Nyquist plots support the Bode plots as they display one
time-constant capacitive behaviour with the Wurburg diffusion element. However, the
maximum impedance was for the sol-gel-SP-C coated sample, while the minimum was for
sol-gel-30-AC.
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Figure 5. Bode impedance magnitude plots for sol-gel-NC, sol-gel-SP-C, sol-gel-5-AC and sol-gel-30-AC coated samples in
the first hour (a) and after 144 h (b).

  

Figure 6. Nyquist plots for sol-gel-NC, sol-gel-SP-C, sol-gel-5-AC and sol-gel-30-AC coated samples in 24 h (a) and after
144 h (b).

4. Conclusions

Mechanical cleaning using abrasive paper produces a smooth surface with good wet-
tability and adhesion for sol-gel. However, there are probably abrasive particles embedded
in the surface, which may cause future corrosion to occur. Longer immersion times (30 min)
in 10% Super bee® appear to be less optimal as wettability is decreased, possibly due to
excessive surface roughening, while the more active surface results in greater oxidation. On
the other hand, 5 min immersion in 10% Super bee® gives good wettability and a degree
of surface roughening, which may benefit coating adhesion, as well as the degreasing
process. Generally, the sol-gel coating can provide excellent protection against corrosion
for the mentioned samples depending on the manner of the surface cleaning process; it is
clear from the electrochemical testing that the mechanical sandpaper cleaning was a good
combination and offered excellent protection. However, due to the time and cost of this
process, the 5 min of etching cleaning was acceptable for sol-gel sample preparation, with
the lowest results being provided by the degreasing preparation process.
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Abstract: The Australian blueberry industry is worth over $300 million, but there is limited informa-
tion on factors influencing their chemical composition, particularly their ripeness and harvest stage.
This pilot study investigated changes in total monomeric anthocyanin content (TMAC; measured
using the pH-differential method) and total antioxidant capacity (TAC; measured with the cupric
reducing antioxidant capacity assay) of four Australian highbush blueberry cultivars (Denise, Blue
Rose, Brigitta and Bluecrop) at four time points and three maturity stages (unripe, moderately ripe
and fully ripe). The TAC of most cultivars decreased by 8–18% during ripening, although that
of the Blue Rose cultivar increased markedly. However, the TAC of ripe fruit from this cultivar
also fluctuated markedly throughout the harvest season (between 1168–2171 mg Trolox equivalents
100 g−1). The TMAC increased sharply between the medium-ripe and fully ripe maturity stages, with
the Blue Rose cultivar showing the highest TMAC values (211 mg 100 g−1, compared to 107–143 mg
100 g−1 for the remaining varieties). The TMAC of ripe fruit from this cultivar also rose steadily
throughout the harvest season, in contrast to most other cultivars where the TMAC fell slightly over
time. These results indicate that the levels of health-benefitting compounds in Australian-grown
highbush blueberries may depend not only on the cultivar, but also upon the time of harvest.

Keywords: ripening; phytochemical composition; functional food; blueberry

1. Introduction

Highbush blueberries (Vaccinium corymbosum L.) are the second-most grown berry
crop in Australia, second to strawberries. After being commercially established in Victoria
in 1974, rapid growth in the past 15 years has seen a 10-fold expansion in the blueberry
industry value to reach $300 million farmgate value in 2019 [1]. Most of the crop (75%) is
consumed fresh by the domestic market, with 15% used in domestic processing [1].

Blueberries are a well-known functional food, with purported health benefits in-
cluding antioxidative, anti-inflammatory, neuroprotective, anti-obesity, anti-diabetic and
cardioprotective effects [2]. The majority of these health benefits are derived from their
high levels of anthocyanins and polyphenols [3]. At least 25 different anthocyanins have
been identified in highbush blueberries, with malvidin, delphinidin and peonidin being
the predominant aglycones (anthocyanidins) present [4,5]. The phenolic acids present are
similarly diverse, with hydroxycinnamic acid esters (in particular chlorogenic acid) found
to be the most abundant polyphenols [6]. Both the anthocyanins and polyphenols present
in blueberries contribute to the exceptional antioxidant capacity of these matrices.
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Previous studies have investigated changes in anthocyanin and phenolic content
throughout the ripening process in highbush blueberries [7–9], generally finding a marked
increase in anthocyanin content during maturation, accompanied by decreasing total
phenolic content and antioxidant capacity. Both genotype and environment influence
the accumulation process and final content of anthocyanins and phenolic compounds
in blueberries [4,9,10]. However, there is limited information available on the effect of
growing conditions and other physiological factors on anthocyanin content [11].

Furthermore, there is little published literature available on the phytochemical compo-
sition of Australian-grown blueberries, with previous studies comparing the anthocyanin
content of ripe fruit between different cultivars [5] or studying the effects of varying food
preservation techniques on anthocyanin content [12]. Furthermore, there does not appear
to be any previous work investigating the changes in anthocyanin and antioxidant capacity
during the ripening process of Australian-grown blueberry cultivars. Consequently, the
aim of this study was to undertake a one-year pilot study to investigate the changes in an-
thocyanin content and antioxidant capacity in Australian highbush blueberries throughout
different stages of berry development.

2. Methods

2.1. Blueberry Sample Preparation

Four northern highbush blueberry cultivars were included in this study (Denise,
Blue Rose, Brigitta and Bluecrop). Brigitta was originally developed in Australia and has
now become popular worldwide due to its excellent storage and shipping characteristics.
Blueberry samples were collected from a farm in Buninyong, western Victoria (Buninyong
Blueberry Farm) during the 2015 summer harvest season. The sampling time points were
at approximately weekly intervals for four weeks, on the 16, 23 and 30 January, and
12 February. At each sampling time point, ripe, medium-ripe and unripe blueberries were
collected (where available for each variety), based on the appearance, colour and hardness
of the fruit. Ripeness was qualitatively determined, with dark purple berries classified
as ripe, reddish berries classified as medium-ripe, and green berries classified as unripe.
For each sample, approximately 200 g of berries were collected across the rows for each
cultivar, ensuring that all positions on the plants were sampled. The samples were stored
at −20 ◦C prior to extraction.

2.2. Extraction of Anthocyanins and Phenolics

For each sample, approximately 20 g of frozen berries were subsampled and ho-
mogenised in a mortar and pestle. Extractions were performed in triplicate, using around
5 g of the homogenate in 15 mL of extraction solvent (95% methanol; 5% glacial acetic
acid). The extracts were shaken at 250 rpm for 10 min (Ratek orbital shaker), followed
by centrifugation (10,000 rpm; 10 min) and collection of the supernatant. The extraction
was repeated twice more on the sample pellet, with the combined supernatant made up to
50 mL, vacuum filtered (Whatman No. 1) and stored at −20 ◦C.

2.3. Measurement of Total Anthocyanin Content and Antioxidant Capacity

Total monomeric anthocyanin content (TMAC) was measured on the triplicate extracts
using the pH-differential method, as previously described [13]. Results were expressed as
equivalents of cyanidin-3-glucoside. The total antioxidant capacity (TAC) of the extracts
was determined on the triplicate extracts using the previously described CUPRAC proto-
col [13]. From the absorbance at 450 nm, TAC results were quantified as a function of the
equivalent absorbance of Trolox standards (R2 = 0.99).

3. Results and Discussion

3.1. Changes in Anthocyanin Content and Antioxidant Capacity during Maturation

The first aim of this study was to determine the changes in anthocyanin content
and antioxidant capacity at different ripeness stages. In order to do this, ripe, medium-
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ripe and unripe blueberry samples for each cultivar were harvested on the same date
(16 January 2015) and subsequently analysed.

The range of TAC and TMAC values found across all cultivars and maturity stages
generally agreed with the range of results reported by Connor et al. [10] in 16 varieties
of highbush blueberries grown in the United States. As shown in Figure 1a, the total
antioxidant capacity of the blueberry samples generally decreased throughout the ripening
process, as previously reported by several authors [7–9]. However, not every cultivar
followed this trend, with the TAC of the Brigitta cultivar increasing between the medium-
ripe and ripe stages (Figure 1a). The TAC of the Blue Rose cultivar showed the greatest
deviation, increasing markedly between the unripe and ripe stages. However, as no
medium-ripe fruit could be obtained for this variety, further investigation is required to
confirm this trend.

Figure 1. (a) There was no clear trend visible in the total antioxidant capacity (TAC) of the four blueberry varieties at
different stages of ripeness (unripe, medium-ripe and ripe). All samples were collected on the same date (16 January 2015)
to avoid potential effects of temporal variation. Note that no sample of “medium” ripeness was available for the Blue Rose
cultivar. (b) Total monomeric anthocyanin content (TMAC) increased markedly in the four blueberry cultivars at different
stages of ripeness. All samples were collected on the same date (16 January 2015). Note that no sample of “medium”
ripeness was available for the Blue Rose cultivar.

The total anthocyanin content increased in a non-linear fashion throughout the matu-
ration process, with a sharp increase between the medium and ripe stages (Figure 1b), as
previously documented in other cultivars [7,9]. However, some previous researchers only
recorded the development of anthocyanin content in already ripened fruit [8], rather than
the changes from unripe to ripe fruits, as presented here. This development of anthocyanin
content during the ripening process occurs as a temporally-dependent extension of the
flavonoid synthesis pathway, primarily controlled by the transcription factor MYB1 [14].

As observed with the TAC, the final TMAC found in ripe fruits from the Blue Rose
cultivar was considerably higher (mean of 211 mg 100 g−1) compared to the three remaining
cultivars (means ranging between 107–143 mg 100 g−1), highlighting the opportunity for
further investigation of the phytochemical constituents and potential health benefits of this
specific cultivar. Overall, the anthocyanin content of all cultivars fell within the average
range reported by Stevenson and Scalzo [4] for 80 different blueberry genotypes.

3.2. Anthocyanin Content and Antioxidant Capacity in Ripe Fruit at Different Timepoints during
the Season

The second aim of this study was to investigate if there is temporal variation in the
anthocyanin content and antioxidant capacity of blueberry fruit at different times within
the harvest season. In order to investigate this possibility, ripe fruit from each cultivar were
collected at four different sampling timepoints (mid-Jan to mid-Feb) and analysed.

Neither the TAC or TMAC showed any clear inter-varietal trends throughout the
harvest season (Figure 2); however, there were significant changes associated with specific
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varieties. Both Denise and Bluecrop showed a slight reduction in TAC throughout the
season, while the TAC of Blue Rose fell sharply in late January before increasing again.
The TAC of Brigitta increased around the end of January, before falling back to its original
levels by mid-February.

Figure 2. (a) Variation in the total antioxidant capacity (TAC) of ripe blueberries from four different cultivars throughout
the harvest season. (b) Variation in the total monomeric anthocyanin content (TMAC) of ripe blueberries from four different
cultivars throughout the harvest season.

The anthocyanin content of the Blue Rose cultivar increased steadily throughout the
harvest season (Figure 2b), while that of Denise showed a slight fall. The anthocyanin
content of Brigitta and Bluecrop fluctuated during the season, with little net trend in TMAC
between mid-January and mid-February for these two cultivars. In nearly all cultivars, there
was a small increase in anthocyanin content between the end of January and the middle
of February. Viewed holistically, these results appear to show that the time of picking
within the blueberry season may have a significant impact on the chemical composition
of Australian-grown blueberries (in terms of both anthocyanin and antioxidant content);
however, the specific impact of harvest time depends on the cultivar in question. Given that
these compounds are largely responsible for the well-known health benefits of blueberries,
this suggests that the potential health benefits associated with the consumption of these
berries could also vary throughout the growing season.

4. Conclusions

In this pilot study, we profiled the changes in total monomeric anthocyanin content
and total antioxidant capacity in four highbush blueberry cultivars during three maturation
stages. While the TAC of most cultivars decreased with increasing ripeness, that of Blue
Rose increased markedly. The TMAC increased sharply between the medium-ripe and fully
ripe maturity stages in all cultivars. Throughout the harvest season, the TAC and TMAC
of ripe fruit generally fluctuated over time, with the exact trends appearing to be cultivar-
specific. This suggests that the levels of health-benefitting compounds in Australian-grown
highbush blueberries will depend not only on the cultivar, but also upon the time of harvest.
Although not explored in the present study, agronomic conditions are also likely to have a
considerable impact on these compounds.

The spectrophotometric methods used for the measurement of TAC and TMAC in this
study benefit from their speed and ease of use. This makes them suited to the rapid analysis
of phytochemical contents in a large number of food samples, such as those included in this
study. However, they are likely to be less specific compared to separation-based methods
such as high-performance liquid chromatography (HPLC). Hence future work could focus
on comparing the accuracy and precision of spectrophotometric and HPLC-based methods
for the analysis of TMAC and specific antioxidant compounds (e.g., phenolic acids). Future
studies could also investigate the temporal variation of TAC and TMAC over longer time
periods than those included in the present study.
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Abstract: The analysis of the fatty acid (FA) profile requires multiple preparation steps, which are
lipid extraction followed by derivatization of the FA into a fatty acid methyl ester (FAME). The
procedures are time-consuming, and generally require large volumes of sample sizes and solvents.
This report proposes a technique for the preparation of FAME from fresh horse mussels without
a step of lipid extraction. A rapid in situ derivatization using N,N-dimethylformamide dimethyl
acetal (DMF-DMA) methylation followed by alkali-transesterification was examined. In this method,
acylglycerols and free fatty acids (medium to long-chain FA) of the sample are targeted to convert
into FAME. Direct alkali-transesterification of the fresh sample gave only 58.7% FAME with 12.4%
triglyceride and 21.1% FFA. The alkali in situ method showed low conversion efficiency due to the
initial sample containing high contents of moisture and FFA (75.11% of the fresh sample and 14.3% of
total oil, respectively). The reaction was developed by using two steps in situ derivatization. A 50 mg
sample was methylated with 1 mL of DMF-DMA (100 ◦C, 15 min), followed by transesterified with
10 mL of 1% (w/v) NaOH in methanol (60 ◦C, 3 min). The conversion into FAME was monitored
using size-exclusion HPLC with evaporative light-scattering detection. The column was a 100 Å
Phenogel with toluene and 0.25% acetic acid as a mobile phase. The FAME yield of 79.9% with
7.8% triglyceride and 8.5% FFA was obtained. The two steps in situ derivatization gave a promising
result with the higher conversion with lower FFA. It is a simple and rapid (less than 20 min) method
that requires a low volume of sample and solvent for FAME preparation. However, increasing the
conversion efficiency as well as the variety of samples should be further studied.

Keywords: fatty acids; fresh sample; in situ transesterification; methylation; N,N-dimethylformamide
dimethyl acetal
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Abstract: Obstructive sleep apnea hypopnea syndrome (OSAHS) is a widespread chronic disease
that mostly remains undetected, mainly due to the fact that it is diagnosed via polysomnography,
which is a time and resource-intensive procedure. Screening the disease’s symptoms at home
could be used as an alternative approach in order to alert individuals that potentially suffer from
OSAHS without compromising their everyday routine. Since snoring is usually linked to OSAHS,
developing a snore detector is appealing as an enabling technology for screening OSAHS at home
using ubiquitous equipment like commodity microphones (included in, e.g., smartphones). In this
context, we developed a snore detection tool and herein present our approach and selection of specific
sound features that discriminate snoring vs. environmental sounds, as well as the performance of the
proposed tool. Furthermore, a real-time snore detector (RTSD) is built upon the snore detection tool
and employed in whole-night sleep sound recordings, resulting in a large dataset of snoring sound
excerpts that are made freely available to the public. The RTSD may be used either as a stand-alone
tool that offers insight concerning an individual’s sleep quality or as an independent component of
OSAHS screening applications in future developments.

Keywords: obstructive sleep apnea hypopnea syndrome; apnea screening; snoring detection;
machine learning; neural networks

1. Introduction

Obstructive sleep apnea-hypopnea syndrome (OSAHS) is a chronic condition held
responsible for a number of well-documented effects on patients’ health. It is linked
to increased cardiovascular morbidity and mortality, including sudden heart death [1],
while an estimated 4% and 2% of the male and female population respectively suffer from
OSAHS. Interestingly enough, an estimated 85% of patients remain undiagnosed [2]. This
underestimation poses an increased risk for individuals and society as a whole and is
mainly due to polysomnography being the only method for OSAHS diagnosis currently
trusted by doctors. Polysomnography is a time and resource-consuming procedure that
monitors sleep with a multitude of specialized sensors and equipment and is performed
in dedicated sleep laboratories or hospital care clinics. As such, most of the suffering
population remains unscreened and, hence, undiagnosed.

The APNEA research project aims at accurately and cost-efficiently screening patients
at home, using sound recordings via the users’ smartphone during sleep [3]. In an ongoing
measurement campaign, the APNEA project is collecting polysomnography data together
with time-synchronized and high quality tracheal and ambient microphone recordings. The
data are collected during sleep studies that are performed by project partners following the
relevant medical protocols and are of a duration of about 8-h each. The acquired database
consists of more than 200 complete polysomnography studies and our respective findings
are reported in [4]. In parallel, and inspired by literature findings linking snoring to OSAHS
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episodes (e.g., see Refs. [5–7]), APNEA aims at developing a real-time snore detector (RTSD)
in order to use it for the pre-screening of microphone recordings at home. The RTSD is
intended to be either used as a stand-alone tool for apnea screening or integrated within
more sophisticated apnea detection solutions by allowing to the latter to focus on timeslots
of increased OSAHS probability.

As long as snore classifiers are concerned, we have focused on neural networks.
They have been used in the literature for snoring detection with substantial classification
accuracy, usually in the order of 90% or larger [8–10]. However, neural networks are usually
trained using a relatively small dataset or a fragment of whole night sleep sound recordings.
On the contrary, RTSDs, neural based or otherwise, are meant to be employed in much
larger datasets (see whole night recordings of multiple patients), while larger datasets
are typically related to reduced accuracy performance. In this respect, our contribution
lies in (i) our approach and findings about which sound features are more promising and
should be used for snoring classification, (ii) the training of a successful neural network
for snoring detection with superior classification accuracy despite been trained using a
much larger dataset compared to those used in the literature, (iii) the development of a
RTSD tool, and (iv) the availability of a large body of annotated snoring sound excerpts
(upon which the neural network training was implemented) together with an extremely
large body of snoring sound excerpts that correspond to the output of the RTSD upon a
large subset of whole-night sleep sound recordings. We present the architecture of the
proposed classification tool in Section 2, while we report our findings regarding feature
selection in Section 3.1. Numerical results on the performance of the proposed neural
network and RTSD are demonstrated in Section 3.2. Section 4 concludes the paper and
includes a discussion regarding future work for RTSD improvement.

2. Architecture of the Proposed Classification Tool and Real-Time Snore Detector

The architecture of the proposed classification tool is illustrated in Figure 1. Sound
excerpts are used as input to the classification tool. Each sound excerpt is de-noised
using wavelet filtering and then normalized with respect to its average energy. Selected
features are calculated for each sound excerpt (sampled at 48 kHz, 24-bit), including
temporal (time-domain), spectral (frequency-domain) and time-frequency features (for
a complete discussion please refer to the subsequent Sections of this paper). Due to
the high dimensionality of the available features, a Gaussian mixture model (GMM) is
calculated for the time-frequency features. Afterwards, a neural-network classifier is
employed in order to infer whether the input sound excerpt is a snore or not based on the
calculated features and GMM models. Keeping in mind the big picture of a RTSD that
will ultimately run in smartphones at home, we selected the implementation of a shallow
neural network classifier with one hidden layer. After extensive trial-and-error, the number
of nodes of the network hidden layer was selected to be equal to (rounded) 2.5 times the
number of nodes of the network input layer. A detailed discussion on the features that
we implemented and used for this work is provided in Sections 3 and 4, while details on
the architecture of the neural network per se as well as the implementation of wavelet
de-noising, energy normalization, GMM, and neural network training are provided in our
previous work [11,12].

As far as the neural network classifier is concerned, a schematic of the internal ar-
chitecture of the neural network that we used is illustrated in Figure 2. We consider
only feed-forward artificial neural networks (FANNs) with the training function being
an error back-propagation variant. The input layer of the network is used for data entry
and weighting and consists of a number of nodes that is equal to the number of the in-
dependent feature inputs. The weights that multiply each data entry are subject to the
network’s training that is performed off-line and prior to classification. The weighted
input features are then forwarded to an intermediate layer of neurons. The middle layer’s
number of nodes is tuned around the empirical rule-of-thumb value of two and a half
times the number of input layer nodes. These neurons sum up all the weighted features
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and, essentially, configure all possible convex classes of data in the feature space. The
output of the intermediate layer is then forwarded to two output neurons. These neurons
at the output layer are essentially combining convex classes in order to configure non-
convex classes to classify the input data. Each output is taking a value of “+1” or “−1”
that corresponds to “true” or “false” state respectively. The usage of two output nodes
instead of one with a true/false implementation is empirically proven to add robustness to
the network and improve performance. As such, a decision for snoring is formed in the
case where (Z1,Z2) = (1,−1) while a decision for non-snoring is formed in the case where
(Z1,Z2) = (−1,1).

Figure 1. Architecture of the proposed classification tool and neural network.

Figure 2. Neural network classifier for high−level snoring/non-snoring classification.

Furthermore, the architecture of the proposed RTSD is illustrated in Figure 3. The
RTSD is designed to be used in real-time, but its operation is herein emulated using whole-
night sleep recordings as its input. As such, the input sound recording is parsed with a
sliding window of duration 6 s and a sliding step of 2 s (i.e., there is an overlap of around
66.7% between adjacent windows). The window duration of 6 s was selected because we
have observed that a typical breathe-in-breathe-out cycle is about 4 s, so we opted for a
guard interval of 1 s before and after. The sliding length is then equal to the sum of these
guard intervals. The sound within each window is captured and the proposed classification
tool of Figure 1 is employed in order to infer whether the specific time window corresponds
to snoring or not. If this is the case, then we record the sound excerpt within the specific
window to a separate .wav file for further processing or else we proceed to the next time
window according to the predefined time-step. The procedure is repeated until the end
of the whole-night sound recording or, in a real-life scenario, until the user aborts the
application in her/his smartphone.
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Figure 3. Architecture of the proposed Real-Time Snore Detector.

3. Numerical Results

3.1. Features Selection and Performance of the Proposed Neural Network Snore Detection Tool

In the literature, sound classification is performed using carefully selected features
that are broadly categorized in time-domain (such as zero-crossing-rate (ZCR), energy,
volume, etc.) and frequency-domain features (pitch, bandwidth, mel-frequency cepstral
coefficients (MFCCs), etc.). However, such “static” features fail to capture the time evolution
of the signal. Time-frequency (TF) features are therefore proposed and consist in crafting a
sequence of static features calculated on a time window that is sliding over the entire sound
signal. With such an approach, the temporal evolution of the signal is captured. However,
the resulting feature space is usually huge and therefore needs to be reduced by the
means of, e.g., a Gaussian mixture modeling in the case of shallow neural networks [11,12]
(or repeated convolutional layers in the case of convolutional or deep neural networks).

Most of the aforementioned sound features are also used for snore detection in the
literature [13]. On top of these, features that are used for snore detection include low-
level descriptors and functional-based features that are reported in [14], positive/negative
amplitude ratio, sampling entropy, and 500 Hz power ratio reported in [15], local dual octat
pattern reported in [16], and many more. Nonetheless, there is not yet a clear consensus
on what should be considered an appropriate feature selection when it comes to snore
detection in whole night sleep studies [13]. In this respect, we performed a preliminary
study about selecting a set of well-performing sound features.

The first features subset that we opted to compare consists of scalar features, including
(i) the ZCR, pitch, bandwidth, volume, and intensity of the signal, (ii) a set of entropy
metrics, specifically the Shannon, Tsallis, wavelet, and permutation entropy, and (iii) a few
statistical metrics, namely the median, average, variance, skewness, and kurtosis of the
signal amplitude. The second features’ subset includes the MFCCs of the sound signal;
more specifically, 13 MFCCs are calculated over the frequency range between 20 Hz and
6 kHz of the recorded signal. Implementation details for scalar features and MFCCs are
provided in [11,12], while both are calculated over the entire signal portion that corresponds
to the relative position of the sliding window described in Section 2.

Furthermore, inspired by studies reporting that snoring frequencies are mostly cen-
tered on specific and narrow ranges [17,18], we developed a modified spectrogram of the
input signal to be used as a sound feature suitable for snore detection. More specifically, we
calculate the spectrogram of each sliding window. Each sound excerpt is down-sampled to
12 kHz. Hence the resulting spectrogram ranges from 0 up to 6 kHz. Then, we calculate the
average spectral coefficients in adjacent, non-overlapping windows of length 100 Hz each,
resulting to the so-called modified spectral coefficients (MSC). Finally, we extract the nor-
malized MSC values in order to capture the energy concentration within specific frequency
ranges. As an example, Figure 4 compares the normalized MSC between a snoring and a
non-snoring sound excerpt. In this case, snoring sound energy exhibits a peak at around
170 Hz that complies with the snoring frequencies reported in [17]. On the contrary, the
non-snoring excerpt exhibits a smoother distribution of energy vs. frequency. Following
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multiple similar by-visual-inspection comparisons, we considered that the normalized
MSC can be successful in discriminating snoring events and we herein report numerical
results that justify this approach.

 
Figure 4. Modified spectral coefficients for a snoring and a non−snoring sound excerpt (solid and
dash-dotted curve, respectively).

Then, in order to infer which combination of the implemented features provides the
best accuracy with respect to snoring classification, we executed multiple training sessions
of the proposed neural network using different features and feature combinations. More
specifically, we selected fifty different whole-night sound recordings from fifty different
patients. For each one of them, we manually selected and isolated 50 snoring sound
excerpts and 50 non-snoring sound excerpts, of 6 s duration each. This results constitute a
snoring and non-snoring database of 2500 + 2500 sound excerpts respectively (a total of
5000 excerpts), with a total duration of about 30,000 s (15,000 s of snoring and 15,000 s of
non-snoring). This database of manually annotated sound excerpts is freely available upon
request and the interested reader is referred to the Data Availability section below.

We then selected 70% of this dataset for network training and the remaining 30% for
testing. The resulting classification accuracy of the test set vs. selected features combi-
nations is tabulated in Tables 1 and 2. Classification accuracy is defined as the ratio of
correct classification events (snoring excerpt classified as snoring plus non-snoring excerpt
classified as non-snoring) vs. the total number of classification attempts (which is equal
to the number of available excerpts, i.e., 5000 sound excerpts). According to Table 1, the
normalized MSC exhibit better accuracy compared to MFCC or the set of scalar features.
On the other hand, the normalized MSC exhibit similar accuracy when combined with
either MFCC or the set of scalar features. Given that scalar features are computationally
less intensive than MFCC to calculate, and that the proposed tool is envisioned to be used
in portable devices, we selected the combination of normalized MSC plus scalar features to
be used in our experiments.

Table 1. Test set classification accuracy per feature class.

Scalar Features MFCC Normalized MSC

93.4% 95.7% 97.7%
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Table 2. Test set classification accuracy per feature classes’ combination.

Scalar Features MFCC Normalized MSC

Scalar features - 96.0% 98.6%
MFCC - - 98.7%

Normalized MSC - - -
All feature classes 97.3%

Furthermore, the Precision and Recall of the selected combination of normalized MSC
and scalar features are calculated. Precision corresponds to the proportion of positive
identifications that was actually correct and is calculated as the ratio of true positives vs.
the sum of true positives plus false positives. Recall corresponds to the proportion of actual
positives that were identified as such and is calculated as the ratio of true positives vs. the
sum of true positives plus false negatives. For the aforementioned features combination
and test set, the resulting precision is equal to 99.59% while the recall is equal to 98.32%.
Taking into account these performance metrics together with the reported overall accuracy
of 98.6%, we consider that the proposed classification tool is eligible to be used as a building
block of a RTSD.

3.2. Application of the Real-Time Snore Detector

Following the training and testing of the proposed classification tool, we employed it
within the proposed RTSD scheme illustrated by Figure 1. Then, we used a set of twenty-
five whole-night sound recordings, other than those used for the training and testing of the
classification tool, in order to test the proposed RTSD. The total duration of the whole-night
recordings that were tested is equal to 51 h, 45 min and 13 s. A total of 12,090 different
sound excerpts of duration 6 s each are classified as snoring by the RTSD, corresponding to
a total duration of 20 h and 9 min. These snoring sound excerpts are freely available to the
interested reader upon request (please see the Data Availability section below).

In order to assess the performance of the proposed RTSD, a scoring campaign of
experts listening to the extracted excerpts is required. For a complete evaluation, experts
should also listen to the parts of the recordings that were classified as non-snoring, in
order to evaluate with respect to false negatives. In order to provide a quick performance
estimate, we opted to score 100 excerpts that were classified as snoring from each whole-
night recording. Statistics of the resulting sound excerpts classified as snoring are tabulated
in Table 3. Out of 2500 tested excerpts, a total of 2032 (or about 80%) were scored as snoring.
However, this figure should not be translated to accuracy or TPR, since accuracy and
TPR assume that the denominator (i.e., total number of true snoring excerpts and true
non-snoring excerpts) of the ratios is known. Notwithstanding, 80% is an encouraging
ratio in the case where we are solely interested in providing a database of actual snoring
excerpts. Furthermore, it is also expected that during a whole-night recording there are
large periods of non-snoring (actually, this should be the default state). As such, even a
small percentage of FPR shall produce a large number of non-snoring excerpts that are
classified as snoring.

Table 3. Performance results of the proposed real-time snore detector.

Number of Sound Excerpts
Classified as Snoring

Subset of Sound Excerpts
That Were Manually Scored

by Experts

True Positive Ratio within
Subset of Sound Excerpts

(Number of True
Positive Excerpts)

12,090 (total duration equal to
20 h, 9 min)

2500 (100 excerpts from each
whole-night sound recording)

~80% (2032 excerpts out
of 2500)
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4. Conclusions and Future Work

We report herein a snoring classification tool with substantial performance (estimated
accuracy equal to 98.6%), as well as the availability of a small dataset of annotated snoring
and non-snoring excerpts together with a large dataset of non-annotated excerpts classified
as snoring. In the immediate future, we intend to fully annotate the latter and offer a
large, freely available database of annotated snoring excerpts. We also intend to use this
full annotation in order to train a cascaded neural network that will have as input only
the positive output of the classification tool proposed herein, as shown in Figure 5. The
cascaded neural network will be trained with the aim of discriminating between true and
false positives, thus providing a new classification output that is expected to be much more
accurate than that of the first neural network alone.

Figure 5. Architecture of a cascaded neural-network classification tool.
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Abstract: Corrosion and maintenance anomaly and integrity management systems (AIMS) are now
the foundation of many industrial and engineering systems regarding sustainability and long-lasting
assets. The oil and gas industry has started developing new, integrated management systems to keep
its assets safe from real external failures. However, the overlapping of assets’ integrity responsibilities
occur when a conflict of interests, such as production, safety, environmental, and financial interfacing,
are inaccurately weighed against each other. This paper will review the case study of the anomaly
and integrity management systems implemented on the Sabratha offshore platform. In order to
achieve sustainable asset implementation, it is essential to identify the different weights given to the
critical factors controlling the operational anomaly and integrity of facilities on offshore platforms
and re-classify the potential failures. Therefore, design practices are reviewed. Moreover, inspection
techniques and strategies are re-assessed and used to describe the consistent integrity assessment
techniques linked to anomaly monitoring and maintenance criteria. Finally, the anomaly and integrity
management system design use activity, process models, structures, and flow diagrams are reviewed.
This work will be helpful for the further enhancement of a new machine learning system to support
this approach.

Keywords: failure analysis; oil and gas offshore platform; risk-based inspection; corrosion; mainte-
nance assets integrity management

1. Introduction

Offshore structures such as fixed offshore platforms, compliant towers, semi-submersible
platforms, jack-up drilling rigs, drillships, floating and production systems, and the subsea
system, as shown in Figure 1, are considered costly capital assets in the offshore oil and
gas industry [1,2]. Therefore, they need exceptional management to mitigate and avoid
disasters, shutdowns, corrosion and unnecessary emergency failures by using a reasonable
inspection and anomaly-reducing control system [3].
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Figure 1. Shows offshore rigs and marine structure platforms [4].

As of now, there are many mitigation management systems designed on inspection-
based time (TBI) or risk-based inspection (RBI). Therefore, risk identification and evaluation
techniques (RIET) are critical for designing any assets of anomaly and integrity manage-
ment systems. Many of these techniques, including hazard and operability study (HAZOP),
hazard identification study (HAZID), fault tree analysis (FTA), human reliability analysis
(HRA) and failure mode effect and criticality analysis (FMECA), can be used to design
decent mitigation systems for offshore facilities [5,6].

In the past decades, world statistic failure reports from marine, oil and gas industries
exhibited that the cause of significant accidents and explosions on offshore structure
systems were the result of equipment and facilities failures, operation errors, artificial
damage, natural disasters, and other unknown reasons, as shown in Table 1 [6].

Table 1. Percentage of causes of major accidents and explosions on marine and offshore rigs and
platforms.

Equipment and
Facilities

Operation
Errors

Artificial
Damage

Natural
Disaster

Unknown
Reasons

40% 20% 12% 10% 18%

Since the offshore platform contains complex integrated systems arranged by hun-
dreds of pipes, pressure vessels, auxiliary equipment, and machines, it could also contain a
process production system with specific series characteristics. Notably, the living quarters
are located in the top of the platform, make it a riskier place than onshore production
units [7]. The offshore platform production system has some characteristics that could
increase onboard risks, including dealing with inflammable and explosive materials, high
temperatures and high pressures, aggressive corrosion, and rough working conditions [8,9].
Half of these major accidents can be avoided if equipment and facilities are inspected,
maintained and managed systematically and strategically [6]. Therefore, looking to reduce
the impact of failure could cause catastrophic disasters. Scheduled maintenance is not
enough to avoid unexpected circumstances. The strategical risk-based inspection of critical
facilities, pressure vessels and the high-risk piping system could reduce the likelihood of
accidents [10]. However, the overlapping in responsibility between the operation sections
on the offshore platform could reduce the effectiveness of the mitigation action. That is
why we shall clearly define the responsibility and action plan with an easy understanding
of the process flowchart [11]. This case study will review the anomaly and integrity assets
management system procedure, implemented on the Sabratha platform. It will cover the
period from 2010 to 2014 of implementing the procedure in the offshore field; Sabratha
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Platform is located 110 km from the Libyan coast in the Bahr Essalam offshore field. The
platform, considered one of the biggest Libyan Offshore condensate and gas production
units, is fixed to the seabed in a water depth of 190 m, as shown in Figure 2. The platform
consists of all of the facilities required for preliminary separation and treatment of the gas
produced from the Bahr Essalam field, as well as a fast-moving workover rig (FMWR), a
helideck and living quarters for 120 persons [12].

 

Figure 2. Location of the Sabratha platform in front of the Libyan coast in the Mediterranean Sea [12].

2. Methodology and Procedure

2.1. AIMS System Overview

Figure 3 shows the flowchart procedure that was implemented onboard [5,13]. The
corrosion inspection and maintenance anomaly and integrity management system (AIMS)
objective is to identify the risk of an anomaly in the early stages, so that mitigation plans
can be developed and appropriately implemented, with clear responsibility and actions.
The purpose of this management system is:

• to brief the requirements to record anomalies occurring in the pressure system.
• to inspect the critical facilities following up the mitigation (including maintenance

and replacement),
• to resolve any anomaly that might threaten the integrity of the offshore facility.
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Figure 3. System flowchart procedure, shows the action and decision making based on the corrosion
inspection and maintenance anomaly and integrity management system.

2.2. Responsibilities of Departments

Table 2 summarizes the responsibilities in the procedure according to the flow of
the required work, based on the risk identification of the platform equipment, including
inspection, planning, maintenance, and continued improvements.

Table 2. Shows the responsibilities of departments in the implemented system.

HSEQ Department

• Ensure compliance with this procedure.
• Report to chairman regarding the anomaly status.
• Notify all related parties to take immediate action if there is a critical anomaly that may

affect the integrity of the plant and lead to unsafe operating conditions.
• Acknowledge and bring to the attention of the individual department the anomaly status of

their operation.
• Perform detailed risk assessments with the engineering department.
• Perform integrity analysis for existing anomalies.
• Register the received transmittal.
• Monitor the status of anomalies.
• Review and approve short-term/temporary mitigation action recommendations.
• Close long-term/permanent mitigation action recommendations.
• Review and approve company procedures as required.
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Table 2. Cont.

Engineering Department

• Perform detailed risk assessment with the HSEQ department.
• Perform support in engineering analysis for existing anomalies.
• Issue recommendations for permanent mitigation actions.
• Issue recommendations for any plant modification requests as a result of the engineering

assessment.
• Provide necessary documents, calculations, etc., for detailed execution of long-term

mitigation actions.
• Review and approve company procedures as required.

Inspection Section

• Defect reporting.
• Perform preliminary qualitative risk assessment.
• Raise an anomaly notification.
• Distribute the transmittal to the relevant parties.
• Verify that any mitigation actions in the maintenance management software MMS

(MAXIMO) have been appropriately taken.
• Verify any field procedures available as required, according to the approved procedures.
• Discuss the short-term mitigation action with the field operation department.

Operation, maintenances, and
production Department

• Discuss the short-term mitigation action with the Inspection Engineer.
• Follow the short-term mitigation action as agreed.
• Issue a work order for short-term/temporary mitigation action recommendations.
• Issue a work order for mitigation action recommendations.
• Enter mitigation action to the maintenance management software MMS (Maximo) for follow

up and monitoring.
• Issue a plant modification request as necessary or follow the engineering department

recommendation.

2.3. Evaluation of Using the Database Results

Using the system from the period 2010 to 2014, showed that the platform contained
over 163 pressure vessels of equipment from the process and auxiliary facilities. These
pressure vessels have been identified as one of two categories according to the risk of
safety-critical equipment (SCE) and non-safety critical equipment (non-SCE). Figure 4
shows the pie chart of the inspected pressure vessels within the four years.

 

Figure 4. Sabratha Platform inspection status of pressure vessels and equipment.
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As the design requires, the pressure vessels and processing pipes system shall be fitted
with safety pressure valves (PSV). These PSVs on the platform should be inspected and
recalibrated a minimum of once every two years; the total number of PSVs onboard is 198
PSV. Figure 5 shows the total inspected and calibrated PSV valves per the reviewing period.

 

Figure 5. Sabratha Platform inspection status of pressure safety valves.

From the implemented system, this should obtain the inspected and calibrated data for
the safety-critical equipment and other equipment, and show the trend of required mainte-
nance action that should be taken, according to the periodic inspection and maintenance
plan, as shown in Figure 6.

Figure 6. The real statues of inspected PSV and pressure equipment over four years.

3. Conclusions

Offshore corrosion inspection and maintenance anomaly and integrity management
systems (AIMS) have become the mainstream system for safe gas operation management
of the equipment and facilities on the Sabratha offshore platform. With the implementation
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of this management on the offshore platform, it is clear that inspection priorities and
mitigation actions are well maintained. To avoid any shutdown or accident, the AIMS
system has changed from qualitative to quantitative when dealing with an inspection. This
system could be applied in other fields, including onshore and desert oil and gas fields.
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Abstract: Nanoparticles were obtained by nanoprecipitation and by emulsion solvent evaporation
(ESE) method. In the ESE method, the size of the particles depended on the type and concentration
of surfactant (in the water phase) and the polymer concentration (in the organic phase). The best
results were obtained with ionic surfactants, however, the use of such compounds may accelerate the
degradation process of polymers. In the nanoprecipitation method, the ratio of solvent (methylene
chloride) to non-solvent (hexane) has a significant influence on the particle size. The smallest particles
were obtained with a solvent to non-solvent ratio of 1:150.

Keywords: betulin; polyanhydrides; biodegradable polymers; nanoparticles

1. Introduction

Polymeric nanoparticles are considered as useful carriers in controlled drug delivery
systems. Due to their small sizes and high surface area, they have many advantages.
Polymer-based nanocarriers may improve solubility and bioavailability of highly insoluble
hydrophobic drugs, increase the stability of volatile pharmaceutical agents, or deliver a
higher concentration of drugs to a desired location [1,2]. They can be used for treatment
of various diseases, including bacterial and fungal infections, hypertension, asthma, or
cancer [3]. Polymeric nanoparticles can be prepared from both synthetic polymers, e.g.,
polycaprolactone, poly(methyl methacrylate) and poly(lactide-co-glycolide), or natural
polymers, such as gelatin, chitosan, sodium alginate, or albumin [2,3]. Polymers used in
nanoparticle formulation should be biocompatible, non-toxic, and non-antigenic [4].

Polyanhydrides are FDA-approved, biodegradable polymers that possess favorable
properties as the material for drug carriers, such as biocompatibility and lack of toxi-
city. They easily undergo hydrolytic degradation to their respective diacids, which are
completely eliminated from the body within a short period of time. Polyanhydride nanopar-
ticles can be successfully used as drug carriers [5–7].

The aim of this work was to obtain nanoparticles from polyanhydride based on
betulin disuccinate (polyDBB) and to evaluate the influence of the preparation conditions,
including: Homogenization time, type of surfactant and concentration of the polymer
solution, on the shape, morphology and size of particles. Betulin and its derivatives (e.g.,
betulin disuccinate) have a broad spectrum of biological relevance, including anticancer
activity, thus these compounds are promising as new, potentially therapeutic agents [8,9].
The major problem, which limits their potential pharmaceutical uses, is the poor aqueous
solubility of lupane triterpenes faced when trying to formulate pharmaceutical compounds
from betulin [1,9]. However, this problem can be solved by obtaining polymeric form of
betulin and forming it into nanospheres, thus nanoparticles prepared from betulin-based
polyanhydrides may have significant applications in drug delivery systems.
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2. Materials and Methods

2.1. Materials

Betulin disuccinate (obtained in the laboratory according to the procedure described
earlier [9]), acetic anhydride (POCh S.A., Gliwice, Poland), poly(vinyl alcohol) (Mw =
88,000 g/mol, 88% hydrolyzed) (ACROS Organics, Geel, Belgium), sodium dodecyl sulfate
(SDS, Fisher Scientific, Hampton, NH, USA), cetyltrimethylammonium bromide (CTAB,
ACROS Organics, Geel, Belgium), methylene chloride (Chempur, Piekary Śl., Poland),
hexane (Chempur, Piekary Śl., Poland), diethyl ether (Chempur, Piekary Śl., Poland) were
used as supplied.

2.2. Polyanhydride Synthesis

Polyanhydride was obtained by two-step melt polycondensation of betulin disuccinate
(DBB) according to the procedure described earlier [9]. DBB (5 g) was refluxed in acetic
anhydride (1:10, w/v) under nitrogen flow for 40 min to get prepolymer. Excess of acetic
anhydride and acetic acid formed in reaction were removed under vacuum. In the next step,
prepolymer was heated at 150 ◦C for 2 h with constant stirring under vacuum (0.1 mm Hg)
and nitrogen. The obtained polyanhydride (polyDBB) was stored in a freezer prior to being
used for nanoparticle formulation.

2.3. Formulation of Nanoparticles Using ESE Method

Nanoparticles were prepared by solvent evaporation from O/W polymer emulsion.
The polymer solution in methylene chloride (20 mL, concentration 10, 30, or 50 mg/mL)
was emulsified in 400 mL of aqueous solution (1% w/w) of surfactant (PVAl, SDS, or
CTAB), using ULTRA-TURRAX T18 homogenizer, for 60 s. The speed of homogenizer
was 18,000 rpm. Afterwards, the emulsion was subjected to ultrasonication under ice
cooling for 180 s in a pulse regime (50% pulses, 50% power) using an Omni Sonic Ruptor
250 W and 3/4”tip. The emulsion was then stirred with a magnetic stirrer at 1100 rpm
at room temperature for 3 h to evaporate the organic solvent. After that, nanoparticles
were collected by centrifugation at 5000 rpm for 5 min, washed 3 times with distilled water,
lyophilized, and stored in a freezer.

2.4. Formulation of Nanoparticles by Nanoprecipitation

The polymer solution in methylene chloride (concentration 50 mg/mL) was added
dropwise via a syringe into non-solvent bath of hexane at a solvent to non-solvent ratio 1:50,
1:100, or 1:150, which was continually stirred with a magnetic stirrer at 1100 rpm at room
temperature. Upon contact with the non-solvent, the polymer spontaneously precipitated
from the solution, forming polymeric nanospheres. The suspension was stirred for 2 h.
After that, hexane was decanted and nanoparticles were filtered, dried under vacuum, and
stored in a freezer.

2.5. Characterization of the Particles

The average size and size distribution of polymer particles were determined by
dynamic light scattering (DLS) using a Zetasizer Nano S90. Before measurements, particles
were dispersed in distilled water.

The morphological characterization of particles was carried out using a Phenom ProX
scanning electron microscope (SEM) using an accelerating voltage of 10 kV. Samples were
coated with a 10 nm gold layer under vacuum using sputter coater Quorum Q150R ES. The
particle size was measured by imaging software (ImageJ).

The content of anhydride groups in polyanhydride after the nanoparticle fabrication
process was monitored by 1H NMR. 1H NMR spectra of polyDBB nanoparticles in CDCl3
were recorded on a Varian 600 MHz spectrometer with TMS as an internal standard.
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3. Results and Discussion

Polyanhydride (polyDBB) was obtained by melt polycondensation of betulin disuc-
cinate. The use of DBB was intended to obtain polyanhydride with potential antitumor
activity. The chemical structure of polyDBB (Figure 1) was confirmed by IR, 1H NMR, and
13C NMR spectroscopy. The molecular weight of polyDBB was calculated from 1H NMR
and determined by GPC. The molecular weight was approx. 8500 g/mol. The detailed
characteristics of polyDBB were described previously [9].

 
Figure 1. Chemical structure of polyDBB.

Nanoparticles were prepared using two methods: Solvent evaporation (ESE) method
and nanoprecipitation.

3.1. Nanoparticles Obtained by ESE

Particles obtained by the solvent evaporation method were in the range of 250–2400 nm
for different formulation conditions. The nanoparticles were spherical in shape and had a
smooth surface. The morphology of the polyDBB particles is shown in Figure 2.

 
Figure 2. SEM images of polyDBB nanoparticles obtained by the ESE method with the use of: (A) SDS, (B) CTAB, and
(C) PVAl as surfactant.

Different process parameters, including homogenization time, type of surfactant, and
concentration of the polymer solution have a significant influence on the particle size.
Changing the homogenization time from 30 s to 180 s reduced the diameter of particles.
The obtained results showed that extending the homogenization time above 60 s slightly
reduces the particle size, therefore in further experiments, the homogenization time was
60 s.

3.1.1. Effect of the Polymer Concentration and Surfactant Type

During the preparation of nanoparticles such parameters as concentration of polymer
solution and type of surfactant were changed. These parameters play an important role in
the final size of particles, but they did not affect the surface morphology of nanoparticles.
The particle sizes were determined by DLS and also calculated from the SEM images. Due
to the tendency of nanoparticles to agglomeration, the sizes determined by DLS were larger
than sizes calculated from SEM (except for particles obtained using PVAl as surfactant).
The diameters of particles obtained by ESE in different conditions are listed in Table 1.
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Table 1. The sizes of polyDBB nanoparticles with different polymer concentration and type of surfactant.

Surfactant

Polymer Concentration in Organic Phase

50 mg/mL 30 mg/mL 10 mg/mL

Particle Size [nm]
PDI 1

Particle Size [nm]
PDI 1

Particle Size [nm]
PDI 1

SEM DLS SEM DLS SEM DLS

1% SDS 820.0 802.9 0.212 770.0 1008.0 0.296 560.0 732.8 0.294
1% CTAB 504.2 859.8 0.434 330.0 1000.0 0.445 250.0 1268.0 0.386
1% PVAl 2420.0 2436.0 0.261 1870.0 1548.0 0.427 1420.0 896.8 0.356

1 PDI = polydispersity index determined by DLS. Homogenization = 18,000 rpm.

The influence of concentration of polymer solution and surfactant type on the char-
acteristics of nanoparticles was determined using homogenization speed at 18,000 rpm.
Nanoparticles with the smallest diameters were obtained with the use of a polymer so-
lution of concentration 10 mg/mL. Increasing the polymer concentration increases the
diameters of particles. Additionally, when the smaller particles were formed, the tendency
to agglomeration was higher. A comparison of the data in Table 1 shows that the use of
ionic surfactants (anionic SDS and cationic CTAB) leads to smaller particles compared to
the non-ionic surfactant (PVAl). However, the use of such compounds may accelerate the
degradation process of polymers.

3.1.2. Effect of the Use of Ultrasound

Another parameter influencing the size of the obtained nanoparticles is the use of
ultrasound. The diameters of particles obtained with the use of ultrasonication are listed in
Table 2.

Table 2. The sizes of polyDBB nanoparticles after ultrasonication.

Surfactant Ultrasonication
Particle Size [nm]

PDI 1

SEM DLS

1% SDS
— 820.0 802.9 0.212

before stirring 330.0 288.3 0.225
after 1.5 h of stirring 930.0 1218.0 0.325

1% CTAB
— 504.2 859.8 0.434

before stirring 440.0 480.9 0.278
after 1.5 h of stirring 549.5 1064.0 0.237

1% PVAl
— 2420.0 2436.0 0.261

before stirring 918.4 1552.0 0.305
1 PDI = polydispersity index determined by DLS. Polymer concentration in organic phase = 50 mg/mL, ultrasoni-
cation time = 3 min.

Ultrasonication reduces the size of the obtained nanoparticles. However, it is im-
portant at which point of the formulation of nanoparticles the ultrasound will be used.
Nanoparticles with the smallest diameters were obtained when ultrasonication was used
directly after the homogenization process. Ultrasonication used at a later stage results in
the formation of particles with a larger size compared to the particles obtained without
ultrasound.

3.2. Nanoparticles Obtained by Nanoprecipitation

Nanoprecipitation was used for the preparation of polyDBB nanoparticles, varying
the solvent to non-solvent ratio. Obtained particles were in the range of 370–950 nm.
Nanoparticles with the smallest diameters were obtained with the solvent to non-solvent
ratio of 1:150, thus it can be concluded that increasing the hexane to methylene chloride ratio
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reduces the particle diameter. The diameters of particles obtained by nanoprecipitation are
listed in Table 3.

Table 3. The sizes of polyDBB nanoparticles obtained by nanoprecipitation.

Sample Solvent to
Non-Solvent Ratio

Homogenization Ultrasonication
Particle Size [nm]

PDI 1

SEM DLS

1 1:50 — — — 953.2 0.354
2 1:100 — — — 867.4 0.416
3 1:150 — — 440.0 682.0 0.240
4 1:100 — 3 min. 370.0 703.9 0.262
5 1:100 18,000 rpm/1 min. — — 689.5 0.191

1 PDI = polydispersity index determined by DLS.

Taking into account the hydrolytic instability of the polyanhydrides, nanoprecipitation
is the more suitable method because it does not require the use of water. However, obtained
nanoparticles indicated a very high tendency to agglomeration, which can be observed at
the SEM image.

In this method, it is also difficult to control the shape of the particles. The morphology
of the nanoparticles is shown in Figure 3. Among the spherical particles, many irregular
ones were also observed (Figure 3).

 
Figure 3. SEM image (left) and DLS size distribution profile (right) of polyDBB nanoparticles obtained by nanoprecipitation
with the solvent to non-solvent ratio of 1:150.

As in the case of the ESE method, the use of additional homogenization and/or
ultrasonication during the particle formation process reduces the particle size.

3.3. Stability of Polyanhydride in Nanoparticle Formulation Process

Because the polyDBB is hydrolytically degradable, it is necessary to quantify the
degree of hydrolytic degradation that occurs during the nanoparticle formulation. For
this purpose, the anhydride bond content was determined by 1H NMR spectroscopy for
neat polymer (before nanosphere formulation) and polymer after nanosphere preparation,
according to the formula described earlier [9]. The anhydride bonds content was calculated
using the intensity of the signals at δ = 2.74–2.64 ppm and at δ = 2.82–2.77 ppm, which are
assigned to methylene protons close to ester and anhydride groups, respectively. When the
nanospheres were produced by the ESE method, the disappearance of anhydride bonds
was less than 10%, when using PVAL as a surfactant, but almost 20% when SDS or CTAB
was used. The observed results confirmed that the presence of ionic groups on the particle
surface accelerates the polyanhydride degradation rate due to better water access. When
the nanoprecipitation was used to produce the nanoparticles, the degradation of polyDBB
also occurred but was less significant than in the case of the ESE method (the disappearance
of anhydride bonds was less than 5%).
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4. Conclusions

In this work, polyanhydrides based on disuccinate betulin were successfully fabricated
into nanoparticles. Nanoparticles were obtained by two methods. The process parameters
influence the characteristics of obtained particles. The ESE method provided regularly
spherical particles, while among the particles obtained from the nanoprecipitation method,
many irregular ones were observed. In the ESE method, the size of the particles depended
on the type of surfactant (in the water phase) and the polymer concentration (in the organic
phase). The smallest particles were obtained with ionic surfactants, however, the use of
such compounds accelerated the degradation process of polymers. In the nanoprecipitation
method, the ratio of solvent (methylene chloride) to non-solvent (hexane) had a significant
influence on the particle size. The smallest particles were obtained with a solvent to
non-solvent ratio of 1:150.
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Abstract: This article discusses the progress made in developing a new 3D-printed continuously
variable transmission (CVT) for an electric vehicle (EV) prototype competing in the Shell Eco-
marathon electric battery category, a global energy efficiency competition sponsored by Shell. The
proposed system is composed of a polymeric conic gear assembled in the motor axle and directly
coupled to the rear tire of the vehicle. The conical shape allows to implement a continuous variation
of the gear diameter in contact with the tire. The motor with the gear was mounted over a board
with linear bearings, allowing the speed ratio to change by moving the board laterally. A 3D-printing
slicing software with an optimization algorithm plug-in was used to determine the best printing
parameters for the conic gear based on the tangential force, maximum displacement and safety factor.
When compared to the original part with a 100% infill density, the optimized solution reduced the
component mass by about 12% while maintaining safe mechanical resistance and stiffness.

Keywords: continuously variable transmission; powertrain design; electric vehicle; 3D printing;
Shell Eco-marathon

1. Introduction

The automotive industry has been heavily reliant on the use of fossil fuels for decades.
However, due to rising diesel and gasoline prices, as well as environmental pollution and
fossil fuel depletion, it was concluded that alternate vehicle propulsion methods were
required. Electric vehicles (EVs) have been intensively studied and appear as a possible
solution for reducing global warming emission gases in this scenario. To put it in perspec-
tive, the transportation industry alone accounts for over 30% of global warming emissions
in the United States; thus, switching to electric vehicles would be a very responsible and
environmentally sound option [1]. International conferences, such as the United Nations
Framework Convention on Climate Change (UNFCCC), also show international pressure
for the development of sustainable technologies. According to Miyamoto [2], the Kyoto
Protocol, which was signed in 1997, had an indirect impact on climate change discussion by
boosting the number of worldwide patent applications for renewable energy, emphasizing
the need for international cooperation on the subject.

The Shell Group sponsors an international competition called the Shell Eco-marathon,
which focuses on lowering vehicle fuel consumption and is competed in by university
groups of enthusiastic automobile teachers and students all over the world [3–8]. This and
similar events foster several automotive technology developments, including the demon-
stration of distinctive car designs, energy management systems, powertrain innovations,
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advanced use of materials and manufacturing methods, mechanical design and the devel-
opment of new 3D-printed automotive parts [9–14]. A continuously variable transmission
(CVT) provides a continuous range of gear ratios between predetermined limits, improving
a vehicle’s fuel economy and dynamic performance by better matching engine operating
conditions to variable driving circumstances [15].

Additive manufacturing and 3D printing technologies are rapidly changing machinery
engineering as we know it, allowing for more creativity and freedom in machine design
innovation, with numerous advantages over traditional manufacturing [16]. Free and
widely distributed computer-aided design (CAD) and manufacturing (CAM) software
tools, as well as well-established computer numerical control (CNC) standards, combined
with readily available and affordable commercial 3D printers and materials, are fueling an
increase in the number of users and potential applications of these technologies, includ-
ing powertrain and other automotive components [17,18]. While almost anyone with a
basic understanding of 3D modeling and printing can create their own self-made parts
and devices, the wide design freedom in terms of geometry and materials, as well as
professional quality assurance, raises a slew of new complex engineering questions and
scientific uncertainties that go beyond basic design and functionality. Due to the design
and manufacturing versatility of 3D printing, as well as continuous change and evolution
in the range of available materials, the development and application of 3D-printed power-
train components is still in its infancy, but research and development activities underway
promise alternative feasible and breakthrough solutions.

In response to society’s desire for efficient and environmentally friendly small automo-
tive vehicles, this study proposes to design and validate a new 3D-printed CVT enabling
improved powertrain efficiency with a simpler, lighter and cheaper design than existing
options for EV prototypes. The competition and EV prototype’s essential specifications are
presented first, with the main requirements for transmission design identified, followed by
the required engineering calculations and analysis. Following that, information about the
3D-printing technologies used is presented, as well as the analysis and results obtained
from the optimized printing parameters for CVT gear manufacturing. Finally, the most
important findings and conclusions are summarized.

2. Materials and Methods

At the Shell Eco-marathon, prototype vehicles must complete a 12 km circuit in less
than 28 min, which equates to 10 turns on the circuit depicted in Figure 1. As a result,
an average speed of 25.71 km/h is required to complete the circuit without exceeding the
time limit. Normally, the circuit’s speed limit is set between 0 and 35 km/h.

Figure 1. Circuit diagram and image of the Brazilian start line for the Shell Eco-marathon competition (5 m wide rectangular
circuit with 90◦ curves with an 8 m radius).

The energy consumption unit, commonly used for conventional vehicles with internal
combustion engines (ICE), is a physical unit of fuel volume per unit distance, such as
liters per 100 km (l/100 km). In the case of EVs, energy consumption is evaluated in
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kWh per unit distance in km (kWh/km) [19]. At the Shell Eco-marathon, the most energy-
efficient vehicle that wins the competition is the one that completes the entire circuit in the
allotted time while consuming the least amount of energy—fuel, in the case of ICE vehicles,
or battery, in the case of EVs. The vehicle’s output speed is affected by the motor’s input
speed, the transmission speed ratio and the tire diameter. For simplicity, the prototype EV
transmission system was first idealized with a fixed speed ratio in which a gear was directly
connected to the tire of the rear wheel tire, eliminating the need for gear shifting and the
construction and implementation of a more complex driveline system. In this architecture,
when the throttle is pressed by the pilot, signals are sent to the motor controller to change
the motor speed and, consequently, the wheel rotation. In the case of DC electric motors,
the speed range can vary from zero to thousands of rotations per minute (rpm) depending
on the voltage received from the motor controller. The first gear prototype design is shown
in Figure 2a. This component was 3D printed and assembled in a prototype vehicle in order
to validate the reliability of a plastic gear in the vehicle’s powertrain. However, this solution
harmed the performance and efficiency of the EV’s powertrain, affecting acceleration time,
top speed, available torque at the wheels and energy consumption. Indeed, the narrow
output speed range obtained with this design in comparison to the torque required to start
the vehicle demonstrated the importance of a variable transmission.

(a) (b) (c)

Figure 2. Gear design concepts: (a) first gear attempt, (b) idealized conic gear and (c) final gear.

The simplest implementation of a variable transmission system began with an ideal-
ized conic gear, as illustrated in Figure 2b. This component was originally believed to be
assembled in the motor axle and directly coupled to the vehicle’s rear tire. If the electric mo-
tor was assembled with the proper inclination angle and on a movable platform, the conical
shape would allow the gear diameter in contact with the tire to gradually increase. As a
result, the solution was to mount the motor on a board with linear bearings, allowing the
speed ratio to be varied by lateral movement of the board. To move the motor base and
thus the gear, a system of strings and pulleys connected to a lever system can be attached
to the board. When necessary, the pilot may pull or push this lever, thereby changing the
speed ratio. The first conic gear designed, shown in Figure 2b, was able to achieve the
proposed speed range. However, its geometric format was not properly designed to handle
the contact force with the vehicle rear tire, resulting in teeth fractures, wear and loss of
performance. The EV prototype and idealized variable transmission concept employing
the final gear design in Figure 2c is shown in Figure 3.

The maximum and minimum gear speed ratios u from the variable transmission can
be obtained considering the wheel tire diameter D and the maximum and minimum values
of the conic gear diameter d, given by

max u =
D

min d
and min u =

D
max d

. (1)
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The vehicle speed Vx as a function of the gear ratio u and angular velocity of the electric
motor ω = 2πn/60, where n is the rotating velocity of the electric motor in rpm, from which
the limiting EV speeds can be determined, is given by

Vx =
ωD
2u

. (2)

Similar relations can be established to determine torque magnification at the wheel. The cor-
responding torques at the wheel and gear, TD and Td, respectively, can be determined
according to the rated power of the motor P and the transmission efficiency η, yielding

Td =
P
ω

and TD = uηTd. (3)

Figure 3. EV prototype (left) and virtual representation of the idealized CVT concept (right).

As previously stated, the final gear design depicted in Figure 2c was prototyped using
polymer additive manufacturing (AM) technologies. These involve layering materials to
create objects from 3D model data via material extrusion in which the material is selectively
dispensed through a nozzle or orifice. The process is called FDM (fused deposition mod-
eling; a trademark of the company Stratasys), and it is a material extrusion process that
uses heated extrusion and layer deposition of materials to create thermoplastic parts. In its
untrademarked form, the FDM process is also referred to as FFF (fused filament fabrica-
tion), and is typically associated with a less industrial grade technology (desktop, hobbyist
level 3D printing technology). The 3D printer model used is the widely accessible, low-cost
and hobbyist grade technology, Anet A8. To determine the optimal printing parameters
for the STL part file generated from the 3D geometric model of the gear, a commercially
available plug-in and tool called SmartSlice was used. It is designed to be used with
Ultimaker’s Cura slicer software and incorporates an optimization algorithm. To ensure
structural requirements are met, the software is fed with the force acting on the component,
the component’s maximum displacement and the desired safety factor. Additionally, this
plug-in makes use of modifier meshes to reinforce infill density in critical regions without
requiring the entire body to be reinforced with additional material.

3. Results and Discussion

Considering an intermediary value of motor speed n = 1900 rpm and the wheel
diameter D = 480 mm, it is possible to estimate the conic gear’s maximum and minimum
diameters according to Equations (1)–(3). The minimum and maximum gear diameters
chosen were min d = 68.71 mm and max d = 96.19 mm and the corresponding gear
speed ratios found were max u = 6.99:1 and min u = 4.99:1, respectively. For simplicity,
adopting 100% transmission efficiency, the variation of the vehicle’s speed and wheel
torque as a function of the gear diameter can be estimated. To gain a better understanding
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of the forces and torques acting on the vehicle powertrain and to evaluate the proposed
CVT, a computational dynamic vehicle model of the EV prototype was implemented in
MATLAB/Simulink but is not shown here due to space constraints.

PETG (polyethylene terephthalate glycol) was chosen as the material for the second
version of the gear. Table 1 compares the mechanical properties of PETG to those of some
of the most commonly used filaments in 3D printing from the 3Dlab brand. Although PLA
(polylactic acid) is stronger than PETG, PETG is better suited for outdoor use due to its
resistance to weather and sunlight. PETG has a temperature tolerance of approximately
75 ◦C. On the other hand, 3D printed parts made of PLA must be kept below 55 ◦C to avoid
thermal deformation and stiffness relaxation.

Table 1. Typical material properties values of common filament materials for 3D printing.

Properties ABS PLA PETG

Tensile modulus (MPa) 1335 1896 1067
Yield strength (MPa) 14.7 24.8 18.6
Ultimate strength (MPa) 29 46 32.6
Strain at break (%) 7.08 3.69 7.74
Melting point (ºC) 220 185 240
Specific weight (g/cm3) 1.04 1.24 1.27

The input data used to analyze the gear printing process are shown in Table 2.
The safety factor was defined as 1.5 and maximum displacement on the gear teeth flanks
to an applied distributed force was considered equal to 0.3 mm. The total load force
distributed on the teeth flanks was equal to 621.78 N and was obtained considering the
maximum traction force and the respective gear ratio discussed in the previous section.
As shown in Table 2, by adjusting the printing parameters to its optimized setting it was
possible to reduce the mass from 437.2 to 386.7 g, maintaining an acceptable maximum
displacement and guaranteeing the safety factor previously stipulated. Figure 4 illustrates
the gear slicing process before and after optimization. In Figure 4, it is possible to verify the
mesh reinforcement close to the teeth surface. Moreover, local reinforcements were used in
the part holes. Due to local reinforcement complexity, the printing time in the optimized
configuration was approximately 40 min higher; however, it is not critical in this project
since the main concern is about improving the gear mechanical strength and stiffness.

Table 2. Three-dimensional printing optimization parameters and comparison of results.

Parameters
Initial Settings Optimized Settings

Extruder Local Reinforcements Extruder Local Reinforcements

Top and bottom layers 3 - 4 3
Infill density (%) 100 - 35 85
Wall thickness (mm) 0.6 - 0.6 0.6
Wall line counting 3 - 2 3

Results

Mass (g) 437.2 386.7
Max displacement (mm) 0.24 0.28
Printing time 22 h 57 min 23 h 36 min
Factor of safety 3.92 3.24
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Figure 4. A 3D printed gear slicing comparison: initial (left) and optimized slicing (right) performed
with the 3D printing software Cura slicer from Ultimaker. The red lines denote external shell surface;
orange, the infill region; and green, the inner wall.

4. Conclusions

The present work proposes a new CVT architecture utilizing a conic gear. This gear
engages with the rear wheel’s tire and is coupled to the electric motor axle. The speed
ratio change is obtained moving the motor, which is mounted over a movable board with
linear bearings. The proposed variable transmission is unprecedented and its constructive
simplicity suggests opportunities for application in small vehicles. A computational model
was implemented to simulate a prototype three-wheeled vehicle with this designed trans-
mission. Furthermore, an optimization algorithm was used to obtain optimized printing
parameters for manufacturing the gear in PETG. The obtained set of parameters demon-
strated possibilities to reduce the gear mass about 12% in relation to the 3D-printed gear
with 100% of material infill without losing mechanical resistance and stiffness. In future
work, the EV prototype will be tuned and tested in a real-driving cycle. To determine the
powertrain’s efficiency, data on speed, time, motor current, battery voltage and battery
consumption will be collected. Additional testing will be conducted to determine the
transmission’s efficiency and durability.
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Abstract: Agriculture is the largest economic and employment sector in Bangladesh, accounting for
23 percent of its gross domestic product and 65 percent of its labour force. It has a total land area
of 14,570 km2, with cultivated land accounting for 60% of the total land area. The population is
still growing at a 1.37 percent annual rate, but cultivated land is shrinking at the same time. The
agricultural land is being converted as a result of uncontrolled urbanization, industrialization, and
an increase in human activity. Modern sustainable agricultural methods approach to agricultural
innovations and farming practices that increase farmers’ efficiency and reduce the use of natural
resources. This study uses secondary information to provide a general view on modern practices
used in Bangladesh for sustainable agriculture (i.e., crop diversification, change in cropping pattern
and rotations, integrated farming systems, etc.) and suggests a sustainable method (polyculture and
crop rotation) based on SWOT and PESTEL analysis. This paper recommends that Bangladesh should
adopt polyculture and crop rotation more to improve soil health and for higher crop resistance to
plant pests that will hedge against a loss in agricultural sustainability.

Keywords: sustainable agriculture; environment; polyculture and crop rotation; modern practices

1. Introduction

An integrated system of plant and animal production practices, known as sustainable
agriculture, produces sufficient quantities of high-quality food while protecting natural
resources in an environmentally safe and profitable manner [1]. Bangladesh agriculture
is deteriorating due to degradation of land and water resources and the excess use of
toxic chemicals. This is the reason the government of Bangladesh has adopted sustainable
agricultural methods to protect environment stability and economic profitability. Crop
diversification, integrated farming systems, changes in cropping pattern and rotations,
adoption of new crop varieties, modifying sowing dates, polyculture and crop rotations,
and other modern cropping practices are all being employed in Bangladesh to ensure food
self-sufficiency and environmental sustainability.

A conventional farming technique where crops are cultivated together or separately (at
either short or long intervals) on the same field is known as crop rotation. Crops are grown
using this method because of its high productivity, high revenue level, and adaptability
for combination management practices. Crop rotation is currently the foundation of
agriculture systems around the world, allowing for the efficient use of environmental
resources [2]. Crop rotation provides various advantages over monoculture planting in
terms of agronomy, economics, and the environment. In the long run, crop rotation can
increase soil organic matter and soil structure, as well as minimize soil degradation. Water
and nutrients are better retained when there is more soil organic matter. Using crop
rotation, weeds and diseases can be controlled, as well as insect and other pest infestations,
reducing pesticide consumption [3]. Another possibility is for the farmer to cultivate two
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or more crops at the same time in a same place. This system is known as polyculture.
Increased diversity in cultivated species, but mostly in the soil, promotes the possibility of
ecological equilibrium. As opposed to monocultures, polycultures offer better protection
against soil deterioration and the expansion of pests, pathogenic bacteria, and fungus than
monocultures do. In addition, this system has a favorable economic impact on the size
of inputs and outputs and the stabilization of the food chain. Even though polyculture is
not often practiced in developed countries, it has a major impact on food security in the
developing world [2].

Most of the studies reviewed in this paper discussed the sustainability, challenges,
acceptance, advantages and disadvantages, and profitability of polyculture and crop ro-
tation. Very few attempts have so far been made to analyze the environmental impacts
and external–internal aspects of this process. The overall goal of this research paper is to
review modern agricultural practices used in Bangladesh and suggest polyculture and crop
rotation as a comparatively effective agricultural practice for sustainability that reduces
environmental consequences.

2. Methodology

The data for this review were gathered from a variety of secondary sources, including
national or international peer reviewed journals, relevant books, articles, and other sources.
As the topic of this paper has rarely been linked and considered, a broad search query
was used with limited constraints on years or titles. With the search string TITLE-ABS-
KEY (“sustainable agriculture”, “polyculture and crop rotation”), academic publications
were searched in Google Scholar and PubMed, databases of abstracts and citations of peer
reviewed scientific journal articles. The review of modern practices in Bangladesh is based
on literature search and the proposed method mainly relies on SWOT and PESTEL analysis.
Environmental implications have been studied utilizing the SWOT analysis process in order
to achieve a systematic approach to decision making in the case of polyculture and crop
rotation. The impacts will be classified using the SWOT analysis framework, which stands
for strengths, weaknesses, opportunities, and threats. The PESTEL model will provide an
external assessment of polyculture and crop rotation in terms of political, economic, social,
technological, environmental, and legal aspects.

3. Review of Modern Practices Used in Bangladesh

Strengthening agricultural production systems for greater sustainability and higher
economic returns is a crucial strategy for enhancing income and food and nutrition security
in underdeveloped countries [4]. In Bangladesh, there is no way to expand agricultural
land. Furthermore, due to increased population pressure, net crop acreage is shrinking
at an alarming rate. It is crucial to identify and investigate major cropping trends [5]. To
enrich and sustain soil fertility, increase crop productivity, and improve crop sequences,
Bangladesh has adapted some modern agricultural practices such as:

• Crop diversification: Crop diversification is a cropping method that adds new crops
to agricultural production on a specific farm in order to assist the farming community
to thrive economically. This agricultural approach lessens farmers’ reliance on a single
crop and mitigates unforeseeable climate catastrophes such as the appearance of pests
and the unexpected advent of frost or drought [6]. Lack of market access, established
soil conditions, flood depth levels, and decreased rainfall are some of the obstacles to
crop diversification [7]

• Change in cropping pattern and rotations: The distribution of a farm’s land to various
crops cultivated over the course of a year is referred to as cropping pattern. It entails
allocating land to different crops at different times of the year [8]. Cropping pattern is
essentially a yearly strategy for maximizing agronomic and economic production while
being sustainable and also an essential measure of a locality’s land use, environment,
and socioeconomic elements of its farmers [5].
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• Integrated farming system: The integration of various agricultural enterprises, such
as cropping, animal husbandry, fishery, forestry, and so on, into the farming system
has great potential in the agricultural economy [9]. Integrated farming with crops,
livestock, and aquaculture has the potential to increase yields and provide financial
benefits, extend the harvest period and alleviate seasonal food shortages, improve
the stability of household food access, and reduce erosion risks [10]. Since the final
customers and processing industries are so far apart, a large upfront investment is
required [11].

4. Analysis of Polyculture and Crop Rotation

4.1. SWOT

Polyculture and crop rotation have a significant impact on soil, water, climate, and
pest and disease control, hence those are the sectors that have been considered for the
SWOT analysis (Figure 1) and discussed below:

Figure 1. SWOT Analysis of environmental impacts of polyculture and crop rotation [12–14].

4.2. PESTEL
4.2.1. Political Aspects

Food security is a huge concern in a world where the agricultural area is shrinking, soil
fertility is declining, and the population is growing. As a result, it is critical to place a special
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emphasis on productivity increase. The National Agriculture Policy 2018 is developed from
all relevant laws, policies, development plans, and perspective plans for the agricultural
sector’s development. Its fundamental goal is to ensure sustained food and nutrition
security while also ensuring safe and profitable agriculture. For sustainable production
and conservation of natural resources, this policy promotes and inspires ecologically
friendly technology, consistent pest management, soil microorganism protection, and
minimum tillage methods [15]. Development of the agricultural sector in Bangladesh has
somehow been hindered by corruption activities like bribery or unauthorized payments,
embezzlement, etc. According to a state-wide survey on corruption by Transparency
International Bangladesh (TIB) in Bangladesh, 20.4 percent of service recipients in the
agricultural sector reported corruption [16].

4.2.2. Economic Aspects

Profitability is used to compare the economic performance of crop rotation systems on a
micro-level from the farmer’s perspective. Pricing and profitability are interdependent and
are calculated by subtracting the total cost of production from the value of production [12].
Profitability is not the only factor that risk-averse farmers consider. Agricultural prices will
not be significantly affected by individual farmers because agriculture resembles a perfectly
competitive sector [17]. Crop rotation contributes to the economic and social consequences
of farming systems in a variety of ways, including uniformity of crop planting areas, a
reduction in equipment costs and different skill sets, and increased interaction with the local
community for labor [18]. In order to reduce agriculture’s dependence on external inputs,
crop rotation systems are considered to be one of the most important cropping system
alternatives. They do this by recycling nutrients internally, maintaining the long-term
productivity of the land, and disrupting weed and disease cycle [17].

4.2.3. Social Aspects

In many agriculturally based developing countries, cultivation systems and farm-
ers’ income are the most important issues. Polyculture farming systems increase farmers’
income from a financial standpoint and generate a higher income than monoculture. De-
creased economic losses due to fluctuating product prices are another benefit of polyculture.
Agricultural production cost efficiency can be improved by reducing operational costs, such
as labor and plant maintenance in a polyculture system. Thus, farmers’ losses due to price
fluctuations would be reduced, while the potential benefit from production cost efficiency
would be increased [19]. Because the market determines the price of monoculture crops,
farmers’ earnings are solely based on yields. A crop grown in rotation will have an average
output price that is equal to the average yield-weighted price of all crops combined. A
farmer can alter the average output price of their production by changing the crop structure
in rotational cropping [12].

4.2.4. Technological Aspects

Crop rotation and polyculture approaches can benefit from technological advance-
ments. In this process, advances in sensing devices and embedded systems can help to
enhance tillage and crop yields. Farmers may find that resource management efficiency
and autonomous data collecting are essential. Field measurements of crop requirements,
as well as planned improvements in crop productivity and resource consumption, are all
moving towards more sustainable ideas and lowering environmental consequences [20].
In terms of researcher numbers and qualifications, research and development efforts in
Bangladesh’s agriculture sector are worsening. In Bangladesh, further research and invest-
ment in polyculture and crop rotation studies will help this system thrive and expand. As
a result, the environment will be more sustainable [21].
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4.2.5. Environmental Aspects

Polyculture and crop rotations could be a useful tool for climate change adaptation
and mitigation. High biomass production crops contribute to CO2 sequestration, whereas
low biomass production crops, such as legumes, are good for reducing N2O emissions
since they do not require N fertilization, which adds to N2O losses [12]. Bangladesh’s
food security depends on sustainable agricultural development and management, as the
country faces a gradual loss in the productivity and quantity of agricultural land, as well
as the negative consequences of climate change. Some policies are incorporated in the
National Environmental Policy 2018 to ensure food security and sustainable agricultural
management. As per the policies, technologies and development activities for agricultural
development must be implemented in an environmentally friendly manner. Farmers
should be encouraged to diversify their crops, employ green manure derived from legumes,
and use legumes in crop rotation in their farms in order to increase food output [22].
These policies provide a clear concept for sustainable agriculture. In Bangladesh, NGOs
such as PROSHIKA-MUK, Friends in Village Development Bangladesh (FIVDB), CARE
International, and Rangpur Dinajpur Rural Service (RDRS) promote environmentally
friendly farming system in which community members maximize the utilization of their
resources through traditional, indigenous, as well as modern science [23].

4.2.6. Legal Aspects

Bangladesh is a Least Developed Country that is heavily reliant on agriculture. Plant
breeding, seed commercialization and exchange, and farmers’ traditional knowledge (TK)
are central to the country’s agricultural development. Among the laws, the Patents and
Designs Act of 1911 contains provisions for patentable inventions involving plant varieties
and seeds, while the Trademarks Act of 2009, the Geographical Indication of Goods Act of
2013, and the Seeds Ordinance of 1977 are considered to be only relevant for seed trading.
Furthermore, these laws are not initially regarded as significant in terms of farmers’ rights,
food security, sustainable agriculture, and plant genetic resources (PGRs). As a member of
the TRIPS, the country acknowledges these issues with the adoption of the WTO agreement
on Trade-Related Aspects of Intellectual Property Rights (TRIPS) providing intellectual
property rights (IPRs). Because these laws are treaty specific, they frequently fail to address
local needs and situations, impeding farmers’ ability to make a living and causing problems
for sustainable agriculture [24]. By implementing the Plant Varieties Protection (PVP) Act
Bangladesh can promote plant varieties and sustainable use of plant genetic resources.

5. Recommendation

SWOT analysis indicates that, as a sustainable agricultural method with some limita-
tions, polyculture and crop rotation has numerous advantages and future prospects. Most
of the benefits of polyculture and crop rotation include increased productivity, improved
soil health, reduced pest and disease problems, increased soil N availability, and reduced
water erosion. The PESTEL study indicates that the National Agriculture Policy 2018, the
National Environmental Policy 2018, and the Plant Varieties Protection Act are the policies
and act that encourage and support Bangladesh’s sustainable agriculture. In terms of
economic profitability, social status, and environmental quality improvements, polyculture
and crop rotation are valuable practices to implement. Polyculture and crop rotation are
effective methods for achieving more sustainable crop production from an environmental
and economic standpoint. However, combining these methods can make them more long
lasting. Changing crop rotations quickly and drastically disrupts the natural balance of
weeds, insect pests, and disease. Consequently, a polyculture that incorporates crop rota-
tion will have greater crop productivity and soil health. In other words, by combining crop
rotation with polyculture, Bangladesh can achieve a sustainable agricultural goal over the
long term.
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6. Conclusions

Polyculture and crop rotation are excellent techniques to make the most of natural
resources while also protecting the environment. Alone or in combination, this procedure
will boost environmental elements and strengthen sustainability. Based on internal–external
analysis, this research suggests polyculture and crop rotation as a sustainable method.
Through the transformation of agricultural production into environmental advantages, this
technology will contribute to green agriculture and promote sustainable agriculture.
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Abstract: 2-FAL (2-furaldehyde) and furanic derivatives are the main by-products of the thermal
degradation of cellulose paper insulation of power transformers’ windings. The detection of these
compounds in the insulating oil of transformers is essential to investigate the ageing of the oil-
paper system in order to avoid failures. To this aim, a non-conventional surface plasmon resonance
(SPR) platform in plastic optical fiber (POF) was proposed for the monitoring of a biomimetic
receptor specific to detect 2-FAL in transformer oil. In particular, the investigation was performed
in mineral oil, which is currently the main insulating liquid for power transformers. A molecularly
imprinted polymer (MIP) receptor was used, giving the sensor device a noticeable selectivity and
many advantages with respect to the biological counterparts. Furthermore, the study was extended
to safer and more environmentally acceptable insulating fluids representing an alternative to mineral
oil (i.e., esters). To this aim, the principle and limitations of the SPR chemo-sensor performances have
been discussed in this work.

Keywords: surface plasmon resonance (SPR); MIP; plastic optical fiber; power transformer

1. Introduction

The power transformer is one the most expensive components in the electricity grid.
It is an essential asset of the transmission and distribution network, since its reliable op-
eration makes trustworthy the delivery of electricity in the network. Nowadays, power
transformers can be exposed to severe operating conditions like irregular stresses or over-
loads, which can dramatically shorten their useful life. Monitoring power transformer
health is a way to enhance their service life and increase power availability [1,2]. Some
improvements in predictive maintenance and cost-saving, for this electrical equipment,
are achievable by the widespread integration of new sensors and devices, especially those
based on optical fibres-based technologies. Due to their low invasiveness and the dielectric
nature of the optical fibers, these sensors could be effective for monitoring different physical
and chemical parameters in the presence of high electromagnetic interferences as in the
transmission and distribution network. An extensive review of the potential applications
of fiber optic sensors in power transformers is presented in [2]. In particular, for oil-filled
transformers, the frequent control of chemical markers in the insulating oil could provide
an early warning of incipient failures or accelerated ageing of dielectric parts. In this
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framework, a surface plasmon resonance plastic optical fiber sensor, combined with specific
molecularly imprinted polymers (MIPs), was reported by the authors in [3,4] as a diagnos-
tic tool for chemical markers detection in transformers. In particular, dibenzyl disulfide
(DBDS), which is correlated to the presence of corrosive sulfur in insulating mineral oil
and to the formation of conductive deposits inside the insulating paper of the windings
(copper sulfide) [5], and furfuraldehyde (2-FAL), which is a by-product of the thermal
degradation of the paper insulation (paper windings, pressboards) in transformers [6,7]
have been considered as significant markers. Because of the particular nature of the liquid
in which the two markers must be determined, i.e., the transformer oil, bioreceptors as
antibodies or aptamers were not considered due to the well-known characteristic of the
biomolecules to better perform in aqueous media. Instead, a synthetic receptor as an MIP
was applied, which has the additional advantages of being more easily developed and
much less expensive than bioreceptors. For these reasons, MIPs are particularly suitable for
implementation of low-cost sensing devices. In our case, they have been implemented in a
plastic optical fibre, which acts as an optical platform for the synthetic receptor and makes
signal transduction based on the surface plasmon resonance phenomenon possible.

As a proof of concept, this SPR sensor, combined with MIPs (POF-SPR-MIP), was used
for the detection of two important markers of degradation of the solid insulating system of
transformers by analysing the mineral oil, which is currently the main insulating liquid for
power transformer.

In the last few decades, the new requirements of oil filled transformers with safer
performances and with lower impact on the environment are pushing for the use of fluids
alternative to mineral oil, like synthetic and natural esters. Esters, which consist of triglyc-
erides or esters of fatty acids, present excellent performances in terms of biodegradability
and fire points [8] and some benefits in terms of prolonging the life of the transformers’
solid insulating system (that is, the oil-paper insulation). According to the state-of-art
on oil-paper degradation phenomena, some physical and chemical properties of esters,
like hygroscopic features, acidity, etc., could influence the nature or concentration of the
chemical markers representing the by-products of transformers’ oil-paper system ageing [9].
From a diagnostic point of view, the use of a new matrix in which the detection of the
chemical markers should be performed can influence the optical response of the POF-SPR-
MIP sensors. In this work, we focus on some features of the optical platform and on the
MIP layer of the proposed POF-SPR-MIP sensor, in view of an extension of the chemical
markers detection in the new ester-based insulating oil matrix. We focalized on the 2-FAL
detection since the presence of antioxidants, as DBDS, is highly unlikely in ester oils [10].

2. SPR Chemo-Sensor System Based on MIP Receptor

As reported in previous works of the same authors [4,5], the optical chemo-sensor
named POF-SPR-MIP is achieved through a combination of the SPR platform, manufactured
in a plastic optical fiber, and a synthetic receptor, MIP, synthesized by molecular imprinting
methods. An outline of the experimental configuration used for the measurements is
reported in Figure 1.

The measurement apparatus consists of a halogen lamp and a spectrometer connected
to a PC. The white light source presents an emission range from 360 nm to 1700 nm, whereas
the spectrometer has a detection range from 350 nm to 1000 nm. The transmission spectra
and data values are displayed online on a computer screen and saved by proprietary
software.

The use of a relatively thick MIP layer provides several advantages with respect to
other bio- and chemical receptors, as for example antibodies, guaranteeing high stability in
an aggressive matrix, like the mineral oil, while maintaining high selectivity and sensitivity.
Figure 1 shows a cross-section of the POF-SPR-MIP sensor.
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Figure 1. Scheme of the experimental setup and cross-section of the POF-SPR-MIP sensor.

3. MIP Layer

With respect to more standard molecular recognition elements (MRE), MIPs represent
a new emerging class increasingly employed to realize biosensors. Up to now, very few
examples have been reported in the literature of the coupling between MIPs and POFs
to realize biomimetic optical sensors [11–13], a number of which came from our group.
MIPs are synthetic solids with many favorable characteristics with respect to bio-receptors,
such as an easier and faster preparation, the possibility of application outside the laboratory,
for example in real environment conditions, and in non-aqueous solutions, and a longer
duration [14]. They are porous solids containing specific sites interacting with the molecule
of interest, according to a “key and lock” model. In the case of MIPs, the receptor site is a
“cavity” or “pocket” which is formed in the polymeric structure by using the molecular
imprinting techniques. They consist of the polymerization of the aggregates formed
between the molecule of interest (which is the template) and a suitable functional monomer.
The principle of the preparation of a specific MIP is briefly reported in the Scheme of
Figure 2.

 

Figure 2. Principle of the preparation of a specific MIP.

In the sensors here examined, the MIP is obtained by radical polymerization of a
mixture of template (2-FAL, 1 mole): functional monomer (methacrylic acid, 4 moles):
cross-linker (divinylbenzene, 40 moles). This liquid is called the pre-polymeric mixture.
The mixture is simply deposited over gold, and spun in order to reduce and homogenize
the amount of polymer, which will be successively formed by radical polymerization at
high temperatures (72 ◦C).

In this last decade, different MIPs have been specialized for proving the high versatility
of this kind of platform in matrices with a refractive index higher than water. Water is a well-
suited solvent for measurements with the platforms here described since its refractive index
(RI) matches the operative range of the proposed SPR sensors (1.33–1.42) [14]. Problems
can arise when liquid samples with higher RI are considered. In that case, an elegant
solution to the problem can be the use of an MIP layer with RI matching the useful range,
and sufficiently thick as to shield the effect of the overlaying liquid, as explained in the
following section.
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4. Plasmonic Response of the POF-SPR-MIP Sensor System

As an example, typical spectra of a POF-SPR-MIP sensor in different media (bulk) are
reported in Figure 3. The pristine transmission spectrum is normalized to the corresponding
spectrum of the platform without an MIP layer (bare surface of the sensor) in air.

Figure 3. SPR spectra of a POF-SPR-MIP sensor in different media: air, water, and mineral oil. For
comparison, the SPR spectrum of the bare surface in contact with water (without an MIP layer) is
also reported.

The spectra of the POF-SPR-MIP in media with largely different refractive index, i.e.,
air, water, and mineral oil are very similar, different from that of the bare surface (without
MIP) in water. As shown in Figure 3, the peak at about 740 nm is similar in air and in
insulating oil, indicating that the plasmonic resonance does not depend on the RI of the
overlaying medium (bulk solution) but only on the presence of the specific chemical marker.

The resonance, in fact, shifts to higher wavelengths when the sensor is contacted with
bulk solutions containing different concentrations of 2-FAL [4]. This gives information
about the affinity of the MIP for the molecule of interest. In the considered case, the
affinity, measured as the equilibrium constant of the adsorption equilibrium Kaff, is at about
106 M−1, corresponding to a lower detection range of ~10−6 M. This lower detection limit
could be suitable for the detection of the 2-FAL marker in a different insulating oil matrix
(ester) for a warning on accelerated ageing of the transformer.

With previous investigations, we have demonstrated the optical response of the POF-
SPR-MIP for 2-FAL in different case studies, i.e., in exhausted oil samples spilled from
two ex-serviced current transformers used as a bench test [4,15], in mineral oil samples,
representative of the solid insulating system of transformers, exposed to controlled thermal
treatment to simulate aging of the insulating paper [16,17]. In these cases, the likely
presence of impurities did not induce any shift of resonance wavelengths in the SPR
spectra, indicating that they are not adsorbed at the imprinted sites. This is another
favorable aspects for extending this application to a new insulating matrix.

5. Conclusions

Molecularly imprinted polymers represent a key solution for the development of SPR
optical fiber chemo-sensor for detecting transformers’ oil degradation. Results of previous
investigations confirmed that the high sensitivity of the developed POF-SPR-MIP sensors
and the high specificity of the MIP layer are the main strengths allowing to face the new
challenging application of these sensors to a different insulating matrix (i.e., ester oil).
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Abstract: Expansive concrete are used to reduce cracking caused by drying shrinkage in concrete
structures such as slabs, beams, columns, and pavement constructions. Although CaO and Sulphoa-
luminate based expansive agents have been used for decades, MgO-based expansive agents have
demonstrated superior performance since 1970, especially for concrete dam structures. It has been
proven that compensating shrinkage with MgO expansion efficiently prevents thermal cracking of
mass concrete, reduces the expense of temperature control systems, and speeds up the construction
process. This paper reviews several parameters such as reactivity, thickness of water film, curing
condition, additive ratio, and calcination condition that affects expansibility, strength, soundness,
durability, flowability, pore structures, crystal size, and hydration activity. The review indicates that
the expansion characteristics of MgO may be designed flexibly by altering the calcination conditions
(calcining temperature and residence time), maintaining a certain curing temperature, and tweaking
its microstructure.

Keywords: expansive agent; MgO-based expansive agent; curing conditions; calcining temperature

1. Introduction

Buildings, bridges, tunnels, dams, and highways are examples of civil infrastructure
that may be damaged in many ways across the world. Cracks are one of the types of
damages that can severely reduce the service life of reinforced concrete structural parts [1].
Concrete constructions can crack as a result of structural design flaws, poor construction
techniques, or unfavourable interactions with the environment. Concrete fractures might
start off as tiny microcracks that link throughout the microstructure, eventually producing
significant internal damage before becoming evident on the outer surfaces [2]. One of the
most common causes of cracking is the shrinkage of cement-based materials, which has a
detrimental impact on building durability [3]. It often generates cracks which are produced
by heat contraction or drying shrinkage when exposed to climatic conditions and restricted
internally or externally [4]. To cater the shrinkage cracking of concrete, for more than 50
years, researchers and practitioners have investigated and applied expansive hydraulic
cements, including expansive agents, which accommodates the shrinkage characteristics of
concrete and further enhances strength and durability [4]. The three common expansive
agents are based on calcium sulfoaluminate, calcium oxide (CaO), and magnesium oxide
(MgO). When it comes to preparing shrinkage-compensating concrete, sulfoaluminate-type
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and calcium oxide-type expansive agents are the most often employed expansive agents.
Some drawbacks, such as poor temperature stability and an unpredictable hydration pace,
have limited their application. A potential expansive agent, MgO-based expansive agent,
has recently been discovered. It is typically generated by calcining magnesite, and the
reactivity of expansive agents may be readily regulated by the calcining conditions used to
produce it. Years of study have resulted in the successful use of MgO-type expansive agents
in a variety of applications. Because of having chemically stable hydration characteristics,
relatively low water requirement for hydration, designable expansion property, and lack of
obvious shrinkage at a late age, MgO-based expansive agents have been used in various
parts of more than 60 dams in China. The poor thermal conductivity of mass concrete
allows for considerable temperature increases caused by the heat of cement hydration.
This produces significant thermal shrinkage throughout the cooling stage, which is a
key contributing factor to shrinkage cracking at later ages. Conventional methods of
preventing the thermal shrinkage cracking in mass concrete, such as using cement with
low hydration heat, mixing with a high volume of supplementary cementitious materials
as cement replacements, pre-cooling the raw materials and/or post-cooling the concrete by
embedding cooling pipes, are widely used to reduce the maximum temperature rise and,
consequently, the thermal shrinkage cracking. Nonetheless, some of these conventional
processes are expensive, and due to the extended duration of the process, thermal shrinkage
of super big mass concrete, such as dam concrete, cannot always be fully avoided.

Engineers have been looking for an expansive agent that can provide the necessary
expansion to compensate for the particular shrinkage of concrete. MgO-based expansive
agents surpass conventional expansion agents in terms of their designable expansion
properties, which are very important. As a result, this paper will review the factors that
effect the characteristics of an expansive concrete that contains MgO as the expansive agent.
The characteristics will be defined by an assessment of the expansibility, durability, volume
deformation, thermal cracking and so on.

2. MgO-Based Expansive Agent: A Brief History and Application

It all started in 1884, when periclase (magnesia) was used to develop expansive
behavior in concrete. However, due to delayed excessive expansion and the hydration
process, some bridges in France and the city hall of Kassel in Germany failed. As a result,
the usage of magnesia was limited to 6% in America and 5% for the rest of the world.
Later, in 1970, a concrete dam named Baishan dam was constructed using 5% MgO as an
expansive agent. The results were surprisingly good: no cracks developed in the concrete
foundation, although no measures were taken regarding temperature control. Its success
attracted attention from many researchers, who began developing MgO-based expansive
agents and, thus, several dams were constructed in China using the same expansive cement.
Dam construction technology has demonstrated that delayed micro-expansion of MgO
concrete can be used to allow the concrete to produce appropriate pre-compressive stress,
reducing or balancing the tensile stress generated during concrete temperature drop, which
improves the crack-resisting performance of concrete, and fundamentally resolves the crack
control problem. Longer blocks, thicker layers, non-installed construction joints from the
left to the right bank, and all-weather continuous concrete placement may also be achieved,
as well as a reduction in construction time and project cost. This is a major advancement in
concrete dam building techniques [5].

MgO offers numerous benefits over typical expansive cements or expansive additives
such as sulfoaluminate, aluminate clinker, or CaO-based expansive additives, which are
currently widely utilised in Japan, the United States, and China [6]. This comprehends
Mg(OH)2, its chemically stable hydration characteristics, relatively low water requirement
for the hydration of MgO, and specifically its designable expansion properties [7]. The
benefits of MgO in correcting concrete shrinkage and improving concrete durability have
been demonstrated in both experimental and industrial applications.
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Coming forward to 2021, the demand for dams to produce hydropower, reservoir of
fresh water etc. is enlarging day by day. As a result, more and more large concrete dams
with heights over 200 m will be constructed worldwide, which provides a potentially huge
market for the application of MgO concrete. The mix proportions of MgO concrete must be
well-designed, and the expansion must be carefully controlled to meet the shrinkage of the
concrete. Thus, for dam concrete, temperature rise, thermal stress, and concrete shrinkage
in various structural elements of the dam must first be anticipated using simulation calcu-
lations, after which the optimum expansion process of MgO concrete required for complete
shrinkage compensation can be projected.

3. Factors Influencing the Characteristics of Expansive Concrete

MgO-based expansive agents manipulate the characteristics of expansive concrete in
various ways. In this paper, the factors are categorized into five different areas in which
several researchers have conducted experiments and have reached conclusions, as shown
in Table 1.

Table 1. Factors affecting the characteristics of expansive concrete.

Factors Authors

Hydration Process [8–11]
Calcining Temperature [1,12–16]

Curing Conditions [11,17–19]
Autogeneous Volume Deformation [20–22]

Mechanical and Self-healing Properties [7,23]

3.1. Hydration Process

Desiccation, chemical reactivity, and temperature change can produce volumetric
shrinkage of cementitious materials, which can create tensile stress and cracking of concrete
that is confined in a structure [8]. Expansive agents were added which react with water and
cement in order to develop volume expansion and decrease concrete shrinkage. Due to its
controlled reactivity speed and expansive capacity, as well as its extremely stable hydration
characteristics, MgO is an excellent expansive agent. Furthermore, MgO’s hydration
characteristics is just Mg(OH)2, a very simple and stable crystal that does not dehydrate
until temperatures reach 350 ◦C, making MgO a safe expanding agent, whereas other
expansive agents such as Sulphoaluminate-based ones start to dehydrate from 70 ◦C [9]. An
experiment conducted by Lu et al. [10] found that the conductivity of MgO-based expansive
agents at 50 ◦C are double as of at 25 ◦C, proving that curing temperature influences the
hydration characteristics of Mgo-based expansive agents in concrete. Supporting this,
Mo et al. [11] also found out that if the type of EA and curing age is kept constant, the
temperature is proportional to the hydration rate.

3.2. Calcination Temperature

MgO particles may be employed as expanding agents to compensate for thermal
shrinkage and therefore avoid cracks in mass concrete caused by thermal stresses [12].
MgO is typically produced by calcining magnesite at a temperature ranging from 900 ◦C
to 1450 ◦C, which creates differences in the reactivity and expansion rate [13]. Sherir
et al. [1] found that when MgO particles were burned at 900 ◦C, they produced a more
reactive MgO-type expanding agent than when they were burned at 1300 ◦C. Moreover,
Mo et al. [14] investigated that higher calcination temperatures and longer residence times
promote MgO grain development, resulting in a reduction in inner pore volume and specific
surface area, and consequently a reduction in hydration activity. Early hydration causes
shrinkage cracking at a later age. Magnesium oxide crystals become increasingly perfect as
the calcining temperature rises, lowering reaction activity [15]. Chen et al. [16] maintained
the residence time constant at 1 h and found out that MgO-based expansive agents calcined
at 900 ◦C reacted with water quickly and accomplished 85% of hydration within 2 days.
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When the temperature was raised to 1100 ◦C, it took 30 days to hydrate 83% and only 10%
after increasing the temperature to 1300 ◦C. With this in mind, the adjustment of magnesite
calcination temperature and residency duration could be achieved by various types of
expansive agents designed to compensate for dam concrete needs.

3.3. Curing Conditions

Li et al. [17] studied the temperature history of MgO-based expansive agents, finding
it very important in regard to hydration and expansive characteristics. Standard water
curing occurs in between 20 ◦C to 80 ◦C. Fang and Yongchao [18] experimented the effects
by keeping the curing duration to 90 days with 10% of MgO-based expansive agent mixed
with the cement. He found out that the range of 20 ◦C–40 ◦C has very little effect on
the expansion but the range of 40 ◦C to 80 ◦C increases the expansion rate exponentially
as the temperature increases. Findings of Mo et al. [11] also shows the increment in
expansion rate as the temperature raises, observed after 360 days. Because the expansion
of cement paste is determined by the conflicting effects of the expansive stress generated
by MgO hydration and the resistance of the hydrated cement matrix to expansion, the
influence of curing temperature on cement paste expansions may be attributed to the
increment of the hydration of MgO by increasing the temperature. The MgO hydrated
quicker and generated more hydration products at a higher curing temperature, inducing
a faster and bigger expansion, especially at an early age. Qian et al. [19] investigated the
mechanical effects of different curing temperatures. He found that at later ages, 20 ◦C–60
◦C curing temperature results in decrement of compressive strength, while cured below
20 ◦C provides better compressive strength values. Two well-known processes have been
proposed to explain the crossover effect observed in MgO-based expansive agents. The
first, and probably most important, is that the quick hydration rate at a younger age would
result in inhomogeneous and porous microstructures, decreasing the final strength of
cementitious materials. The second point to note is that the response rate is significantly
quicker than the diffusion rate. As a result, the majority of the hydration products remain
near the unhydrated grains. As a result, these densely deposited hydration products will
form barriers to ionic diffusion, limiting hydration rate and compressive strength increase
at later ages.

3.4. Autogenous Volume Deformation

Autogenous volume deformation of the concrete is an essential index often employed
in building design and control design of mass concrete projects when calculating a temper-
ature stress. An experiment conducted by Gao et al. [20] showed that when the concrete
specimens had been cured for 180 days, the autogenous volume expansion of conventional
concrete with MgO-based expansive substance increased with the amount of MgO and
curing age and tended to remain constant. The shrinkages of concrete were not found when
the MgO-based expansive agent were blended in the concrete, which were compensated by
the hydration of the expansive materials in concrete. Nguyen et al. [21] researched on the
effect of different curing temperature and percentage of MgO content on autogenous vol-
ume deformation. He found that the hydration of the expanded elements used in concrete
compensated for concrete shrinkage, whereas MgO mixed concrete tends to expand fast
at a young age but remains constant at older ages. Moreover, Chen et al. [22] studied on
autoclave expansion deformation and found that with the rise of magnesium oxide mixture
concentration, the autoclave expansion rate for cement-based materials increases. This
applies regardless of the kind or the size of the material. When the amount of combined
magnesium oxide reaches a particular threshold, the autoclave expansion of the specimen
increases significantly.

3.5. Mechanical and Self-Healing Properties

Proper expansion of concrete with the appropriate amount of MgO-based expansive
agent addition can enhance mechanical characteristics. Mo et al. [7] stated that the effect

94



Eng. Proc. 2021, 11, 14

of MgO-based expansive agents on the mechanical performance or durability of concrete
is determined by the impact of expansion on the microstructure. The expansion helps to
improve the microstructure of concrete by reducing pore size and total pore volumes, for
example. It has the potential to improve both the mechanical strength and the durability
of concrete. Qureshi et al. [23] also found out that stiffness improvements were found to
increase with the addition of higher proportions of MgO. While treated in an immersed state
for self-healing, samples were discovered to have expanded. The crack points might become
closer as a result of this expansion, which speeds up the self-healing mechanisms. Stronger
amounts of expansive MgO in the samples revealed higher expansive characteristics during
healing, resulting in faster healing of larger cracks. Overall, the addition of MgO enhanced
the durability by increasing crack sealing and strength recovery (load recovery and stiffness
improvement). However, the quantity of expanding MgO that causes the best self-healing
performance has a limit.

4. Conclusions

MgO-based expansive agents have vastly improved since their original applications,
and are now used industrially as a reliable expansive agent. The volume stability, me-
chanical strength, and durability of MgO concrete are all directly connected to the raw
ingredients, mix percentage, curing conditions, calcination temperature etc. The effect of
MgO’s expansion on concrete performance is determined by its influence on the microstruc-
ture of the concrete. Appropriate expansion helps to densify concrete and improves its
performance, whereas excessive expansion can damage the microstructure of concrete and
degrade its performance. However, the manufacture of MgO with adequate properties
on a large industrial scale, precise control of the expansion process of concrete containing
the appropriate type and addition content, and evaluation of MgO concrete soundness are
some of the challenges faced in the application of MgO concrete in constructing super large
concrete dams. The expansion of MgO concrete must be carefully planned and precisely
regulated, taking into consideration the impacts of temperature, restraint conditions in var-
ious structural components, and the thermal stress field in the dam structure. Furthermore,
simulation technology for predicting MgO concrete temperature, thermal deformation, and
expansion is critical and should be enhanced.
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Abstract: Sugar is one of the main ingredients of baked products, so reduction of sucrose negatively
affects product appearance, texture, and mouthfeel. However, by replacing it with sweeteners such
as sucralose, it is possible to create desserts with a low glycemic index and low calorie content. The
aim of this study was to investigate the physico-chemical and nutritional properties, and sensory
characteristics of sugar replaced with curd cake made using sucralose. Optimal results were obtained
with replacement up to 50%, leading curd cake similar to the control products and having a high
level of acceptance in sensory evaluation. A vibrational analysis using FTIR spectroscopy showed
in these samples the presence of hydrogen bonds between water molecules and a dense packing of
texture. The study of adsorption/desorption isotherms indicates the predominance of the mechanism
of monomolecular physical adsorption with a weak interaction of adsorbent-adsorbate in samples
with sugar replacement up to 50%. A further increase in the sugar substitute content increases the
contribution from polymolecular adsorption and capillary water, which is reflected in the deteriora-
tion of sensory characteristics. The developed technology made it possible to obtain a curd cake with
a caloric content of 14% lower than that of an analogue, which in its organoleptic characteristics and
structure does not differ from the analogue product and contains 26% more protein.

Keywords: diabetes; sweetener; sucralose; curd cake; nutritional value

1. Introduction

The rise in diabetes and obesity is the driving force behind the development of the
food industry towards the development of low-calorie products by reducing sugar content.
One of the ways to implement this trend is to use natural and synthetic sweeteners [1].
Substances with virtually “zero calories” and a very intense sweet taste that are used in
small quantities to replace much higher amounts of sugar in products and are approved
for use in the food industry include sucralose. However, in the process of optimizing
such technologies, it becomes necessary to solve the problem of compensating for the
negative impact on texture due to partial or complete replacement of sugar with a sweetener
in the product formulation. In such cases, it is necessary to correct the texture of the
final product by adding other components to the recipe [2]. Earlier in [3], a curd cake
technology with partial replacement of sugar with sucralose was proposed. The problem
of compensating for the negative effect on the consistency of the product with a low sugar
content was solved by introducing additional amounts of cottage cheese and melange
into the recipe (cottage cheese and melange were introduced to replenish the mass of
removed sugar). This technique, of course, did not allow to restore the dry matter content;
however, it made it possible to increase the amount of protein in the finished product. As
is known, proteins (both egg white and casein proteins) are involved in protein network
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formation during thermosetting [4]. However, given the fact that cottage cheese and
melange contain about 70% water, significant weight loss can be predicted during heat
treatment. However, the hydrophilic properties of proteins and the ability to retain moisture
should also be considered.

The aim of this study was to produce high quality curd cake using different combina-
tions from sucrose and sucralose in order to reduce the calorie content without affecting
the physico-chemical characteristics and nutrition value (Figure 1).

 

Figure 1. A graphical scheme of study approach with appearance of the curd cake samples with the
replacement of 0% (S1), 30% (S2), 50% (S3), 70% (S4), and 100% (S5) sugar with a sucralose.

2. Materials and Methods

2.1. Materials and Samples Preparation

The ingredients used in this study were obtained from local stores in city Kharkiv,
Ukraine. Sucralose sold as SPLENDA™ was purchased from Tate & Lyle (PLC, UK). This
sweetener contains maltodextrin and sucralose (the amount of sucralose is 1%).

A sample S1 as control curd cake was manufactured according to [5]. Other samples
were as in [3] with partial or complete substitution of sugar for sucralose (Figure 1).

2.2. Methods

Fourier transform infrared coupled to attenuated total reflectance (ATR–FTIR) spectra
of curd cake samples were obtained using Nicolet iS5 FT-IR Spectrometer with the versatile
iD5 ATR Accessory (Thermo Scientific, Waltham, MA, USA) as the result of the accumula-
tion of 32 scans with a resolution of 4 cm−1 in the range of 4000–600 cm−1. The processing
of IR spectra and calculations were performed using the Fourier transforms (FFT filter)
procedure followed by deconvolution of the second derivative using the PeakFit (Seasolve,
San Jose, CA, USA), Origin2019 (OriginLab, Northampton, MA, USA) and KnowItAll Infor-
matics System 2021 Academic Edition (Join Wiley Sons Co., Hoboken, NJ, USA) software.
The quality of the results obtained was assessed using mean values, standard deviations,
and coefficient of variation.

Water vapor adsorption/desorption isotherms were obtained and measured at 293 K
in a range of relative humidity of 0.20–0.95 with an adsorption vacuum Mac-Ben apparatus
with helical spring quartz scales. The moisture of the samples was determined using
a Moisture Analyzer ADGS-50 (Axis, Gdank, Poland). Specific surface area and other
monolayer parameters (capacity of monolayer, constant C of the adsorbent-adsorbate
interaction) of the samples according to water vapor adsorption/desorption isotherms
calculated with use equation BET [6].

3. Results and Discussions

3.1. Influence of Replacing Sugar with Sweetener Organoleptic Indicators

The organoleptic analysis of the obtained samples made it possible to assert that the
products based on sugar and sucralose have the same level of sweetness (Table 1).
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This confirms previous studies with fewer samples [7]. However, the introduction
of increased amounts of cottage cheese and melange into the cottage cheese cake recipe
does not completely solve the problem of compensating for the replacement of sugar. This
technique made it possible to restore the total soluble solids of the semi-finished product
for baking and increase the amount of protein in the finished product. However, the water
content in these components and its significant loss during heat treatment leads to the
formation of cavities in the texture. This was especially noticeable for samples S4 and S5.
The sensory analysis allows us to conclude that the inexpediency of replacing more than
30–50% in the prescription composition of white crystalline sugar with sucralose.

Table 1. Organoleptic properties of curd cakes.

Indicator S1 S2 S3 S4 S5

Form Correct, corresponding to the form established in the recipe Incorrect, lightly flattened

Surface The surface of the cupcakes with the presence of cracks and tears, which do not change the product

Color Dark brown Dark brown Brown Light brown Light brown

Appearance (section) A well-baked curd cake with good porous structure The presence of large voids

Taste and smell Intrinsic to this variety of cake without the foreign taste and smell

3.2. Influence of Replacing Sugar with Sweetener on Physico-Chemical Properties

Moisture content and its state are important indicators of product quality when
introducing new ingredients into product formulations. Figure 2a shows a fragment of the
ATR-FTIR spectrum in the range of 3050–3600 cm−1 of the samples of curd paste, in the
region of vibration of the OH group of water.

(a) (b) 

Figure 2. (a) Fragment of ATR-FTIR spectrum in range 3000–3600 cm−1 of curd cares samples;
(b) calculated water bands G1 (solid), G2 (point), and G3 (dashed) for samples S1 and S5.

The spectrum for sample S1 has one peak at 3275 cm−1. This peak is also present in the
spectra of samples with sweeteners. Samples S2–S5 are characterized by the existence of a
second peak at 3355 cm−1. The presence of a band with peaks in the range 3275–3355 cm−1

indicates that the water in the product is mainly in the form of network water [8]. A shift
of this band to the region of large values is observed with an increase in the concentration
of the sweetener. With an increase in the concentration of the sweetener, the band becomes
wider, which indicates a wider energy variability of water molecules. The shape of the
band resembles a plateau with two peaks, around 3270 and 3380 cm−1. With an increase
in the content of the sweetener, the ratio of the intensity of these two peaks undergoes
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changes in the direction of increasing the intensity of the band with a higher oscillation
frequency. A similar positive correlation between the position of the band of stretching
vibrations of the OH group and the concentration of maltodextrin was obtained [9].

A more detailed study of this issue is possible using the approach proposed by the
authors [8,10]. The essence of the approach is the possibility of studying the state of
moisture in systems that simultaneously contain water and carbohydrates by analyzing a
wide band of stretching vibrations of the OH group of water in IR spectra. In such systems,
this band is a combination of the contributions of ordered tetrahedral H-bonded structures
(G1), deformed H-bonded structures (G2), and water molecules that have free hydroxyls or
small-sized associates (G3). All the above facts indicate a change in the state of hydrogen
bonds of water in the food matrix of curd cake when replacing sugar with a sweetener.
For a more detailed analysis of the state of moisture in the product under study, the
contributions of the above water structures G1, G2, and G3 were calculated for all samples.
The calculation results for samples S1 and S5 are shown in Figure 2b. Three bands were
obtained for each of the states of water, which in total characterizes the band of stretching
vibrations of the OH group in the range of 3050–3600 cm−1. For a structure bound by
strong H-bonds G1, a band was studied near 3230 cm−1, for water molecules with weak
or deformed H-bonds in the range 3355–3385 cm−1, and for free water at 3050–3600 cm−1.
The position of the bands shifts towards higher vibration frequencies with increasing
sweeteners content. This fact corresponds to the weakening of the hydrogen bond of water,
and from the point of view of texture regarding its loose packing. The latter is confirmed by
the organoleptic control of the samples (Figure 1). This change in texture density explains
the greater moisture content and water activity for samples S2–S5 compared to sample S1
(Table 2).

Table 2. Physico-chemical properties of samples of curd cakes.

Property S1 S2 S3 S4 S5

Moisture content, % 19.48 19.90 20.71 22.14 24.54
Water activity 0.903 0.930 0.949 0.969 0.989

BET specific surface area, m2/g 165 175 153 174 126
BET monolayer capacity 2.19 2.32 2.03 2.31 1.67

Constant C 2.96 2.79 3.11 3.40 5.86

To understand the state of water in the sample, sorption isotherms were studied,
which give an idea of both the amount of water and its energy state, which characterize
the activity of water. According to classical concepts, this is manifested by the adsorption
of mesoporous solids with capillary-condensation hysteresis with three zones of water
activity. The samples have almost a similar adsorption structure, since their adsorption
curves coincide in shape (Figure 3). The presence of hysteresis on the curves indicates
the presence in the system, in addition to the process of physical adsorption and capillary
phenomena, the process of swelling of the corresponding components and chemisorption
processes. The latter is indicated by the residual amount of water at the level of 1.5–2.0% of
the amount adsorbed. A detailed analysis of adsorption isotherms suggests that the largest
amount of water from the total is in a hygroscopic state. This number increases in the series
of samples from S1 to S5.

This difference is due to polymolecular adsorption of moisture and capillary water,
while monomolecular physical adsorption predominates for the control sample. The
calculated values of the constant C of the BET equation for the samples have a magnitude
of 2–5, which characterizes the weak adsorbent-adsorbate interaction. As the sweetener
content increases, this interaction weakens. The value of the specific surface area has a
similar behavior (Table 2).

It should be noted that the data of the applied physicochemical methods are in good
agreement. The change in the width and intensity of the shape of the OH-group stretching
vibration band with an increase in the sugar substitute content in the samples obtained in
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ATR-FTIR studies positively correlates with the experimental data on sorption and water
content in the samples.

Figure 3. Isotherm water vapor adsorption/desorption of samples of curd cakes.

3.3. Influence of Replacing Sugar with Sweetener on Nutritional Value

The resulting product contains more protein, has fewer carbohydrates and fewer
calories. Calculation of the energy value of samples S1, S2, and S3 based on the content of
proteins, carbohydrates, and fats gives the following results 410, 386, and 369 kKal/100 g,
respectively. Thus, the proposed technology makes it possible to reduce the calorie content
of the product by 10–20%, depending on the replacement of sugar with a sweetener without
deteriorating the nutritional value of the product.

4. Conclusions

The results of this investigation show that an encouraging novel formulation of curd
cake production with a partial replacing sugar with sucralose was developed. Curd cake
formulated with partial replacement of sucrose with up to 50% sweetener had organoleptic
characteristics comparable with the same product prepared with 100% sucrose. When more
than 50% sweetener replaced sugar in formulation, some negative sensory ratings such as
poor appearance, incorrect and lightly flattened form, presence of large voids were noted.
The last characteristic is confirmed by the data of the ATR-FTIR studies, which indicate
the weakening of the hydrogen bond of water and the loose packing of the texture for
the indicated samples. This fact is quantitatively confirmed by studies of the energy state
of water by sorption/desorption isotherms. The calculation of the energy value of the
obtained curd cake indicates a reduced calorie content of the product in comparison with
the control sample on sugar. However, further research is needed to conduct an in vitro
digestion assay to assess the possible reduction in predicted glycemic response from the
developed curd cake.
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Abstract: Noni juice, obtained from the fruit of the noni tree (Morinda citrifolia L.), is a popular
commodity in the market, particularly in the South Pacific. It is widely used by consumers for
the prevention of several lifestyle diseases. Although there is increasing interest in the potential
therapeutic use of noni plants, there are no comparative studies on the various commercialized noni
fruit juices available to decipher their phytochemical composition and properties against carcinomas.
The present study, therefore, aims to fill this research gap and investigate the juice’s anecdotal
use as complementary alternative medicine to manage cancer. Five commercial brands of noni
juice were included in this study, namely, Tahitian Organic Noni (TON), Cook Island Noni (CIN),
Dynamic Health Noni (DHN), Fijian Noni (FN), and Life Health Noni (LHN). The juice samples were
vacuum-filtered and freeze-dried to obtain crystal products for methanolic extraction. Total phenolic
content (TPC) and antioxidant capacity (FRAP—ferric reducing antioxidant power) were determined
on the methanolic extracts. The cytotoxicity of the noni juices was also tested on human cervical
adenocarcinoma (HeLa cell lines) by dissolving 2 mg of the crystal product in sterile deionized water
and diluting to 1000 μg/mL in the media culture. The final concentration of the extracts in the well
plate was 500 μg/mL. The MTS cell viability assay was performed after the cells were incubated
with the extracts for 48 h at 37 ◦C with 5% CO2. The DHN and FN extracts were found to have
the highest TPC of 5393 ± 298 and 5060 ± 23 mg gallic acid equivalent /100 g dry weight (DW),
respectively, whereas the highest antioxidant capacity was seen in the CIN extract (6389 ± 49 mg
Trolox equivalent/100 g DW). The CIN extract also showed the most promising effect with only
63 ± 1% cell viability, whilst the other extracts showed lower cytotoxic effects (76–90% cell viability)
on the HeLa cell line. It is possible that greater cytotoxicity could be observed over long exposure
times. The noni juice samples contain high levels of TP and antioxidant capacity and appear to
show some level of cytotoxic activity, which were statistically different from the negative control.
Further work involving more extensive in vitro and in vivo studies are necessary to elucidate its
anticarcinogenic activities.

Keywords: noni juice; anti-cancer; total phenolic; antioxidant capacity

1. Introduction

Noni juice, obtained from the fruit of the noni tree (Morinda citrifolia L.), is a popular
commodity in the herbal supplement market, particularly in the South Pacific. It is widely
used by consumers for the prevention of several lifestyle diseases such as diabetes, high
blood pressure, cardiopathy, and cerebral apoplexy caused by arteriosclerosis [1]. The
noni plant is a small evergreen tree belonging to the Rubiaceae family. The genus Morinda
consists of 80 species, which are known to grow primarily in coastal tropical regions up to
1330 feet above sea level, and is believed to have originated in Southeast Asia and spread
across to Australia, the Pacific Basin, and the Caribbean [2]. As such, apart from “noni”,

Eng. Proc. 2021, 11, 16. https://doi.org/10.3390/ASEC2021-11154 https://www.mdpi.com/journal/engproc103



Eng. Proc. 2021, 11, 16

which is the Hawaiian name, it is also known as “nono” in Tahiti, “kura” in the Fiji Islands,
and cheese fruit in Australia [2–4]. The noni fruit has a lumpy surface, appears green
when unripe, and turns yellow upon ripening. It is produced all year round and has an
unpleasant taste and odor; thus, it is not commonly eaten.

At present, there is an increasing interest in potential anticancer activity of the noni
fruit. Noni fruit juice, under the commercial name Tahitian fruit juice, has shown promising
activity against breast cancer at the initiation stage of 7,12-dimethylbenz(a)anthracene-
induced mammary tumorigenesis in female Sprague–Dawley rats [5]. Several other claims
of breast cancer prevention at initiation stage in vitro and in vivo have been reported, and
as such, noni fruit has been considered an alternative source of chemo preventive agent for
breast cancer [6].

The chemoprotective activity may be attributed to several phenolic compounds, such
as ursolic acid, kaempferol, quercetin, and rutin, contained in the noni fruit. Rutin, which
is a glucoside of the flavonoid quercetin, exhibits substantial oxygen radical scavenging
properties in both in vitro and in vivo [6]. In an in vivo study, the inhibitory effects on
12-O-tetradecanoylphorbol-13-acetate (TPA)-induced inflammation in mice and on the
Epstein–Barr virus early antigen (EBV–EA) activation induced by TPA of ten known
compounds isolated from methanol noni fruit extracts have been reported. The authors
claim it to be only the third such report of anthraquinones in the noni fruits [1].

The role of antioxidant vitamins and some phytochemicals as adjuvants in cancer
therapy due to its ability to selectively induce apoptosis in cancer cells and not in normal
cells has been shown in experimental studies [7]. However, there are limited comparative
studies on the various commercialized noni fruit juices available, which decipher their phy-
tochemical compositions and properties against carcinomas. The present study therefore
aims to fill this research gap and investigate its anecdotal use as complementary alternative
medicine to manage cancer.

2. Methods

2.1. Noni Juice Samples

Five different commercial brands of noni juice of various origins were procured. The
descriptions from the manufacturers’ labels are provided in Table 1.

Table 1. Description of the noni juice samples included in this study.

Product Name
Origin (Where Fruits Were

Obtained from)
Description

Tahitian Organic Noni (TON) Tahiti Never reconstituted—always fresh. No
preservatives, coloring agents, or sugars.

Cook Island Noni Juice (CIN) Cook Island 100% M. citrifolia fruit extract. Nonpasturized.

Dynamic Health Noni (DHN) Tahiti
Contains no added sugar, artificial color, or

preservatives. Due to the pure nature ingredients in
this product, taste, color, and consistency may vary.

Fijian Noni (FN) Fiji Made from pure fruits (wild collection). No
additives added. Pasteurized for optimum quality.

Life Health Noni (LHN) New Zealand 100% Noni fruit juice.

2.2. Sample Preparation

The juice samples were vacuum filtered using 0.45 μm Advantec filter paper, and
approximately 30 mL of each sample filtrate was frozen at −80 ◦C overnight. The samples
were then freeze-dried using a FTS System-Flexi dry MP freeze drier operating at −55 ◦C,
400–500 mTorr for 72 h. Finally, the crystals were weighed and stored in the fridge covered
in aluminum foil until required for further analysis.
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2.3. Extraction Protocol and Measurement of TPC and FRAP

Methanolic extraction of polar phenolics from each crystal product was performed
in duplicates as described previously [8]. The Folin–Ciocalteu assay was used to measure
the total phenolic content (TPC), and the antioxidant capacity was determined using the
ferric reducing antioxidant power (FRAP) method [8]. The results for the TPC and FRAP
assays were reported as gallic acid equivalents (GAE) per 100 g (dry weight basis) and
Trolox equivalents (TE) per 100 g (DWB), respectively.

2.4. Anticarcinogenic Activity

The anticancer potential of the extracts will be assessed using the MTS assay against
the HeLa cell lines (human cervical carcinoma), using a modified method [9] developed
in our laboratory. Briefly, at 80% cell confluency, cell suspension was diluted to obtain a
final concentration of 5 × 104 cells/mL, which was inoculated into 96-well plate (100 μL
cells/well). The plate was incubated for a period of 24 h at 37 ◦C with 5% CO2, prior to the
addition of the plant extracts. Subsequently, it was incubated again for a period of 48 h at
37 ◦C with 5% CO2. The MTS assay protocol was then followed to assess cell viability [9].
Cisplatin (an anticancer drug) at a concentration of 10 μg/mL was used as the positive
control, and the cell culture media DMEM (Dulbecco’s Modified Eagle Medium) was used
as negative control.

2.5. Data Analysis

Results were expressed as mean ± standard deviation of duplicate experiments. Sta-
tistical analyses were carried out using RStudio software.

3. Results and Discussion

3.1. Total Phenolic Content and Antioxidant Activity

The commercial noni juice extracts showed similar TPC (p-value > 0.05) ranging from
4700–5400 mg GAE/100 g DW, as shown in Figure 1. The DHN and FN extracts were
found to have the highest TPC of 5393 ± 298 and 5060 ± 23 mg GAE/100 g dry weight
(DW), respectively.

The observed results were significantly higher than previously reported value of 284.8
± 25.9 mg GAE/100 g DW in mature noni fruit sourced from wild noni trees in Guam [9].
Fresh noni juice extracted from fruits sourced from Sri Lanka also showed lower TPC
(0.28%) [10] compared to 4.4–5.6 % found in the current study. However, TPC were compa-
rable to values reported in the ethanolic noni plant root extracts (4189 mg GAE/100 g) [11]
and somewhat comparable to ethyl acetate fruit extracts (2370 mg GAE/100 g) [12].
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Figure 1. Total phenolic content and FRAP antioxidant capacity of the freeze-dried noni crude
extracts. Different letters on the bar indicates significant difference between the tested sources of
Noni crude extracts (p < 0.05).
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The results obtained gave significantly different (p-value < 0.05) ferric reducing
abilities for the different brands of noni juice (Figure 1). The antioxidant capacity of
CIN was the highest (6389 ± 49 mg TXE/100 g DW), whereas the LHN was the lowest
(873 ± 88 mg TXE/100 g DW). The observed results may be due to differences in interac-
tion of polyphenols or the fact that the active compounds that contribute to the antioxidative
activity of noni juice were probably non-polar in nature [13]. Moreover, the higher TPC did
not always show the higher antioxidant activities, which were similar to trends observed in
previous studies [14–17]. It may, however, be inferred that a higher antioxidant capacity
would potentially result in high anticarcinogenic activity [18–20].

3.2. Anticarcinogenic Activity

A significantly different (p-value < 0.05) percentage cell viability of HeLa cells were
observed upon treatment with the various Noni juice extracts (Figure 2). The CIN extracts
showed the highest potency (cell viability of 63 ± 1%), significantly different from the
negative control, whereas the FN, LHN, and DHN showed some degree of potency ranging
from 76–90%. The effect of TON on the HeLa cells were not significantly different from
that of the negative control, hence deeming it non- or the least cytotoxic. It is possible that
longer cell exposure times (>48 h) to the Noni juice extracts would have resulted in greater
reduction in cell viability.

-20

0

20

40

60

80

100

120

%
 C

el
l V

ia
bi

lit
y 

of
 H

eL
a 

ce
lls

  

Noni Extracts (500 g/mL)

a
ab 

b 

ab 

c 

ab 
a 

Figure 2. The percentage cell viability of HeLa cells treated with different brands noni juice extracts
at 500 μg/mL. Different letters on the bar indicates significant difference between the tested sources
of Noni crude extracts (p < 0.05).

Previously, Gupta et al. [21] reported that noni juice and cisplatin, either alone or in
combination, were able to induce apoptosis through mitochondrial pathway on HeLa cells.
Their findings also reported that cisplatin showed higher cell potency compared to Noni
juice, comparative to the results of this study. However, the combination of noni juice and
cisplatin showed additive effects, suggesting that it can be used as a chemo adjuvant in the
treatment of cervical cancer [21,22]. Another study suggested that, in vitro, a “concentrated
component” in noni juice and not the pure noni juice may firstly stimulate the immune
system to “possibly” assist the body fight the cancer and then kill a small percentage
(0–36%) of cancer depending on the type [2]. This may explain the low potency of the noni
juice extracts (0–30%) (Figure 2) obtained in this study. Further fractionation and isolation
of noni juice is required to identify the “component” responsible for the anti-carcinogenic
activity.

4. Conclusions

From this study, it was found that commercial noni juice samples contain high levels
of TP and antioxidant capacity and appear to show some level of cytotoxic activity, which
were statistically different from the negative control. Whilst the DHN and FN juice extracts
showed the highest TPC values, CIN extracts had the highest antioxidant capacity and, as
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such, also showed the greatest cytotoxicity against the HeLa cells. Further work utilizing
more extensive in vitro and in vivo studies are necessary to verify its anticarcinogenic
activities against various other cancer cell lines. Additionally, isolation and identification of
bioactive compounds using high end analytical techniques such as column chromatography,
fractionation, and mass spectroscopy is warranted.
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Abstract: Due to the decline in the agricultural labor force and rapid aging of farmers, agricultural
machinery is becoming larger, higher-performance, and diversified. In this study, an air pollutant
emission inventory for agricultural tractors was analyzed and compared with the inventory developed
by a national agency. Agricultural tractors include walking and riding tractors and, further, riding
tractors were divided into three subcategories based on their engine size. In addition, tractor emissions
were classified according to the usage time of each operation. Seven air pollutants, such as CO, NOx,
SOx, TSP, VOCs (PM10), PM2.5, and NH3, were included in the inventory. The results showed that
the total yearly emissions in 2017 were 3300 Mg, 9110 Mg, 4 Mg, 567 Mg, 522 Mg, 759 Mg, and 33 Mg
for CO, NOx, SOx, TSP, VOCs, PM10, PM2.5, and NH3, respectively. The most emitted air pollutant in
the transporting operation using walking tractors is NOx, and the amount of emission is 1023 Mg/y.
Riding tractors mainly emit a large amount of NOx, in the order of medium, large, and small tractors.
The NOx emissions from medium, large, and small riding tractors are 1103 Mg/y, 676 Mg/y, and
322 Mg/y, respectively, from harrowing operations and are 445 Mg/y, 273 Mg/y, and 130 Mg/y,
respectively, from tilling operations. The results also showed that the total pollutant emissions from
tractors were increased 10% compared to the emission inventory developed by a national agency due
to categorizing riding tractors into three subcategories. A geographic information system (GIS) was
used to spatially assign air pollutant variables to 17 provinces and metropolitan cities in Korea.

Keywords: agricultural tractor; diesel emission inventory; air pollutant; geographic information system

1. Introduction

Tractors are the main power machines used in agricultural work. Farm tractors are
used in a variety of agricultural operations, with most work equipment attached and
used in agriculture. Tasks such as farmland cultivation, leveling, sowing, fertilizing, and
composting will begin at the beginning of the year. During crop cultivation and harvesting,
tractors perform tasks such as loading, bailing, and transportation. At the end of 2020,
the total number of small, medium, and large tractors exceeded 300,000, and the diesel
consumption of agricultural, free-tax oil in 2019 reached 824,935 kL [1,2].

The production process of agricultural products has a great impact on the environment.
Most of the impact is related to mechanization, especially tractor emissions [3]. Agricultural
machinery is an important non-road vehicle source that can emit multiple pollutants and
make a primary and secondary contribution to air pollution [4].Non-road vehicles need a
large quantity of fossil fuels and their emissions cause significant air pollution problems.
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These types of vehicles mostly use diesel fuel, which has proven to be a major source
of nitrogen compounds (NOx) and particulate matter (PM) [5]. The engine of a tractor
operating in agriculture burns a large amount of fuel and emits combustion gas [6].

Air pollutants, such as PM, NOx, CO, volatile organic compounds (VOCs), etc., emitted
by agricultural machinery and diesel internal combustion engines have a great impact on
the surrounding environment and human health [7,8]. Since the exhaust gas of the internal
combustion engine is not applied when evaluating industrial indicators and economic
indicators, it is not possible to immediately know the numerical values and influence.
However, when the air that people breathe is polluted and agricultural products are
cultivated on contaminated agricultural land or when polluted water is used, human health
is adversely affected [9,10].

Algirdas Janulevičius [6] collected data on engine load, fuel consumption, and operat-
ing modes to study emissions characteristics during tractor operations and presented the
average fuel consumption and CO, CO2, and NOx emissions of the engine. Daniela Lo-
varelli analyzed [11] air pollutants emitted from ploughing, spike harrowing, sowing, and
rolling operations with an engine exhaust gases emissions analyzer (CO2, CO, and NOx).

To calculate the emissions of air pollutants in agricultural machinery, the National Insti-
tute of Environmental Research of the Republic of Korea uses the Tier 3 methodology of the
EMEP/EEA (European Monitoring and Evaluation Programme/European Environment
Agency) Guidebook, which is technology stratified by equipment. The type and number of
agricultural machinery holdings, average annual activity, load factor, average rated power,
etc., determine the amount of agricultural machinery air pollutants emitted. The tractor
holdings used to calculate the air pollution emissions of tractors is not classified according
to small, medium, and large size; the total number of tractors is used, so the accuracy
of emission drops. In addition, the average rated output is fixed at 33.1 kW, which was
studied in 1999, and does not reflect the average rated output due to the automation and
upsizing of tractors. Reflecting these matters, this research intends to make advancement
in the air pollution emissions of internal combustion engines of agricultural machinery.

In this study, the inventory of air pollutants generated by farm tractor operations,
including walking and riding tractors, were calculated and analyzed. Riding tractors
were further divided into three subcategories according to their engine power outputs for
more precise investigation. Seven types of air pollutants, including CO, NOx, SOx, total
solid particle (TSP), PM2.5, VOCs, and NH3, were calculated using the agricultural tractor
inventory data and operating hours in 2017, and the spatial distribution of the pollutants
was visualized by a geographic information system (GIS).

2. Materials and Methods

2.1. Estimation Method of Air Pollutant Emissions and Emission Factor

In this study, the emission of air pollutants, including CO, NOx, SOx, TSP, PM2.5,
VOCs, and NH3, from farm tractors in the Korea was estimated for the year 2017 by
using the EMEP/EEA’s Tier 3 methodology. For air pollutants, including CO, NOx, TSP,
PM2.5, VOCs, and NH3, the amount of emissions was calculated using the equation given
below [12]:

Ei,j,k = ∑{Ni,k × HPi × LF × HRSi × EFi,j} (1)

where, Ei,j,k is the total amount of air pollutant emitted from a specific region (kg/y); Ni,k
is the number of tractors in a specific region (each); HPi is the average rated power of
tractor (kw); LF is the load factor of agricultural practice (=0.48); HRSi is the average annual
activity of tractors (hr/y); EFi,j is the emission factor (kg/(kWh-each)); i is agricultural
tractor type (i = 1, . . . , 4); j is the type of air pollutant (j = 1, . . . , 7); and k is region (k = 1,
. . . , 17).

110



Eng. Proc. 2021, 11, 17

For SOx emissions, the fuel consumption coefficient, according to the rated output of
the farm tractor, is applied to the sulfur content, and the emission factor is calculated by
the following Equation (2):

EFi = FFi (g/kWh-each)/1000 × m × Fuel sulfur weight percent (%)/100 (2)

where EFi is emission factor (kg/(kWh-each)); FFi is fuel factor (g/(kWh-each)); m is
constant (=2.0) (grams of SOx formed from one gram of sulfur); and i is farm tractor type
(i = 1, . . . , 4).

Table 1 shows the air pollutant emission factors of agricultural tractors.

Table 1. Emission factors of farm tractors.

Machinery
Emission Factor (kg/kWh-Unit)

CO NOx TSP PM2.5 VOCs NH3 SOx

Walking Tractor
(Power Tiller) 6.80 13.60 1.36 1.251 0.48 0.00004 5.42

Riding Tractor 2.48 7.84 0.39 0.359 0.48 0.00003
5.38
5.30
5.30

2.2. Average Annual Activity Hours of Agricultural Tractors

Activity hours of agricultural tractors were obtained from the survey on the utilization
of agricultural machinery and farm-work mechanization rates published by the Rural
Development Administration (RDA) in Korea. Table 2 shows the types of agricultural
tractors and the annual activity hours associated with various agricultural operations [13].

Table 2. Average annual activity hours for various operations of agricultural tractors.

Operation Type 1
Average Activity Hours (hr/y)

Walking Tractor (Power Tiller) Riding Tractor

TL 1.8 20.4
LL - 16.1

HW 4.9 50.6
FS - 8.1
PP 18.3 -
CS - 6.1
SY 22.9 -
LD - 30.6
BL - 3.4
TP 41.3 15.9

Others 2.2 13.7

Total 91.4 164.8
1 TL: Tilling, LL: Leveling, HW: Harrowing, FS: Fertilizer spreading, PP: Pumping, CS: Compost spreading, SY:
Spraying, LD: Loading, BL: Baling, TP: Transporting.

2.3. Number of Holdings and Average Rated Power of Agricultural Tractor

The number of agricultural tractors was directly obtained from the Agricultural Ma-
chinery Holdings Survey yearbook [14]. As of 2017, the total number of agricultural
machines, such as tractors, rice transplanters, combine harvesters, etc., registered in Korea
was 1,918,745 units. Among them, agricultural tractors were 857,216 units, accounting for
45% of total agricultural machinery in Korea. The holding status of agricultural tractors is
shown in Table 3.

Agricultural tractors include a two-wheeled walking tractor (power tiller) and a four-
wheeled riding tractor. In this study, air pollutants emitted from walking and riding tractors
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were calculated and riding tractors were further divided into 3 subcategories according
to their engine power outputs for more precise investigation. The riding tractor can be
divided into small, medium, and large, according to the diesel engine power. The range of
engine power for small, medium, and large riding tractors is less than 29.4 kw, equal and
more than 29.4 kw and less than 44.1 kw, and equal and more than 44.1 kw, respectively.
Average rated power is defined as a weighted average value with a normal distribution
and is calculated by the number of tractors and the rated power.

Table 3. Average rated power and the number of agricultural tractors in Korea, as of 2017.

Machinery Size 1 (ARP Range)
ARP 2

(kW)
Unit (ea)

Walking Tractor (Power Tiller) - 6.7 567,070

Riding Tractor

S < 29.4 kW 23.0 73,403
29.4 kW ≤ M < 44.1 kW 39.0 148,538

44.1 kW ≤ L 52.1 68,205

Subtotal 290,146
1 S: Small, M: Medium, L: Large. 2 ARP: Average rated power. ARP is defined as a weighted average value and
calculated from the number of tractors and their rated power.

2.4. Geographic Information System (GIS)

To visualize the spatial distribution of total air pollutant emissions from agricultural
tractors in Korea, a piece of open-source geographic information system (GIS) software
(QGIS, Windows 10) was used for 9 provinces and 8 metropolitan cities.

3. Results and Discussion

The air pollutant emission inventory for agricultural tractor usage in Korea was refined
by categorizing the rated power of tractors and the types of operation tractors routinely
perform. Table 4 and Figure 1 show the calculated inventory. In 2017, yearly amounts of
CO, NOx, SOx, TSP (PM10), PM2.5, VOCs, and NH3 emitted from agricultural tractors were
calculated as 3300 Mg, 9110 Mg, 4 Mg, 567 Mg, 522 Mg, 759 Mg, and 33 Mg, respectively.
The yearly amounts of total air pollutants emitted from one unit of walking tractors and
small, medium, and large riding tractors were estimated to be 7.0 kg, 20.5 kg, 34.6 kg, and
46.3 kg, respectively.

 

Figure 1. Calculated amount of air pollutant substance various farming practices by agricultural
tractors. TL: Tilling, LL: Leveling, HW: Harrowing, FS: Fertilizer spreading, PP: Pumping, CS:
Compost spreading, SY: Spraying, LD: Loading, BL: Baling, TP: Transporting, W: Walking tractor, S:
Small riding tractor, M: Medium riding tractor, L: Large riding tractor.
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Looking at the average activity hours by type of agricultural tractor, walking tractors
are mainly used for transporting, pumping, and spraying operations, and riding tractors
are mainly used for tilling, harrowing, and loading operations. As the area of cultivated
land increases and the size of the tractor increases, the riding tractor replaces the tilling and
harrowing operations that the walking tractor used to do in the past. The most emitted
air pollutant in the transporting operations, which is the main work of the walking tractor,
is NOx, and the amount of emission is 1023 Mg/y, and the amount of emission of PM2.5,
which is the main concern of air pollution, is 153.5 Mg/y. Riding tractors mainly emit a
large amount of CO and NOx, in the order of medium, large, and small tractors. The NOx
emissions from medium, large, and small riding tractors are 1103 Mg/y, 676 Mg/y, and
322 Mg/y, respectively, from harrowing operations and are 445 Mg/y, 273 Mg/y, and 130
Mg/y, respectively, from tilling operations. Utilization of riding tractors needs to be done
efficiently to reduce air pollutant emissions, especially from harrowing operations.

Table 4. Calculated amounts of air pollutant substances emitted from agricultural tractor operations
in 2017 (Mg/y).

Machinery CO NOx
SOx

(×10−2)
TSP PM2.5 VOCs

NH3

(×10−1)

Walking Tractor
(Power Tiller) 1132 2260 60.5 226 208 340 66.6

Riding
Tractor

Small 332 1049 48.2 52.2 48.0 64.2 40.1
Medium 1137 3590 162.7 178.7 164.5 220 137.5

Large 697 2200 99.8 109.6 100.9 134.9 84.3
Subtotal 2170 6850 311 341 313 419 262

Total 3300 9110 371 567 522 759 329

Our air pollutant emission inventory results for agricultural tractors were 10% more
than those established by the NIER. The discrepancy could be due to the way values were
assigned for the average rated power of riding tractors. The NIER method used a single
value of 33.1 kW for all 209,149 tractors, while values of 23, 39, and 52.1 kW were used to
represent 73,403 small-size, 148,538 middle-size, and 68,205 large-size tractors, respectively,
in this study. The spatial distribution of the total amount of air pollutant emissions from
agricultural tractors in Korea was generated at the province/metropolitan city level using
a GIS technique, as shown in Figure 2.

 

Figure 2. Spatial distribution of the total calculated air pollutant substance emitted from walking
tractors (left) and riding tractors (right) over 9 provinces and 8 metropolitan cities in Korea.
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4. Conclusions

In this study, the current air pollutant emission inventory of Korean agricultural trac-
tors was refined by using the EEA Tier 3 methodology. The air pollutant emission inventory
for agricultural tractor usage in Korea was calculated by categorizing the rated power of
tractors into four subcategories. Yearly amounts of CO, NOx, SOx, TSP (including PM10),
PM2.5, VOCs, and NH3 emitted from agricultural tractors were calculated as 3298 Mg,
9110 Mg, 3.7 Mg, 567 Mg, 522 Mg, 756 Mg, and 33 Mg, respectively. Among the non-road
vehicle pollutants calculated by the National Institute of Environmental Research (NIER)
Air Policy Support System (CAPSS, Clean Air Policy Support System) in 2017, the emissions
of agricultural machinery were 3018 Mg/y of CO, 8223 Mg/y of NOx, 3 Mg/y of SOx,
523 Mg/y of TSP (including PM10), 481 Mg/y of PM2.5, 705 Mg/y of VOCs, and 29 Mg/y
of NH3 [15]. Our air pollutant emission inventory results for agricultural tractors were 10%
more than those established by the NIER. The discrepancy could be due to the way values
were assigned for the average rated power of riding tractors.

Walking tractors emitted the most diesel emissions during transportation operation,
and riding tractors emitted the most air pollutant emissions during the tilling and har-
rowing operations. In order to reduce the air pollutants emitted by inefficient agricultural
operations, it is necessary to analyze agricultural practices utilizing agricultural tractors in
detail. It is necessary to predict future air pollutant emissions through past agricultural
tractor air pollutant inventory analysis.
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Abstract: This preliminary study mainly compared the performance for predicting mild cognitive
impairment in Parkinson’s disease (PDMCI) between single machine learning and hybrid machine
learning. This study analyzed 185 patients with Parkinson’s disease (75 Parkinson’s disease) patients
with normal cognition, and 110 patients with PDMCI. PDMCI, an outcome variable, was divided into
“with PDMCI” and “with normal cognition” according to the diagnosis of the neurologist. This study
used 48 variables (diagnostic data), including motor symptoms of Parkinson’s disease, non-motor
symptoms of Parkinson’s disease, and sleep disorders, as explanatory variables. This study developed
seven machine learning models using blending (three hybrid models (polydot + C5.0, vanilladot +
C5.0, and RBFdot + C5.0) and four single machine learning models (polydot, vanilladot, RBFdot,
and C5.0)). The results of this study showed that the RBFdot + C5.0 was the model with the best
performance to predict PDMCI in Parkinson’s disease patients with normal cognition (AUC = 0.88)
among the seven machine learning models. We will develop interpretable machine learning using
C5.0 in a follow-up study based on the results of this study.

Keywords: hybrid machine learning; blending approach; mild cognitive impairment in Parkinson’s
disease; SVM; C5.0

1. Introduction

It has been reported that mild cognitive impairment (MCI), known as the preclinical
phase of dementia, may last up to seven years and appropriate therapeutic interventions
in the MCI stage can delay the progression to dementia approximately five years [1]. As
a result, many studies [2,3] have focused on detecting MCI, known as an intermediate
stage between normal aging and Alzheimer’s disease, as soon as possible. As longitudinal
studies [4,5] on Parkinson’s disease have reported that patients with Parkinson’s disease
frequently suffer from cognitive impairment, recent studies [6,7] have paid more attention
to mild cognitive impairment in Parkinson’s disease (PDMCI) as well as Alzheimer’s MCI.
Although PDMCI occurs frequently in patients with Parkinson’s disease, the characteristics
of PDMCI are known much less than those of Alzheimer’s MCI and those of vascular MCI.

Although a number of previous studies [8,9] have reported that the most critical
characteristic of PDMCI is executive function impairment due to frontal lobe dysfunction
found at an early stage, it is hard to detect it only with the degree of executive function
because early-stage MCI due to Alzheimer disease or vascular dementia shows executive
function impairment [10]. In particular, since Parkinson’s disease progresses slowly and
symptoms appear little by little, patients and caregivers can perceive the cognitive problems
caused by PDMCI as the cognitive frailty in the normal aging process. Therefore, it is hard
to diagnose it early.
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MCI is diagnosed based on an interview, evaluation of cognitive function through
standardized neuropsychological tests, and brain imaging. However, brain imaging has
limitations in its use for early diagnosis purposes because although it can detect the presence
of cerebrovascular disease and brain atrophy, it can find them only when these symptoms
are very advanced. Therefore, neuropsychological tests also evaluating cognitive function
are known to be effective screening tests for detecting MCI early [11].

On the other hand, studies in the medical field have steadily predicted the risk proba-
bility or high-risk groups of a disease using data mining in recent years [12,13]. However,
it is challenging to accurately predict diseases with single machine learning (learner). For
example, the artificial neural network technique has the limitation of not being able to
explain the derived results but it offers high prediction accuracy. On the other hand, the
decision tree technique allows clinicians to easily interpret the results derived from it, but it
is exposed to a higher overfitting risk than other machine learning algorithms such as SVM,
the results of it can be altered by the type and order of input variables, and the accuracy of
it can be lowered depending on them.

To overcome these limitations, a hybrid model combining Support Vector Machine
(SVM) and decision tree model has been used recently to develop a model that has higher
predictive power and explanatory power compared to single machine learning [14]. This
study developed a PDMCI predictive model considering health behaviors, environmental
factors, medical history, physical function, depression, and cognitive level using a hybrid
model combining C-SVM and C5.0 and provided baseline data for the prevention and
early management of Parkinson’s disease. This preliminary study mainly compared the
performance for predicting PDMCI between single machine learning and hybrid machine
learning. We will develop interpretable machine learning using C5.0 in a follow-up study
based on the results of this study.

2. Method

2.1. Data Source

It is a secondary data analysis study that analyzed Parkinson’s Disease Epidemiologic
(Parde) Data after receiving an approval (No. KBN-2019-005) from the Distribution Com-
mittee and an approval (No. KBN-2019-1327) from the Research Ethics Review Committee
of the Korea Centers for Disease Control and Prevention and National Biobank of Korea.
The design and administration of Parde data are described in detail elsewhere [12]. This
study analyzed 185 patients with Parkinson’s disease (75 Parkinson’s disease) patients with
normal cognition, and 110 patients with PDMCI.

2.2. Measurement

PDMCI, an outcome variable, was divided into “with PDMCI” and “with normal
cognition” according to the diagnosis of the neurologist. This study used 48 variables
(diagnostic data), including motor symptoms of Parkinson’s disease, non-motor symptoms
of Parkinson’s disease, and sleep disorders, as explanatory variables.

2.3. Model Blending Based on Machine Learning

In this study, a PDMCI prediction model was developed using the blending approach
(base model = SVM; meta model = C5.0). This study chose “C5.0” implemented by Kuhn
et al. (2013) for the decision tree algorithm and “kernel-based machine learning (kernlab)”
implemented by Karatzoglou et al. (2016) for the SVM to develop a PDMCI predictive
model. The kernlab algorithm includes a polynomial kernel function (polydot), a linear
kernel function (vanilladot), and a radial basis kernel function (RBFdot) that enable nonlin-
ear SVM analysis. This study developed seven machine learning models using blending
(three hybrid models (polydot + C5.0, vanilladot + C5.0, and RBFdot + C5.0) and four single
machine learning models (polydot, vanilladot, RBFdot, and C5.0)). The structure of the
blending model in this study is presented in Figure 1.
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Figure 1. The structure of the prediction for PDMCI.

This study compared the predictive performance (general accuracy, F1-score, area
under the curve (AUC), recall, precision) of these developed models using the 10-fold
cross-validation method.

The performance evaluation of the machine learning model is different from the
regression model and the classification model. In the case of the regression model, the
average error value between the actual value and the predicted value is calculated, which
is evaluated as MAE, MSE, and Rˆ2. However, in the case of the classification model, the
majority is calculated, which is calculated through general accuracy, F1-score, area under
the curve (AUC), recall, and precision.

In this study, general accuracy, F1-score, AUC, recall, and precision are presented
as performance evaluation indicators because the model is trained using binary data. In
particular, recall and precision may have extreme values when data are unbalanced. Here,
it is effective to use AUC or to use F1-score, which is a combination of recall and precision,
as a performance evaluation. The formula of F1-SCORE is presented in Equation (1).

F1 = 2
Precision × Recall
Precision + Recall

(1)

This study assumed that a model with the highest AUC was the best predictive
performance. If the AUC was the same, a model with the highest F1-score was assumed as
the optimal model.

3. Results

3.1. General Characteristics of Subjects

Among 185 patients with Parkinson’s disease, 59.5% (108 subjects) had PDMCI. The
results of chi-square test showed that PDMCI and Parkinson’s disease patients with normal
cognition had significantly different REM and RBD, Motor score of UPDRS, Total score of
UPDRS, Global CDR, K-MoCA, K-MMSE, Sum of boxes in CDR, H&Y staging, K-IADL,
and Schwab and England ADL (p < 0.05).

3.2. Comparing the Predictive Performance of Single Model and That of Blending Model

The results of this study showed that the RBFdot + C5.0 was the model with the
best performance to predict PDMCI in Parkinson’s disease patients with normal cognition
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(AUC = 0.88) among the seven machine learning models. The AUC and F1-scores of the
seven machine learning models analyzed in this study are presented in Figures 2 and 3,
respectively.

Figure 2. The comparison of AUC for seven machine learning models. 1 = RBFdot + C5.0; 2 = polydot
+ C5.0; 3 = vanilladot + C5.0; 4 = RBFdot + C5.0; 5 = C5.0; 6 = vanilladot; 7 = polydot.

Figure 3. The comparison of F-1 score for seven machine learning models. 1 = RBFdot + C5.0; 2 =
polydot + C5.0; 3 = vanilladot + C5.0; 4 = RBFdot + C5.0; 5 = C5.0; 6 = vanilladot; 7 = polydot.

4. Conclusions

The results of this study showed that the RBFdot + C5.0 was the model with the
best performance to predict PDMCI in Parkinson’s disease patients with normal cognition
(AUC = 0.88) among the seven machine learning models. It is necessary to develop a
customized screening program for detecting PDMCI in Parkinson’s disease patients with
normal cognition early based on the results of this study.

When developing a system to predict the morbidity of PDMCI from Parkinson’s
Disease with Normal Cognition in the future, it will be possible to predict more accurately
with the RBFdot + C5.0 model proposed in this study than single machine learning such
as SVM. We will develop a machine learning model that can explain the characteristics of
high PDMCI risk groups based on the results of this study.
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Abstract: Optical detection is one of the most used transduction methods in biosensors and apart
from the commercially available instruments based on surface plasmon resonance (SPR), an emerging
class of devices, based on both silica and plastic optical fibers (POFs), is finding its route. On the other
hand, aptamers represent the next-generation biorecognition elements for biosensor implementation,
thanks to several characteristics making them more appealing with respect to the conventional
antibodies. The joint exploitation of plasmon resonance in plastic optical fibers and aptamers is here
reported, focusing the attention on various relevant biological applications (e.g., thrombin, vascular
endothelial growth factor (VEGF), and SARS-CoV-2 spike protein).

Keywords: surface plasmon resonance (SPR); aptamers; plastic optical fiber; biosensors

1. Introduction

Surface plasmon resonance, or localized surface plasmon resonance (LSPR), represents
a gold standard in the optical characterization of biomolecular interaction, due to its high
sensitivity, and it is also widely used as a transduction method in biosensor implementa-
tion. In particular, SPR/LSPR systems based on plastic optical fibers (POF) represent an
emerging field which is paving the way for the development of a new class of sensors [1–3],
not only for the POFs’ intrinsic characteristics such as excellent flexibility, large diameter
and great numerical aperture, but also for the possibility for easily implementing different
geometries, such as U-bent, D-shaped, side-polished, and tapered configurations. Further-
more, these kinds of optical fiber sensors can be used to realize small-size and low-cost
optical biosensors and can be coupled to a variety of molecular recognition elements (MRE),
such as antibodies, molecular imprinted polymers or aptamers (aptasensors).

Among MREs, the aptamers are an emerging class of molecules characterized by
several advantages. Aptamers are short single-stranded DNA or RNA fragments selected
to bind a wide range of analytes, ranging from very small molecules (pesticides, toxins)
up to entire microorganisms; they exhibit an affinity constant in the nanomolar range
minimizing the probability of false-positive results [4]. Moreover, they can be easily
modified and are characterized by a high batch to batch reproducibility, a high resistance
in acidic environments and at high temperatures. Due to the above characteristics, the
aptamers find applications in different fields [5], ranging from the detection of small
molecules [6–8] to point-of-care diagnostic systems [9,10], being suitable for the detection
of bacteria [11] or of circulating tumor cells [12].

Here we focus our attention on POF-SPR biosensors, using aptamers as molecular
recognition elements, for biomedical applications and in particular for the detection of:
THR, a clinical marker of the blood coagulation cascade, VEGF, a circulating protein
potentially associated with cancer, and the SARS-CoV-2 Spike protein.
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2. Methods

The materials and methods were extensively reported in our previously published
papers [13–15]. Here we briefly summarize the main steps for each application. A scheme
of the optical platform with the aptamer layer is reported in Figure 1a and the different
developed interfaces are reported in Figure 1b–d.

Figure 1. (a) Image of the sensor system with a zoom of the plasmonic optical sensor and different
aptamer-based interfaces: (b) vascular endothelial growth factor (VEGF) [13], (c) thrombin [14], and
(d) SARS-CoV-2 spike protein [15].

2.1. VEGF-Aptasensor Preparation

The aptasensor for VEGF detection was prepared according to the procedure reported
in [13]. Briefly, after cleaning the gold surface through an argon plasma (6.8 W of power to
the RF coil for one minute), a 1 μM aptamer (5′-HO-(CH2)3-S-S-(CH2)3-CC CGT CTT CCA
GAC AAG AGT GCA GGG-3′) solution in 1 M potassium phosphate buffer pH 7 for one
hour was applied followed by passivation in 1 mM mercaptoethanol solution in the same
buffer for 30 min (Figure 1b).

2.2. THR-Aptasensor Preparation

The THR-aptasensor was prepared according to [14]. Briefly, after cleaning the gold
surface (argon plasma, 6.8 W of power to the RF coil for one minute), a water solution of
0.2 mM of PEGthiol:BiotinPEGlipo in an 8:2 molar ratio was incubated overnight. After
washing, 5 μg/mL streptavidin solution in phosphate buffer (10 mM phosphate buffer,
138 mM NaCl, 2.7 mM KCl, pH 7.4) was applied for one hour. Finally, 10 μM of biotin-
TBA29 aptamer (5′-/5BiotinTEG/AG TCC GTG GTA GGG CAG GTT GGG GTG ACT-3′)
was incubated for three hours in the same phosphate buffer (Figure 1c).

2.3. SARS-CoV-2 Spike Protein Aptasensor Preparation

A protocol similar to the one developed for THR was applied for the SARS-CoV-2 spike
protein aptasensor implementation [15]. The only difference was related to the aptamer
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sequence which, in this case, was the following: 5′-/5BiotinTEG/CAG CAC CGA CCT
TGT GCT TTG GGA GTG CTG GTC CAA GGG CGT TAA TGG ACA-3’ (Figure 1d).

2.4. Optical Measurements

The optical platform used for all the measurements is the one shown in Figure 1a. The
polymer cladding over the PMMA core (980 μm) of the POF was removed and a Microposit
S1813 photoresist was spun on it. A 60 nm thick gold layer was finally sputtered onto
the photoresist layer. A halogen lamp (360 nm to 1700 nm) was used as light source and
an Ocean Optics USB2000+VIS–NIR spectrometer (330 nm to 1100 nm) was employed to
analyze the transmitted spectrum. The sensing experiments on the SPR-POF aptasensor
were performed by dropping about 70 μL of solution over the sensing region. After 10 min,
the solution was removed and washing in buffer was performed. After the dropping of
fresh buffer, the transmission spectrum was recorded and normalized to air.

3. Results and Discussion

In the last decade, different MREs, such as antibodies, molecularly imprinted polymers
(MIP), and aptamers, have been exploited on POF-based devices so proving the high
versatility of this kind of sensing platform [2]. With respect to conventional MREs, aptamers
represent a new emerging class increasingly employed to realize biosensors. Up to now,
very few examples of coupling between aptamers and POF-based biosensors have been
reported in the literature [13–18], and most of them are from our research group.

In 2015, we developed an aptamer-based POF-SPR sensor for the detection of vascular
endothelial growth factor (VEGF), selected as a circulating protein potentially associated
with cancer [13]. A thiolated aptamer was directly immobilized on the gold film deposited
in the POF’s sensing region. Typical dose-response transmission spectra, achieved by
incubating different amounts of VEGF in 20 mM Tris–HCl buffer pH 7.4, are reported in
Figure 2a. The obtained results suggested that the direct immobilization of the aptamers on
the gold surface can negatively affect their recognition capability and that passivation is an
important step of the interface layer build-up. In fact, proper passivation assures a better
aptamer conformation and allows a limit of detection of 0.8 nM [13] to be reached. Even if
our aptasensor exhibits similar performances with respect to other detection systems, the
dissociation constant measured on our sensor was two orders of magnitude lower. This is
probably caused by a loss of affinity in the immobilization procedure.

For the above reason, in the subsequent works, we changed the approach and devel-
oped an interface based on short polyethylene glycol (PEG). The idea was to keep away the
aptamer from the surface in order to ensure a better sequence conformation. So, the detec-
tion of thrombin (THR), a clinical marker of the blood coagulation cascade, was performed
modifying the gold-coated POF with a mixed interface (a short-PEG and a biotinylated-
PEG) and immobilizing, through avidin-biotin chemistry, a THR binding aptamer [14] (see
Figure 1c). Figure 2b reports an example of the dose-response curve recorded by POF-SPR
measurement for different THR concentrations in buffer (Tris 50 mM, EDTA 1 mM, MgCl2
1 mM, KCl 150 mM pH 7.4) [14]. The good performance of the obtained interface were
confirmed, resulting in a detection limit of 1.6 nM and in the increase of the dissociation
constant of one order of magnitude.

Recently, we modified the PEG-based interface, previously developed for thrombin
detection, in order to detect the receptor-binding domain (RBD) of the SARS-CoV-2 spike
glycoprotein [15]. To this purpose, we changed the aptamer sequence, as reported in
Section 2.3. Figure 2c reports an example of the dose-response curve obtained by incubating
different amounts of protein in buffer (136.8 mM NaCl, 10.1 mM Na2HPO4, 2.7 mM KCl,
1.8 mM KH2PO4, 0.55 mM MgCl2, pH 7.4). The aptasensor was tested, not only on the
specific target, but also on aspecific targets (BSA, AH1H1 hemagglutinin protein and MERS
spike protein) and in diluted human serum (50%). A limit of detection in the nanomolar
range was achieved, confirming the good performance of this aptamer-based optical sensor.
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(a) (b) 

(c) 

Figure 2. Dose-response curves obtained incubating different concentrations of VEGF (a), of thrombin,
reprinted from [14] (b), and of SARS-CoV-2 spike protein (c). Langmuir fits are reported as well.

4. Conclusions

Aptamers represent an emerging class of biorecognition elements, more and more
exploited in the development of optical biosensors. Their performance makes them the
ideal elements to be immobilized on plasmonic optical fiber-based devices. On the other
hand, the POF-based platform exhibits excellent flexibility, making it extremely interesting
for coupling with aptamers in order to develop sensitive biosensors, which can be easily
integrable in portable, small-size, simple-to-manufacture devices for clinical applications.
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Abstract: Geopolymerization is widely used in the construction sector for its characteristics of strong
compressive strengths, quick hardening, long-term durability, fire resistance, and erosion resistance.
This paper has gone through the geopolymer performances utilizing coal bottom ash (CBA), CBA
blended with fly ash (FA), CBA mixed together with slag, and CBA with rice husk ash (RHA). CBA
shows a better performance than FA in the compressive strength. This paper has discovered several
elements that influence geopolymerization, the curing time, the curing temperature, the silicate
and hydroxide ratio, and grinding CBA surfaces. The combination of CBA and RHA is suitable for
lightweight concrete, as the range of the volumetric weight is within 1192 kg/m3 to 1655 kg/m3. The
slump result decreases, as the ratio of CBA and slag increases. Slag particles are uneven in shape,
which increases water consumption and leads to a honeycombed structure, whereas CBA particles
are spherical in shape, which enhances workability.

Keywords: geopolymer; CBA-based geopolymer; slag; rice husk ash; fly ash; water glass solu-
tion (WGS)

1. Introduction

Geopolymer concrete is a type of concrete that is made by reacting materials con-
taining aluminates and silicates with a caustic alkali activator. Waste materials such as
coal ash or slag from iron and metal production are often used to help achieve a cleaner
environment. This is because the waste is actually encapsulated in concrete and does not
have to be disposed of during use. Geopolymer concrete does not require heating to be
manufactured and does not produce carbon dioxide. The standard Portland cement-based
concrete or Ordinary Portland Cement (OPC) requires heat and carbon dioxide. There
are nine different types of geopolymer, but the largest potential application category for
transportation infrastructure is made up of aluminosilicates materials and can be used to
completely replace Portland cement in concrete buildings [1]. These geopolymers are based
on thermally activated natural materials or industrial by-products (coal bottom ash (CBA),
fly ash (FA), or slag) to provide with sources of silicon (Si) and aluminum (Al), which
are dissolved in an alkaline activation solution, and the polymer chains and networks
are then polymerized to form a hardened binder. This system is commonly referred to as
alkali-activated cement or inorganic polymer cement [1].

In recent years, people’s awareness of the quantity and diversity of hazardous solid
waste and its impact on human health has continued to increase. Increasing attention to the
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environmental consequences of waste treatment has led to investigations into new ways
of using it. The biggest problem facing the industry is the safe and efficient disposal of
by-products such as emissions, sludge, and a large amount of coal ash generated during the
combustion of coal for power generation. It is estimated that the amount of FA produced
will be about 780 million tonnes annually. While the US Environmental Protection Agency
and EPA have reported that, it estimated that 140 million tons of coal ash are produced
annually. This makes coal ash the second largest industrial waste stream in the United
States, after mining waste [2].

2. Chemical Composition of CBA

In keeping similarity with [3], among the analyzed chemical composition of the
CBA, the highest percentage is 29.15% silica (SiO2), followed by 26.685% alumina (Al2O3).
Therefore, there may be a slightly lower sulphur trioxide (SO3) content in the bottom ash.
This may be due to the low porosity of the bottom ash particles [4], which makes the
CBA classified in the F-class based on the ASTM C 61803. Due to the different sources
of coal used, there are slightly differences in the chemical composition of the CBA. This
classification is strengthened by [5], where the total percentage of SiO2, Al2O3, and Fe2O3
in the CBA is more than 70%. The following Table 1 is the chemical compositions of CBA in
different power plants.

Table 1. Chemical compositions of the coal bottom ash (CBA) in different power plants.

Power Plant
Station/Chemical
Composition (%)

Spanish
Power Plant

TNB Electric
Power Plant,

Perak, Malaysia

Tanjung Bin
Power Station,

Johor, Malaysia

Guru Hargobind
Power Plant

Bathinda, India

Seocheon Coal-Fired
Power Plant,
South Korea

SiO2 52.30 54.80 29.15 56.44 44.2

Al2O3 25.14 28.50 26.68 29.24 31.5

Fe2O3 9.23 8.49 7.28 8.44 8.9

CaO 2.37 4.20 16.36 0.75 2.0

MgO 1.84 0.35 1.51 0.40 2.6

Na2O 0.66 0.08 1.15 0.09 -

K2O 3.72 0.45 0.53 1.29 -

TiO2 1.45 2.71 - 3.36 2.4

3. Performance Comparison of CBA with Other Pozzolans

3.1. Performance of the CBA Geopolymer

According to [6], it has been stated that the average compressive strengths for pure
CBA geopolymer paste was 13.58 MPa, 18.34 MPa, 24.06 MPa, and 22.77 MPa after the
pastes were cured at 70 ◦C and tested after 3, 7, 14, and 28 days. The geopolymer paste
reached its maximum compressive strength after 14 days, according to general observa-
tions; these findings also indicated that as the curing period lengthens, mortar strength
increases [7]. At an elevated temperature, the microstructure of CBA appears to be weak-
ened after 14 days [8]. However, the gap in the compressive strengths between the 14th
and 28th days is not statistically significant. In order to check the quality of the geopolymer
in a different temperature, 100% CBA specimens were mixed, prepared separately and
were cured until 5th, 10th, 15th, and 25th days. The compressive strengths after these days
were recorded as shown in Figure 1 and the highest strength was found to be 6.95 MPa.
This means that the curing temperature has a significant impact on the strength of the
geopolymer concrete. Another important idea claims that increasing the concentration of
alkali contained in Na and K metallic ions or decreasing the silicate SiO2 concentration
increases the compressive strength. Singh and Bhardwaj [9] determines that increasing
the ratio of sodium silicate to sodium hydroxide has an impact on the geopolymer com-
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pressive strength performance. The compressive strength increases, as the Si/Al ratio
increases with the increasing percentage of NaOH. Furthermore, the use of finer CBA
(4.3 mm) increased the compressive strength due to the inherent pore refinement action of
finer particles filling the pores in the paste, increasing hydration products formed during
pozzolanic reactions [10]. Physically and chemically, ground CBA resembles FA. Almost all
investigations have revealed that adding grinded CBA reduces the compressive strength
at early ages. It was discovered that replacing cement with bottom ash had a poor initial
curing performance. The performance of the combinations continued to improve even at
the age of seven days. When the curing time was increased to 28 days, the performance of
the combinations improved dramatically. All of the cement mixtures’ compressive strength
values are higher than the control sample. Due to the natural pore refinement activity,
finer particles filled the pores in the paste, increasing hydration products generated during
pozzolanic reactions, and the incorporation of finer CBA with a size of 4.3 mm showed an
improvement in the compressive strength. Previous researcher [10,11] has found that the
by reducing the particle size of CBA in concrete, the qualities of the concrete are enhanced.
The compressive strength of CBA is influenced by the grinding time of CBA with a highball
mill. Most research recommended that, the grinded CBA has a potential to be a good
pozzolanic material by the increase in fineness. Figure 2 below shows the SEM picture
of the 24 h ground bottom ash paste. The particles are closely connected together in the
left image of Figure 2. The geopolymer matrix generated by the dissolving of bottom ash
and a mixing of sodium hydroxide and sodium silicate solution interlinks the bottom ash
particles and the sand particles. The failure zone is depicted in the right image of Figure 2.
The bottom ash particles, which are not dissolved in the geopolymer matrix, seem to be
split from the gel itself in the failure zone.

Figure 1. Compressive strengths of geopolymer paste samples made “separately” using 100 percent
fly ash (FA) and 100 percent of ground bottom ash to study the effects of the room-temperature
curing.
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Figure 2. Figure left side: The particles are closely connected together. While, Figure right side: The
bottom ash particles, which are not dissolved in the geopolymer matrix, seem to be split from the gel
itself in the failure zone.

3.2. Performance of the CBA and Rice Husk Ash (RHA) Geopolymer

As mentioned before, geopolymer is an inorganic polymer material made up of
alumino-silicate networks, which are developed when alumino-silicate materials react in
a high alkaline environment., which is the result of reactions between alumino-silicate
materials in a high alkaline condition. Coal bottom ash (CBA) and rice husk ash (RHA) are
combined, with the CBA serving as the principal source of reactive alumina and silicate
and the RHA serving as the key source of reactive silica.

According to Van Phuc & Thang [12], geopolymers with an average compressive
strength of 17.4 MPa after 28 days, a water absorption of 259.9 kg/m3, and a volumetric
weight of 1655 kg/m3 were produced using a solid powder mix of 50% CBA and 50% RHA
and alkaline activated with 28% (by weight of solids) of water glass (silica modulus of
2.5). After a period of time, with the same portion of solid powder mix as in Van Phuc &
Thang [12] with alkaline activated by using the concentration of sodium silicate to 30%,
after an average of 28 days, the compressive strength of CBA with RHA was determined
to be 37.41 MPa, with a water absorption of 129.94 kg/m3 and a volumetric weight of
1192 kg/m3 [13]. Following the same procedure, with 35% CBA, 35% of RHA, and 30% of a
water glass solution, it achieved the best performance where the compressive strength was
17.41 MPa, the volumetric weight was 1485.30 kg/m3, and the water absorption reached
189.94 kg/m3 [14]. These results from three different papers were in good compliance with
the ASTM C55 and C90 requirements for the development of lightweight concrete. The
SEM images of coal bottom ash and the blended rice husk ash can be seen in the Figure 3.
The summary of the specimens performances can be shown in the Table 2.

Table 2. Engineering properties of the geopolymer (CBA + rice husk ash (RHA)).

Mixture
Proportions

Volumetric Weight
(kg/m3)

Water Absorption
(kg/m3)

Compressive Strength
(MPa)

50% CBA + 50% RHA
28% sodium silicate 1655 259.9 17.4

50% CBA + 50% RHA
30% sodium silicate 1192 129.94 37.41

35% CBA + 35% RHA
30% sodium silicate 1485.30 189.94 17.41
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Figure 3. SEM image of RHA, (A) coal bottom ash, (B) and geopolymer with mixture proportions
35% of coal bottom ash, (C) 35% of rice husk ash with 30% of sodium silicate, as can be seen that
appearance of a new phase with many long and thin rods [as shown in Figure 3C] as this morphology
did not appear in any of the raw materials in image A and B.

3.3. Performance of the CBA and FA Geopolymer

Apart from that, the combination of CBA and coal FA as the geopolymer paste shows
very satisfied performances in terms of the compressive strength. According to [15], the 90%
of CBA and 10% of coal FA (CBA90FA10) combination generated the highest compressive
strength among all the coal fly ash and ground bottom ash combinations, i.e., 22.44 MPa
after 14 days, while the compressive strength of the combination of 50% of CBA and 50%
of coal FA (CBA50FA50) was found to be 20.82 MPa after 14 days of the curing period.
On the other hand, the geopolymer with 70% of CBA and 30% of coal FA (CBA70FA30)
recorded, after 14 days of the curing period, the compressive strength achieved to be
around 22.13 MPa. The results revealed that as the curing period is lengthened, the strength
increases. In addition, the curing temperature has a significant impact on the strength
of geopolymer concrete. The compressive strength appears to decrease after 14 days in
many situations. Nevertheless, the difference of the compressive strengths between 14 and
28 days may not be statistically significant. Besides that, as the ratio of sodium silicate to
sodium hydroxide increases, the compressive strength increases. This increasing pattern of
compressive strength is due to the excess sodium silicate hinders water evaporation and
the structure formation. From [16], 10M of NaOH concentration is suitable for both raw
materials. It can also be seen that during the curing times of 14 and 28 days, even if the
proportion is increased, no significant increase in the compressive strength of the paste is
recorded. This theory supported by Paija et.al [6], which has found that the CFA/CBA ratio
and the concentration of the activating solution may have a considerable impact on the
mechanical characteristics of geopolymer made from FA and bottom ashes. The following
Table 3 is the engineering properties of the geopolymer (CBA + FA) specimens.

Table 3. Engineering properties of the geopolymer (CBA + FA) specimens.

Mixture Proportions
Compressive Strength at the
Room-Temperature Curing

Compressive Strength (after
14th Days at the

Elevated-Temperature Curing)

50% CBA + 50% FA - 20.82 MPa
70% CBA + 30% FA - 22.13 MPa

100% CBA 6.95 MPa 24.06 MPa
100% FA 5.25 MPa 20.46 MPa
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3.4. Performance of the CBA and Slag Geopolymer

The engineering characteristics of concrete including CBA and granulated blast furnace
slag have been studied. It was discovered that when the mix proportion of granulated
blast furnace slag + coal bottom ash increases, the workability of new concrete decreases.
This might be related to the particle form of the substance, according to [17]. CBA particles
are spherical in shape, which improves workability, whereas slag particles are irregular
in shape, which increases water consumption and leads to a honeycombed structure,
which may impact workability performance, and aggregate porosity may also influence
workability. Although the water content in the mixture was increased, the workability of
the mortar decreased when 75% of bottom ash was combined with it. This was related to the
angular form and irregular texture of bottom ash impacting high-interparticle friction [18].
Concrete’s water absorption capacity is influenced by its permeability and porosity. Because
the replacement components have a higher water absorption capacity than sand, concrete
permeability is important. Porosity is vital for the concrete’s surface [19]. The GBFS
and CBA particles have a distinct surface texture than sand. The creation of a stronger
connection between the aggregates and the cement paste is aided by a rougher texture. As
a result, the potential replacement of granulated blast furnace slag combined with coal
bottom ash for the concrete geopolymer development should be in a less ratio, or new
precautions to lessen water absorption capacity should be considered. Second, replacing
CBA and slag as fine particles in concrete reduces the compressive strength, due to the fact
that the blend of CBA+ slag +FA is higher in compressive strength than the combination of
CBA + slag [20]. It is mentioned that the existence of FA in the mixture exerts a balancing
effect to some extent as can be seen in Table 4 below, the last proportions contained fly ash
(FA) has significantly affecting the strength of the specimens. It is previously been reported
that FA contributes to the compressive strength and improves the durability of the concrete.
The compressive strength of the concrete is determined by the curing time and temperature,
since as the curing time and temperature increase, the compressive strength increases.

Table 4. Engineering properties of the geopolymer CBA with granulated blast furnace slag (GBFS)
specimens.

Mixture Proportions Measured Slump (cm) Water Absorption (%)
Compressive

Strength after the 7th
Day (MPa)

Compressive Strength
after the 28th Day

(MPa)

100% Slag cement
100% aggregates 14 4.14 24.25 37.77

100% slag cement
30% GFBS + 30% CBA 6 6.87 14.14 21.91

100% slag cement
15% GFBS + 15% CBA 10 6.11 17.34 27.54

100% slag cement
25% GFBS + 25% CBA 6 6.66 15.63 25.67

95% slag cement + 5% FA
5% GFBS 5% + 5% CBA 13 4.4 21.30 33.22

4. Conclusions

The conclusions that can be drawn throughout this study are there are several fac-
tors affecting the development of geopolymers. The CBA geopolymer and the CBA + FA
geopolymer investigation has found that the curing period lengthens, the mortar strength
increases and the increase in strength for curing periods beyond the 14th day is not very
significant. Because prolonged curing at elevated temperatures breaks the granular struc-
ture of the geopolymer mixture, the compressive strength decreases at higher temperatures
for longer periods of time. Secondly, the curing temperature is found to be a vital factor
in geopolymerization as explained in Section 3.1. Thirdly, increasing the concentration
of alkali contained in Na and K metallic ions or decreasing silicate SiO2 increases the
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compressive strength. This is because excess sodium silicate hinders water evaporation and
structure formation. The matrix activated with potassium silicate KOH obtains the great-
est compressive strength, while sodium silicate/NaOH-activated matrixes are generally
weaker followed by potassium silicate.
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Abstract: Organic acid hydrazides include a vast group of organic derivatives of hydrazines con-
taining the active functional group (-C(=O)NHNH2). Acid hydrazones were important bidentate
ligands and show keto-enol (amido-iminol) tautomerism. They usually exist in keto form in the
solid-state while in equilibrium between keto and enol forms in solution state. Such hydrazones were
synthesized in the laboratory by heating substituted hydrazides or hydrazines with corresponding
aldehydes or ketones in different organic solvents such as ethanol, methanol, butanol, tetrahydrofu-
ran, etc., and some cases with the ethanol-glacial acetic acid or acetic acid alone. Hydrozones are
very important intermediates for the synthesis of heterocyclic compounds and also have different
biological activities. The organic chemist would have more interest in the synthesis of acid hydrazides
and their derivatives because of their properties. These derivatives having wide applications as
chemical preservers for plants, drugs, for manufacturing polymers, glues, etc., in industry and many
other purposes. These acid hydrazides and their derivatives were found to be useful synthons for
various heterocyclic five, six or seven-membered rings with one or more heteroatoms that were
exhibited great biological, pharmacological and industrial applications. This paper will present
a review of the chemistry and pharmacological potentials of hydrazide-hydrazones. The various
synthetic routes for hydrazone, as well as antibacterial, antifungal and antiviral potentials, have been
elaborated in brief.

Keywords: hydrazones; medicinal chemistry; synthesis; pharmacology; organic chemistry

1. Introduction

Organic acid hydrazides include the vast group of organic derivatives of hydrazine
containing the active functional group (-C(=O)-NH-NH2). Acid hydrazones are important
bidentate ligands, which show keto-enol (amido-iminol) tautomerism. They usually exist
in the keto form in the solid-state while it retains an equilibrium between keto and enol,
when in a solution state (Figure 1).

Figure 1. Schematic representation of keto and enol form of acid hydrazones.

Acid hydrazones can react with both electrophiles and nucleophiles simultaneously.
They are widely used for the synthesis of heterocyclic compounds. Those compounds
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contain nucleophilic nitrogen (imine and amino type), both electrophilic and nucleophilic
imine carbon atoms and acidic N-H proton (Figure 2).

Figure 2. Schematic representation of possible attacking positions in keto form of acid hydrazones.

Such hydrazones were previously synthesized in the laboratory by heating substi-
tuted hydrazides or hydrazine with aldehydes or ketones in different organic solvents such
as ethanol, methanol, butanol, tetrahydrofuran and, in some cases, with ethanol-glacial
acetic acid or acetic acid alone. Hydrazones are very important intermediates for the
synthesis of various heterocyclic compounds and usually have wider biological activities.
These derivatives have broad applications such as chemical preservers for plants, drugs,
for manufacturing polymers, glues, in industry and for many other purposes [1]. These
acid hydrazides and their derivatives were found to be useful synthons for the synthesis
of various heterocyclic five, six or seven-membered rings with one or more heteroatoms.
These compounds were previously exhibited excellent biological, pharmacological and
industrial applications such as antibacterial agents, pharmaceuticals, herbicides, anti-
malarial, antimycobacterial, anticonvulsant, anti-inflammatory, antidepressant, anticancer,
antimicrobial activities and dyes [2–12]. Hydrazides and their derivatives could be trans-
formed into various heterocyclic compounds either by cyclisation or cyclo-addition with
numerous reagents.

2. Medicinal Chemistry

2.1. Antibacterial Activity

In the past few decades, bacterial and fungal strains have developed resistance to-
wards conventional drugs and, therefore, multidrug-resistant bacterial and fungi infections
are becoming serious threats to healthcare settings all over the world. Therefore, for medic-
inal chemists, the search for new antimicrobial agents is a never-ending and important
task. Chemists are constantly looking for different pharmacophores, among them, acid
hydrazones/hydrazides are one of the challenging synthons. Numbers of acid hydrazones
and their derivatives were synthesized, characterized and evaluated for their antimicro-
bial activity. There were various reports having hydrazone motif bearing imidazoles (1),
different thiazolidinone derivatives (2, 3), 1,3,4-thiadiazole based hydrazone derivative
(4), benzimidazole bearing hydrazone derivative (5); benzofuran based hydrazones (6);
and quinoline-pyridine nucleus containing hydrazones (7). These derivatives were also
screened for their antibacterial activity against different bacterial strains [13–18] (Figure 3).

 
Figure 3. Anti-bacterial compounds (1–7) based on hydrazide scaffold.

Some amide containing hydrazones (8) and (9); some piperidine/pyridine based
hydrazones (10) and (11); heterocyclic ring containing hydrazones (12); such as Nifurox-
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azide; thiophene based hydrazones (17); imidazo[2,1-b]thiazole based hydrazones (13);
imidazo[1,2-a]pyridine based hydrazones (14); nitrofurans based hydrazones (15); biphenyl-
hydrazones (16); chloropyrrole based aroylhydrazone (18) and (19); aryloxyacetic acid
hydrazide (20); cholic acid-based hydrazones (21); benzyledine-hydrazides (22); and imida-
zole bearing hydrazones (23, 24) were demonstrated good antibacterial activities [11,19–33]
(Figure 4).

 
Figure 4. Antimycobacterial compounds (8–24) based on hydrazide scaffold.

2.2. Anti-Fungal Activities

Many fungal species may cause many superficial or systemic infections in plants,
animals, human beings and also in livestock. Today, synthetic chemists are involved in
identifying newer antifungal agents with unique mechanisms. There are many synthesized
hydrazone derivatives available in the literature which were also studied for their anti-
fungal activity. Some of them were found to be potent antifungal agents or showed
promising antifungal activities against different fungi strains, which included scaffolds such
as imidazo[1,2-a]pyridine derivative (25), tetrazole based acid hydrazide (26), benzofuran
based hydrazone (27) and 5-bromothiophene-2-yl based hydrazones (28) [34–37] (Figure 5).

 
 

  

Figure 5. Antifungal compounds (25–28) based on hydrazide scaffold.

2.3. Antiviral Activity

The virus is a small infectious agent, which can replicate only inside the living cell of
an organism. They can cause immense harmful effects to the host body. They mostly infect
all types of organisms, including humans, animals and plants. Several reported hydrazones
were showed potent antiviral activities against different viral strains or had lower MIC
values, such as imidazole-amide containing acid hydrazones (29–31) and sulfonamide
containing acid hydrazones (32, 33) [38–40] (Figure 6).
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Figure 6. Antiviral compounds (29–33) based on hydrazide scaffold.

2.4. Antitubercular Activity

Tuberculosis is a highly spreading infectious, chronic and most prevalent disease.
It causes more than three million deaths every year [41]. Different strains of Mycobac-
terium tuberculosis can cause infections in the different parts of the body especially in the
lungs, liver and bones. Tuberculosis becomes a serious health problem because of the
developed resistance to front-line TB drugs such as isoniazid and rifampin. This indicates
the need for more effective drugs for the efficient management of tuberculosis. Some
hydrazones (33–57) were synthesized and studied for their anti-TB activity against various
strains of mycobacterium tuberculosis. These included derivatives such as isoniazid derived
hydrazones; pyridylmethyleneamino derivatives of isonicotinoylhydrazones; imidazo[4,5-
b]pyridine based hydrazones; 5-nitro-2-furyl based hydrazones; 2-substituted 5-(Pyridine-
2-yl)-1,3,4-thiadiazole based hydrazones; 1,2,4-triazole-3-mercaptoacetic acid hydrazones;
5-nitro-thiophene containing arylhydrazone; and diclofenac acid hydrazones [42–57]. Some
other hydrazones such as aryloxyhydrazone derivatives, benzofuran-3-carbohydrazide
derivatives and 2-substituted quinoline based hydrazones (52) were also synthesized,
characterized and studied for their anti-TB activities. Several acid hydrazones were also
demonstrated potent antimycobacterial activity. Compound (53) was the most active
(MIC = 1.56 μg/mL, IC50 = 5.06 μg/mL and SI = 401) among differently synthesized hy-
drazone derivatives. Compound (53) was found to be better than those of “first-line” or
“second line” drugs commonly used to treat TB. Compounds (54,55), (56) and (57) were
displayed significant and promising antitubercular activity (Figure 7) [42–64].

  

    

Figure 7. Cont.
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Figure 7. Antimycobacterial compounds (34–57) based on hydrazide scaffold.

3. Different Synthetic Routes of Hydrazine, Hydrazones and Their Derivatives

Fenamic hydrazides (60) were synthesized from corresponding fenamic acids (58)
through esters intermediates (59). Fenamic acids were previously esterified in methanol by
using sulfuric acid and under reflux conditions for 12–18 h. These esters were then treated
with hydrazine hydrate (under reflux for 1.5–12 h) [65,66] (Scheme 1).

 
Scheme 1. Synthesis of fenamic acid hydrazides from the corresponding fenamic acids (58).

Acyl hydrazones act as mono-nucleating hydrazone ligands, which are easily ob-
tained by condensing acyl hydrazides 62 and substituted aldehydes 61 in ethanol under
reflux conditions. These ligands act as a powerful bidentate ligand 63, 64 and forms com-
plexes with different transition metals. One of the acyl hydrazones, 2-hydroxy-5-chloro-4-
methylacetophenone-4-nitrobenzoylhydrazone 63 was synthesized from 4-nitrobenzoyl
hydrazide 62 and 2-hydroxy-5-chloro-4-methyl acetophenone 61 in ethanol and got easily
coordinated as a tridentate ligand 64 to Cr(III), Mn(III), Ti(III), VO(IV), Fe(III) and Zr(IV)
under reflux conditions [67] (Scheme 2).

141



Eng. Proc. 2021, 11, 21

 
Scheme 2. Synthesis of coordinated tridentate ligands 64.

A series of substituted ibuprofen-based acyl hydrazones 67 was synthesized under
microwave irradiations and by conventional methods using a small quantity of methanol
from ibuprofen hydrazide 65 and aryl aldehydes 66 [68] (Scheme 3).

 
Scheme 3. Synthesis of ibuprofen-based acyl hydrazones.

Several biphenyl-4-carboxylic acid hydrazide-hydrazones 70 were prepared from
biphenyl-4-carboxylic acid hydrazide 69 and substituted benzaldehyde using methanol
and glacial acetic acid combinations. All synthesized compounds were noted promising
antimicrobial activity. Varieties of phenylacetohydrazones were synthesized by using HCl
as a catalyst. N-Arylhydrazone derivatives of N-phenyl anthranilic acid were synthe-
sized by condensing 2-(phenylamino) benzohydrazide with various aromatic ketones and
aldehydes [10,69,70] (Scheme 4).

Scheme 4. Synthesis of N-Arylhydrazone derivatives.

Acylhydrazide Schiff base derivatives were prepared by acetic acid-catalyzed conden-
sation of acylhyrazide with different aromatic aldehydes and acetophenones in ethanol
under reflux conditions [71] (Scheme 5).

 
Scheme 5. Synthesis of Acyl hydrazide Schiff base derivatives.

4. Conclusions

To summarize, hydrazone coupled motifs are having an immense pharmacological
potential and can be used for synthesizing newer novel motifs with higher potencies. We
have also summarized various synthetic routes to synthesis these derivatives.
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Abstract: The material ratio curve (hereafter referred to as MRC) of ISO 13565-2 and ISO 4287 is
widely used in industrial fields. The computational algorithm of MRC proposed in ISO has a problem
of long calculation time, because of a method of slicing the roughness profile. Therefore, in this study,
a sort method was proposed as a computational algorithm for time reduction. However, depending
on the form of the surface profile, the algorithm of the proposed sort method has a problem in that
calculation errors occur. Therefore, in this paper, we report a new improved algorithm that solves
this problem. In this paper, a new and improved algorithm for calculating MRC has been researched
and developed. The proposed algorithm in this paper succeeded in reducing the computing time to
derive MRC compared with the calculating algorithm of MRC proposed in the ISO standard. This
algorithm is expected the efficiency improvement of quality control.

Keywords: material ratio curve; Abbott–Firestone curve; roughness; surface texture; computational
algorithm

1. Introduction

Surface textures are geometric features that collectively refer to surface roughness and
scratches. This is described in the ISO standard [1]. Since the surface textures are greatly
related to the geometrical specifications of the product from an industrial point of view,
their quality is required to be controlled quantitatively.

An example of where surface textures play an important role is in bearings. Bearings
are used in automobiles, aircraft, and household appliances such as refrigerators and air
conditioners because they have the role of preventing energy loss due to frictional resistance
by rotating the shaft smoothly.

Because the frictional resistance of a bearing depends on the surface texture, the
bearing is closely related to the surface texture.

ISO 4287 [1] contains various surface texture parameters. Typical parameters of
surface texture include arithmetic mean roughness Ra, maximum height Rz, etc. Among
them, the material ratio curve (MRC) and MRC parameters can be mentioned as effective
methods for evaluating surfaces with excellent lubrication and friction characteristics [2,3].
MRC is a curve that expresses the ratio of the material and void parts of the surface
profile with respect to the height direction [4]. MRC and MRC parameters are used in the
industrial world as an effective evaluation method for the quality control of automobile
parts and bearings.

A method for calculating MRC from the roughness profile has been proposed in ISO
13565-2 [5]. This calculation method has a problem that it takes a long time to calculate
as the number of times of slicing the roughness profile increases. Therefore, in a previous
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paper [6], the sort method, which is a new MRC calculation algorithm that can shorten the
calculation time compared to the ISO standard method, has been reported. However, it was
clarified that this calculation method causes problems in the derivation of MRC depending
on the profile shape of the measured data [6]. Therefore, in this paper, we report a new
improved algorithm that does not cause problems in deriving the MRC. If the improved
algorithm by this research is completed, it can be expected to contribute to the efficiency of
quality control in actual industrial sites.

2. The Calculation Method of MRC by ISO 13565-2

The calculation method of MRC proposed by the ISO standard is as follows: First, a
slicing level ZL is set parallel to the reference line for the evaluation of the roughness curve.
The slicing level is the height of slice (hereafter referred to as the slice height) [5,7]. Next,
the ratio of the material and void parts when the surface profile is sliced at a certain height
is calculated, and this calculation is performed sequentially over the whole height direction
(henceforth referred to as the slicing method). In this research, the algorithm for calculating
MRC with the image shown in Figure 1 [7] is coded using MATLAB.

Figure 1. Slice method: derivation method of MRC [5,7].

The procedure of the slicing method is as follows.

(1) The slice height is set.
(2) The intersection point between the roughness profile and the slice height line is

calculated.
(3) The length of the material part between the intersections is obtained by linear interpo-

lation.
(4) The lengths of material parts li are summed over the evaluation length l. Next, the

material ratio is calculated by dividing the sum of the lengths li by the evaluation
length l.

(5) Steps (1) to (4) are performed sequentially, changing the slice height at arbitrary ΔZ
intervals.

Figure 2 shows an adaptation of the slice method procedure (1) to the roughness
profile. The blue line shows the roughness curve (extract) and the red line shows the slice
height in Figure 2. The slicing method has a problem in that it is time consuming when the
number of slicing levels increases.

Figure 2. Roughness profile (blue line) and slice height (red line).
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3. New Proposed Algorithm for Calculating MRC

3.1. Sort Method for MRC

In this research, the sort method is proposed as a new method of calculating MRC
which can reduce the calculation time [6,8]. The sort method is a method for sorting the
height data of the roughness profile in ascending order. Figure 3 shows the MRC of the data
points sorted by the sort method. The procedure of the sort method is as following steps.

Figure 3. MRC using the sort method.

(1) Draw the intersection of a horizontal line and a roughness profile at a certain height.
The positions of the intersections are then patterned.

(2) Calculate the total number of data points that are higher than a certain height value.
(3) Repeat step (2), changing the height in descending order.
(4) Sort the calculated data points in ascending order.

The measured data of a roughness profile may have the same value as height data.
In the sort method algorithm, it was clarified that if the same height value exists in the
measured data, counting is performed multiple times, which causes a problem in the
calculating of MRC (hereinafter referred to as the overlap counting). The overlap counting
is one of the factors that obstructs the correct calculation of MRC in the sort method.

Figure 4 shows MRC where the overlap counting occurs. Since the height values from
0.22 to 0.24% are the same, the sort method results in the same number of data points.
Therefore, the values from 0.23 to 0.24% are not output on MRC in Figure 4. Therefore, this
research develops a new algorithm to solve the problem of overlap counting.

Figure 4. Enlarged view of MRC with overlap counting.
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3.2. Improved Sort Method for MRC

The time to calculate MRC was successfully reduced by using the sort method [6].
However, some conditions need to be satisfied so as to use the sort method. If the values of
the surface profile are randomly arranged as shown in Figure 5a, the sort method can be
applied. If the sort method is applied to the case in which values of the same height occur
consecutively, as shown by the red dots in Figure 5b, a problem occurs in the derivation
of MRC.

 
(a) (b) 

Figure 5. Random and rectangular waves: (a) random wave; (b) rectangular wave (Red dots show
that values of the same height occur consecutively).

Therefore, in this research, in order to solve these problems, we develop an algorithm
that does not cause problems in the derivation of MRC even if data with the same height
value exists. The green circles in Figure 6 show the measured data where the same three
values appeared consecutively. In this study, when the same values appear consecutively
as shown in Figure 6, we have developed an algorithm that does not cause problems in the
derivation of MRC even if up to three points appear consecutively.

Figure 6. Example of three consecutive points with equal values (green circle) at a certain slice height
(red line).

4. Experiment

4.1. Experimental Results by the Sort Method

Figure 7a shows MRC calculated by the slice method and MRC calculated by the sort
method before the improvement of the overlap counting. Figure 7b is an enlarged view of
the part where the overlap counting occurs in Figure 7a. The blue line in Figure 7b is MRC
by the slice method, and the red line is MRC by the sort method. The slice method (blue
line) shows that MRC is parallel to the X-axis from 0.22 to 0.24%; therefore, measured data
with the same height values exist. On the other hand, the sort method (red line) shows that
MRC is a diagonal straight line from 0.22 to 0.25%.
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(a) (b) 

Figure 7. Comparison of calculated MRCs: (a) MRC by sort method before improvement and slice
method; (b) enlarged view of (a).

The above results show MRC by the sort method is different from that by the slicing
method when the measurement data of the same height value exist.

4.2. Experimental Results Obtained Using the Improved Sort Method

In the sort method before improvement, the locations with the same value of height
and the locations where the same value occurs consecutively are recorded in a variable by
specifying the condition. In addition, the sort method calculates the number of data points
between data points. Therefore, the sort method is improved such that the derivation of
MRC does not have problems by modifying the algorithm not to recognize the data points
where the same value appears consecutively.

Figure 8a shows the deviations between MRC by the sort method before improvement
and the theoretical values based on the total number of data points. The red circle shown
in Figure 8a is the error when three same values appear consecutively. Figure 8a shows
the deviations between MRC by the improved sort method and the theoretical values. The
results in Figure 8b show that the error in Figure 8a has disappeared.

 
(a) (b) 

Figure 8. Deviations from theoretical value: (a) before improvement (Red circle shown the error
when three same values appear consecutively); (b) after improvement.

From the above results, the development of an algorithm that does not cause problems
in the derivation of MRC is succeeded when the same value that appears continuously is
up to three. However, if four or more of the same values appear consecutively, a problem
still occurs in the derivation of MRC; therefore, further improvement of the algorithm is
necessary.
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5. Conclusions

The results and new knowledge of this study can be summarized as follows:

(1) An improved sort algorithm was developed which solves the problem of the sort
method. The improved sort algorithm also succeeded in reducing the computing time
to derive MRC compared with the calculating algorithm of MRC proposed in the ISO
standard.

(2) The developed improved sort algorithm succeeded in the derivation of MRC without
causing problems when the same value appearing continuously is up to three.

(3) The improved sort algorithm caused a problem in the derivation of MRC when four
or more of the same values appear consecutively; therefore, we will develop a new
sort algorithm to solve these problems in the future.
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Abstract: Analysis methods for plateau surfaces have been described in the ISO standards, JIS, and
previous studies. The authors of a previous study proposed a method based on the concept of random
sample consensus (RANSAC). This method achieved high analysis accuracy for plateau surfaces by
setting detailed conditions. However, the process of setting optimal conditions is performed manually,
which reduces productivity due to the manpower and man-hours required. In this study, we propose
a new method for automating the setting of conditions. This method, which does not require human
intervention, is expected to contribute to the improvement of productivity at production sites.

Keywords: material ratio curve; material probability curve; plateau surface; least squares method; RANSAC

1. Introduction

The inner surface of an automobile engine bore requires high sliding properties because
the piston slides inside the cylinder. For this reason, the bore surface is finished by plateau
honing, as shown in Figure 1. The plateau-honed surface has a plateau region and a valley
region. Each region has a different requirement specification and is therefore evaluated
using a material probability curve. The material probability curve shows the ratio of the
real part of surface roughness to the void part, relative to the height direction. The material
probability curve is represented on a normal probability plot. The slope of the straight line
that is fitted to the slope of the part of the material probability curve corresponding to the
plateau and valley regions is the parameter value [1]. The degree of fit of the straight line to
the material probability curve affects the roughness parameter value of the plateau surface.
Therefore, several analytical methods were proposed, because it is important to detect the
slope of a straight line with high validity [2–8].

The method for evaluating plateau surfaces, described by the ISO standard [2,3],
requires an arcane computational algorithm. Therefore, a simple calculation algorithm
was proposed. Reference [4] proposed a method based on image processing techniques.
Reference [5] proposed a method that complies with the ISO standard. Reference [6]
proposed a method that allows the evaluation of plateau surfaces, which the ISO standard
regards as unanalyzable. This study proposes a new linear fitting method based on the
concept of random sample consensus (RANSAC) and the least squares method. In addition,
because the industrial world demands improved productivity, this study aims to develop a
method that does not require human intervention.

Eng. Proc. 2021, 11, 23. https://doi.org/10.3390/ASEC2021-11169 https://www.mdpi.com/journal/engproc153
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Figure 1. Plateau-honed surface.

2. Proposed Method Applying RANSAC and the Least Squares Method

The algorithm for the proposed method, which applies the RANSAC concept, is
as follows:

1. Two points are randomly extracted from the material probability curve, and the model
line is calculated from the two randomly extracted points.

2. The number of data points within the tolerance (inliers) from the model line is counted.
3. The best model is the one in which the number of inliers is greater than the specified

value and the total error between the acceptable data and the model line is the smallest.

This step is performed at each slope of the plateau and valley regions. The three
conditions, to be set in advance, are the boundary position between the plateau and valley
regions on the material probability curve, the tolerance, and the number of inliers. In
Sections 2.1 and 2.2, we describe the determination of these three conditions.

2.1. Determination of Boundary Position Using the Least Squares Method

The calculation procedure of the method developed by this study for locating the
boundary is as follows:

1. The material probability curve is scanned one point at a time from the edge, and the
straight line that is fitted to each range is calculated using the least squares method.

2. The change in the slope of the line produces an extreme value.
3. The local maximum point with the largest difference from the neighboring local

minimum point, among several detected extremes, is set as a feature point.
4. The point on the material probability curve corresponding to the feature point is

determined to be the boundary position.

The boundary positions on the material probability curve corresponding to the feature
points are shown in Figure 2 [7].

Figure 2. Detection result of feature point.
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2.2. Automization of Setting of Tolerances and Number of Inliers

The proposed method based on the RANSAC concept seeks manually the best combi-
nation to achieve the property that the accuracy of straight-line detection varies depending
on the combination of tolerances and the number of inliers. Therefore, the straight line is
detected for all combinations of each value. Automization of the setting of tolerances and
the number of inliers is achieved by selecting a model line, with an even smaller error, from
the model lines calculated for each combination.

3. Experiment

In this study, the validity of the newly developed algorithm was verified by applying it
to the surface profile data of samples with sliding times from 0 to 10,000. As the roughness
profile of the plateau surface changes with the sliding time, the material probability curve
also changes. It is necessary to apply the proposed method at each sliding time to verify the
validity of the algorithm. Figure 3 shows the results of applying the proposed method and
fitting straight lines to the material probability curve for the following number of times: 0,
5, 10, 50, 100, and 500. Figure 3 shows that the straight lines coincide with the plateau and
valley regions.

 
(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 3. Detection result of straight lines for the following sliding times: (a) 0; (b) 5; (c) 10; (d) 50;
(e) 100; and (f) 500.
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4. Conclusions

This study developed a method that applied the concept of the least squares method
and RANSAC to contribute to the improvement of productivity at production sites. Because
this method requires the setting of three conditions, we developed an algorithm to identify
these conditions. The experimental results in this study showed that RANSAC can be
applied to evaluate plateau surfaces. However, the developed algorithm for identifying
the boundary position has a problem, in that it is not fully automated, as the final decision
to identify the boundary position is made by visual evaluation. In the future, we will
contribute to the improvement of productivity in manufacturing plants by developing a
new method to solve this problem.
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Abstract: We obtained a curated database based on the database published elsewhere. Chemical
descriptors were introduced as characteristics of active pharmaceutical ingredients (APIs). We used
H2O AutoML platform in order to develop a Deep Learning model and SHAP method to explain
its predictions. Obtained results were satisfactory with NRMSE of 8.1% and R2 of 0.84. Finally, we
identified critical parameters affecting the process of disintegration of directly compressed ODTs.

Keywords: machine learning model; computational intelligence; AutoML; orally disintegrating
tablets; ODTs; disintegration time

1. Introduction

Traditional tablets are not an ideal drug dosage form. Many groups of patients, e.g.,
pediatric or geriatric patients, have problems with swallowing or simply are not willing to
take tablets. As a consequence, all these factors may reduce a patient’s compliance. In order
to overcome the inconvenience of conventional tablet use, orally disintegrating tablets
(ODTs) were introduced into the drug market. One of the methods of preparing ODTs is
direct compression, which is cost efficient and simple. It involves comparatively fewer
stages than compression preceded by wet or dry granulation. In brief, powders are grinded,
if necessary, and blended. Then, the mixture is compressed into the tablets. Although the
process is quite simple, there are many factors that influence the characteristics of the ODTs.
Among the crucial factors is the disintegration time.

One of the methods used to solve problems with many factors, where the hypothe-
sis governing the phenomenon is unknown or the whole process is complex, is machine
learning (ML). Automated machine learning (AutoML) is currently in focus as a branch of
ML automating the time-consuming, iterative tasks of model development. AutoML en-
ables machine-driven building of large-scale, high-performance, and superb predictability
models with minimal human intervention.

The Motivation of this study was a limited knowledge of relationships between
excipients, APIs, and process parameters of direct compression and their influence on dis-
integration of ODTs. Knowing such behavior would enhance the design and development
of novel drug dosage forms. In this work we applied a concept of AutoML-based heuristic
model development for prediction of the disintegration time based on the quantitative and
qualitative composition of powder mixtures.

2. Materials and Methods

Our database was built based on the database presented by Han et al. [1]. First,
we curated the existing database [1], neglecting any unclear or uncertain data records.
We put emphasis on the occurrence of the ODTs’ characteristic and process parameters,

Eng. Proc. 2021, 11, 24. https://doi.org/10.3390/ASEC2021-11163 https://www.mdpi.com/journal/engproc157
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such as tablet hardness, thickness, and dimension of tablet press die. Moreover, we
performed a literature survey in order to enhance the database. Scopus® database was
searched for publications fulfilling the following criteria: the direct compression method
of ODTs should be used in processing, the amount of all excipients should be present,
tablet characteristics (hardness, thickness, and die dimension) should be present, and the
compendial disintegration test should be applied (Ph. Eur. or USP).

After data scrapping, we calculated APIs’ two-dimensional (2D) molecular descriptors
using mordred-descriptor v.1.2.1a1 Python package [2] and included them in the curated
database. Excipients’ types and amounts were encoded in a topological manner. The only
output was the time needed for the disintegration of tablets.

A Computational experiment was performed according to the scheme presented in
Figure 1. In brief, a preprocessed database was passed to the Python script [3] performing
at the first stage a feature selection. Then, the final model was built according to a 10-fold
cross-validation scheme. All available algorithms in H2O implementation of AutoML were
used [4]: Distributed Random Forest (DRF), Extremely Randomized Trees (XRT), Gener-
alized Linear Model (GLM), Extreme Gradient Boosting Machine, (XGBoost), Gradient
Boosting Machine (GBM), Deep Learning (fully connected multi-layer artificial neural
network), and Stacked Ensemble models.

Figure 1. Scheme of computational experiment design.

Model performance was assessed according to the 10-fold cross-validation (10-CV) and
expressed by three goodness of fit metrics: root-mean-square error (RMSE), normalized
root-mean-square error (NRMSE), and coefficient of determination (R2). For reference,
please see Equations (1)–(3).

RMSE =

√
∑n

i=1(predi − obsi)
2

n
(1)

where obsi and predi are observed and predicted values, i is the data record number, and n
is the total number of records.

NRMSE =
RMSE

obsmax − obsmin
× 100% (2)

where RMSE is the root-mean-square error and obsmax and obsmin are observed minimal and
maximal values.

R2 = 1 − SSres

SStot
= 1 − ∑n

i=1(predi − obs)2

∑n
i=1(obsi − obs)2 (3)

where R2 is the coefficient of determination, SSres is the sum of squares of the residual
errors, SStot is the total sum of the errors, obsi and predi are observed and predicted values,
and obs is the arithmetical mean of observed values.
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Predictions of the best model were explained with the use of another Python wrap-
per [5] implementing among others, including the SHapley Additive exPlanations (SHAP)
method by Lundberg et al. [6].

3. Results

Each record of the curated database represented one formulation of ODTs. It consisted
of 633 chemical descriptors encoding API, 28 inputs encoding amounts of excipients,
and 9 inputs characterizing drug dosage form. A single, independent variable was the
disintegration time. The database consisted of 243 records (formulations), of which only
52 records (~21%) overlapped the Han et al. database [1].

In the feature selection stage, inputs’ number was reduced to 39, among which there
were 28 inputs (amount of 2-hydroxypropyl-beta-cyclodextrin [%], Aerosil [%], Amberlite
IRP 64-69 [%], API [%], beta-cyclodextrin [%], calcium silicate [%], camphor [%], colloidal sil-
icon dioxide [%], croscarmellose sodium [%], crospovidone [%], cyclodextrin methacrylate
[%], Eudragit EPO [%], hydroxy propyl methyl cellulose [%], lactose [%], low-substituted
hydroxy propyl cellulose [%], magnesium stearate [%], mannitol [%], microcrystalline
cellulose [%], Poloxamer 188 [%], polyvinyl alcohol [%], polyvinylpyrrolidone [%], prege-
latinized starch [%], sodium bicarbonate [%], sodium carboxymethyl starch [%], sodium
lauryl sulphate [%], sodium starch glycolate [%], sodium stearyl fumarate [%], and talc
[%]) responsible for encoding the quantity of excipients and API, 8 molecular descriptors
characterizing API (API Geary autocorrelation of lag 7 weighted by ionization potential,
API topological charge index of order 7, API Geary autocorrelation—lag 7/weighted by
polarizabilities, API modified information content index, API Moran autocorrelation of lag
4 weighted by polarizability, API negative logarithm of the partition (oil/water) coefficient,
API number of 12-membered rings (includes counts from fused rings), API number of
8-membered fused rings containing heteroatoms (N, O, P, S, or halogens)), and 3 inputs
characterizing the drug dosage form (diameter of die or tablet [mm], hardness of ODT
[N], thickness of ODT [mm]). A list of selected features along with their type and relative
importance is presented in Table 1.

Table 1. The First 15 selected features and their relative importance.

Feature Type Relative Importance

CC_Na_perc Amount of croscarmellose
sodium [%] 1.0000

Crospovidone_perc Amount of crospovidone [%] 0.8013

SSG_perc Amount of sodium starch
glycolate [%] 0.7341

Hardness_N Hardness of ODT [N] 0.6564
Eudragit_EPO_perc Amount of Eudragit EPO [%] 0.5620
Mg_stearate_perc Amount of magnesium stearate [%] 0.5008

Aerosil_perc Amount of Aerosil [%] 0.3991

GATS7i API Geary autocorrelation of lag 7
weighted by ionization potential 0.3441

MCC_perc Amount of microcrystalline
cellulose [%] 0.3394

Colloidal_silicon_dioxide_perc Amount of colloidal silicon
dioxide [%] 0.2336

Mannitol_perc Amount of mannitol [%] 0.2335

Pregelatinized_starch_perc Amount of pregelatinized
starch [%] 0.2009

PVA_perc Amount of polyvinyl alcohol [%] 0.1618
Thickness_mm Thickness of ODT [mm] 0.1482

CD_methacrylate_perc Amount of cyclodextrin
methacrylate [%] 0.1253

(...) (...) (...)
Disintegration_time_sec Disintegration time [s] output
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The best results were obtained by a Deep Learning (DL) model, which had RMSE = 10.9,
NRMSE = 8.1%, and R2 = 0.84. The model had two hidden layers with 100 neurons in
each layer and a rectifier with dropout as an activation function. A plot of predicted versus
observed disintegration values is presented in Figure 2.

Figure 2. Predicted vs. Observed values for disintegration time for Deep Learning model.

Following model development, a procedure of the SHAP method was applied. Then,
selected plots were analyzed, and conclusions were drawn (Figure 3).

  
(a) (b) 

Figure 3. Results of the model’s explanation: (a) Summary plot of impact on model output and
feature value; (b) Effect of magnesium stearate amount [%] on the average model’s prediction.

4. Discussion

Based on the obtained prediction metrics (RMSE, NRMSE, R2), it was concluded that
the model was satisfactory in terms of generalization. The 10-fold cross-validation technique
was used as a golden standard. The mean error of the model was 10.9 (NRMSE = 8.1%);
therefore it was possible to optimize a formulation with its use. Moreover, in Figure 3a, critical
parameters and their impact on the disintegration time were identified. It seems that a high
amount of sodium lauryl sulphate, magnesium stearate, Eudragit EPO, and colloidal silicon
dioxide could increase the disintegration time of ODTs. On the other hand, a high amount of
crospovidone, Aerosil, croscarmellose, sodium starch glycolate, or sodium stearyl fumarate
could lead to a decreased disintegration time. Looking more closely at the variable effects,
a percolation threshold could be found. For example, in Figure 3b, at a magnesium stearate
value of about 1% a reverse in effects could be observed. This observation was consistent with

160



Eng. Proc. 2021, 11, 24

the findings of previous studies [7]. It is believed that magnesium stearate in higher amounts
than 1%, besides the usual action as a lubricant, could form a hydrophobic film around API
particles and could prevent water from penetrating into the core of the tablet. Using similar
reasoning, the XLogP limit was determined for the API, the value of which will increase the
disintegration time of ODTs (Figure 4). The general conclusion is that a more hydrophobic API
with XLogP higher than 3.5 would negatively affect the disintegration time by increasing it.

Figure 4. Effect of XLogP (calculated partition coefficient of API) on the average model’s prediction.
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Abstract: Analytical modeling and numerical simulation of multiphysics coupled systems is an
exciting research area, even when it comes to intrinsically linear or linearized formulations, as
is usually the case with coupled vibroacoustic problems. The combined effect of many localized
geometrical miss-modeling with significant uncertainty in mechanical characterization of some
organic materials yields large discrepancies in the natural frequencies and mode shapes obtained.
The main goal of this work is to compare two basic approaches for the modeling of stringed musical
instruments in the frequency domain: simplified lumped-parameter analytic modeling, considering
only the most influential degrees of freedom, and discretized finite element modal analysis. Thus, the
emphasis is on a review of some key references in this field, including previous work by the authors,
which may shed light on some of the most relevant issues surrounding this problem.

Keywords: classical guitar; lumped-parameter modeling; finite element method; vibroacoustics;
frequency domain; musical instruments; luthier

1. Introduction

Due to the diversity of phenomena involved in the modeling of musical instruments
and the inherent difficulties in formulating vibroacoustics problems, including the various
underlying possible dissipating effects, and despite the availability of some classical and
computational approaches, this task remains a significant challenge after many years. It is
amazing that despite the huge global popularity of plucked stringed instruments like the
guitar, scientific research into the piano and violin began much earlier, paving the way for
the application of similar principles to the modeling and study of classic guitars.

One may wonder, however, to what extent are analytical models truly exact? Though
convergence towards the analytic solution is mathematically granted for methods such as
the finite or boundary element methods [1], to what extent can we call this result correct?
This article is intended to discuss the above questions contrasting two major approaches
when it comes to acoustic guitar modelling. On one hand, a quantitative analysis can
follow a familiar approach among engineers and more practically oriented researchers: the
quest for an equivalent model capable of yielding a sufficiently accurate approximate result,
given that model parameters lie inside a broad-enough range of permitted variations—
this paradigm is eventually called gray box modelling, because it does not rely entirely
neither on experimental identification nor on analytical modelling. Usefulness has proven
to be the key feature here, with the loss of accuracy perceived as a minor drawback in
comparison with some gains expected for a computationally inexpensive model. On the
other hand, lies the demand for high-fidelity descriptions of physical reality, where a
number of numerical methods could be employed to discretize the system into a set of
algebraic linear equations—with finite element (FE) models standing by far as the preferred
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option. Thus, bigger descriptions can be obtained, even though they should unavoidably
require greater sets of input data, certainly contaminated by some amount of uncertainty.
Thus, model updating has become a standard practice both in academic research and
industry (commercial software) applications [2]. It is important to note from its definition,
however, that the whole model uncertainty remains distributed over the parameters in an
unpredictable, possibly overlapped manner, consequently raising serious concerns about
the uniqueness of obtained solutions [3]. These issues become evidently more severe for
huge complex models with possibly hundreds of free parameters. Thus, it is clear that a
delicate trade-off emerges at this point for those situations where a smaller, less detailed
model, could still bring useful results while providing valuable gains from narrower bounds
on uncertainty propagation.

2. Simplified Guitar Models

Even as a complex and truly intriguing system, the construction of musical instruments
still relies almost solely on traditional knowledge in the great majority of famous lutheries,
with an increasing number of academic researchers trying to establish this bridge out of a
personal passion [4]. However, things were slightly different for a guitar’s close relative:
the violin. For a long time, being a learned instrument, it has naturally attracted researchers’
attention earlier than its plucked-string cousin. Thus, Schelleng [5] proposed, already in the
1960’s, an analogue 2nd order electro-magnetic resistance–inductance–capacitance circuit
that could emulate the elasto-acoustic interactions of top plate mechanical properties—
mass distribution, stiffness and damping—with the air confined inside and surrounding
the resonant chamber. Firth [6] adapted the analogue circuit to the dynamics of acoustic
guitar, relating electrical quantities to the most clearly important structural and acousti-
cal parameters. While valuable for those familiar with electrical–mechanical analogy (a
standard theoretical apparatus in classical control theory) this approach eventually gave
place to a rather direct description of the coupled phenomena. Thus, Caldersmith [4]
devised, constructed and measured a simple resonator composed by parts with similar
functions as those pointed in [6], and Christensen [7], relying upon these concepts and
related equations [4–6], presented a simplified 2 degrees of freedom (DOF) model derived
from purely mechanical considerations, focusing on the relations between 1st and 2nd
coupled modes and their intermediate Helmholtz anti-resonance, where almost all model
parameters (with exception of those related to damping) can be obtained from simple
measurement of these 3 frequencies. This work greatly simplified the resulting model,
thereby bringing timely applicability and physical insight to subsequent developments. In
this way, Caldersmith [8] introduced a straightforward yet important modelling refinement
by taking into account the contribution of back plate flexibility in the coupled dynamics,
resulting in a 3 DOF system for the resonant chamber, and French [9,10] tested a procedure
for identification of model parameters and prediction of structural modification based on
the sensitivities of eigenvalues for both 2 and 3 DOF models. Finally, the last extension
to this simplified modelling approach was presented in [11], where additional mass and
motion DOF were considered for the ribs, neglecting, however, any associated stiffness
in this region. Following [7], here as well, model parameters can be obtained, with the
exception of dissipative coefficients, from simple measurements. At the top and back plate,
bending is represented by that of a thin axisymmetric disk corresponding approximately
to the region circumscribed by the lower bout, in an average condition between hinged
and clamped. In this way, theoretical approximate expressions could be obtained for the
enclosed air volume variation as the product of equivalent plate area and displacement.

2.1. Formulation of Simplified Models and Definition of Parameters

In what follows, the equations of these simplified models discussed above will be
presented, trying to keep clarity and conciseness as possible. The meaning of each index
adopted in the development of the equations below is shown in Table 1 (for an explanation
of guitar components, refer to Figure 1 below). Table 2 presents the parameters appearing
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in the equations of the 4 DOF model [11]; it should be noted that those appearing in the
equations for 2 and 3 DOF models [7,8,10] are also covered in this table, but some table
entries do not apply for the simpler models. Damping coefficients are presented separately
on the last line because these parameters are to be defined through experimental modal
analysis.

Table 1. Meaning of the indexes used in the various vibroacoustic models of the classic guitar.

Index Meaning

t Top plate
a Air column through the sound hole
b Back plate
r Ribs (i.e., the remaining parts moving as a whole)

Table 2. Equivalent parameters of all 3 models and damping coefficients.

Symbol Description Units

V Air volume inside the resonant chamber m3

ma Equivalent mass of the air column kg
mt Equivalent mass of the top plate kg
mb Equivalent mass of the back plate kg
mr Equivalent mass of the ribs kg
Aa Equivalent area of the air column m2

At Equivalent area of the top plate m2

Ab Equivalent area of the back plate m2

kt Equivalent stiffness of the top plate N/m
kb Equivalent stiffness of the back plate N/m

ζi, ηi i-th mode damping coefficient (i = 1, . . . , 4) −

About the damping parameters in Table 2, it is important to emphasize at this point
that these coefficients alone would imply, for instance, a purely viscous, or viscoelas-
tic/hysteretic dissipation behaviour, which is clearly a non-physical assumption consider-
ing the predicted forms of energy loss in the modelling of vibro-acoustic coupled systems;
i.e., the energy balance in this cases should include, at least, some sort of viscous, viscoelas-
tic and acoustic radiation forms of damping [12,13]. Indeed, for those parameters related to
energy dissipation, that equivalent modelling approach mentioned earlier is almost always
adopted—with damping ratios, loss factors or another dissipation quantifier accounting
alone for all forms of energy loss.

  

Figure 1. Acoustic guitar parts. (Source: adapted from original image due to William Crochot,
distributed under CC BY-SA 3.0 license; Wikimedia Commons).
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2.1.1. Simplified 2 Degrees-of-Freedom Model

Now, suppose the tensions in guitar strings transmit a force of magnitude f through
the bridge (see Figure 1), that can be represented as acting pointwise, up and down, in the
centroid of top plate. Thus, the equations of motion representing the dynamic coupling
with the air column DOF displayed in Figure 2 can be written as

mtẍt + ktxt − ΔpAt = f ,
maẍa − ΔpAa = 0.

(1)

ma, V
air

V

top plate

mt

kt

xa xt

(a) (b)

Figure 2. Schematic of the simple 2 DOF model: (a) Cut plane view of a guitar resonant chamber 3D
CAD model, constructed with shells, planes and lines for subsequent FE analysis. (b) Representation
as a simple 2 DOF model, considering only the motion of top plate and air column.

Considering the adiabatic, linearized form, of the equations of acoustics, the pressure
variation Δp may be expressed in terms of the total volume V inside the resonant chamber,
the sound velocity c and mass density ρ of the surrounding air, and of the (idealized)
chamber volume increment ΔV = Atxt + Aaxa [14], as

Δp = −ρc2 Atxt + Aaxa

V
. (2)

Thus, substituting Equation (2) into (1) and writing it in matrix form, i.e., Mẍ + Kx = f ,
yields

[
mt 0
0 ma

][
ẍt
ẍa

]
+

⎡⎢⎢⎢⎣
kt +

ρc2 A2
t

V
ρc2 At Aa

V

ρc2 At Aa

V
ρc2 A2

a
V

⎤⎥⎥⎥⎦
[

xt
xa

]
=

[
f
0

]
. (3)

Quantities appearing on the left-hand side of Equation (3) could be viewed separately
into two classes: those described in Table 2 depend on geometric and/or material properties
of guitar components, and thus shall be treated as adjustable parameters of the equivalent
system, while the remaining ones (speed of sound and mass density) are physical properties
of the surrounding air, and so it is more reasonable to consider them as system-independent
constants. On the other hand, the driving force f would be truly impossible to obtain,
both experimentally or analytically, because this excitation motion is rather imposed by
an effectively distributed conjugate on the interfacing area between the top plate and the
bridge; i.e., its much higher stiffness impels it to rotate when forced to and fro by the
tension of guitar strings, acting some distance above the plate. Theoretically, once the plate
is adequately approximated (to some level of accuracy) as a clamped or hinged plate [11]
an equivalent pivot distance could be considered, via static equilibrium of moments, in
order to compare the driving force over the top plate with the tension in guitar strings. This
approach has not been explored up to this moment, however, to the authors’ knowledge.
Nevertheless, analytical values for modal parameters can be readily extracted from this
matrix equation, and in this way it has been extensively used for model comparison [4,7,9],
structural modifications prediction based on eigenvalues sensitivity [9,10] or frequency
domain model updating [15].

Unlike the mentioned references, the previous equations were written in undamped
form. While this choice was made primarily to simplify the presentation, it has a more
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profound justification stemming from the authors’ previous works [16] that is: given the
levels of uncertainty in these simplified models, the use of more complex, non-proportional
damping formulations would not cause any perceivable alteration in measurable outputs.
Thus, since a proportionally damped analytical system produces the same eigenproperties
as its undamped version, and taking into consideration the prominence of modal param-
eters over the forced response for the envisaged applications, damping factors can be
confidently considered here as fine tuning adjustments. Among the myriad of available
methods to extract damping coefficients (along with mode shapes and natural frequencies)
from measured responses, Subspace-Stochastic Identification (SSI) has proven to be a very
convenient, output-only, alternative [16].

2.1.2. Simplified 3 and 4 Degrees-of-Freedom Models

From the definitions presented above for 2 DOF, modelling extensions can be readily
devised. Figure 3 shows schematic representations for two of these possible expansions,
resulting in 3 and 4 DOF models, respectively. The most obvious approach then is to
consider the flexibility of back plate in a symmetrical manner as was made for the top plate.
This in turn adds up three more free parameters: the mass, the stiffness and one more
modal damping coefficient, and the system can now vibrate with three linearly independent
modes. Thus, following [10], the resultant displacements vector and the corresponding
mass and stiffness matrices for the 3 DOF model are given as

x =

⎡⎣ xt
xa
xb

⎤⎦, M =

⎡⎣ mt 0 0
0 ma 0
0 0 mb

⎤⎦,

K =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

kt +
ρc2 A2

t
V

ρc2 At Aa

V
ρc2 At Ab

V

ρc2 At Aa

V
ρc2 A2

a
V

ρc2 Aa Ab
V

ρc2 At Ab
V

ρc2 Aa Ab
V

kb +
ρc2 A2

b
V

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4)

(a) (b)

ma, V
air

V

top plate

mt

kt

xa xt

back plate

xb

kb

xr

mb

xb

xtxa

air
ma, V

V

back plate

top plate

mb

kb

mt

kt

Figure 3. Schematic of 3 and 4 DOF simplified models; (a) 3 DOF: allowing for motions on top and
back plates, and air column through the hole. (b) 4 DOF: basically allowing for the same motions of
the 3 DOF model, plus one for the entire structure (free condition).

The next modeling extension, considering mass and motion for the ribs, is a little bit
trickier and thus needs deeper attention. First of all, the motion allowed for the ’ribs’ in
fact means that the whole guitar is free to move. Thus, this is not exactly about freeing a
motion in the same sense as it was done for the back plate, but rather allowing a fully free
boundary condition. While the governing equations of the 4 DOF model in [11] are not
explicitly presented in matrix form, the matrix form was derived and the model is here
written in matrix form as
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x =

⎡⎢⎢⎣
xt
xa
xb
xr

⎤⎥⎥⎦, M =

⎡⎢⎢⎣
mt 0 0 0
0 ma 0 0
0 0 mb 0
0 0 0 mr

⎤⎥⎥⎦,

K =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

kt +
ρc2 A2

t
V

ρc2 At Aa

V
ρc2 At Ab

V
−kt − ρc2 A2

t
V

+
ρc2 At Ab

V
− ρc2 At Aa

V

ρc2 At Ab
V

ρc2 Aa Ab
V

kb +
ρc2 A2

b
V

kb +
ρc2 A2

b
V

− ρc2 Aa Ab
V

− ρc2 At Ab
V

−kt 0 kb kt + kb

ρc2 At Ab
V

ρc2 Aa Ab
V

ρc2 A2
b

V
ρc2 A2

b
V

− ρc2 Aa Ab
V

− ρc2 At Ab
V

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (5)

3. Finite Element Modelling of Acoustic Guitar Vibroacoustics

Many factors have contributed to the popularity of FE modelling in the last two or
three decades, but most of all, possibly, the greater availability of computational resources.
Thus, it is not surprising that nowadays, the bulk of academic research in vibro-acoustics
of musical instruments makes use of it to a greater or lesser extent. Brooke [17] was a
pioneering work on the application of FE to guitar coupled vibro-acoustics. The simplified
models were employed alongside the FE modelling of the top plate and boundary element
(BE) model of surrounding air, thus achieving an organic coupling between lumped param-
eters and domain discretization approaches. Elejabarrieta, Ezcurra and Santamaría [18,19]
performed fluid-structure interaction FE analyses, both for fluid and structural domains.
The fluid domain was considered only in a small air column, in a similar fashion as was
done for the lumped models discussed earlier. Neck and headstock participations were
disregarded. 8474 brick elements were used to model the structure, while the mesh on the
fluid domain was adjusted to give sufficiently accurate results up to 1 kHz. Comparison of
coupled and uncoupled mode shapes confirmed the physical insights brought by lumped
models and the importance of Helmholtz frequency to the lower range coupled dynamics.
Chaigne and collaborators [20–22] successfully employed FE and finite differences in a
full non-linear transient simulation, where considerable effort is put into precise definition
of purely mathematical aspects related to the problem’s well-posedness and stability of
the proposed solution procedure. The fictitious domain method was used to avoid what
they called an ‘ectoplasm’, referring to the rather artificial definition of boundaries in the
fluid domain. Structural flexibility of the resonant chamber is considered only within the
top plate, disregarding fan bracing. Both these simplifications may leave aside important
aspects of top plate dynamic behaviour. It is interesting to note that, despite the clear rele-
vance of such a complete description, these important features are especially focused on by
the lumped-parameter models presented above. Other instruments, closely related to the
acoustic guitar, were successfully modelled via FE analysis as well, and we pinpoint here
references [23], on the Brazilian viola caipira, and [24], on the Colombian bandola. Both
present detailed equations and solution procedures for the full coupled FE analysis and
solve equations using ANSYS commercial software, but in [24] a convenient symmetrized
form for the coupling matrices is introduced and an effective length is considered for the
air column [18,19].

4. Results and Discussion

This section is intended to show some results obtained by the authors with both kinds
of modelling techniques discussed up to this point. Updating/identification of the 3 DOF
model parameters was performed by Löw [15], following [10], but using some heuristic
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optimization algorithms instead to minimize the sum of squared differences between
analytical and experimental FRFs. Masses were measured with 0.1 g accuracy, and stiffness
parameters were previously estimated by static force/displacement testing, as suggested
by [6,7,9]. Figure 4 below compares the updated theoretical model with experimental data;
a modified particle swarm algorithm was used in error minimization. Experimental data
was acquired on a low quality, large-scale manufactured instrument.

For the sake of comparison, some more recent results [16] obtained for a Giannini
GWNE15, a Brazilian mid quality, partially hand-made guitar, are presented below, this
time parametrically modelled in ANSYS commercial software. The mesh used 17,001 shell
elements, considering wood plates orthotropic properties. Fan bracing, struts and neck
were modelled with shell elements as well. Figure 5 below shows the FE mesh, and Figure 6
shows structural (in vacuo) modes of top and back plates. Table 3 compares experimental
and analytical natural frequencies for both models showed earlier. Bigger discrepancies in
FE model are primarily due to not considering the air-structure coupling, so it is difficult to
establish mode matching. Even so, it is clear that the greater number of available vibration
modes can be used to better represent effects associated with higher frequency range
dynamics, such as the timber of instruments, and radiation efficiency.

Experimental
Theoretical

Experimental
Theoretical

Frequency [Hz] Frequency [Hz]
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Figure 4. 3 DOF model analytical vs. experimental FRFs: (a) top plate; (b) forced on top plate and
measured on the back plate.

Table 3. Natural frequencies of the classic guitar with the updated 3DOF and FE models: analyti-
cal/experimental results (relative deviation).

3 DOF [Hz] FE [Hz]

76.7/76.6 (0.1%) 75.9/71.88 (5.5%)
97.7/98.0 (−0.3%) 110.2/108.4 (1.6%)

182.6/187.2 (−2.4%) 169.3/209.4 (−19.1%)

Figure 5. (a) Giannini catalog photo for model GWNE15; (b) 3D CAD model; and (c) resultant mesh
for numerical analysis of Giannini guitar.

The simplicity and low computational burden of the lumped parameter 3D model
permitted an easy application of an optimization routine to curve-fit structural parameters
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to reproduce low-frequency range dynamic behaviour with good agreement. The phase
angles were not taken into account in the error function and some acceptable agreement
was verified as well, thus bringing reliability to the obtained parameters values. On the
other hand, a numerical approximate solution of partial differential equations makes it
easy to visualize mode shapes, obtain dozens of natural frequencies, maybe more than one
hundred if one needs and has sufficient computational resources, accounting for global and
local contributions as well. It should be mentioned, however, that FE results are largely
affected by a significant number of purely numerical issues, such as element distortion
(close to singular, or even negative jacobian determinant), and spurious modes due to
artificial stiffness in FE formulation.

Figure 6. Undamped structural modes: (a) in phase top plate mode (75.9 Hz); (b) anti phase top
plate mode (110.2 Hz); (c) first dipole top plate mode (169.3 Hz) and (d) quadrupole back plate mode
(174.1 Hz).

5. Conclusions

The use of FE modeling is unquestionably advantageous for systems with a high
degree of complexity, coupling diverse physical phenomena, where interesting applications
for numerical analysis of musical instruments have been presented. While many of the
FE codes are very user-friendly and non-commercial versions may be found, they are not
accessible to the majority of the luthiers and the process is far too complex for them. This
article describes the classical lumped mass approach and the widely used FE analysis
for modelling and simulation of the acoustic guitar, highlighting the advantages and
disadvantages of each. There is no undisputed standard for coupled vibroacoustic analysis,
especially among users and manufacturers of acoustic guitars.
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Abstract: This research is the first stage of seeking repeating earthquakes sequences (RES) in the mod-
ern orogeny active zones. The main idea is to find the possible influence of space weather parameters
on the seismic process. This is the reason why I am interested in the satellite CSES-01 data. It is a tool
that has monitored Earth’s seismo-electromagnetic activity since 2018. Presuming the “ionosphere-
atmosphere-lithosphere” relation exists, it is necessary to involve both satellite and ground-based
observational data. The seeking of the triggering mechanism still requires additional analysis of
consistent geophysical ground-based networks (geomagnetic and seismic). The stations’ coordinates
and instruments are presented. In this work, an earthquake catalog (NEIC) of 400 earthquakes with
2.5+ magnitude from 2015 to 2020 was used. The earthquakes epicenters are illustrated on Google
Earth basemap (Landsat image) with geologic linear faults. It could help to find any correlation with
relief surface or shear zones, which could be areas of nucleation. Some earthquake clusters were
found in the Eastern Tien Shan (region of China), on the border with Kazakhstan and Kyrgyzstan,
due to the K-means algorithm. Clustering helps group earthquakes into small families for further
cross-correlation of seismic waveforms and the best match selection between the neighbors.

Keywords: repeating earthquakes; earthquake cycle; geomagnetic station; seismic station

1. Introduction

Recent studies indicate that repeated earthquakes occur all over the world [1–5]. Au-
thors report repeating earthquakes at Parkfield in [5] and say, comparing to (e.g., [6–8]): “A
characteristic repeating earthquake sequence (RES) is defined as a group of events with
nearly identical waveforms, locations, and magnitudes that represent repeated ruptures
of effectively the same patch of fault”. The result shows that the sequence of earthquakes
could be extended in time, even those of low magnitude. The observations of RES prove
that there are aseismic slips at depth loads of repeating ruptures. In this case, the view of
China Mainland is very attractive as an example, especially the north-western mountainous
part. The hazard map for PGA corresponding to a 10% probability of exceedance in 50 years
is presented in Figure 1.
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Figure 1. The Global Hazard Mosaic coverage of China, based on the 2015 seismic hazard model of
China (GB18306-2015) for peak ground acceleration (PGA) and spectral acceleration (SA) at 0.2, 0.5,
1.0, and 2 s [9].

Some research about repeating earthquake sequences (RES) is able to monitor volcanic
activity [10]. The RES comparison results from different authors we could find in [1].
Sometimes repeating earthquakes are called duplet events and families or clusters if they
are located inside the same area. Upon research from Uchida and Bürgmann [7], well-
characterized RES are mostly small (M < 4) but can be larger than M6 and show long-term
slip rates increasing for several years to a decade. I chose the area (marked as a red rectangle
in Figure 1) for the analysis for several reasons. Firstly, it is a part of the Central Asian
Orogenic Belt (CAOB). CAOB is characterized by complicated intracontinental processes
and active tectonics [11–14]. This part of CAOB is crossed by three neighboring countries:
Kyrgyzstan, China and Kazakhstan. The detailed geological description and tectonic
features are given in [12,14]. This seems a potential advantage because more monitoring
tools from different countries could be involved in future earthquakes analysis. RES is a tool
for studying the earthquake preparation process with cycles in modern geodynamics and
helps in tracking fault zones at the surface [15]. They “illuminated earthquake triggering
mechanism and revealed systematic changes in rupture characteristics as a function of
loading rate” [7]. Some RES studies for the same area are under consideration of different
research groups at the same time in 2021, e.g., [16].

For the seeking process of RES events, the accurate hypocenter determinations are of
high importance. Hypocenter location and waveform similarity are two main methods
to identify repeating earthquakes to obtain the highest cross correlation coefficient (CC)
between each waveform pair [1]. The most popular method is cross correlation of regional
seismic waveforms. Their waveform characteristics provide important insights into fric-
tional fault mechanics, earthquake source heterogeneity, and Earth structure changes. That
is the reason why the China catalogs from 1985 to 2005 near 5623 events were relocated by
Schaff et al. [17]. In such a way, Schaff and Richards [18] found that 10% of seismic events
in and around China are repeating earthquakes (with no more than 1 km from each other),
whereas 64% of postshocks have smaller magnitudes than the preceding RES events [5].
Recent novelty in epicenter location is satellite data usage to reduce uncertainty. Geodetic
observations and imaging geodesy observations complete the NEIC catalogs [19,20]. Sta-
tistical correlation of seismicity and geodetic strain rate in the Chinese Mainland is given
in [21].

The aim of this research is to provide a number of samples of repeating earthquakes
to study the “ionosphere–atmosphere–lithosphere” system in seismic-prone regions and
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the relationship between the earthquake source, effect on deformation processes and
space weather parameters based on data of space monitoring by the Chinese seismo-
electromagnetic satellite CSES-01, and the possibility of earthquake triggering by strong
bursts of geomagnetically induced currents in conducting seismogenic faults of the Earth
crust. There are some proofs of the space weather influence triggering seismic activ-
ity [22,23].

2. Materials and Methods

For the RES catalog forming, firstly, we need to use open worldwide catalogs, e.g.,
NEIC [20], because they accumulate regional bulletins. We need to choose the interesting
area and form a text format catalog and save it for further analysis. Afterward, we need
to compare hypocenter locations and find any clusters or repeating sources. Usually, the
RES distance is no more than 1 km from each other. The next step is to find any close
seismic stations, where the seismograms for these cluster events are recorded. As I said
before, the only reason to collect waveforms is to correlate them with each other. Thus,
I need to download earthquake waveforms for each event recorded by the long-term
seismic segment. Usually, they should have a 100 Hz sampling rate. Eventually, we group
repeating pairs into clusters using median CC value ≥0.9 with at least two stations [1,24].
The additional information (e.g., the number of stations, station distribution, and timing
accuracy of station clocks) is outside of our attention. The CC time windows are very
sensitive [25]. The CC time length is compared to ~5000 samplings, starting 0.5 s before the
P/S wave onset [24,26]. The process and results should be similar to the research by Deng
et al. [27,28].

Actually, for all those steps, firstly, we need to find and accumulate information about
seismic and observatories, monitoring the Earth’s magnetic field. The previous data for
the China Digital Network was reviewed in [29]. Permanent stations on China’s National
Digital Seismograph Network (CNDSN) are: Beijing (BJI), Enshi (ENH), Hailar (HIA),
Kunming (KMI), Lhasa (LSA), Lanzhou (LZH), Mudanjiang (MDJ), Qiongzhong (QIZ),
Shanghai (SSE), Urumqi (WMQ), Xi’an (XAN) [29]. There is also the China National
Seismic Network at the Institute of Geophysics [30]. There were only two permanent
stations in China near the chosen region that are useful for the study: Urumqi (ENH), Kashi
(KSH). The other seismic stations are located in Kyrgyzstan and Kazakhstan for studying
seismicity [31–36]. Nine seismic stations with their coordinates were selected for further
analysis and are given in Table 1.

Table 1. The nearest seismic stations to the selected area.

Station Code Station Name Country Latitude, ◦N Longitude, ◦E Network Name/Data Center(s)

ASAI Aksay Kyrgyzstan 40.9178 76.521 CAIAG/GEOFON

ENEL Enylcheck Kyrgyzstan 42.1529 79.455 CAIAG/GEOFON

MRZ1 Lake Merzbacher Kyrgyzstan 42.2246 79.8597 CAIAG/GEOFON

TARG Taragay Kyrgyzstan 41.7291 77.8048 CAIAG/GEOFON/IRISDMC

PRZ Prjevalsk Kyrgyzstan 42.5 78.4 KRNET/IRISDMC

PRZ1 Karakol Kyrgyzstan 42.5 78.400002 KRNET/IRISDMC

PDGK Podgonoye Kazakhstan 43.3276 79.4849 KNDC/IRISDMC

WMQ Urumqi China 43.821098 87.695 CDSN/IRISDMC

KSH Kashi China 39.516998 75.922997 CNDSN/IRISDMC

After RES searching in the catalog and waveform CC, as mentioned before, we are in-
terested in solar storms, and consequently, strong bursts of geomagnetic indices. Therefore,
I list below geomagnetic stations (Tables 2–4), which could be potentially useful to find any
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relationship between RES and indices variations. Upon new numerous studies there are
certain triggering mechanisms that we observe in geomagnetic indices [37,38].

Table 2. Local stationary geomagnetic stations in Kyrgyzstan [33].

Station Latitude, ◦N Longitude, ◦E Type

Ak-Suu 42.603 74.008

transient electro- magnetic sounding
method (TEM) geomagnetic-variation
modular system “MB-07” developed

by RS RAS

Shavay 42.617 74.222

Chonkurchak 42.626 74.608

Tash-Bashat 42.667 74.770

Issyk-Ata 42.638 74.960

Kegety 42.613 75.157

Table 3. INTERMAGNET observatories (the global network of observatories, monitoring the Earth’s
magnetic field) near the target area [39].

Code Name Country Latitude, ◦N Longitude, ◦E Institute Elevation, m Instruments

AAA Alma Ata Kazakhstan 46.8 76.9 IIRK 1300

Variations: Fluxgate magnetometer
LEMI-008,
Overhauser proton magnetometer
POS-1,
Absolutes: DI-fluxgate 3T2KP
LEMI-203,
Overhauser Proton Magnetometer
POS-1

WMQ Urumqi China 46.19 87.71 CEA 908

Variations: Continuously Recording

• Vector Magnetometer DMI FGE
• Scalar Magnetometer GSM-90F

Absolutes: DI Fluxgate Theodolite,
Minregion DIM, Hungary and Proton
Magnetometer G856AX

Table 4. Meridian project station locations in China, along with the types of observations and
instruments deployed at each [40].

Station Latitude, ◦N Longitude, ◦E Instruments

Mohe 53.5 122.4 magnetometer, digisonde, TEC a monitor/ionospheric scintillation monitor

Manzhouli 49.6 117.4 magnetometer, ionosonde

Changchun 44.0 125.2 magnetometer, ionosonde

Beijing 40.3 116.2

magnetometer, digisonde, lidar, b all-sky imager, Fabry–Perot
interferometer, mesosphere-stratosphere-thermosphere radar,
interplanetary scintillation monitor, cosmic ray monitor, TEC

monitor/ionospheric scintillation monitor, high-frequency Doppler
frequency shift monitor

Xinxiang 34.6 113.6 magnetometer, ionosonde, TEC monitor/ionospheric scintillation monitor

Hefei 33.4 116.5 lidar

Wuhan 30.5 114.6
magnetometer, digisonde, lidar, mesosphere-stratosphere-thermosphere

radar, meteor radar, TEC monitor/ionospheric scintillation monitor, high-
frequency Doppler frequency shift monitor

Guangzhou 23.1 113.3 magnetometer, ionosonde, cosmic ray monitor, TEC monitor/ionospheric
scintillation monitor

Hainan 19.0 109.8
magnetometer, digisonde, TEC monitor/ionospheric scintillation monitor,

lidar, all-sky imager, very high frequency radar, sounding rockets,
meteor radar
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Table 4. Cont.

Station Latitude, ◦N Longitude, ◦E Instruments

Zhongshan 69.4 76.4 magnetometer, digisonde, high-frequency coherent scatter radar, aurora
spectrometer

Shanghai 31.1 121.2 Magnetometer, TEC monitor

Chongqing 29.5 106.5 magnetometer, ionosonde

Chengdu 31.0 103.7 magnetometer, ionosonde

Qujing 25.6 103.8 incoherent scatter radar

Lhasa 29.6 91.0 magnetometer, ionosonde
a Total electron content. b Light detection and ranging.

3. Results

In this work, an earthquake catalog (NEIC) 2015–2020 from [20] of 400 earthquakes
with magnitudes mb 2.5–6.3 was used. The magnitude consistency is shown in Figure 2.

Figure 2. Final locations for 5623 events well distributed throughout China—3689 for all of China
from 2015 to 2020.

The overview of the events’ coordinates gives an impression of seismic areas by
distribution density. By K-means clustering algorithm in Origin 9 [41], I obtained six main
clusters after ten iterations (Figure 3a). For the detailed analysis, I decided to look in
clusters 3, 4 and 6. I applied K-means clustering again to separate small families of adjacent
events (Figure 3b). I zoomed in to the area from 41.5◦ N, 81◦ E to 43◦ N, 85◦ E (118 events).
This procedure helps separate each location and group them into families. Inside these
28 families, I could start to download seismic waveforms for cross-correlation for repeated
earthquakes.

On the Landsat image, the epicenter distribution is sparse (Figure 4). The hypocenter
depth is shown in color. It is obvious that some epicenters group near trench zones and
orogenesis. Google Earth is an open source for geospatial data visualization. One of its
advantages is a relief basemap. It helps a lot with understanding Earth’s surface features
where the earthquakes occur. Future steps could touch-up the geospatial imaginary datasets
with Google Earth Engine Tools (open-source platform for satellite data processing). This
area (Urumqi) is mountainous with intense surface elevations.

Finally, by checking each of the 28 families, we could find potential RES events. For
example, for the first cluster, K-means creates a cluster of five events. Only two of them
(4 December 2019, T0 = 12:48:30 λ = 41.7243◦ N, φ = 81.7066◦ E, and 17 January 2019,
T0 = 13:32:37, λ = 41.7386 ◦ N, φ = 81.6901◦ E) are close to each other (distance ~2.5 km)
(Supplement Table S1). Both have occurred at the same depth 10 km, which intermediately
indicates the similarity of sources.
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Figure 3. Clustered epicenter locations for events from 2015 to 2020 distributed throughout China:
(a) all events for the target area; (b) only events for 3, 4, 6 clusters from (a).

Figure 4. Earthquakes epicenters on ©Google Earth Landsat image [42]. Red lines—fault from
database [43].

4. Conclusions

I present here principle moments in the repeating earthquake sequences search using
K-means algorithm and epicenter coordinates from the NEIC seismic catalog. The first
results give us an idea of the possibility of finding similar events over a long period of
time. The idea of repeating earthquakes statistics could be useful for seismic hazard maps
and earthquake repeating maps, which are obviously used for construction and building
engineering. The hypothesis about the “ionosphere–atmosphere–lithosphere” relation
as the possibility of earthquake triggering by strong bursts of geomagnetically induced
currents requires additional analysis, using data from geomagnetic stations indicated in
the study and Chinese seismo-electromagnetic satellite CSES-01 data. The geomagnetic
index amplitude variations, the choice of specific indices or their relation and the accuracy
of the location of the phenomena also claim special attention and would play a critical role.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/ASEC2021-11122/s1, Table S1: K-means clustering results for the area from 41.5◦ N, 81◦ E to
43◦ N, 85◦ E (118 events).
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Abstract: Images taken by digital cameras include noise. The image recognition rate decreases
with increasing noise. Reducing noise is essential for improving the accuracy of image recognition.
Low-pass filters, such as a Gaussian filter (GF), are often used to reduce noise from images. Low-pass
filters can reduce noise. However, low-pass filters always blur the edges. As the edge blur becomes
stronger, the accuracy of edge and feature detection of image recognition worsens. Therefore, we
propose a noise reduction filter for images that can preserve edges by combining the GF and the
L2-norm. The proposed method is expected to improve the image quality and, consequently, the
accuracy of image recognition.

Keywords: digital image processing; noise reduction; edge preserving; gaussian filter; L2-norm

1. Introduction

Images taken by digital cameras include noise [1]. Image quality reduces with increas-
ing noise. In addition, the recognition rate of image recognition decreases with increasing
noise. Currently, image recognition is used in security technology through face recognition
and in image inspection at production sites. Therefore, the accuracy of image recognition
needs to be improved. Reducing noise is essential for improving the accuracy of image
recognition. Low-pass filters, such as a Gaussian filter (GF) [2], are often used to reduce
noise in images. Low-pass filters can reduce noise; however, low-pass filters always blur
the edges [3]. As the edge blur becomes stronger, the accuracy of the edge and the feature
detection of image recognition worsens [4]. Therefore, noise reduction filters need to be
able to preserve edges.

A non-local mean filter (NLMF) [5] was proposed as a noise reduction filter for images
that can preserve edges. The NLMF has high denoising performance for weak noise.
However, the NLMF has low denoising performance for strong noise. In addition, the
NLMF has a problem in that the amount of calculation is large and the processing time
is long.

In order to solve this problem, in this research, we propose a noise reduction filter for
images that can preserve edges by combining the GF and the L2-norm [6]. The proposed
method is expected to simultaneously achieve high denoising performance and edge-
preservation performance compared to NLMF by using the L2-norm. In addition, the
proposed method can shorten the processing time compared with NLMF. Therefore, the
proposed method is expected to improve the image quality and, consequently, the accuracy
of image recognition. The remainder of this paper is organized as follows: we describe the
proposed method in Section 2, verification experiments are presented in Section 3, and the
paper is summarized in Section 4.
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2. Proposed Method

The filter proposed in this research is a filter for images that combines the L2-norm
and GF (hereinafter referred to as L2GFI). The algorithm for the proposed method is shown
in the following bullet points. In addition, the software we used to develop the proposed
method is MATLAB.

1. The reference points are set in the cells corresponding to each coordinate in the original
image;

2. The Gaussian function is applied in the xy-direction;
3. In the z-coordinate, the range where the value of the weight does not become zero

consecutively is recognized as a mountain of weight;
4. The mountain where the sum of weights is the maximum is selected;
5. The output value is calculated through a convolution of the normalized weights and

the pixel value z in the range of the selected mountain.

The specific processing procedure for the L2GFI is explained. The L2GFI needs to
assign an array to pixel value z in addition to the xy-coordinate. Therefore, processing
the L2GFI requires a three-dimensional array in the case of two-dimensional grayscale
images. The L2GFI plots reference points in the corresponding cells of the x-coordinate,
y-coordinate, and pixel value z of each pixel in the image. The GF is applied in the xy-
direction for the plotted reference points for each pixel. At that time, the weight array
of GF is added to the corresponding cell. After applying the GF in the calculation of the
L2GFI algorithm, the distribution of weights in the z direction is checked for each pixel.
The range where the value of the weight does not become zero consecutively is recognized
as a mountain of weight. At that time, if the distance between the neighboring mountains
is small, the neighboring mountains are recognized as one mountain. The output value is
calculated only from the range of the mountain where the sum of weights is the maximum.
The output value is calculated as the sum of the product for the normalized weights and
pixel value z. Let the pixel values in the calculation range be z1, z2, . . . , zn, the weights of
the Gaussian function be w1, w2, . . . , wn, and the output value be o, and then the output of
L2GFI can be shown as Equation (1):

o =
n

∑
i=1

ziwi (1)

A comparison of the output processing when the target pixel is a normal value and
when the target pixel is noise is shown in Figure 1. Figure 1a shows the target pixel and
surrounding pixels when the target pixel is a normal value. Figure 1b shows the target
pixel and its surrounding pixels when the target pixel is noise. Figure 1c shows the weight
distribution in the z-direction, the output process of the GF, and the output process of
the L2GFI after applying GF to Figure 1a. Figure 1d shows the weight distribution in the
z-direction, the output process of the GF, and the output process of the L2GFI after applying
the GF to Figure 1b. Comparing the output values of the GF in Figure 1c,d, the output
value of Figure 1d shows a larger difference from the normal value than the output value
of Figure 1c. The output value of the GF is affected by noise because the GF calculates from
all ranges in the z-direction. Comparing the output values of the L2GFI in Figure 1c,d, it
can be seen that the output values of the L2GFI are not different. This is because the output
values of the L2GFI are calculated only from the range of the mountain where the sum of
weights is maximum. Therefore, L2GFI is expected to achieve high denoising performance.
In addition, when L2GFI (with size 5 × 5) is applied to an area that includes edges, such
as in Figure 1a, the weight distribution has two mountains, as shown in Figure 1c. The
sum of the weights tends to be larger for the mountains that include the target pixel due
to the property of the Gaussian function. As a result, the L2GFI is able to preserve the
edges because the output value is calculated only from the pixel values of the edge that
includes the target pixel. Furthermore, as shown in Figure 1b,d, the L2GFI can remove
noise without blurring the edges, even when noise is included in the edges. The L2GFI can
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also be expected to achieve high edge-preserving performance by processing other pixels
in the same way.

Figure 1. Comparison of output processing of normal value and noise when using GF and L2GFI;
(a) sample image of only normal values; (b) sample image with noise; (c) output processing of GF
and L2GFI for (a); (d) output processing of GF and L2GFI for (b).

3. Experiments

3.1. Noise Reduction Experiment

The denoising and edge-preserving performances of the L2GFI algorithm are verified
here. The experiment compares the denoising and edge-preserving performances of the
L2GFI and the NLMF on a noise-added sample image using visual inspection and root
mean square error (RMSE). As the value of RMSE becomes lower, it can be said that the
reproducibility of the original image becomes higher. A higher reproducibility of the
original image indicates higher denoising and edge-preservation performances. Three
types of standard images are used as sample images for the experiment. The size of the
sample image is 256 × 256 pixels. We apply each filter with a filter size of 5 × 5 pixels.
In this experiment, to avoid implementation errors, the NLMF is used as the function of
OpenCV 4.5.3 [7]. The parameter values of the NLMF use the recommended values of the
function.

Figures 2–4 show the original image, noise-added image, and result of applying each
filter to the noise-added image for each sample image. The output images of each filter
in Figures 2–4 are compared through a visual inspection. The output image of the NLMF
showed no major changes in any of the samples compared to the noise-added image. It
can be confirmed that the NLMF has a high edge-preserving performance, and a low
denoising performance for strong noise. The output image for the L2GFI showed that noise
is removed in all the samples. Therefore, it can be seen that the L2GFI has higher denoising
and edge-preservation performances compared to the NLMF.
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Figure 2. Filtering results for sample image “Airplane”; (a) input image; (b) image with noise added
to (a); (c) filtering result of (b) by L2GFI; (d) filtering result of (b) by NLMF.

Figure 3. Filtering results for sample image “Earth”; (a) input image; (b) image with noise added to
(a); (c) filtering result of (b) by L2GFI; (d) filtering result of (b) by NLMF.

Figure 4. Filtering results for sample image “Girl”; (a) input image; (b) image with noise added to
(a); (c) filtering result of (b) by L2GFI; (d) filtering result of (b) by NLMF.

Table 1 lists the RMSE values calculated using each filter (first row) and deviation
ratio (%) from the RMSE values calculated using the L2GFI (second row) for each sample
image. The first row of Table 1 shows that the RMSE value of NLMF is larger than the
RMSE value of L2GFI. The second row of Table 1 shows how large the RMSE value of
NLMF is compared to the RMSE value of L2GFI. From Table 1, the RMSE values of the
L2GFI are 34 (%) or lower than those of the NLMF for all sample images. Therefore, it can
be said that the L2GFI has higher denoising and edge-preservation performances than the
NLMF in the evaluation of RMSE values.

Table 1. RMSE values calculated using each filter (upper section) and deviation ratio (%) from RMSE
values calculated using L2GFI (lower section).

Sample Image L2GFI NLMF

Airplane 9.47 14.55
- 34.88

Earth
5.94 13.56

- 56.23

Girl
5.20 15.04

- 65.38
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3.2. Processing Time

The high-speed processing performance of L2GFI is verified. The experiment compares
the processing times of the L2GFI and NLMF. We used the functions provided by the
software to measure the processing time. The processing time in the comparison experiment
is the average time when the filter is applied 10 times. The sample images and parameter
values of each filter are the same as those in the experiment in Section 3.1. As a result of
the experiment, the average processing time of the L2GFI is 0.2 s, whereas the average
processing time of the NLMF is 17.6 s. The processing time of L2GFI is 88 times faster
than that of the processing time of the NLMF. In order to verify the uncertainty of the
measurement, we calculated the standard deviation of the data for 10 measurement times.
The standard deviation of the calculation time for the L2GFI is 0.007 (s); therefore, the
calculation time for the L2GFI is 0.2 ± 0.014 s, with a coverage factor k = 2. The standard
deviation of the calculation time for the NLMF is 0.01 (s); therefore, the calculation time for
the NLMF is 17.6 ± 0.02 s (k = 2). The uncertainty of these measurements are, therefore,
small. Furthermore, in terms of high-speed processing performance, the L2GFI is better
than the NLMF.

4. Conclusions

In this research, we proposed the L2GFI, a noise reduction filter for images that can
preserve edges that combines the GF and L2-norm. The results of this research are as
follows.

1. A visual comparison of the experimental results showed that the L2GFI has better
denoising and edge-preservation performances than the NLMF.

2. As a result of experimental verification, L2GFI had RMSE values that were 34 (%) or
lower than those of the NLMF. Consequently, it can be said that the reproducibility of
the original image of the L2GFI is at a higher level than that of the NLMF.

3. The verification results showed that the processing time of the L2GFI was faster than
that of the NLMF. Therefore, the L2GFI is better than NLMF in high-speed processing
performance.

From these results, it can be said the L2GFI combines high denoising, edge-preservation,
and high-speed processing performances compared to the NLMF. We considered that the
performance of the L2GFI needs to be further validated for practical applications. Therefore,
in the future, we will verify the performance of the L2GFI for more complex sample images
and other types of noise.
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Abstract: The present work aims to predict the cyclic behavior and fatigue life of 316 FR stainless
steel specimens at 650 ◦C. First, the samples were modeled using finite element analysis under
different strain amplitudes, and the obtained numerical hysteresis loops were compared against
experimental results available in the literature. Then, the fatigue life was estimated using different
fatigue life prediction models, namely the Coffin–Manson model, Ostergren’s damage function, and
Smith–Watson–Topper model, and was compared to the experimental fatigue life. The obtained
results revealed that the numerical cyclic stress–strain data are in good agreement with those obtained
experimentally. In addition, the predicted fatigue lives using the previously mentioned fatigue life
models and based on the provided equation parameters are within a factor of 2.5 of the experimental
results. Accordingly, it is suggested that they can be used to predict the fatigue life of 316 FR
stainless steel.

Keywords: cyclic stress–strain behavior; fatigue life prediction; finite element analysis; low cycle
fatigue; 316 FR stainless steel

1. Introduction

Advanced Gas-cooled Reactors (AGR) in the nuclear power plant industry are de-
signed to operate at severe temperatures [1], resulting in thermal stresses occurring simulta-
neously with mechanical loads. Basically, the frequent start-up and shut-down procedures,
as well as the change in power level owing to the daily energy consumption, are the main
reason for these components experiencing combined mechanical and thermal cyclic load-
ings. The resulting repetitive loads cause microscopic damage to the material, which leads
to fatigue crack initiation, propagation, and eventually, failure.

Over time, several fatigue life prediction approaches for the Low Cycle Fatigue (LCF)
regime have been published in the literature; the most popular are the plastic strain-based
approaches such as the Coffin–Manson model [2,3], strain energy-based criteria such the
Smith–Watson–Topper (SWT) damage model [4], which can be used for both low- and high-
cycle fatigue conditions, and Ostergren’s equation [5]. The two latest ones (i.e., SWT and
Ostergren models) consider the effect of mean stress on fatigue life. Another well-known
strain energy-based method worth mentioning is Golos and Ellyin’s total strain energy
density approach [6] as it is valid for low and high cycle fatigue regimes, as well as for
both Masing and non-Masing material response. Moreover, when using these equations,
the accuracy of the stress–strain data is also important for estimating accurate low-cycle
fatigue life. Finite Element Analysis (FEA) is one of the most effective tools to use, since it
has been shown to be precise and accurate [7,8].

Eng. Proc. 2021, 11, 28. https://doi.org/10.3390/ASEC2021-11116 https://www.mdpi.com/journal/engproc187



Eng. Proc. 2021, 11, 28

Materials with good cyclic characteristics are generally required for use in AGRs to
withstand severe low cycle fatigue loadings. 316FR Stainless Steel (SS) is identical to 316LN
SS [7,8], a low-carbon increased nitrogen grade of austenitic stainless steel that is typically
selected for this sort of application due to its extending mechanical, low-cycle fatigue and
creep properties at higher temperatures [1].

Many research investigations have been undertaken in the last few years to examine
the durability of 316 SS under low-cycle fatigue at room temperature, in particular [7–9], but
few studies have been dedicated to low-cycle fatigue at higher temperatures. Hormozi [1],
for example, performed thorough experimental and numerical investigations of isothermal
and in-phase thermomechanical low cycle fatigue of 316 FR SS with and without hold
time. As a result, he developed a substantial number of findings related to the analysis
of stress–strain data, cyclic plasticity behavior, and creep-fatigue damage evolution for
low-cycle fatigue and thermomechanical fatigue conditions.

Recently, a vast majority of investigations have been conducted to study the accuracy
of the widely used low-cycle fatigue life equations, namely the Coffin–Manson [2,3], Smith–
Watson–Topper [4], and Ostergren models [5] at room temperature, in particular [10,11].
However, only a few studies have focused on determining the parameters and evaluating
the accuracy of these LCF models, for 316 stainless steel, at higher temperatures. In the
present paper, the cyclic stress–strain curves have been generated based on finite element
analysis and have been compared with the experimental ones found by Hormozi [1]. Then,
an examination of the aforementioned low-cycle fatigue life prediction equations, i.e.,
the Coffin–Manson [2,3], Smith–Watson–Topper (SWT) [4], and Ostergren equations [5],
has been made and the parameters of these equations have been proposed for dumbbell
specimens made of 316 FR SS at 650 ◦C. The predicted fatigue lives have been compared
with the test data provided by Hormozi [1], Hong et al. [12], and Tak et al. [13].

2. Experimental Conditions

Hormozi [1] conducted a fully reversed uniaxial low-cycle fatigue experiment on
four polished dumbbell specimens made of 316 FR SS, the chemical composition of which
is indicated in Table 1 (in weight percent). The specimens have a gauge diameter and
length of 8 and 16 mm, respectively, as shown in Figure 1. The LCF experiments were
performed under different mechanical strain amplitude levels, namely ±0.4, ±0.8, ±1.0,
and ±1.2%, and at a constant temperature of 650 ◦C. All the tests were undertaken in the
air environment with a frequency of 0.01 Hz.

Table 1. Chemical Composition of 316FR SS in weight (%) [1].

As B C Co Cr Cu Mn Mo N Nb
0.02 0.003 0.05 0.08 18.08 0.1 1.88 2.22 0.048 0.01

Ni P S Si Sn Ti V W Zr
11.8 0.023 0.006 0.38 0.02 0.01 0.1 0.04 0.01

Figure 1. Specimens shape and dimensions (in mm).

3. Finite Element Analysis

Finite element analysis has been conducted on four cylindrical specimens using
ABAQUS software [14]. The 2D-axisymmetric model, with a radius of 4 mm and a height
of 6.25 mm, has been created to illustrate the gauge section of the samples under study.

188



Eng. Proc. 2021, 11, 28

As shown in Figure 2a, symmetry boundary conditions have been generated along the
gauge length and gauge diameter, and prescribed cyclic displacement has been applied
to the higher extremity of the 2D model in a symmetrical triangular waveform as illus-
trated in Figure 2b. Moreover, the temperature was fixed and set to 650 ◦C. The CAX4R
elements have been considered in the mesh section. The kinematic and isotropic plasticity
data from [1], as well as other material properties, represented in Figure 3 and Table 2,
respectively, have been implemented in the FEA software’s property section.

 

(a) (b) 

Figure 2. Representation of the finite element model on Abaqus; (a) boundary conditions, and (b) applied
loads waveform.

 

(a) (b) 

Figure 3. Plasticity data of (a) non-linear kinematic hardening, and (b) isotropic hardening of 316 FR
SS, at 650 ◦C, for a strain amplitude of ±1.0% [1].

Table 2. Material properties of 316 FR SS at 650 ◦C [1].

Young’s Modulus
(MPa)

Yield Strength (MPa)
Thermal

Conductivity
(Wm−1 ◦C−1)

Coefficient of
Thermal Expansion

(10−6 ◦C−1)

160,000 100 23 21

4. Results & Discussion

4.1. Cyclic Stress–Strain Response

The estimated cyclic stress–strain data at ±0.4% have been compared to Hormozi’s
experimental results [1]. As shown in Figure 4, the numerically estimated hysteresis loops
are in good agreement with those found experimentally. As a result, the FE data are accurate
and can be used to predict the low-cycle fatigue life of 316 FR SS.
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Figure 4. Comparison between the numerical hysteresis loop and the experimental one provided by
Hormozi [1] under ±0.4% strain amplitude.

4.2. Fatigue Life Prediction

This section covers the evaluation of the well-known fatigue life equations for esti-
mating the low-cycle fatigue life for dumbbell specimens made of 316 FR SS at 650 ◦C.
These include the Coffin–Manson, Ostergren, and Smith–Watson–Topper models [2–5]. The
predicted fatigue lives found from the present study will be compared with the test results
reported in [1,12,13].

4.2.1. Coffin–Manson Model

In the low-cycle regime, Coffin and Manson [2,3] independently established a log–log
linear equation to consider the effect of plastic strain range Δεp on the low-cycle fatigue life
Nf. The well-known Coffin–Manson equation is given as follows:

Δεp = 2ε′f
(

2Nf

)c
(1)

where ε′f , and c are the fatigue ductility coefficient and fatigue ductility exponent, respec-
tively. The values of these two material parameters at 650 ◦C, obtained by the least square
regression technique with a coefficient of determination R2 of 0.998, are listed in Table 3.
The numerically and experimentally obtained plastic strain amplitudes at the saturation
stage, for each applied mechanical strain amplitude, are provided in Table 4. In this table
(i.e., Table 4), the Relative Error (RE) between the experimental and numerical plastic strain
amplitude values, for all applied strain amplitudes, shows that the finite element model
accurately predicts the plastic strains under LCF conditions. The estimated fatigue lives
obtained using Equation (1) were compared to those provided by Hormozi [1] and are
found to be conservative with an average relative error of −7.87% and lie very close to a
factor of 1, as illustrated in Figure 5. For further validation, the obtained predicted fatigue
lives from the Coffin–Manson model were also compared to 10 test data points provided
by Hong et al. [12], and Tak et al. [13] for a mechanical strain amplitude between ±0.4
and ±0.8% and found to fall within a factor of 2.5 of the test results, as shown in Figure 5.
Hence, the suggested parameters in Table 3 are valid and can be used to predict the fatigue
life of the present study’s used material when the temperature is 650 ◦C.

Table 3. Coffin–Manson, Ostergren and SWT equations parameters for 316 FR SS at 650 ◦C.

Coffin-Manson Ostergren SWT

εf
′ c L (MPa) n C (MPa) β

0.9121 −0.767 874.9 −0.949 7839 −0.378
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Table 4. Relative error between the predicted and experimental [1] maximum stress and plastic strain
amplitude.

Strain
Amplitude

σmax,pre σmax,exp RE Δεp,pre/2 Δεp,exp/2 RE

(%) (MPa) (MPa) (%) (%) (%) (%)

0.4 227 223 1.79 0.25 0.23 8.70
0.8 274 281 −2.49 0.62 0.59 5.08
1 288 297 −3.03 0.81 0.78 3.85

1.2 292 - - 1.02 - -

Figure 5. Comparison of the predicted fatigue life with the experimental results in [1,12,13].

4.2.2. Ostergren Damage Model

Ostergren [5] proposed a damage function that relates the plastic strain range Δεp and
the maximum stress σmax to the fatigue life Nf as follows:

σmax Δεp = LNn
f (2)

where L and n are material parameters. The obtained values for each by the least square
regression technique with an R2 of 0.997 are represented in Table 3.

The FE obtained maximum stress for each applied strain amplitude is listed in Table 4.
The percentage relative error between the FE predicted peak stress and the experimental one
further indicates that the FE results are in good agreement with those found experimentally.
Moreover, the calculated fatigue life using Equation (2) are plotted against the experimental
data in Figure 5. As can be seen, the estimated low cycle fatigue life using the Ostergren
damage function [4] lies extremely close to the factor of 1, and the maximum relative error is
only −9.41% at 0.4% strain amplitude. The comparison between the predicted fatigue lives
using the Ostergren model and the experimental data of Hong et al. [12] shows that the
fatigue life is conservative at 0.4, 0.5, and 0.6% strain amplitudes and with a more significant
relative error than at 0.7 and 0.8% strain amplitude. By way of example, the relative error
is −37.36 and 2.5% for strain amplitudes of 0.6 and 0.7%, respectively. Accordingly, the
overall predicted results are within a factor of 2.5 of the test data. Thus, one can conclude
that the Ostergren model along with the proposed parameters in Table 3 can well predict
the low cycle fatigue life of 316 FR SS, at 650 ◦C.
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4.2.3. Smith–Watson–Topper Damage Model

Smith et al. [4] presented the SWT parameter (i.e., σmax Δε) as a damage parameter
that is related to cycle life in the following [15]:√

EσmaxΔε = CNf
β (3)

where Δε is the mechanical strain range, and β and C are material constants.
The fatigue lives calculated using Equation (3) with the parameters listed in Table 3

(R2 of 1), under different strain amplitudes, have been compared with those obtained
experimentally [1]. As observed from Figure 5, the predicted LCF life by means of Equation
(3) along with the SWT material parameters represented in Table 3, are in good agreement
with the experimental ones (factor of 1), and the maximum relative error is only 4.71%
at the strain amplitude of 1%. Further validation with test data from reference [12] was
made, and the predicted fatigue lives are found to have a factor of 2.5 as shown in Figure 5.
Therefore, it may be concluded that the Smith–Watson–Topper equation along with the
present study’s supplied parameters can correctly estimate the fatigue life for 316 FR SS at
650 ◦C.

5. Conclusions

In this work, the cyclic stress–strain response of 316 FR SS at 650 ◦C has been numeri-
cally obtained using FEA and compared to the experimental results in order to examine
the accuracy of the finite element model. The fatigue life has been estimated for various
applied strains at the same mentioned temperature and compared to the experimental data
provided in the literature [1,12,13] to assess the accuracy of the commonly used fatigue life
equations, namely the Coffin–Manson, Ostergren, and Smith–Watson–Topper models [2–5].
The following conclusions have been made; (1): the cyclic stress–strain data were found
to be in good agreement with the experimental results. (2): The fatigue life equations
parameters that were found using least square regression analysis have been supplied. (3):
The fatigue life prediction models with the given parameters yielded results that were close
to the experimental findings by a factor of 2.5. Hence, it is suggested that these fatigue life
equations can be used to accurately estimate the fatigue life of 316 FR SS at 650 ◦C.
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Abstract: It is important to identify the normal range of motion (ROM) of the human joints for
both biomechanical and clinical applications. For health care providers, including physicians and
therapists, the restoration of normal ROM is a difficult task. The severity of impaired joint mobility
or the postoperative rehabilitation process must be evaluated in comparison with a normal reference
value. However, there are no studies that have reported the ROM of Mongolian subjects. In this
study, we measured the hip, knee, and ankle joint angles using multiple wearable inertial sensors.
Ten healthy young subjects participated. The three-dimensional (3D) motion data were collected
while the subject were walking at normal speed. In our knowledge, this study is the first to analyze
the normal ROM of Mongolian male subjects. The collected data can be used as reference values for
evaluating the disability of the motion and performance in rehabilitation programs.

Keywords: normal range of motion; Mongolian; wearable sensors

1. Introduction

Identification of the natural gait characteristics of people is important from both
biomechanical and clinical perspectives [1]. Many diseases and injuries can impair joint
mobility, which results in a decline in ROM or changes the gait characteristics. Furthermore,
abnormal gait characteristics are associated with aging and an abnormal lifestyle. Joint
motion varies with age and is generally more restricted in the older age group [2].

For health care providers, including physicians and therapists, the restoration of
normal ROM is a difficult task. The severity of impaired joint mobility or postoperative
rehabilitation process must be evaluated in comparison with normal gait patterns. These
normal gait parameters have been investigated extensively in a variety of countries in-
cluding the United States [3], Sweden [2], Korea [1], Japan [4], and China [5]. However,
there are no comparison studies on ROM in Mongolia with other countries. Furthermore,
video-based motion analysis systems cannot provide the details of joint motions during
movements. The 3D joint angle measurement is an important requirement, notably in the
orthopedic and rehabilitation fields [6].

Recent developments in sensor technology allow us to precisely measure human
movements. Several studies have used the inertial measurement unit (IMU) sensor for
analyzing the kinematics of the lower extremity during normal walking and other motions
in a variety of countries [6–9]. In this study, we investigated the joint angles of the hip,
knee, and ankle during walking using wearable IMU sensors.
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2. Materials and Methods

2.1. Participant Information

Ten male subjects (age, 26.1 ± 7.8 years; height, 177 ± 7 cm; weight, 76.4 ± 17.6 kg),
who had not had any musculoskeletal injuries within the past year, were recruited in this
study. All subjects were recruited with informed consent from the Mongolian University of
Science and Technology (MUST).

2.2. Experiment Procedure

Each subject performed three bouts of walking under supervision. Subjects were
asked to perform their walking with normal speed to minimize the speed differences. Prior
to the experiment, each participant was asked to perform several bouts of walking as a
warm-up. The experiment was conducted in the indoor laboratory at MUST. The subjects
were wearing IMU sensors, a training suit, and sports shoes. In total, six IMU sensors
(Wearnotch, Notch Interface Inc., New York, NY, USA) were used to record the right lower
extremity motion during normal walking. The sensors were attached to the chest, stomach,
right thigh, shank, and foot using the straps. The IMU sensor includes 3-axis acceleration
and 3-axis gyroscope with ±16 g and ±2000◦/s, with a sampling rate of 100 Hz. The
sensors’ locations are described in Figure 1.

Figure 1. The experiment protocol and data processing.

2.3. Data Processing

At the beginning of the walking, subjects did a steady pose as a calibration. After
sensor calibration, each participant performed normal walking. The sensor’s raw data was
sent to the server computer and processed using Matlab® R2015a (The Mathworks Inc.,
Natick, MA, USA) [10]. After data processing, the quaternions of the six sensors were esti-
mated using the 3-axis acceleration and 3-axis gyroscope data based on the Madgwick filter
algorithm [11]. Then, the joint angles were estimated based on the orientation difference
between the adjusting two sensors. The joint angles were represented as the Euler angles
of the distal segment reference frame relative to the proximal segment reference frame
using the sensor’s orientation [12]. The accuracy of the wearable sensor was compared
against the conventional marker-based system in our previous study. The estimated error
between the wearable sensors and marker-based system was approximately 5.8% [10].
The 3D rotations of the joints in sagittal, transverse, and coronal planes were expressed
as extension-flexion (Ex-Fl), internal-external (Int-Ext) rotation, and adduction-abduction
(Add-Abd), respectively (Figure 2). After calculating the 3D joint angles, the cycle of one
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bout of walking was defined and normalized. From the start to the end of the cycle was
from a right heel strike to the next right heel strike.

Figure 2. Joint angle definition for hip, knee, and ankle joints.

3. Results

3.1. Joint Angles of Hip, Knee, and Ankle Joint

The hip, knee, and ankle joint angles during walking are shown in Figure 3. The
maximum extension-flexion angles of the hip and knee were 30.8 ± 3.5◦ and 55.2 ± 3.4◦,
respectively. In the ankle joint, the dorsiflexion-plantar flexion angle was 13.5 ± 6.0◦. The
maximum adduction-abduction angles of the hip, knee, and ankle joints were 5.3 ± 4.8◦,
16.6 ± 10.2◦, and 10.3 ± 5.8◦, respectively. The maximum internal-external rotation angles
of the hip, knee, and ankle joints were 5.5 ± 4.5◦, 7.3 ± 10.2◦, and 6.3 ± 3.8◦, respectively
(Figure 3).

Figure 3. Joint angles of hip, knee, and ankle joint.

3.2. Comparison with Previous Studies

The maximum flexion angles of the hip, knee, and ankle joints were compared to the
previous studies. The results are summarized in Table 1. The total joint angle data were
similar to previous studies [1,5,13,14]. Of note, the hip and ankle flexion were similar to
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that data from the Chinese population, while the knee flexion was similar to all data except
the Chinese. This is due to the anthropometric similarities between Asian countries.

Table 1. Maximum flexion angle comparison with previous studies.

Hip Knee Ankle

Our study 30.8 ± 5.5◦ 55.2 ± 3.4◦ 13.5 ± 6.0◦
United States [13] 38.2 ± 3.1◦ 57.4 ± 5.0◦ 10.6 ± 3.9◦

Korea [1] 24.2 ± 6.6◦ 58.9 ± 5.8◦ 10.8 ± 4.1◦
China [5] 34.7 ± 3.0◦ 66.2 ± 4.8◦ 13.7 ± 4.3◦
Italy [14] 43.4 ± 8.0◦ 55.6 ± 4.4◦ 19.7 ± 8.1◦

Throughout flexion motions, the maximum difference of hip, knee, and ankle joints
between the current and the previous studies was 12.6◦, 11.0◦, and 6.2◦, respectively. The
dissimilarity may be from the use of different motion capture systems. Our study utilized
the wearable motion capture system, while other studies have used the conventional
marker-based system. Of course, the difference occurred due to the gait characteristics of
different nationalities.

4. Conclusions

In this study, we utilized a wearable IMU sensor for measuring the normal ROM of
the lower extremity during walking for Mongolians. The wearable sensor technology can
be applied to both indoor and outdoor environments without any restrictions. The raw
sensor data was processed using the in-house developed algorithm based on the Mahony
filter. To my knowledge, this study is the first to analyze the 3D normal ROM of the
Mongolian subjects. But, the subjects were only male, and the number of participants was
small. Therefore, future work will need to include a large number of subjects as well as
different sexes and age groups. Future work will also focus on the gait characteristics of
the nomadic peoples. This study provides fundamentals of the normal gait characteristics
during walking, which can be reference values for evaluating the disability of the motion
and performance in rehabilitation programs.
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Abstract: Due to the COVID-19 pandemic, all countries around the world have imposed nationwide
lockdowns to control the spreading of the virus. During the lockdown period, many countries saw
a drastic drop in air pollution. In Bangladesh, there were two nationwide lockdowns. The first
lockdown was imposed on 26 March–30 May in 2020 and the second lockdown was imposed on 3
April until the study period of 31 May in 2021. This study aimed to analyze the NO2 pollution over
Bangladesh during the two periods of lockdown. Tropospheric NO2 column spatial configuration
was measured over Bangladesh using Sentinel-5P data. A map of the monthly average concentration
of tropospheric NO2 in 2020 and 2021 over Bangladesh was produced using the HARP toolkit and
Python. Then, the map was compared with same period Sentinel-5P product’s map for the same
period in 2019. It was found that during the first lockdown in Bangladesh between 26 March and
30 May 2020, NO2 concentration drastically decreased in April but increased in May. However,
during the second lockdown from 3 April to 31 May in 2021, the NO2 concentration was found to be
much higher. Most of the pollution occurred in the Dhaka district. During the second lockdown, the
restrictions were much lighter than those during the first one, which impacted the NO2 concentration.
This kind of study can be essential for the authorities to look closely at air quality and use sentinel
data to improve air quality monitoring in the future.

Keywords: Sentinel-5P; air quality; COVID-19 lockdown; NO2

1. Introduction

The COVID-19 pandemic has caused significant changes in society, the economy, and
the lifestyles of people worldwide. To contain the spread of the SARS-2 virus, countries
all around the world have been imposing different types of measures such as wearing
masks, maintaining physical distancing, and vaccines. Initially, lockdowns were the most
used strategy for most of the countries around the world to stop the transmission of the
COVID-19 virus. The temporary or total closure of international borders, educational
institutions, and non-essential businesses and restrictions on citizen mobility, have been
some of the measures taken during lockdowns [1]. These lockdowns have led to some
positive impacts on the environment, especially in improving air quality. A number of
studies have proved that lockdowns have temporarily improved the air quality around the
globe [1–4]. Several papers have also suggested a significant reduction of air pollution in
Bangladesh [5,6]. Most of these papers investigated multiple air pollutants (CO2, O3, NO2,
SO2, PM2.5, PM10, etc.). Nitrogen dioxides (NO2) are one of the important air constituents.
The main sources of NO2 gases are industry, power plants, residential heating, and vehicle
exhausts in the form of nitric oxide (NO) [7]. This reddish-brown gas is produced from
NO conversion through the oxidation process. NO2 is a great indicator of human-made
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combustion activities and is a precursor of ozone (O3) and aerosols. Respiratory diseases
and asthma can be caused by NO2. About 4 million cases of pediatric asthma annually
result from exposure to NO2 [8]. Moreover, it can lead to environmental deterioration by
producing acid rain [9].

The objective of this study was to collect and analyze the air quality data of Bangladesh
during the lockdown periods (March to May) in 2019, 2020, and 2021. The analysis of 2019
was the baseline to compare the trends of NO2 found during the lockdown periods in 2020
and 2021.

2. Methods and Materials

2.1. Study Area

Our study was focused on Bangladesh. Bangladesh is located in South Asia at 20◦34′
and 26◦38′ N and 88◦01′ and 92◦42′ E [6]. Bangladesh is a densely populated country with
a density of 1265 people per km2 [10]. Geographically, Bangladesh, a low-lying riverine
country, is most vulnerable to climate change [6]. Bangladesh was the most polluted
country in 2019 according to the world air quality report by IQAir [10]. There is a lack of
air pollution source inventory in Bangladesh [11]. The industrial sector of Bangladesh has
been experiencing some expansion, and vehicular and industrial emissions are considered
the main sources of air pollution in Bangladesh [12].

2.2. Data

The Sentinel-5 Precursor is an earth orbiting single satellite system dedicated to
providing information and services on air quality, climate, and the ozone layer [13]. The
satellite mission was launched to continue the data between previous missions such as
SCIAMACHY, GOME-2, OMI, and the upcoming Sentinel-5 [14]. Sentinel-5P consists of
the TROPOspheric Monitoring Instrument (TROPOMI) [9]. TROPOMI is a passive-sensing
hyperspectral imager that allows acquisitions of 8-band imagery covering the domain of UV,
visible to near-infrared, and shortwave infrared [9,14]. TROPOMI has a spatial resolution of
7 × 3.5 km2, which is higher than that of all of its predecessors. The high spatial resolution
of Sentinel-5P provides new potential for monitoring air pollution sources [9].

The data used for the study were downloaded from NASA’s Earthdata website [4].
The data were downloaded using the subset data option available on the website. Data
were downloaded only for the extent of Bangladesh. The data came in netCDF for-
mat, which stores multidimensional scientific information, including dimensions, vari-
ables/parameters, attributes, and coordinates [9]. A total of 276 offline L2 NO2 products
were used for the study. A total of 93, 90, and 93 products were used, respectively, for 2019,
2020, and 2021, covering 26–31 March and the full month of April and May for each year.

2.3. Methodology

The analysis was carried out following the methodology presented in the RUS Coper-
nicus training in “Monitoring Pollution with Sentinel-5p”, a case study in Italy during
2019–2020 [15], using the Python language with the HARP atmospheric toolbox provided
by ESA. The NO2 Level 2 product had been converted to Level 3 using the HARP tool
in Python. The Sentinel-5P NO2 Level 2 product was resampled to the spatial resolution
of 0.01 × 0.01 degrees covering the extent of Bangladesh between 20 and 27 degrees of
latitude. The data were filtered to a tropospheric NO2 column density value quality over
75. This process was done to avoid errors due to cloud cover. During the conversion of the
Level 2 product, tropospheric NO2 column density was derived from the main product,
and the unit was converted to Pmolec/cm2 from the default unit of mol/m2. Then, 6-day
mosaics of average tropospheric NO2 column density were produced for the month of
March for each year. Monthly mosaics of average tropospheric NO2 column density were
produced in April and May for each year. The tropospheric NO2 column density data
for the time series analysis of specific cities (Dhaka and Chattogram, Bangladesh) were
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extracted from the Level 3 product using the Python programming language. The data
were then plotted in a graph using WPS Office.

3. Results and Discussion

3.1. NO2 Concentration Distribution over Bangladesh

This study focused on the NO2 pollution over Bangladesh during the two lockdown
periods in 2020 and 2021. It was found that the most NO2 pollution occurs in Dhaka and its
surrounding districts, such as Narayanganj and Gazipur. Most of the industries are situated
in these districts, which could be the reason for the pollution. Additionally, Chattogram
district also faced NO2 pollution because of having an industrial zone. The comparative
analysis of maps produced from the monthly average mosaic of the Sentinel-5P product
for tropospheric NO2 vertical column density showed various trends in each month of the
lockdown. In March 2020, when the first lockdown was announced by the government of
Bangladesh, the density of NO2 declined sharply in other cities of Bangladesh compared
to the pollution of the same period in 2019. However, in 2021, there was no lockdown in
March, so it was expected and found that the concentration of NO2 was high all over the
country. The concentration of NO2 was much higher than that of the same period in 2019.
Figure 1 shows the distribution of NO2 over the country between 26–31 March of each of
the three studied years.

  

 
(a) (b) (c) 

Figure 1. Average NO2 pollution over Bangladesh in March (a) 2019, (b) 2020, and (c) 2021. March
2021 was more polluted than the same time period in 2019 and 2020 throughout Bangladesh.

In April 2020, the government strengthened the strictness of the lockdown and we
can observe that there was a significant drop in NO2 concentration in 2020. Compared
to the concentration in 2019, the concentration of NO2 dropped drastically all over the
country, including in Dhaka and Chattogram city. In 2021, the lockdown was declared on 1
April, but the lockdown was not implemented strictly. This resulted in no such difference
in NO2 pollution in the major cities such as Dhaka, Chattogram, and Rajshahi. Rather,
the concentration of NO2 was higher compared to that in April 2019. Figure 2 shows the
comparative cartography of NO2 concentration over Bangladesh.
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(d) (e) (f) 

Figure 2. Average NO2 pollution over Bangladesh in April (a) 2019, (b) 2020, and (c) 2021 and May
(d) 2019, (e) 2020, and (f) 2021. Bangladesh saw a drastic drop of NO2 pollution all over the country.
Pollution decreased in April and May 2020 but increased in 2021.

In May 2020, the strictness of lockdown was compromised by the government. Trans-
ports such as private cars and buses began to return to the road and industries started their
working process slowly. This was reflected in the NO2 concentration across the country.
The concentration of NO2 increased compared to that in April 2020 but it was still less
polluted compared to the same period of NO2 pollution in 2019. In 2021, the lockdown was
compromised and public transports started taking half of its capacity. This was reflected in
the NO2 pollution throughout the county.

3.2. NO2 Concentration over Selected Cities: Dhaka and Chattogram

Dhaka and Chattogram districts were found to be hotspots of NO2 pollution in
Bangladesh as can be seen from Figures 2–4. We had analyzed the concentration of NO2
in these two specific cities to understand the difference and impact of lockdown in detail.
The time series of weekly average tropospheric NO2 vertical column number density de-
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rived from the Sentinel-5P product shows that Dhaka city underwent a significant drop
of NO2 concentration from 26 March to 5 May 2020 compared to 2019. After 5 May, the
concentration increased in the next week and it continued to increase until the end of the
study period. In contrast, the concentration of NO2 was higher than that in 2019 and 2020
from 26 March until 26 May. After 26 May, there was a drop of NO2 concentration until the
study period. Figure 3 shows the time series of NO2 pollution over the Dhaka district.

Figure 3. NO2 Concentration in Dhaka city during the study period on weekly average.

 

Figure 4. NO2 concentration in Chattogram city during the study period on weekly average.

Chattogram district showed a different trend compared to Dhaka district. The concen-
tration of NO2 was observed to decline in 2020 compared to 2019 until the sixth week of the
study period, which was 29 April–5 May. After that period, the concentration fluctuated
compared with 2019.

In 2021, the concentration was very high in both 2019 and 2020 throughout the study
period. There was not much of a decline observed in NO2 concentration in 2021 compared
to that in 2019 and 2020 in Chattogram. Figure 4 shows the time series of weekly average
NO2 concentration in Chattogram city.

4. Conclusions

This study was carried out to examine the variations in NO2 concentrations during the
lockdowns in the years 2020 and 2021. At the time of the strict lockdown in April 2020, there
was a significant variation in the concentration of NO2 compared with 2019. NO2 levels had
dropped dramatically across the country, including in Dhaka and Chattogram. However,
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when the lockdown was loosened by the government and people started their daily lives
as before, the concentration of NO2 again became higher than in the lockdown period.

Overall, it has been found that the strict lockdown imposed in 2020 showed a decrease
in NO2 pollution. However, during the second lockdown in 2021, the lockdown was only
partially implemented and thus did not impact much on the NO2 pollution.

Continuous data collection is quite difficult for developing countries such as Bangladesh
as it requires a lot of effort and costs. The Sentinel-5P mission provides continuous and
various types of data that can be useful for monitoring air quality and air pollution in
Bangladesh. In the future, Sentinel-5P and remote sensing analysis can be implemented
effectively to monitor and control air pollution in Bangladesh.
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Abstract: The increasing rates of multidrug-resistant (MDR) and extremely drug-resistant (XDR)
cases of tuberculosis (TB) strains are alarming, and eventually hampered the effective control of
the pathogenic disease. Epigallocatechin gallate (EGCG) is a major polyphenolic constituent of
green tea, which previously demonstrated in vitro potency against TB strains. However, efforts
to elucidate the exact mechanism of the interaction are still ongoing. Aiming to elucidate the
probable mechanism of its anti-TB action as decaprenylphosphoryl-beta-D-ribose 2′-epimerase (DprE)
inhibition, we conducted a molecular modeling analysis. Our molecular docking analysis for a set of
65 bioactive compounds of tea realized that EGCG has the highest binding affinity (docking score:
−142.98 kcal/mol) against DPRE (pdb id: 4p8c) from Mycobacterium tuberculosis. Further, a molecular
dynamics analysis of 100 ns resulted in extreme stability of the ligand–protein complex. We further
assessed the in silico pharmacokinetics and toxicities of the top three green tea polyphenols, based on
the docking scores. Our results provide critical insights into the mechanism of action of EGCG and
other green tea polyphenols, and their use as potential therapeutic agents (DprE1) against TB.

Keywords: tuberculosis; Mycobacterium; EGCG; green tea polyphenols; DprE1

1. Introduction

Tuberculosis (TB) is considered to be a public health crisis, which is hampering health-
care systems, especially in low-economic countries [1–5]. As per the latest WHO statistics,
1.4 million people died from TB in 2019 (10 million people fell ill) [2]. Furthermore, con-
sidering the increasing numbers of multidrug-resistant TB (MDR-TB), or multidrug- or
rifampicin-resistant TB (MDR/RR-TB) cases, there is an urgent need to develop newer
anti-TB agents with unique mechanisms of action. The mycobacterial cell wall is made up of
mycolic acids, which are long fatty acids. The synthesis of mycolic acid is regulated via en-
zymes of the fatty acid synthase (FAS) complex. Enoyl reductase, pantothenate synthetase,
and decaprenylphosphoryl-β-d-ribose 2′-epimerase (DprE1) are key attractive targets for
the discovery of newer anti-TB agents. From our literature analysis, it is clear that polyphe-
nols (Figure 1) from the leaves of green tea (GTPs) and black tea (Camellia sinensis) have
significant pharmacological potentials against a variety of biological targets [3]. Recently,
Anand et al. (2006) showed the potential of GTP, epigallocatechin-3-gallate, to inhibit My-
cobacterium tuberculosis survival within human macrophages [5]. Their study suggested that
epigallocatechin-3-gallate has the ability to down-regulate tryptophan aspartate-containing
coat protein gene transcription [5]. Sun et al. (2015) proposed a probable mechanism for
the effects of epigallocatechin gallate (EGCG) on the growth of Mycobacterial smegmatis
mc(2)155 [4]. Moreover, their analysis revealed that EGCG had an impact on the integrity
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of the mycobacterial cell wall. The probable targets of EGCG for the inhibition of Mycobac-
terium tuberculosis have not been studied in detail, although a few reports have mentioned
some antimycobacterial activity based on enzyme inhibition studies utilizing compounds
such as triclosan. Considering these facts, we particularly aimed to explore the probable
anti-TB drug target for epigallocatechin gallate (EGCG), a major bioactive compound from
green tea extracts [6]. Furthermore, we have also calculated docking affinity scores for other
GTPs. The top three GTPs were subjected to in silico absorption, distribution, metabolism,
excretion (ADME) and toxicity (T) analyses. Finally, the best docked hit, epigallocatechin
gallate (EGCG), the 4P8C complex, was simulated and analyzed using 100 ns molecular
dynamics analysis.

 

(a) (b) 

Figure 1. (a) Chemical structures of green tea polyphenols (representatives) and (b) the graphical
summary of workflow followed.

Lastly, we have signified a probable lead that could be developed as a drug candidate
against mycobacterial targets.

2. Materials and Methods

2.1. Molecular Docking Simulations

For the current study, we have taken a set of 65 known green tea polyphenols or
compounds [7]. Overall, molecular docking comprises the following 5 main steps: (1) pro-
tein preparation, (2) ligand preparation, (3) receptor grid generation, (4) ligand docking
procedure and then (5) viewing the docking results. All necessary structures have been
drawn using ‘ChemSketch’. All the 3D crystal structures of 3 mycobacterial proteins (the
enoyl reductase receptor protein (PDB IDs: 2 × 22), decaprenylphosphoryl-β-d-ribose
2′-epimerase (DprE1), 4p8c, and the pantothenate synthetase, 3IVX) were downloaded
from the protein database bank (PDB database, www.rcsb.org, accessed on 26 February
2021). The data set including the inbound (co-crystallized) ligand was docked into the
binding pocket of pantothenate synthetase and DprE1 (PDB-ID: 3IVX, 4p8c) target enzymes.
For the reliability of the docking protocol, we evaluated it through the RMSD value. The
grid was centered around active binding site residues Gly158, Met195, Pro38, etc. (for
case of 3ivx). We have performed our docking analysis using ‘iGemDock’ as per standard
procedures by making 15 Å radius from binding pocket, followed by visualization using
Discovery Studio 2020 Visualizer [8,9].

2.2. In Silico Drug Likeness and ADMET (Absorption, Distribution, Metabolism, Excretion,
Toxicity) Analysis

Top 3 higher-affinity GTPs were subjected to an in silico ADME analysis using SWISS
tools (http://www.swissadme.ch, accessed on 21 April 2021). For the toxicity assessments,
we used ‘admetSAR’ (http://lmmd.ecust.edu.cn:8000/, accessed on 21 April 2021).
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2.3. Normal Mode Analysis

To gain more insights into the conformational flexibilities [8] of proteins with their best
docked hits, we have performed normal mode analysis (NMA) with internal coordinates
(IC) using a fast and easy server, iMODS (http://imods.chaconlab.org/, accessed on 21
April 2021).

2.4. Molecular Dynamics Studies

The docking studies do not take into account the flexible nature of the protein. For
confirming the exact binding mode and stability, we have to study MD simulations with
the Desmond program. The stability of epigallocatechin gallate (EGCG), 4P8C complex,
was evaluated through 100 ns molecular dynamics simulations. The simulations provided
the exact binding interaction of the docking complex with system embedded with water
molecules, temperature and pressure. The standard NTP conditions were followed for
MD simulation setup. The complex was originated in all proper binding poses with an
acceptable RMSD value (<3 Å). Molecular dynamics (MD) simulation for a period of
100 ns was carried out for best docked hit with epigallocatechin gallate (EGCG), 4P8C
complex, and this was achieved with the GROMACS simulation package, 2020, as per
known literature protocols [9].

3. Results and Discussion

3.1. Molecular Docking Simulations

Our molecular docking analysis of 65 GTPs on 3 anti-TB targets suggested that epigal-
locatechin gallate (EGCG) had the highest affinity towards the DprE1 target, rather than
2X22 and 3IVX. The docking interactions depicted that this compound had interactions
with GLN A:328, TYR A:60, GLY A:334, LYS A:418, VAL A:365, and LEU A:317 amino acids,
with seven conventional hydrogen bonds present at the receptor site of the target 4P8C
(Figure 2) [9,10]. VAL A:365 formed a pi–sigma interaction with the aromatic portion. Alkyl
and pi–alkyl interactions were also observed for LEU A:363 and LEU A:317 amino acids. In
Figure 2, it is also revealed that the binding mode of EGCG has favorable H-bond donors
(purple colored) and acceptable (green colored) regions in the binding cavity. Tables 1 and 2
give better insights into the interaction profiles of the studied green tea/black tea molecules.
From our docking analysis of 65 bioactive compounds of tea on 4p8c, we found the top
three best docked hits to be theaflavin-3-gallate (docking score: −124.06 kcal/mol), epigal-
locatechin gallate (docking score: −142.98 kcal/mol), and epigallocatechin (docking score:
−127.73 kcal/mol). The docking affinities for these three bioactive compounds were found
to be greater than the standard drug ciprofloxacin* (docking score: −109.20 kcal/mol). The
standard drug isoniazid interacted with LYS A:367, VAL A:365, CYS A:387, and ASN A:385
amino acid residues (docking score: −121.21 kcal/mol). The binding cavity residues for
the inbound ligands were found to be VAL A: 365, LYS A: 418, ASN A: 385, and LYS A: 418
(salt bridge). Moreover, our re-docking validation protocol also resulted in an RMSD value
below 2 Å, suggesting that the docking results are valid.
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Figure 2. 2D and 3D interaction profiles for best docked epigallocatechin gallate with 4p8c.

Table 1. Docking interaction energies * of selected 65 bioactive molecules and 3 FDA-approved drugs
for target protein 4P8C.

Molecules
-iGemDock Interaction

Energy
Molecules

-iGemDock Interaction
Energy

Oolonghomobisflavan A −62.2219 Theaflavic Acid −82.4934

Theasinensin D −70.1619 Barrigenol R1 −86.4843

Theaflavin-3-gallate −124.06 Barringtogenol −52.0693

Isotheaflavin −62.621 Camelliagenin −95.1799

Epigallocatechin-3,5-Di-O-Gallate −71.0176 Gallocatechin −85.7374

Oolonghomobisflavan B −75.4779 Catechin −101.992

Cis-3-Hexenol −63.5566 Epicatechin −98.6033

Epigallocatechin-3,4-Di-O-Gallate −92.6784 Epiafzelechin −91.5357

Vicenin 2 −96.9806 Quercetin −102.834

Epicatechin-3,5-Di-O-Gallate −101.495 Cryptoxanthin −92.1799

Rutin −87.1416 Myricetin −82.5936

Proanthocyanidin −84.8129 Apigenin −63.6163

Pheophytin −90.2865 Nerolidol −82.584

Benzaldehyde −91.9877 Kaempferol −89.1838

Epitheaflavic Acid 3′-Gallate −65.361 Theanine −73.9851

Epigallocatechin Gallate −142.98 Ascorbic Acid −80.1271

Theasinensin E −62.6409 Quinic Acid −75.3299

Myricitrin −61.915 Succinic Acid −85.5696

Theaflavin −55.9704 Methyl Salicylate −81.1848

Epicatechin Gallate −72.5287 Theobromine −72.7269

Kaempferitrin −71.7401 Caffeine −84.4502
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Table 1. Cont.

Molecules
-iGemDock Interaction

Energy
Molecules

-iGemDock Interaction
Energy

Isoquercetin −73.9058 Xanthine −75.7595

Epiafzelechin 3-O-Gallate −73.4119 Linalool Oxide −83.9907

Pheophorbide −71.1657 Phenylacetaldehyde −87.8044

Epigallocatechin 3-O-P-Coumarate −76.8643 Methylxanthine −79.6185

Pheophorbide −67.9266 Theophylline −88.1319

Oxalic Acid −82.9277 Geraniol −95.2378

Cryptoxanthin −81.2634 Hexanal −95.8974

Isovitexin −72.924 Diphenylamine −93.4455

Vitexin −55.6638 Trans−2−Hexenal −94.076

Chlorogenic Acid −49.7604 Linalool −86.4307

Coumaroyl Quinic Acid −94.7189 Phenylethanol −101.468

Epigallocatechin −127.73 Ciprofloxacin * −109.20

* Docking scores have only been provided for the higher-affinity scored target protein.

Table 2. Energy contribution of the key residues computed by docking methodology.

Sr. No. Molecules Residues with Contribution Energy

1. Isoniazide LYS A:367; VAL A:365; CYS A:387; ASN A:385

2. Pyrazinamide VAL A: 365; LYS A: 418; ASN A: 385

3. Ciprofloxacin GLN A:117; VAL A:365; CYS A:387; LYS A:367; HIS A:132

4 Theaflavin-3-gallate (Best docked) TRP A:16; LEU A:363; HIS A:315; THR A:118; LEU A:317

5 Epigallocatechin GLN A:334; TYR A:60; CYS A:387; LYS A:418

6 Epigallocatechin Gallate (EGCG) GLN A:328; TYR A:60; GLY A:334; LYS A:418;
VAL A:365; LEU A:317

7 Inbound ligand (y22) VAL A: 365; LYS A: 418; ASN A: 385; LYS A: 418 (salt bridge)

3.2. Molecular Dynamics Simulation and Normal Mode Analysis

The best docked hit, epigallocatechin gallate (EGCG), with the target 4P8C, was
simulated for 100 ns molecular dynamics and normal mode analysis. The MD simulations
showed that the obtained root mean square fluctuation (RMSF) values were within tolerable
ranges (0.4 nm). The obtained root mean square deviation (RMSD) value was below 0.25 nm,
suggesting that the complex was stable (Figure 3). From our NMA results, we observed
that epigallocatechin gallate, with the protein 4P8C complex, was retained with good
deformability and eigenvalue profiles (Figure 3). The radius of the gyration value was
also below 2.15 nm. The accessible surface areas of the solvent were found to be around
180 nm2.
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Figure 3. (a) The binding pocket; (b) the root mean square deviations (RMSD) of backbone atoms
relative to the starting complexes during 100 ns MD; (c) protein RMSF plot (on this plot, peaks
indicate areas of the protein that fluctuate the most during the simulation, and protein residues
that interact with the ligand are marked with green-colored vertical bars); (d) deformability and
(e) B-factor profiles; (f) eigenvalue and (g) covariance matrix of the complex for epigallocatechin
gallate with 4p8c, respectively.

3.3. In Silico ADMET Studies

Cytochrome P450 (CYPs) enzymes are key enzymes responsible for various factors of
metabolism. Our in silico calculated ADMET (absorption, distribution, metabolism, excre-
tion, and toxicity) values, in the body properties evaluated, for the top three best docked
hits are represented in Table 3. Three GTPs, theaflavin-3-gallate, epigallocatechin, and
epigallocatechin gallate (EGCG), exhibited positive human intestinal absorption profiles,
negative blood–brain barrier passage, and non-carcinogenic, non-AMES toxicity, and class
IV acute oral toxicity profiles.
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Table 3. In silico ADMET profiling for top 3 best docked hits against target 4P8C.

Properties Theaflavin-3-Gallate Epigallocatechin
Epigallocatechin Gallate

(EGCG) *

CYP450 2C9 Substrate Non-substrate Non-substrate Non-substrate

CYP450 2D6 Substrate Non-substrate Non-substrate Non-substrate

CYP450 3A4 Substrate Non-substrate Non-substrate Non-substrate

Human Ether-a-go-go-Related Gene Inhibition Weak inhibitor Weak inhibitor Weak inhibitor

AMES Toxicity Non-AMES toxicity Non-AMES toxicity Non-AMES toxicity

Carcinogens None None None

Acute Oral Toxicity IV IV IV

P-glycoprotein Inhibitor Non-inhibitor Non-inhibitor Non-inhibitor

Rat Acute Toxicity (LD50, mol/kg) 2.6693 1.8700 2.6643

Human Intestinal Absorption + + +

AlogP 3.19 1.25 2.23

H-Bond Acceptor 16 7 11

H-Bond Donor 11 6 8

Tetrahymena pyriformis (pIGC50 (ug/L)) 0.595 0.792 0.913

Blood–Brain Barrier - - -

* Best docked.

4. Conclusions

In our current study, we noticed that epigallocatechin gallate (EGCG) has strong in-
teractions with the 4p8c enzyme (docking score: −142.98 kcal/mol), and the following
amino acid residues: GLN A:328; TYR A:60; GLY A:334; LYS A:418; VAL A:365; LEU A:317.
The binding energy obtained for EGCG was higher when compared with the standard
drug ciprofloxacin (docking score: −109.20 kcal/mol). Moreover, in silico ADMET analysis
revealed that this compound has low human ether-a-go-go-related gene inhibition, no
AMES toxicity, and no carcinogens. Considering a previous literature report on EGCG
as an antimycobacterial, we investigated the same against the DprE1 enzyme via molec-
ular docking analysis. Considering the benefits of GTPs, this study may provide further
directions to develop more potent anti-TB compounds. Moreover, we also believe that
synthetic analogues of EGCG could be tested for in vitro anti-TB potentials. The tea extract
containing EGCG could also be tested in vitro for anti-TB enzymatic assessments.
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Abstract: In the current COVID-19 emergency, to reduce the infection risk, several types of body
temperature sensors, e.g., thermal imaging cameras and infrared thermometers, have been used to
monitor people who access enclosed public spaces. In some buildings, where people are located for
several hours, continuous monitoring could be useful. For this reason, in three schools, we have
proposed and tested a body temperature sensor network based on wearable temperature sensors
monitored via Bluetooth 5.0 using smartphones and/or custom gateways. The data are collected on
a server via the internet, and custom software is used to control the measured temperature and to
produce warnings automatically.

Keywords: wearable sensor; body temperature monitoring; security; COVID-19 pandemic emergency;
school; sensor network

1. Introduction

Following the COVID-19 emergency, face-to-face teaching activities relating to the
2019/2020 school year had to be suspended throughout Italy from March 2020, activating
distance learning to protect the school staff and students’ health and guaranteeing the
continuation of study.

The following school year continued to alternate between closure and reopening.
Various procedures have been taken to ensure the safe resumption of classes in person, such
as physical distancing, the obligation to wear a mask, and body temperature measurement.

All these practices are used to prevent infection. In particular, body temperature
detection is a parameter that can be characteristic of active infections.

To reduce the infections of the SARS-CoV-2 virus, several types of body temperature
sensors are used to monitor people’s access to enclosed spaces. More specifically, thermal
imaging cameras and infrared thermometers are extensively used for this aim. However,
these approaches cause the concentration of people at checkpoints, increasing the risk
of exposure. In addition, the risk of COVID-19 in some buildings, where the people are
located for several hours, e.g., schools, universities, or industries, could be reduced by
continuously monitoring body temperature.

In many cases, a high-precision and wearable sensors network is the only possible
solution to implement punctual (capillary) and continuous real-time monitoring of one or
more quantities of interest (physical or biochemical) to prevent a cluster of infections and
to safeguard health.
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Wearable sensors technology is growing as researchers and developers learn of its
potential benefits and possibilities [1].

Many applications, e.g., electronics or smartphone applications, encourage physical
activity by measuring the user’s daily step count and other parameters. Wearable sensors
can come in the form of a wearable sensor network, also known as a wearable body sensor
network, or even a wearable health monitoring system (WHMS) [2].

In a wearable sensor network, multiple sensors can communicate to one another
or with a server to form a network, with great potential, particularly in medical and
safety applications. In fact, wearable sensor networks have been successfully used to
monitor body parameters, such as fluid, ph, temperature, blood pressure, etc., leading
to the opportunity to monitor our health during activity, with immediate feedback on a
smartphone or a PC [3].

However, this approach is typically used only in physical activities, and it is realized
exploiting a personal device (e.g., smartwatches).

Numerous scientists have been bringing forward different research lines on body tem-
perature monitoring sensors for 10 years, proving that wearable body sensor networks are
a potential tool for the real-time monitoring of vital parameters. Their flexibility, constant,
and low-cost operation make them suitable for applications ranging from medical diagno-
sis, patient monitoring, and disease treatment. Many branches of medical science benefit
from a non-invasive and low-cost tool that enables the accurate measurement of body
temperature. Body sensor networks have the potential to improve medical research [4].

Important examples of wearable sensor networks are also the applications of this
technology for temperature monitoring to investigate psychological and emotional changes
in biomedical applications [5] or for temperature measurements in different environments
for several application fields, as in [6–8].

In this work, we present the exploitation of a wearable sensor network for the con-
tinuous monitoring of school staff and students’ body temperature to reduce the risk of
SARS-CoV-2 infection in the school and thus allow for on-site learning activities. More
specifically, we have designed a sensing strategy based on a body temperature sensor
network and its specific application to address the COVID-19 emergency in a school sce-
nario. After that, we installed approximately 4500 devices in three schools, and its test is in
progress. The three schools are located in the province of Naples (Italy), and it could be
extended to other schools.

2. A Sensor Network for Body Temperature Detection

We have proposed and tested a wearable body temperature sensor to realize an
interesting sensor network used to implement the continuous and real-time temperature
monitoring of people in school buildings. The used temperature sensors measure the
parameter of interest and transmit it via Bluetooth 5.0 to smartphones and/or custom
gateways (with a maximum of about 150 per gateway and about 50 per smartphone). Then,
the collected data are transmitted on a server via the internet.

As shown in Figure 1, the wearable sensor system is a small-size chip with an accuracy
of ±0.1 ◦C, with a detectable range between 32 ◦C and 43 ◦C that can be inset into a specific
rubber bracelet for continuous and real-time temperature monitoring and data transmission.
In detail, the used temperature sensor (model “Jw1656”) falls into the “Bluetooth beacons”
category. The latter includes BLE (Bluetooth low energy) class devices that are able to send,
at regular intervals, a signal (for instance, hexadecimal values) that can be detected by other
devices.
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Figure 1. The packaging of the implemented wearable temperature sensor system.

The sensor system presents a communication system and other components that are
integrated onboard. In its entirety, the system is composed of a frontend (Dashboard),
realized through a Microsoft development environment, and a frontend (server) based on a
Linux operating system (v. 8.x) with microservices logic in PHP language 7.x. The frontend
permits us to handle and monitor the system. In particular, it is possible to set reference
and warning temperature values, as well as alerts (text messages) to recipients; in addition,
it is also possible to visualize some statistics related to temperature data acquisitions. In
contrast, the backend allows us to store, handle, and process the collected data.

This sensor system chip is waterproof, and it does not provide a display to reduce
battery consumption. Moreover, the smartphone app (available for IoS and Android) not
only transmits the data but also displays the temperature of all the sensors connected to it.

Figure 2 show an outline of the sensor network in terms of communication architecture
and capabilities, together with images of the software interface. The flow of information
exchanges can be summarized as follows: the BLE sensor acquires the physical quantity
(temperature) and sends the data to a smartphone. The latter, through an internet con-
nection (TCP/IP protocol), transmits the data to the server. In detail, the data exchange
between the sensor and smartphone takes place through BLE protocol (Bluetooth “2010”
version 4.0). This protocol implements the master/slave principle: the master (i.e., the
smartphone in our case) can handle multiple connections at the same time with different
slaves (i.e., the temperature sensors), whereas each slave can only be connected to one
master at a time. We have also reported more detail about the data structure in Appendix A.

The smartphone (master) keeps waiting on the channel where the sensors (slaves) send
their advertising. Once the data package is received, the smartphone sends it to the server
through rest calls in https with Basic Auth. About the data collection, we have chosen
MySQL 8.0 (with relational architecture) as a database management system (DBMS).

To obtain a body temperature sensor network that is able to conduct constant and safe
monitoring, the developed software is used to analyze the database present on the server,
to control the measured temperature, and to produce warnings automatically.

The sensor network is provided with a web interface to view the data stored on the
server. In particular, each school can see only the data relative to its students and staff,
even if the database is the same for all to allow statistical analysis, etc. It is important to
underline that the data collection is regulated by the European General Data Protection
Regulation (EU) 2016/679.

More specifically, we are testing this sensor network in three schools: IPSEOA “C.
Russo” in Cicciano (Naples), IPSSAR “Di Gennaro” in Vico Equense (Naples), and IS “A.
Torrente” in Casoria (Naples).

217



Eng. Proc. 2021, 11, 32

 
Figure 2. Outline of the sensor network and images of the software interface.

In each school, in addition to the installation of the app on smartphones and tablets,
we installed a monitoring gateway covering the entire school. Moreover, we set up a
background service system running in the cloud.

All students and staff members were assigned bracelets. Each wearer is a monitored
object and, exploiting the smartphone app, can monitor other people connected in a range
of 100 m.

3. Conclusions

We have presented an innovative strategy for continuous and real-time body tempera-
ture monitoring using a sensor network based on simple wearable sensors inserted into
bracelets. This sensing approach is presently tested in three different schools. It exploits
the real-time notification of the monitoring system and allows immediate isolation of the
person with abnormal temperature after an alert notification.

Moreover, it could be the first paradigm for monitoring body parameters in a commu-
nity exploiting a sensor network; in fact, the same sensor network system can be used to
measure different parameters of interest for diagnostics and health protection. In this sense,
the proposed paradigm is helpful, considering effective and far-reaching “pandemic plans”.
Furthermore, this technology could also monitor students’ health looking for congenital
pathologies and/or possible infections in progress, simply by using suitable sensors to
measure the markers of interest.
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Appendix A

For the sake of completeness, in this section, we report more information regarding
the data structure that the BLE sensor sends to the smartphone. The data format can be
expressed as schematically represented in Figure A1, where four different parts can be
distinguished. Please note that, in all parts, all numbers are expressed in hexadecimals.

Figure A1. Schematization of the BLE sensor data structure.

In particular:

• “Part A” is reserved for “Eddystone Protocol”, a specification that defines a BLE
message format for proximity beacon messages;

• “Part B” deals both with the current temperature value and the time interval with
which this physical quantity is acquired;

• “Part C” is relative to the history of previous temperature records;
• “Part D” is relative to the voltage;
• “Part E” is reserved as “AC” and could be used to identify data from multiple data

with Bluetooth Eddystone protocol;
• “Part F” is the MAC address of the Bluetooth chip in the device.
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Abstract: Among the most important trade bridges for Western Europe and the Balkans is the
Port of Igoumenitsa in Western Greece, which experiences heavy traffic of goods and passengers.
This case analysis primarily aims to investigate the effect of shipping and port operations on air
quality in the Port of Igoumenitsa, comparing two representative short case seasons of air quality
measurement campaigns. The high activity season ranges from 25 to 31 August 2018, while the
low season ranges from 17 to 25 May 2018. A mobile air quality monitoring system was used to
perform the analysis. To compare the air quality of the examined periods, the wind speed rose
diagrams, the correlation analysis, as well as the hourly variations in concentrations of pollutants and
meteorological parameters, were studied. In addition, the impact of meteorology and atmospheric
circulation on local air quality were investigated. For study implementation, various types of data,
obtained from NASA Worldview application, Barcelona Supercomputing Center (BSC), and Giovanni
online system (NASA-GES-DISC) were included. The results indicate that port operations affect
the air quality in the Port of Igoumenitsa, as the high season showed higher concentrations of air
pollutants compared to the low season. A notable exception was the concentration of PMs, which
was affected by an African dust transfer event during the low season. Finally, the findings indicate
that climatic factors affect the pollution levels of the case analysis, and emphasize the importance of
developing a green and sustainable management system within the port.

Keywords: air quality; shipping; port activity; climate; meteorology; synoptic atmospheric circulation;
African dust transfer; eastern Mediterranean; green and sustainable port management

1. Introduction

The port activities and shipping are a major source of pollutants for the coastal areas,
affecting not only air quality and its degradation [1,2] but also human health [3,4]. Although
the port-related pollutants are not the dominant source of marine pollution, they are
related to health problems and have an impact on mortality levels [5,6]. In particular, it
turns out that human health problems are associated with exposure to PM2.5 emitted by
shipping [1,7]. Evidently, emissions from shipping contribute significantly to the NOx,
SO2, and PM concentrations over port and coastal regions, while between 2007 and 2012,
shipping accounted for about 1 billion tons of GHGs [8]. The IMO’s 4th Greenhouse
Gas Study [9] projected that the GHGs shipping emissions will increase up to 50% by
2050 compared to the 2018 levels. Consequently, increasing shipping and port activities
contribute to climate change [10]. In particular, the increased concentration of pollutants
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in the atmosphere affects the weather and climate [11], producing positive climate forcing
and enhancing the climate risk.

The atmospheric circulation is also a significant factor that affects the air quality [2,7].
The transfer and transformation of pollutants from Europe as well as the mineral dust
from North Africa affect the pollution levels of the southeastern Mediterranean [12]. In
particular, the peak of dust transfer is usually identified during the autumn and spring
season affecting the concentration of PMs [13]. Finally, dust episodes have an impact on
the climate since they modify the albedo and solar radiation on the earth’s surface [12].

The port of Igoumenitsa is an important trade hub between Western and Eastern
Europe, which connects the main Italian ports with Western Greece. About 1.5 million
passengers and 140,000 trucks move through the port each year. Based on the lack of studies
regarding the effect of shipping and atmospheric features (meteorology and synoptic
atmospheric circulation) on the air quality in Western Greece, this analysis seeks to fill
this gap. A comparison of the two seasons is characterized by the high and low port
activity, respectively. Finally, this study highlights the importance of a larger measurement
campaign in order to further improve the knowledge regarding the impact of shipping on
the coastal port region of Igoumenitsa.

2. Methods and Data

Igoumenitsa (39.50615◦ N, 20.265534◦ E) is located in Western Greece (Figure 1) and it
is a commercial hub for Southeastern Europe. The port of the city has high trade activity
as a large number of passengers, cars, and trucks use it on an annual basis. A mobile air
quality monitoring station, equipped with ambient air pollution sensors (HORIBA sensors)
and in accordance with the EN regulations for certified measurements, was employed
at the port of Igoumenitsa. Sensor recordings include meteorological parameters (wind
direction—WDir; ◦, wind speed—WS; m/s, temperature—T; ◦C, relative humidity; RH—%,
pressure—P; hPa), particle matters (PM1, PM2.5, PM4, PM10, PM_tot; μg/m3), and gases
(CO; ppm, NO; ppb, NO2; ppb, NOx; ppb, O3; ppb, SO2; ppb).

 

Figure 1. The location of the mobile air quality monitoring station in Igoumenitsa port (red star).

To study the impact of harbor operation in the port of Igoumenitsa during 2018,
two cases were examined. The first case, with high port activity (HS), is considered the
period from 25 to 31 August 2018, and the second, with low port activity (LS), is from
17 to 25 May 2018. In order to investigate the relation between the meteorology and
concentration of pollutants, the Spearman correlation is employed for both studied seasons.
Moreover, the hourly variation of meteorology parameters and concentration of pollutants
are calculated to study the effect of hourly port activity during the two seasons. To examine
the effect of synoptic atmospheric circulation on concentrations of PMs in the port, a satellite
image provided by NASA Worldview application is also used (Figure 2a). Additionally,
a figure provided by the DREAM8b model, operated by the Barcelona Supercomputing
Center, is shown (Figure 2b). Results from MERRA-2 model version 2 (M2T1NXAER
v5.12.4), available from the Giovanni online data system generated by NASA Goddard
Earth Sciences (GES) Data and Information Services Center (DISC) [14], are also included
in the analysis. Finally, the PM2.5/PM10 ratio (RPM) is usually used to characterize the
origin of pollutants (the anthropogenic or natural sources) [2,15]. In order to investigate
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the impact of shipping traffic and port operations (anthropogenic activities) in the port of
Igoumenitsa, the RPM is calculated for both case seasons (HS and LS).

  
(a) (b) 

Figure 2. (a) Image of African dust transport in Greece on 23 May 2018 (MODIS visible imagery).
(b) Dust load and 3000 m wind speed for 23 May 2018, (BSC-DREAM8b).

3. Results

Figure 3 shows the wind-rose plot for the two studied periods, where the wind speeds
are stronger in the LS (compared to HS) and blow mainly from the western sector, as well
as the eastern directions for the HS and LS, respectively.

 

Figure 3. Wind-rose plot for (a) high port activity season (HS) and (b) low port activity season (LS).

The relation (negative correlation) of the wind speed with the concentration of pol-
lutants indicates that higher winds tend to reduce the concentration for the majority of
pollutants (PM10, PMtot, CO, NO2, and NOx). The wind speed is positively correlated with
the O3 concentration since the O3 concentration is affected by photochemical reactions
during the sunlight hours [11]. Additionally, the concentration of O3 is significantly nega-
tively correlated (about −0.65) with NO2 and NOx. To conclude, the analysis shows that
meteorological conditions significantly affect the air quality [16,17].

Figure 4 shows the hourly variation of meteorology parameters (Figure 4a–e) and the
concentration of pollutants (Figure 4f–p) for both studied seasons. The analysis shows
that the concentration of pollutants is maximized during the hours with high ship traffic
(7:00–11:00 LT and 19:00–24:00 LT) indicating that harbor operations degrade the air quality
in the port of Igoumenitsa. Comparing the two seasons studied, the O3 and NOx concentra-
tions increased by about 10 ppb for HS. Additionally, the concentrations of NO2 and SO2
are increased ~2.5 ppb for the HS in comparison to the LS. Moreover, during the HS, the
concentration of PM1 is increased ~2.5 μg/m3, while in contrast, the concentration of PM4,
as well as PM10, is reduced ~5.5 μg/m3. The positive difference of PM4 and PM10, between
HS and LS, is explained by the synoptic atmospheric circulation. In particular, it must
be stated that the Saharan dust is a major component for PM10 over the Mediterranean
basin [18]. Previous studies have shown that the concentration of PM10 is maximized
mainly during the transitional seasons (autumn and spring) [19]. In particular, for the
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Heraklion and Athens (Greece), the concentration of PM10 is maximized in April during
2003–2006, which is possible due to the dust transport [12,13]. During the low port activity
season, the African dust transfer event affects the eastern Mediterranean and the Western
Greece and peaks on 23 May 2018 (Figure 2a,b). Furthermore, the results of the analysis of
MERRA-2 model (available from the Giovanni data system) indicate that during the LS
the difference of mean dust column mass density (gr/m2) increases compared to the high
season, affecting the PM concentrations (mainly PM10 and PM4) over Western Greece and
the port of Igoumenitsa (Figure 5).

 

Figure 4. Mean diurnal variation of meteorology factors (a–e) and air quality parameters (f–p). The
red/blue lines show the high/low port activity season. The colored regions are the range between
the lower and higher hourly variability at every hour of the season.

 

Figure 5. Composite difference of mean dust column mass density (gr/m2) between the low port
activity and high port activity season. Red/blue colors indicate an increase/decrease of the mean
dust column mass density (gr/m2).

In general, human activities and meteorological conditions are important factors that
affect the ratio between PM2.5 and PM10 (RPM) [15]. The higher (lower) RPM is more related
to anthropogenic (natural) sources [15]. Additionally, the RPM can be used to identify the
source of the PMs, indicating whether the pollution is primarily due to anthropogenic or
natural activity [2,20]. In order to investigate the impact of harbor operation on Igoumenitsa
port, the RPM is calculated. Figure 6 presents the variability of RPM for the two studied
seasons. During the HS, the RPM ratio is about 0.13 higher compared to the LS (Figure 6c).
Consequently, during the HS, the shipping has a more significant effect on the pollution
levels of Igoumenitsa.
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Figure 6. Timeseries of RPM for the (a) high port activity season (HS) and (b) low port activity season
(LS). (c) Boxplot of RPM for the high and low port activity season.

4. Conclusions

This work examines the effect of shipping and port operation on the pollution levels
of Igoumenitsa in Western Greece. The analysis is carried out through a comparison of the
high (HS) and low (LS) port activity season during 2018 and the obtained findings indicate
that meteorology affects the concentration of pollutants. In particular, wind speed tends
to reduce the concentration of the majority of pollutants. For both seasons, the elevated
concentration of pollutants occurs during the hours of high shipping traffic. It should be
noted that the concentration of pollutants generally increases during the HS. The PM4 and
PM10 concentrations are excluded due to the effect of a Saharan dust transfer episode. The
aforementioned dust episode occurs during the LS, affecting the PM concentrations over
Western Greece. The higher ratio of PM2.5 to PM10 (RPM) during the HS indicates that
the shipping contributes to the increase in the air pollution of Igoumenitsa. The analysis
emphasizes that during the studied periods (HS and LS), the shipping and harbor activities
affect the air quality of Igoumenitsa. Finally, this case study demonstrates that a further
investigation of air quality in the port for a long-temporal period can provide important
results, which can help the competent authorities in adopting energy saving practices that
reduce air pollution footprint in ports.
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Abstract: The world is rapidly advancing towards the electrification of mobility owing to the substan-
tial benefits of emission reduction. Adhering to international trends and environmental obligations,
the Government of Pakistan (GOP) also intended to adopt 30@30 plug-in-electric vehicles (PEVs)
across the country, which implies 30 percent of new sales will be of PEVs until 2030. Despite the
policy guidelines introduced by the GOP as well as incentives for vehicle fleet electrification and
indigenization, the foremost challenge is the lack of a PEV charging infrastructure placement plan
for the country. In this regard, an optimal locality map for level-3 or direct current fast charging
(DCFC) stations’ installation is proposed, considering traffic volume, service area, and local grid
facility while ensuring the availability of charging stations across all major networks of the country.
The area of focus for this is National Highway 5, known as N5, and the Motorway-2 (M2) Network.
The paper also provides insights into the techno-economic analysis of the proposed charging station
installation spots. The results are extremely encouraging and reveal the proposed PEV charging
stations under observation on the highways from Lahore to Islamabad consumed an electricity share
of 3 MW–0.13 MW based on minimum to maximum traffic volume scenarios, respectively. The study
is impactful and ultimately paves a way forward for the aggravation of the EV market share by
considering the initial investment and a payback period of 7 months. With the help of this study,
better planning in terms of EV penetration size and its requirement for public DCFC stations can be
implemented, and the exact recipe for the growth of the supportive industry with the pace of PEVs’
perforation can be executed.

Keywords: charging stations; PEVs; optimal location; DCFC; route node coverage; techno-economic
analysis

1. Introduction

Fossil-fuel-based internal combustion engines (ICEs) are one of the key factors which
account for 50% of environmental pollution [1]. Developing countries suffer more because
of old and inefficient engines used in their transportation network which are the cause of
transport-generated pollution, particularly in Asia, Africa, and the Middle East, ranging
from 12 to 70% [2,3]. The challenge of transportation pollution can only be overcome by
changing the transport fleet from ICE to plug-in electric vehicles (PEVs) [3]. To encourage
maximum PEV penetration, there must be a coordinated network of fast charging stations
available publicly with private parties involved to also enable the rapid market penetration
of PEVs. In recent years, many researchers have focused on the optimal placement of
charging stations by continuing to study areas such as the environment, commerce, self-
sustainability, etc. [4–7].

Presently, Pakistan lacks a PEV charging infrastructure plan to facilitate the adoption
of PEVs on a wide scale in the country. To solve this problem robustly, a similar approach as
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discussed in [7] is adopted with slight improvements in a model for the optimal placement
of direct current fast charging (DCFC) stations based on the flow calculation by using the
dataset provided by the National Highways and Motorways authority. The considered
networks for this contextual analysis are the Motorway 2 (M2) and National Highway 5
(N5) networks from Lahore to Islamabad. These routes are more active traffic routes than
the rest of the road networks in the country, and also, the region covering these routes is
among the most densely populated areas of the country. Moreover, the study is focused on
proposing an optimal PEV charging station plan for intercity routes to ensure long-range,
anxiety-free traveling in the future.

2. Electrical Charging Stations Locality Deployment Model

To maximize PEVs’ market share, a coordinated charging station (CS) network along
highways and motorways is suggested. In this study, all vehicles were considered as cars,
and heavy-duty traffic was not considered. Charging time was assumed to be 30 min for
standardization, and the charger electricity consumption was 50 KW. The PEV charging
port and CS charging port adopted the same type of standardization for the convenience
of installation purposes. The tariff was assumed to be 35 rupees for dedicated load EV
charging by the distribution companies and an annual 10% rupee devaluation. As the
charging process interrupts the journey, only DCFC chargers were considered. To determine
CS sites, we only considered rest-places with basic rest-place facilities as candidate sites.
These facilities are available on the candidate site and also no farther than 250 m from it
and are categorized as: (i) basic facility location: parking, small shops, and prayer provision
(ii) medium facility location: supermarket, dining court, and minimum rest-place facility
(iii) superior facility location: High-end rest and accommodation facility, food courts, and
additional facilities such as a pharmacy, etc. By considering these facilities, the potential
location of CSs could be selected based on the re-defined equation detailed in [7] for each
nominated site, and the process is illustrated in Figure 1.

PLi = a1x1,i + a2x2,i + a3x3,i + a4x4,i + a5x5,i (1)

where PLi = potential location of candidate site, ‘i’, x1,i = security level on nearby roads at the
candidate site, ‘i’, x2,i = evaluation value of traffic volume on nearby roads at the candidate
site, ‘i’, x3,i = evaluation value of service level of the candidate site, ‘i’, x4,i = evaluation
value of the distance between two candidate sites, ‘i’, x5,i = electricity availability at the
candidate site ‘i’, while a1, a2, a3, a4, and a5 are the weights of variables.

 

Figure 1. Algorithm for optimal location determination for installation of PEV charging stations.

The parameters in (1) require exploration for the precise determination of optimal CS
spots. In (1) x1,i is the security factor for the CSs as well as for the nearby roads. The value of
‘x2,i’ is the sum of average daily traffic volume that passes through national highways and
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motorways within the range of 20–100 km (Km) from the CS (Ni) (vehicle/day) location.
We considered the traffic volume of the directions from where the rest-place is accessible.
The value of x1 is calculated according to the equation below [7]:

x1,i =

⎧⎪⎨⎪⎩
0, i f Ni ≤ f min

Ni− f min
f max 0.5, i f f min < Ni < f max

1, i f Ni ≥ f max
(2)

where Ni = number of vehicle flow, and f max = maximum vehicle flow f min = minimum
vehicle flow. We defined the limit values according to the calculations by using the dataset.
In terms of service level, x3,i, a basic service facility is ranked as 1, medium is ranked as 2,
while a superior service level at CS locations is given a rank of 3. a4x4,i is assumed to be
constant as the distance between two candidate sites on the motorway network is fixed
(service areas also have a fixed location), while on the N5 network, a supposition is made
that there must be a charging station after every 40 km. Additionally, x5,i factor ensures the
availability of national power grids, transmission, and distribution networks for PEV CS
integration at each candidate site.

3. Results and Discussions

To determine the optimal charging station locations based on the dataset, vehicle
flow was calculated at N5 north, from Lahore to Islamabad, and at motorway M2 from
Islamabad to Lahore. The dataset consisted of data of vehicle flow for April 2019 as
depicted in Figure 2a,b, and for March 11 to the April 14 of the year 2020, respectively,
as shown in Figure 2c. This particular dataset is important because it covered the pre-
COVID-19 (2019) as well as the post-COVID-19 (2020) period. So, in this way, we gained the
regular maximum vehicle flow data as well as the minimum vehicle flow data. Due to the
availability of minimum vehicle flow data, different case scenarios could be developed, and
we also learned the minimum amount of the traffic that would flow in any bad scenario.

  
(a) (b) 

 
(c) 

 

 

Figure 2. Vehicle flow data pre-COVID scenario on (a) M2; (b) N5; and (c) post-COVID scenario of
M2 and N5.
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Considering the provision of facilities, the study area was divided into different zones
on M2 and N5, as shown in Figure 3. The zones were divided according to the traffic data
and the nature of the facilities available. The PEV population was distributed between these
zones. Considering the zones, proposed locations with distances in-between the two CSs
are enlisted in Table 1. Further, battery size and the mileage range of different models of cars
were also considered for this investigation (see Table 2 [8]). From the dataset, the average
vehicle flow was calculated in the normal period as well as during the COVID-19 period
(see Tables 3 and 4) by adopting approach detailed in [9,10]. By assuming the differences
ranged from 1% to 10%, we developed the scenarios as listed in Tables 5 and 6 for the N5
and M2 highways, respectively. In this way, the goal of the research effort to establish a
certain number of priority CSs was accomplished by maximizing the service of charging
stations. It is to be noted that when calculating the distance from the demand point to the
candidate point, the mathematical model mentioned in (1) and (2) and the after-mentioned
principles were adhered to for the optimal placement of PEV CSs. The finalized scenario
including transmission network infrastructure and the proposed potential charging station
candidates for the M2 and N5 routes are depicted in Figure 4.

Table 1. Proposed Charging Station Locations and Distance.

Sr. No. City Longitude, Latitude Distance

A N5 network

1. Rawat 32.4805288, 72.687214 15.7

2. Mandra toll plaza 32.4277489, 72.40935 59

3. Deena 33.0285967, 73.598110 20

4. Sarae Alamgir 32.907611040865, 73.730340115134 8

5. Kharian 32.8830768, 73.7785187 46

6. Gujrat exit 32.5959182, 74.0378919 9

7. Gujrat 32.4797136, 74.091663 10.3

8. WazirAbad 32.4026824, 74.1224383, 13.5

9. Gakhar 32.317067, 74.143303 13.6

10. Gujranwala 17

11. MoreAimanAbad 32.0488448, 74.2085573 11.4

12. Kamoke 31.995427755973, 74.218015463522 11

13. Sadhoke 31.862328, 74.24472 12.7

12. Muridke 31.6420817, 74.2032471 11.4

15. Kala Shah Kaku 31.7338073, 74.2655666 46.2

B M2 network

16. Chakri 33.3203856, 72.7829902 45

17. KalarKahar 32.869405, 72.65204 73.5

28. Bhera 32.453259538502, 72.886018340599 46.5

19. Sial Mor 31.9680162, 73.1120396 77.5

20. Sukheki 31.906767165001, 73.56816594500 48.6
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Table 2. Travelling Range of Different Electrical Vehicle Cars [8].

Manufacturer Range (Km) Battery Size (KWh)

Tesla 483 60–100
Xpeng (China) 706 60–100

Chevrolet 355 60–100
Nissan 270 22–40
BMW 246 22–40

Kia 160 22–40
Volkswagen 130 12–20

TopSun 300 50

Table 3. Percentage of Electric Vehicle Flow in Normal Days.

Percentage of EVs
from Total Vehicle

Number of EVs
Percentage of

Different Models
(50%, 30, 20%)

Number of Charger
at Each Location

10% 100 50, 30, 20 100
5% 50 25, 15, 10 50

2.5% 25 13, 7, 5 25
1% 10 5, 3, 2 10

Table 4. Percentage of Electric Vehicle Flow in COVID-19.

Percentage of EVs
from total Vehicle

Number of EVs
Percentage of

Different Models
(50%, 30, 20%)

Number of Charger
at Each Location

10% 6 3, 2, 1 6
5% 3 2, 1, 0 3

2.5% 3 1, 1, 1 3
1% 3 1, 1, 1 3

Table 5. Power consumption at 15 Stations of N5.

Period Demand Power Usage (MW)

Normal period Maximum 3
Normal period Minimum 0.3

COVID-19 Maximum 1.98
COVID-19 Minimum 0.18

Table 6. Power consumption at 5 stations of M2.

Period Demand Power Usage (MW)

Normal period Maximum 1.6
Normal period Minimum 0.16

COVID-19 Maximum 1.36
COVID-19 Minimum 0.13
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Figure 3. Zones to be covered for proposed PEV charging installation on (left) N5 north; and (right)
M2 from Lahore to Islamabad. It is to be noted that figures are not according to the scale and only
indicate the approximate zone areas.

Figure 4. Proposed candidate sites for PEV charging stations on M2 motorway and N5 with transmis-
sion network.

Further, economic analysis about the investment and payback period was also taken
into account for a feasibility analysis of the proposed model. For this, we considered the
initial cost of investment, variable cost, operational cost, etc., as listed in Table 7.

Table 7. Economic analysis parameters for the installation of PEV CSs.

Parameters Cost (USD)

Charger 20,000
Installation 1000

New Connection 2500
Operation and Maintenance 10% of overall

Electricity Tariff per kWh 0.142
Electricity Taxes per kWh 0.11

Rupee Devaluation 10% annually
Miscellaneous 1000

Total cost (excluding electric cost and taxes) 29,400
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The charger mentioned above is the DCFC, with two ports for charging at one time.
The installation cost included the labor cost, material cost, and other such parameters;
the new connection cost was the cost of the regulator, and in the case of the transformer,
there was a minimum cost both for the regulator and transformer. The operational and
maintenance cost was taken as the 10% annual cost. The electricity and taxes costs were
obtained from the provider, while we had to consider the rupee devaluation for investment
and some miscellaneous charges, as this is the new technology, and there will inevitably
be some unknown annual charges. Even during the period of strict lockdown during the
COVID-19 pandemic, the minimum EV flow was 3 at each point in 1 h. So, at least two
chargers are needed at one optimal location point. If the charging cost is assumed to be
0.31 USD/KWh and the installed charger worked for 24 h, then:

Total 1 day selling cost = 0.31 * (24 * 2) * 50 KW = 744 USD/KWh; Total 30 days selling
cost = 22,320 USD/KWh, while:

Total 30 days actual electric cost is = 18,144 USD/KWh. Profit for 30 days = 4176 USDKWh.
Total investment recovery time = 29,400/4176 = 7 months.
So, in almost 7 months, the total investment will be recovered, even when the devalua-

tion (or, if we remain in dollars, considering the interest rate at 10%) is also considered.

4. Conclusions

In the implementation process, a N5 road and motorway map was derived, and the
results are presented in the above section. To address the problem of location selection
during electric vehicle charging station planning, this paper proposed a location method
based on regional information and future predicted demand. According to the battery life
of an electric vehicle, we determined the service range of a charging station. Based on the
cost constraints, we determined the number of CSs to determine the optimal location for a
PEV CSs. The method proposed in this paper can obtain an ideal charging station planning
scheme that meets requirements and provides a guiding significance and application value
for the location and constant volume of an electric vehicle charging station.
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Abstract: In this paper, we characterized and reviewed the emergence of fundamental and extended
losses that limit the efficiency of a photovoltaic (PV) system. Although there is an upper theoretical
bound to the power conversion efficiency of solar cells, i.e., the Shockley Queisser limit, in a practical
environment, the consideration of inevitable losses in a whole PV system is imperative to optimally
harvest solar energy. In this regard, this study quantifies the losses from a PV cell level to the
whole PV system. It was perceived that reported losses on the PV cell level included the low energy
bandgap, thermalization, recombination (surface and bulk recombination), optical absorption, space
charge region, finite thickness, and metal contact loss, and it was determined that cutting techniques
mainly constrained the power conversion efficiency of the solar cell. Furthermore, the detailed PV
array losses were classified as mismatch power losses, dust accumulation losses, temperature effects,
material quality losses, and ohmic wiring losses. The unavoidable system losses were quantified as
inverter losses, maximum power point tracking losses, battery losses, and polarization losses. The
study also provides insights into potential approaches to combat these losses and can become a useful
guide to better visualize the overall phenomenology of a PV System.

Keywords: PV cell; PV modules; losses; quantification

1. Introduction

In the last few years, photovoltaics (PV) have emerged as a pioneer technology to meet
the energy demands of small-scale consumers to those of the commercial sector and provide
a cost-beneficial solar power generation system that can be used to offset the electricity
costs from utility providers as well as alleviate the burden on the national electricity
grid. Another major advantage of PV systems is the emission reduction benefits [1,2].
Presently, the installed PV capacity is around 109 GWp, and this could cross 149 GWp by
2022 according to the International Energy Agency (IEA), France [3]. This trend certainly
demonstrates unparalleled progress in efficiency enhancement in the area of photovoltaics
combined with power electronic-aided hybrid converters as well as cutting edge cost
benefits, yet the emergence of losses in real environmental conditions is inevitable, as these
losses cannot be eliminated beyond fundamental limits [4–6].

PV cells harvest solar energy to yield photogenerated power. The performance of
solar cells depends on the available solar insolation and the spectral distribution of incident
wavelengths over the surface of the PV system. The output of the solar cell is generally
measured in standard testing conditions (STC); irradiance 1000 W/m2, temperature 25 ◦C,
and standard earth spectrum AM 1.5 G, where G stands for global and includes both direct
and diffuse radiation [7–9]. The solar cell performance is characterized based on parameters
including open-circuit voltage (Voc), the voltage at the maximum power point (Vmp), the
short circuit current (Isc), current at the maximum power point (Imp), and the maximum
power point (Pmp), which can be extracted from the current–voltage (I–V) characteristics
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shown in Figure 1 [5]. The efficiency (η) of the solar cell is the ratio of available solar energy
to the converted electrical energy, which can be calculated using the percentage of the
maximum power point and the surface area of the solar cell (A) into irradiance (Ir), which
is provided by Equation (1).

η =
Pmp

A × Ir
(%) (1)

Figure 1. Generic current–voltage (I–V) and power–voltage (P–V) characteristics of a photovoltaic
cell [5].

In real environmental conditions, several factors affect the performance of PV cells.
Herein, we first reviewed the major losses from PV cells to the overall PV system and sub-
sequently characterized and presented the losses in a pictorial form for better visualization
and understanding for the reader.

2. Quantification of Losses in a Photovoltaic System

2.1. Losses in a Photovoltaic Cell

The loss mechanisms in a PV cell are initiated by the fundamental inability of the
solar absorber-layer material (silicon, gallium arsenide, perovskite, copper indium gallium
selenide (CIGS), among others) to potentially absorb all incident light wavelengths [10].
Incident light wavelengths with a photon energy (Eph) less than the energy bandgap (Eg)
of the absorber layer are unable to be absorbed. Such losses are the below energy band gap
losses and are shown mathematically by Equation (2) [11].

Below Eg Loss =
∫ Eg

0
E·GP(E, ΩA, TS, μ = 0)dE (2)

The photons with energy Eph > Eg generate electron–hole pairs. However, the carriers
with high kinetic energy sometimes decay to the band edges quickly from their initial
excited states to reach their thermal equilibrium states, releasing their excess energy upon
interaction with the crystal lattice. Such losses can be categorized under thermalization loss,
and the mathematical relationship is given in Equation (3) [12–14].

Thermalization loss =
Eg

∫ λg
0 Φ(λ)dλ∫ λg

0 Φ(λ) hc
λ dλ

(3)

Thermodynamic studies on a PV cell demonstrated that at temperature > 0 K, a voltage
drop is associated with the PV cell, which is termed as etendue loss [15]. Moreover, Fermi
level losses; losses associated with the displacement of the Voc and Eg relationship and
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electron kinetic losses; and losses underlying the inefficacious use of the carriers’ kinetic
energy during the thermalization process are among the major thermodynamic losses that
limit the efficiency of solar cells [14–16]. Besides this, operating solar cells at Pmp could also
result in reduced output performance because of series and shunt resistance effects and is
referred to as fill factor loss [17].

In practical scenarios, part of the incident light that falls on the surface of a solar cell
is reflected or transmitted instead of being absorbed. Such losses are referred to as optical
losses [18]. The reflected portion of the incident light is also separately named the reflection
loss [13,18]. The reflection losses directly reduce the Isc of solar cells. Similarly, the finite
thickness or geometry of the solar cell contributes to transmission losses in a PV cell [13,18].
In a wafer-based solar cell, the part of the cell that makes contact with the front side of the
cell (from where light enters) is made of a finger and bus bar. These metal contacts shadow
some light, which can be up to 10% [16–18]. Such losses tend to create area losses/losses due
to metal coverage.

The photons on the solar cell generate electron–hole pairs, and these generated carriers
need to be separated in order to reach their respective metal contacts before they recom-
bine. The recombination of the carriers can be attributed to recombination losses in a solar
cell. Recombination losses can be further classified as (i) surface recombination; (ii) bulk
recombination; (iii) depletion region recombination; and (iv) recombination at the metal
contacts [19].

2.2. Photovoltaic Array Losses

Under same environmental conditions/STC, identical PV cell/module/arrays some-
times exhibit un-identical Pmp values because of manufacturing errors that can be attributed
as mismatch power loss [20]. It is to be noted that under heterogeneous irradiation condi-
tions (partial shading), mismatch power loss is modeled separately due to variation in the
module performance/physical environments.

The accumulation of dust over the surface of the PV module results in reduced
photogenerated power and also affects the angle of incidence reaching the absorber layer of
the solar cell. Such losses are referred to as dust accumulation losses [21]. Besides these varied
irradiance values that accumulate over time, irradiance losses and temperature impacts
(hot spot issues), temperature losses, and DC wiring ohmic losses seriously affect the power
conversion efficiency of PV modules [22,23].

2.3. System-Level Losses

On a system level, the inverter losses, batter losses, maximum power point tracking (MPPT)
topology losses, and potential-induced degradation or polarization losses are among the
major types of PV system losses that result in reduced PV system performance over
time [24,25].

For better understanding, the above-mentioned PV cell system losses have been shown
pictorially in Figure 2.
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Figure 2. Characterization of losses in a photovoltaic system: cell to system level.

3. Possible Ways to Combat Losses

3.1. Addressing Photovoltaic Cell-Level Losses

The below energy band gap, thermalization, Fermi level losses, and etendue losses can
be addressed by employing an absorber layer material with low Eg or multi-junction
approaches. In emerging PV technology, tuning the energy bandgap of organic/inorganic
absorber layer properties can be useful to combat the above-mentioned issues. The optical
and reflection losses can be addressed by using surface texturing and anti-reflective coatings
(the material should have good transmittance). The transmission losses can be addressed by
employing an appropriate wafer geometry and thickness to absorb the maximum amount
of incident light wavelengths. The area losses can be mitigated by reducing the widths of
the finger over the top surface while expanding the contact size of the back metal. The
surface recombination losses can be reduced by passivating the surface to reduce dangling
bonds or by adopting a window layer to limit the path of the minority charge carriers at
the maximum amount. Depletion region recombination losses are not the most prominent
type of loss. Bulk recombination losses can be addressed by using a pure semi-conductor
material while rear surface passivation approaches could aid in combating metal contact
recombination sites [11–19].

3.2. Addressing Photovoltaic Array Losses

The mismatch power losses can be addressed via the application of by-pass/blocking
diodes or cell-cutting approaches. The dust accumulation losses can be addressed by properly
cleaning the PV module with demineralized water or with an electro-static cleaning system.
The temperature losses can be addressed by considering appropriate module technology
(crystalline, crystalline PERC, thin-film), while DC wiring losses can be mitigated by using
wires with good conductance and a minimum number of connections [20–25].
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3.3. System-Level Losses

With the employment of efficient power electronic-aided topologies, inverter, MPPT,
and polarization losses can be addressed [25,26]. Proper battery sizing, advancement
towards dry batteries rather than lead–acid Batteries, and moderate temperature, battery
dispatch strategies can aid in mitigating battery losses in PV systems [27].

4. Conclusions

Depending on the nature of the losses experienced in a PV system reported in the
literature, we broadly and briefly classified the major types of losses that are responsible
for the reduced efficacy of whole PV systems at the PV cell level, array level, and system
level and presented them in a pictorial form. Further, we discussed potential solutions to
overcome fundamental and extended losses in PV systems. This illustration may become a
brief and useful guide to create awareness of issues that may occur at the PV cell fabrication
level and how they affect the whole PV system.
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Abstract: This article proposes a novel cost-effective method to achieve microfeature-sized patterns
on Polydimethylsiloxane (PDMS) substrates. As a biocompatible, flexible, economical, and easy-to-
use polymer benefiting the trait of mechanical impedance close to that of soft tissues, PDMS is the best
candidate to be used where we need communication between the electrical circuits and soft tissues.
Additionally, PDMS can be matched with tissue’s different shapes and doesn’t cause any trauma. The
proposed approach eliminates complex and high-cost manufacturing methods of microfeature-sized
patterns on PDMS, such as conventional microfabrication methods. Our technique takes advantage of
not requiring standard photolithography processes, making it simple and cost-effective. This manner
can be used for various purposes, such as micro-fluidic chip fabrication, bio-sensing applications,
neuroscience research and neural prosthetics such as electrocorticogram (ECoG) and, in general,
where microfeature-size patterning on PDMS is required. To prove the method’s functionality, we
fabricated a test sample. Firstly, the scaffold was fabricated using a conventional laser engraver and
Poly(methylmethacrylate) (PMMA). Then, a mold was made using this scaffold from PDMS. In the
last step, a typical commercial photoresist was applied as an anti-adhesion layer between the PDMS
mold and the sample to make the sample peel off the mold surface easily. The final sample indicated
that the pattern’s feature size was around 200 micrometers and that the required patterns were very
close to the desired form possible.

Keywords: microfabrication; Polydimethylsiloxane (PDMS); flexible substrate; biocompatible substrate;
biosensor; microfluidics

1. Introduction

Flexible, elastic, and durable soft materials lead the path for future electronics appli-
cations in diagnostics and personal healthcare [1]. As a biocompatible, flexible, simple
processing, optically transparent, and cost-effective polymer, PDMS (polydimethylsilox-
ane) is one of the most frequently applied substrate layers [2,3] in various applications
including wearable sensors [4,5], epiretinal prosthetics [6–8], electronic textiles [9,10],
stretchable conductors [11,12], etc. PDMS can be made in different shapes to fit bio-
logical tissues. Moreover, its mechanical impedance matching property to soft tissues such
as the spinal cord and the oxygen-permeability make it one of the best MEA/neural tis-
sue interfaces [13–15]. Other flexible substrate options include parylene-c [16,17], Ecoflex
00-30 [18], silicon elastomers like RTV-2 [19], and so on. PDMS Young’s modulus is reported
in the range of 0.4–1.0 MPa [20] while Young’s moduli of parylene and polyimide, as other
popular materials, are respectively in the range of 4–4.5 and 2.3–2.8 GPa [21,22]. These make
PDMS a suitable substrate material for communication between an electrical circuit and soft
tissues [23,24]. For instance, PMDS is employed in neural stimulation devices to activate
targeted neurons accurately [25,26]. We desired a sample that was biocompatible, flexible,
and long-lasting, thus PDMS was the ideal material pick for the sample. Another PDMS’s
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benefit is its simplicity in fabrication. Whereas, for example, the parylene-c fabrication
method necessitates specialized equipment, making it expensive [16]. Another option is
Ecoflex 00-30, which has excellent stretchability but should be assessed for biocompatibility
for each application [27]. RTV-2 is a low-cost silicone rubber that may be utilized as a pro-
tection layer for electronics systems since it remains flexible over a large temperature range
of −80 ◦C to +250 ◦C. RTV-2 has a low surface tension, which allows it to replicate surface
detail and makes it a good choice for molding applications [19]. Consequently, PDMS was
the ideal material pick for the sample in many applications because of its biocompatibility,
flexibility, long-lasting, simple fabrication process, ets. Which convinces us to focus on
PDMS as samples’ body material. Following this, since we need a flexible mold in the
proposed approach, we tested Ecoflex00-30, RTV-2, and PDMS as mold materials to choose
the best one.

Besides material features, the processing technique also plays an important role.
Micropatterning is one of the most critical processes in a device fabrication procedure.
PDMS is typically patterned using either the conventional photolithography method (by
adding photosensitive composites) [28,29] or molding techniques [30]. The conventional
photolithography method is incredibly accurate and can manufacture micro-feature size
patterns. Not only this approach is complicated, but also the procedure must be performed
in a particular environment, such as a clean and yellow room, with special instruments, and
by professionals. The alternative choice would be to use the 3D-printing technique to design
and fabricate molds. A peeling-off operation is required when using typical 3D-printing
materials, however micro-feature size patterns on micrometer thickness substrates cannot
be achieved and this is where peeling off might be challenging. Although the peeling-off
procedure can be omitted by employing solvable 3D-printing materials, these molds are
not reusable.

This article provided an easy method to micropattern PDMS and the resulting mold
can be reused several times. Using this approach, Ecoflex00-30, RTV-2, and PDMS were
used to create distinct molds. Comparing different molds materials, PDMS was eventually
chosen as the final mold material. An anti-adhesion layer was required to separate the
PDMS mold from the sample. Separation was evaluated using silicone spray, water and
sugar solution, and a typical commercial photoresist as a low-cost photoresist layer. The
commercial photoresist was then chosen. The resulting sample’s patterns were quite similar
to the desired ones, with a feature size of roughly 200 micrometers which is desired for
many applications.

2. Materials and Methods

To fabricate the device firstly, we designed the desired pattern using COREL DRAW.
After that, a conventional laser engraver was used to make patterns on the PMMA. PMMA
was chosen as scaffold material due to its availability and the fact that high accuracy can be
easily achieved with conventional laser. Lasers’ power and delay time were optimized to
obtain the best result on the PMMA scaffold. The chosen design contained two parallel
lines with a thickness of 200 micrometers and a distance of 1000 micrometers from each
other, as shown in Figure 1.

Figure 1. Schematic of PMMA scaffold design.
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After that, for mold fabrication, RTV-2 was chosen for the first test. Its mixture was
made by adding the second part of RTV-2 and diluent liquid, 4% and 5% of the mass,
respectively, and then adequately mixed with a glass stirring rod. Then the mixture was
placed in a desiccator to eliminate the bubbles for less than 5 min. After that, it was poured
on the scaffold and cured for 24 h on a hotplate at 120 ◦C. The resulted mold was so sticky
and unsuitable for our needs.

Ecoflex00-30 was the second material tested for mold fabrication. Its two parts were
homogenized in 1:1 ratio and bubbles were eliminated in the same manner previously
described. The resulting compound was poured on the scaffold and allowed to cure for 1 h
in an oven at 60 ◦C. After the curing phase, it was clear that Ecoflex00-30 was stuck to the
PMMA scaffold and couldn’t be peeled off properly.

The PDMS substance was the third to be tried. SYLGARD 184 was the product that we
utilized. The curing agent and base elastomer were combined in a 1:10 ratio to achieve our
desired mechanical characteristics. After that, a desiccator was used for around 20 min to
clear all of the bubbles. The mixture was then poured over the scaffold and left to cure for
one hour in the oven at 85 ◦C. The PDMS mold simply separated from the PMMA surface
due to the poor adhesion between PMMA and PDMS. Patterns on the PDMS mold were
evaluated and found to be in good condition. The final PDMS mold and PMMA scaffold
are shown in Figure 2.

Figure 2. (a) Engraved PMMA based layer to be used as the scaffold; (b) Magnification of engraved
patterns on PMMA scaffold; (c) Fabricated mold from PDMS.

Since both the mold and sample were made from PDMS, an anti-adhesion layer was
essential to make two layers separation feasible. After selecting the best material for
mold fabrication, several anti-adhesion coatings such as silicon spray, water and sugar
solvent, and a typical commercial photoresist were investigated. Peeling off was feasible
with the applying a silicon spray layer, although patterns were not in the ideal condition,
and peeling off thin sample layers was challenging. The water and sugar solvent with
different concentrations prevent two layers from adhering, but patterns were not adequate
because of the considerable sugar particles size compared to micropatterns. As the last
tested anti-adhesion layer, a low-cost commercial photoresist, was spin-coated on the
mold and baked at 90 ◦C for around 10 min. The desired photoresist should only have the
appropriate density to achieve a layer with a thickness in the range of micrometers after spin
coating. Additionaly, it should be detached from the PDMS surface without any damage
to the surface. As a result, it could be any commercial photoresist without any critical
consideration. Here, after spin coating, a layer with a thickness of about 2 micrometers was
obtained, which was thin enough compared to patterns. Using photoresist, the sample was
separated from the mold effortlessly and patterns on the sample were in very good shape.

For the sample layer, PDMS was made as explained before and the mixture was
spin-coated on the photoresist. Spin-coating was started at 400 rpm/s and continued in
500 rpm/s to obtain a 300 micrometers thickness uniform layer which was then cured for
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1 h at 85 ◦C in the oven. After curing was completed, two layers were separated pretty
readily and patterns were in the best shape. Figure 3 represents the entire procedure and
Figure 4 depicts the final sample results. Different tested substrate materials and results are
summarized in Table 1.

 

Figure 3. Fabrication procedure. (a) PMMA plate; (b) Engraved PMMA based scaffold; (c) Spin
coated PDMS on the scaffold to fabricate mold; (d) Fabricated PDMS based mold; (e) Spin coated
anti-adhesion layer on the mold; (f) Spin coated PDMS on the anti-adhesion layer; (g) Final sample
after separation from mold and eliminating anti-adhesion layer.

 
Figure 4. Final fabricated sample. pattern’s feature size is 200 micrometers.

244



Eng. Proc. 2021, 11, 36

Table 1. Different substrate materials and their tested results.

Mold Materials
PMMA Peeling Off

Feasibility
Silicon Spray

Anti-Adhesion Layer
Water and Sugar Solution

Anti-Adhesion Layer
Commercial Photoresist

Anti-Adhesion Layer

RTV-2  
Ecoflex00-30

PDMS     

3. Discussion

In this work, a new fabrication method of micropatterning on PDMS substrate was
proposed. The presented fabrication approach doesn’t include the standard photolithogra-
phy process so it doesn’t necessitate expensive material, equipment, and professionalists
making it a simple cost-effective patterning method. Compared to other methods [28,29],
we didn’t add any extra materials to PDMS to make it photosensitive in our novel pat-
terning approach, either. This is important since any other additives would change PDMS
characteristics, such as biocompatibility and flexibility. When benzophenone is added to
PDMS, for example, live cells would inevitably die [31]. The use of photoPDMS (PDMS
with photosensitive particles inserted) may hinder bioapplications, necessitating the use of
an extraction method. In the extraction step, several different chemical materials such as
n-pentane, xylene, ethanol (200 proof) are employed to unbound oligomers and enhance
polymer cross-linking [31]. Although the extraction process would promote PDMS biocom-
patibility, it alters material properties and this might be undesired, thus the new form of
PDMS should be characterized like the way it’s done in [32]. Added materials are costly, as
well as, this process might take several days to be completed.

The fabrication of 3D-printed-based molds can be done in two ways. The traditional
technique of 3D printing employs unsolved materials, demanding a peeling-off procedure.
Due to the unavoidable peeling off step, micropatterns on micro thickness substrates can
not be achievable. In comparison with the solvable 3D-printing-based technique, our
method has the advantage of being reusable. If 3D-printed solvable molds are employed
to achieve micropatterns, the built mold can only be used once. As a result, the entire
patterning process takes a lot more time and money. However, PDMS-based molds are used
in this paper, making the procedure repeatable. Table 2 shows a summary of techniques to
produce micropatterns on PDMS.

Table 2. Micropattern fabrication techniques on PDMS.

Micropatterning Technique Advantages Fabrication Challenges

photolithography methods • Tunable and nanoscale feature size

• complex fabrication process
• requiring high-cost photoresist
• high-cost additional materials
• needing extraction process in bioapplications
• requiring characterization process

Molding techniques
• achievable microfeature size patterns
• relatively cost-effective

• not repeatable
• high-cost materials
• slow process

PDMS-based-molding technique
• achievable microfeature size patterns
• low cost
• repeatable

• requiring optimization for spin coating speed
• limitation on fabrication of 3D structures

4. Conclusions

In this article, we proposed an innovative and cost-effective method for creating
micropatterns on PDMS substrate. There was a biocompatible, micrometer thickness, and
the sample substrate desired, leading to the choice of PDMS as the material for the sample
substrate. We optimized a conventional laser engraver to create our desired pre-designed
pattern on a PMMA sheet, then used it as the scaffold. Following that, Ecoflex 00-30, RTV-2,
and PDMS were evaluated to determine the best mold material candidate. PDMS was
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found to be the best option, benefiting its flexibility property making it possible to be
peeled off from scaffold without causing any damage. Choosing PDMS for both mold
and sample material required an anti-adhesion layer to make mold and sample separation
feasible. Silicon spray, water and sugar mixture in different concentrations, and a low-cost
photoresist were tested to hinder mold and sample adhesion. The low-cost photoresist was
the final choice because of its desired density and thickness, and also it could be spin-coated
on mold leading to a uniform layer. Using this photoresist, the sample was separated from
the mold easily and patterns were in good shape indicating that microfeature-size patterns
on micro thickness substrate layers are achievable employing the presented method.
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Abstract: Coded aperture imaging (CAI) methods offer multidimensional and multispectral imaging
capabilities with minimal resources than what is needed in a lens-based direct imager. In the CAI
method, the light diffracted from an object is modulated by a coded mask, and the resulting intensity
distribution is recorded. Most of the CAI techniques involve two steps: the recording of the point
spread function (PSF) and object intensity under identical conditions and with the same coded
mask. The image of the object is reconstructed by computationally processing the PSF and object
intensity. The above recording and reconstruction procedure precludes the introduction of special
beam characteristics in imaging, such as a direct imager. In this study, a postprocessing approach is
developed, where synthetic PSFs capable of introducing special beam characteristics when processed
with the object intensity are generated using an iterative algorithm. The method is applied to generate
edge-enhanced images in both CAI as well as Fresnel incoherent correlation holography methods.

Keywords: edge enhancement; coded aperture imaging; Fresnel incoherent correlation holography;
phase-retrieval algorithm; holography; incoherent imaging; high-speed imaging

1. Introduction

The coded aperture imaging (CAI) technique is a widely used computational optical
method that has efficiently replaced the need for high-quality optical components in direct
lens-based imagers with computational methods [1,2]. In direct imaging methods, the
image of an object is directly formed on the image sensor. In CAI, two steps are necessary for
imaging. In the first step, a point object is mounted in the object plane, and the light from it
is modulated by a coded mask (CM), and the resulting intensity distribution—point spread
function (IPSF)—is recorded. In the next step, an object is mounted at the same location
as the point object, and with the same CM and identical conditions, a second intensity
distribution is recorded. The two intensity distributions are processed in a computer to
reconstruct the object information. In a linear, shift-invariant system, the object intensity
(IO) can be expressed as a convolution of the object function O with the PSF, IO = O⊗IPSF,
where ‘⊗’ is a 2D convolutional operator. The image reconstruction is carried out by a
cross-correlation given as IR = IO*IPSF, where ‘*’ is a 2D correlational operator.
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The above principle of recording and reconstruction precludes the introduction of
special beam characteristics in the imaging system. In direct imaging methods and
well-established holography methods such as Fresnel incoherent correlation holography
(FINCH), the introduction of beam characteristics is easy and straightforward. Let us con-
sider the case of edge enhancement which is a useful technique in many applications [3,4].
In direct imaging, edge enhancement is achieved by modulating light using a vortex fil-
ter [5]. In FINCH, the object hologram is usually formed by interfering two object waves
with different quadratic phase modulations and reconstructed by numerically propagating
the recorded hologram to one of the image planes [6,7]. In FINCH, edge enhancement is
introduced by a modulo-2π phase addition of a vortex filter to one of the quadratic phase
masks used to modulate the object wave [8]. The resulting hologram, when propagated
to one of the image planes, yields an edge-enhanced image of the object. A similar ap-
proach was attempted in FINCH with the reconstruction method of CAI in a simulative
study, and no edge enhancement was noticed [9,10]. In FINCH, the original reconstruction
mechanism is independent of the modulating function, and whether the phase mask is
quadratic or quadratic with a vortex filter, the hologram is numerically propagated to one
of the image planes. In FINCH, when the CAI reconstruction method is implemented, i.e.,
instead of numerical backpropagation, a cross-correlation with the PSF is carried out, and
the scenario becomes different as the reconstructing function, i.e., PSF, is dependent upon
the modulation function. The PSF and the object holograms are recorded under identical
conditions and using the same modulation function of the vortex filter. Therefore, in this
case, during reconstruction by cross-correlation, the edge-enhancing characteristics of the
vortex filter are not expressed. In this study, an iterative algorithm is developed which can
synthesize special PSFs from the recorded PSFs. The special PSFs when processed with the
recorded object intensity distributions can produce enhanced images of the object. While
the proposed approach can be used for many applications, in this manuscript, the edge
enhancement is demonstrated.

2. Materials and Methods

The optical configuration of the generalized imaging system is shown in Figure 1a.
The light from a point object was modulated by optical modulators consisting of lenses,
and CMs and IPSF were recorded and provided as input into an iterative algorithm shown
in Figure 1b. In this case, the only requirement was that the imaging system had to be a
linear shift-invariant system and, therefore, the optical configuration could either be as
simple with a single optical modulator or multiple optical elements and components. The
iteration occurred between two planes of interest P1 and P2 as shown in Figure 1a. The
ground truth image was the required output ID by cross-correlation between the recorded
IPSF and synthetic IPSF. This output was transferred to every recorded object point when
the synthetic IPSF was cross-correlated with the object intensity distribution. The recorded
IPSF was Fourier transformed, and the complex conjugate was calculated (̃IPSF

∗). The
Fourier transform of the initial guess synthetic PSF was assumed to be a random phase-
only function, which was multiplied by ĨPSF

∗, and the result was Fourier transformed.
The resulting complex amplitude’s magnitude was replaced by the far-field diffraction
pattern of a vortex filter [11], but its phase was retained. The resulting complex amplitude
was inverse Fourier transformed, and the result was multiplied by ĨPSF

−1∗ and I−1. This
process was iterated until an optimal solution was obtained [12]. Similar to most iterative
algorithms, the optimal solution was achieved using an error function that could be the root
mean square error between the ground truth and the result obtained from the algorithm.
The resulting solution was correlated with the recorded object intensity distribution using
a nonlinear filter to reconstruct the edge-enhanced image of the object [13].
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Figure 1. (a) Optical configuration of a generalized imaging system. (b) Schematic of the iterative
algorithm for generating the synthetic PSFs. The symbol (~) above IPSF represents a Fourier transform
operation, ⊗ represents a multiplication operation, and * represents a complex conjugate. The far-field
diffraction of a vortex filter input was ID in P1. The inverse of the matrix I was multiplied at P2 to
obtain a phase-only output.

3. Results

The proposed method, being a completely postprocessing one, neither required a
vortex filter as in the conventional method, nor did it affect the temporal resolution of the
system. The method was applied to two cases: FINCH and CAI.

The FINCH experiment was carried out using randomly multiplexed diffractive lenses
mounted between the object and the image sensor [9,10]. Two FINCH holograms were
recorded: PSF and object hologram as shown in Figure 2a,b, respectively. The reconstructed
image is shown in Figure 2c. The phase of the Fourier transform of the synthesized PSF
is shown in Figure 2d, and the edge-enhanced reconstruction is shown in Figure 2e. In
the CAI experiment, a PSF was recorded (Figure 2f) by modulating the light diffracted
from a point object by a mask consisting of a random array of pinholes. In the next step, a
spark was generated and recorded, as shown in Figure 2g [2,14,15]. The recorded intensity
distribution was processed with the PSF, and the reconstructed image is shown in Figure 2h.
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The phase of the Fourier transform of the synthesized PSF is shown in Figure 2i, and the
edge-enhanced reconstruction is shown in Figure 2j.

Figure 2. Images of the (a) PSF, (b) object intensity distributions, (c) reconstructed image of Fungi
sample with recorded PSF, (d) phase of the Fourier transform of synthetic PSF, and (e) edge-enhanced
reconstruction for FINCH system. Images of the (f) PSF, (g) object intensity distributions, (h) recon-
structed image of a spark with recorded PSF, (i) phase of the Fourier transform of synthetic PSF, and
(j) edge-enhanced reconstruction for CAI system. The red scale bar is 150 μm, and the green scale bar
is 1 mm.

4. Conclusions

A completely computational enhancement method was developed for CAI methods
utilizing the indirect reconstruction method of the cross-correlation of the object intensity
distribution with the PSF. The developed method could be implemented offline, and so it
did not affect the temporal resolution of the imaging system. Furthermore, the method did
not require any additional optical component such as vortex filters, and so it is low-cost
in comparison to existing edge-enhancement methods. Secondly, the edge enhancement
in FINCH required at least three camera shots for every object, i.e., for the m objects, 3m
camera shots were needed. The proposed method required only a single camera shot, and
the PSF recording was conducted only once and did not need to be repeated for every
new object. Therefore, for the m objects, the number of camera shots needed was only
m + 1. Therefore, when m was large, the impact was clear. The preliminary results were
promising when implemented for the fungi sample with well-defined boundaries and a
spark event involving a gradual variation in intensity. A strong edge-enhancement was
seen in the regions with rapid changes in intensity while a mild edge enhancement is
noticed in the regions with a slow variation in intensity in the case of the spark image
as expected. The method could be directly extended for implementing many operations
such as blurring, sharpening, etc., of reconstructed images without the need for additional
optical experiments in CAI methods. Future studies will involve applying the developed
method for different image enhancement tasks and quantitative comparison studies with
existing methods.
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Abstract: The tablet form of detergent powder is one of the new delivery systems of detergent. It is
a compact form of detergent powder with highly active ingredients. The tablet form of detergent
reduces the volume of the powder. Due to its compact format, it affects the transportation and
packing cost. Thus, we aimed to formulate the unique detergent powder with the chemical combina-
tions of various surface-active agents. The detergent formulation thus contains linear alkyl benzene
sulphonate (LABSA), alfa sulfo methyl esters, sodium tripolyphosphate (STPP), sodium hydroxide
(NaOH), sodium silicate, sodium sulphate, etc. In our study, the detergent powder is mixed with var-
ious disintegrating agents such as corn starch, sodium carboxymethyl cellulose (sodium CMC), silicic
acid, sodium carbonate and citric acid. Our compact detergent powder showed better detergency
properties. This helps to instantly disintegrate and disperse when contacted with water. Detergent
powder composition in our currently formulated tablets caused effervescences and disintegrated
within 30 s at room temperature in water. The tablet detergent showed better performance than
market detergents.

Keywords: detergent powder; disintegrating agents; tablet; delivery system

1. Introduction

Cleaning products usually consist of ingredients or materials, when treated with
water, helps to remove dirt or foreign matter from the surface [1]. The key ingredients in
detergent powder are surfactants and builders as they perform the main role in washing
processes, and they directly impact detergency performance [2]. The tablet form of the
detergent powder is one of the novel formats of detergents having a compact form with
highly active ingredients. One or two tablets are enough for the washing instead of one
scoop of detergent powder. The life of the tablet detergent is, however, in the hands of the
ultimate user, as the properties of the product do not deteriorate significantly before use.
Herein, we demonstrate the formulation of a unique composition-based tablet detergent
compact for detergency applications.

2. Materials and Methods

Linear alkyl benzene sulphonic acid (LABSA) was obtained from M/s Godrej Indus-
tries Pvt. Ltd. Mumbai, Maharashtra, India. as a gift Sample. Sodium tri polyphosphate
(STPP), sodium sulphate, sodium silicate, carbon black, and lauric acid were procured
from M/s Hi Media Laboratory Pvt. Ltd. Mumbai, Maharashtra, India. Caustic soda
and starch were procured from M/s Finar India Pvt. Ltd. Mumbai, Maharashtra, India.
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Disintegrating agents silicic acid, sodium bicarbonate and citric acid were obtained from
M/s Loba Chemical Pvt. Ltd. Mumbai, Maharashtra, India. Ready for Dying cotton (RFD)
was obtained from the Textile Department, Institute of Chemical Technology, Mumbai,
India. Coconut oil was procured from the local market of Mumbai, India.

2.1. Formulation of Detergent Tablets

The detergent tablet manufacturing process consists of (i) neutralization of LABSA
(ii) formulation of detergent and (iii) compressing to tablet form along with disintegrating
agents (Figure 1).

 

Figure 1. Flow diagram of making tablet detergent compact.

(i) Neutralization of Acid Slurry of LABSA LABSA has an acid value of 225 mg o f KOH
gm sample ,

which was neutralized by NaOH solution. As per stoichiometry, LABSA (100 g) was
neutralized with 16 g NaOH (Table 1).

Table 1. The acid value of LABSA.

Sr. No. Sample Weight of Sample B.R. Acid Value

1 LABSA 2.25 g 90 mL 225 mg o f KOH
gm sample

2 LABSA after neutralization 2.5 g 0.0 0.0 mg o f KOH
gm Sample

(ii) Formulation of Detergent Neutralized LABSA was then mixed with sodium silicate,
sodium sulphate, water and STPP at 55 ◦C using an overhead stirrer. The quantity of
sodium silicate and STPP depended upon active matter and hardness of water [3–6].
This mixture of surfactant, binder and other ingredients were dried using a vacuum
oven at 70 ◦C under a pressure of 350 mm for 4 to 5 h. The dried mixture was
converted in fine powder form with the help of a mixer or grinder or ball mill.
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(iii) Compressing to Tablet Form The fine powder was then mixed with various disinte-
grating agents such as starch, silicic acid, citric acid, and sodium bicarbonate. This
mixture of detergent powder and disintegrating agents were compressed with the
help of the tablet machine for converting detergents to tablet form. When this tablet
was contacted with enough water, the CO2 was released from disintegrating agents,
which facilitated dispersion of the tablet in water.

2.2. Detergency Test
2.2.1. Fabric Soiling

The mixture of carbon black, mineral oil and lauric acid (28.4:17.9:17.9 w/w) was
mixed with 35.8 g coconut oil to form a slurry. This slurry was further mixed with 500 mL
carbon tetrachloride. The cotton fabric (100% RFD cotton) having a size 10 × 10 cm was
soaked in the soiling medium for 15 to 20 min. These soiled fabrics were dried at 80 ◦C in
the oven for 3 h.

2.2.2. Washing

The soiled fabric was washed using Terg—O—Tometer (M/s Wadegati Pvt. Ltd.,
Mumbai, Maharashtra, India). The soiled fabric was further finally washed with a detergent
solution of 1000 mL at 100 rpm and 50 ◦C for 20 min followed by a rinsing time of 10 min.
The process was repeated for various concentrations of detergents (0.1, 0.25 and 0.5%) in
tap water. After washing, the detergency (%) was calculated using Lambert and Sanders
formula using reflectance of washed fabric (Rw), soiled fabric before washing (Rs) and
unsoiled fabric (Ro) [7].

3. Results and Discussion

3.1. Disintegration Time

Effervescences of gases (mostly CO2 and O2) were released immediately after contact
with enough water. It helped to penetrate water in the compact form of detergent and to
disintegrate the tablet in water. The disintegration of the tablet was dependent upon the
% of the binder (starch) and gas removing material (citric acid and silicic acid) used. A
minimum of 15% starch was required along with 20% citric acid and sodium bicarbonate
or silicic acid to disintegrate the detergent from of the tablet (Table 2).

Table 2. Disintegration time of various formulated tablets.

Sr.
No.

Detergent Powder
(%)

Disintegrating Agents (g)
Volume of Water

(mL)
Disintegration Time

Starch Silicic Acid Citric Acid
Sodium

Bicarbonate

1 100 - - - - 100 78 h

2 70 30 - - - 100 50 h

3 70 15 15 - - 100 2 h

4 60 15 25 - - 100 2 h

5 60 15 5 8 7 100 3 min

6 70 - - 15 15 100 2 h

7 60 15 - 15 10 100 3 min

8 60 10 18 12 100 1 min

9 60 10 10 10 10 100 3.5 min

10 60 15 5 10 10 100 1 min

11 50 15 5 15 15 100 0.5 min

3.2. Cleaning Performance of Detergents and Their Tablets

The cleansing properties of detergent and its tablet with marketed detergent were
studied by a % detergency test. The effect of disintegrating agents was also studied at
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various concentrations (0.1%, 0.5% and 1%) and room temperature using distilled water.
The cotton used for detergency was 100% RFD cotton white colour fabric. It was observed
that the detergency of the tablet having a disintegrating time of 0.5 min. gave better stain
removal than marketed powder and other detergent tablets (Table 3 and Figure 2).

Table 3. Detergency (soil removal) of liquid detergency for soiled cotton fabric.

Sample Concentration % Detergency

Detergent Powder
0.1 63.19

0.25 64.8
0.5 72.59

Detergent tablet having disintegrating time 0.5 min
0.1 62.45

0.25 65.12
0.5 72.43

Detergent tablet having disintegrating time 2.0 min
0.1 59.32

0.25 61.29
0.5 63.84

Commercial detergent powder
0.1 44.19

0.25 48.32
0.5 53.11

 

Figure 2. Graph of % detergency vs. concentrations.

3.3. Foam Stability and Height

Foaming stability and height are important aesthetic properties of detergent. Foam is
nothing but trapping of gas in the liquid. The foaming height and stability were observed
in Ross & Mill apparatus having a volume of 3 L. The detergent and its tablet foam were
constant at all concentrations; it was also noticed that the foam height and stability was the
same as that of the market detergent sample (Table 4).
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Table 4. Foam stability and height of detergent tablet and powder.

Sample Concentration

Time (min)

0 5 10 15 20 25

Height (cm)

Detergent Powder
0.1 26.5 26.5 26.5 26.4 25.6 24.2

0.25 26.5 26.5 26.5 26.1 24.8 24.0
0.5 26.5 26.5 26.5 26.3 24.6 23.8

Detergent tablet having
disintegrating time 0.5 min

0.1 26.5 26.5 26.5 25.6 25.0 23.8
0.25 26.5 26.5 26.5 25.8 24.2 23.4
0.5 26.5 26.5 26.5 24.5 24.0 22.8

Detergent tablet having
disintegrating time 2.0 min

0.1 26.5 26.5 26.5 24.5 24.5 24
0.25 26.5 26.5 26.5 25.4 24 24
0.5 26.5 26.5 26.5 25 25 24.5

Commercial detergent
powder

0.1 23.2 23.2 22.4 22 22 21
0.25 23.2 23.2 22.3 22 22 21.5
0.5 23.0 23.0 22.3 22 22 21.5

3.4. Wetting Ability

The wetting properties of detergent and its tablet were observed using a 100% RFD
cotton disk having size 0.5 cm radius, which was dipped in detergent solutions of various
concentrations and at ambient temperature. The wetting property of detergent depended
upon the concentration of detergent. The detergent tablet had good wetting properties due
to the effervescence of gases (CO2 and O2) from the disintegrating agent’s citric acid, silicic
acid, and sodium bicarbonate. The wetting time of detergent in 1.5% solution was 38 s, hile
their tablet has a wetting time of 32 s (Table 5).

Table 5. Wetting ability of samples.

Sr. No. Batch
Concentration (%)

0.5 1 1.5

1
Detergent Powder 55 s 38 s 32 s
Detergent tablet 63 s 41 s 38 s

2 Commercial detergent powder 24 s 25 s 23 s

3.5. Tablet Friability

The friability test is the method used to find the loss of product during transportation.
The test was carried out using a tablet friability machine, which is commonly used in
pharmaceuticals tablet testing. All 10 tablets having the same weight (650 mg/tablet)
were selected. The drum was rotated 100 times. Tablets were removed and weighed.
The % friability was calculated by the following formula. The % friability of detergent
tablets having the disintegrating time of 2 min was better than the detergent tablet having
the disintegrating time of 30 s. (Table 6). The tablet disintegration pattern or time was
dependent on the composition of tablet composition and pressure. The composition and
size of a tablet and the quantity of water played an important role in disintegration and
dispersion. A minimum of 15% starch was required along with 25% citric acid and sodium
bicarbonate or silicic acid to disintegrate the tablet rapidly. The hardness of the tablet
was due to the pressure applied during the compression of the detergent powder. Tablet
hardness should be greater than 4.5 kg/(cm)2. The hardness of the tablet directly affected
the friability test, which measured the loss during the transportation. The % loss during
the transportation was less than 2%. Due to the compact form of powder, its volume
was reduced up to 50%, thus reducing packing and transportation costs. The rate of
disintegration of the tablet was less than 30 s without appreciable energy. In the compact
form, the powder particles are tightly bound, and the minimum part of the powder is
contacted with the environment. Due to this, the powder does not catch moisture easily.
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Table 6. % Friability of tablets.

Sr. No. Batch No. % Friability of Tablet

1
Detergent tablet having

disintegrating time 2 min 26.91

2
Detergent tablet having
disintegrating time 30 s 2

4. Conclusions

Detergent tablets can be successfully used for the washing of fabric. They consist
of of active ingredients and disintegrating agents, which releases gases such as carbon
dioxide, oxygen, and hydrogen after contacting with enough water. One or two tablets are
enough for the washing instead of one scoop. Effervescent tablets are convenient to use
and handle and are preferred over existing forms. The detergent powder composition in
the effervescent tablets contains 95% useful matter and disintegrates within 30 s at room
temperature in water. The tablet detergent showed better performance than various market
detergents. Thus, compact detergent tablets have an added benefit of ease of convenience.
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Abstract: A novel surface plasmon (SPR) sensor was designed, manufactured and experimentally
tested. A novel approach was followed to fabricate the sensor. It is based on a combination of both
the inkjet 3D printing process and the use of optical adhesives, which were used as an alternative
solution to the use of plastic optical fibers (POFs). The obtained experimental results showed good
performances, at least in terms of figure of merit (FOM), for the 3D-printed sensor, which were quite
similar to those gained by an SPR–POF configuration. Next, through a cost analysis, the possibility of
manufacturing the SPR sensor at a low cost was demonstrated, thus being economically advantageous
towards conventional sensors.

Keywords: 3D printing; additive manufacturing; photocurable resin; plasmonic sensor

1. Introduction

In the last few years, the continuous demand for sensitive sensors operating in diverse
application fields has led to developing innovative platforms based on different working
principles [1–3]. Among them, the surface plasmon resonance (SPR) technique is commonly
used as a detection method [4]. In particular, the SPR working principle relies on the
refractive index discrepancy at the interface between a dielectric medium and a metallic
nanofilm. This family of sensors can be used to analyze different substances, such as
pollutants, pesticides, toxic metals, viruses and other molecules. As an alternative to
silicon-based technologies, SPR sensors could be fabricated by means of a novel technique
relying on inkjet 3D printing. One of the most remarkable advantages of using 3D printing
technologies resides in the possibility to realize more complex geometries, different from
basic cylindrical fibers [5–7], and obtain a freedom design approach. An additional benefit
of developing organic optoelectronic devices is their low cost compared to silicon-based
ones [8] as clean rooms are not needed, unlike microelectronics industries.

With regard to 3D-printed plasmonic sensors, despite several approaches having
recently been presented [9], one of the common downsides is represented by the necessity
of polishing the printed surfaces before gold sputtering in order to obtain the required SPR
performance [10]. For complex designs with restricted access to all surfaces, this strategy
can be a limiting factor. In addition, several strategies involve the use of expensive resin [5],
which increases the total cost of the developed sensor.

In order to overcome the above-mentioned issues, in this work, a novel SPR sensor
has been designed and manufactured via an inkjet 3D printing process combined with
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optical adhesive use. The developed SPR sensor is easy to fabricate since no further sur-
face modifications (i.e., lapping procedures) are required. This approach was previously
adopted as a substitute to plastic optical fibers (POFs) [11] but with no reference to SPR
phenomena. The numerical and experimental results have been presented as well. Even-
tually, through a cost analysis, it has been demonstrated that the 3D-printed sensor is
economically advantageous.

2. 3D-Printed Surface Plasmon Resonance Sensor

2.1. SPR Sensor Design and Fabrication

The SPR sensor has been designed disassembled and is composed of four different
parts by using Autodesk® Fusion 360 (Figure 1), and then the STL (Standard Triangle
Language) files were generated. The latter is a de facto standard file that describes the
external closed surfaces of the original CAD model and forms the basis for the slicing
procedure. Next, the G-Code instructions for the 3D printer were realized via the software
Objet StudioTM. Finally, the sensor construction was performed by using the PolyJet
3D printer Stratasys Objet260 Connex 1 (Stratasys, Los Angeles, CA, USA). The used
material was a liquid photopolymer ink (VeroClear RGD810). Once the SPR sensor parts
construction was completed (Figure 2), the waveguide core of the 3D-printed optical device
was fabricated. Thus, the UV photopolymer adhesive (NOA88, Edmund Optics, Nether
Poppleton, York, UK) was microinjected into the sensor channel and cured for 10 min by
means of a lamp bulb with UVA emission at 365 nm, as shown in Figure 3.

Figure 1. Disassembled parts of the surface plasmon resonance (SPR) sensor designed on Autodesk®

Fusion 360. (a) Substrate having the functionality of cladding for the waveguide core; (b) cover as
cladding for the upper part of the waveguide core; (c) support for fitting with 1 mm POF waveguides.

Figure 2. (a) SPR sensor’s 3D-printed disassembled parts. (b) Assembled SPR sensor.

Next, to generate the SPR phenomenon, the cured core, without any further surface
modification, was gold-sputtered with a coater (Bal-Tec SCD 500, Schalksmühle, Germany)
in such a way as to present a noble metal nanofilm. The thickness of the sputtered gold
was about 60 nm.
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Figure 3. Waveguide core made of cured optical adhesive (NOA88) fabrication.

2.2. Experimental Setup

To monitor the developed plasmonic sensor, a simple experimental setup has been
used, as shown in Figure 4, to carry out a low-cost sensor system. In particular, it comprises
a halogen lamp, used as a white light source (HL-2000LL, Ocean Optics, Dunedin, FL, USA),
two POF patches (1 mm total diameter) to couple and collect the light into the 3D-printed
plasmonic sensor and a spectrometer (FLAME-S-VIS-NIR-ES, Ocean Optics, Dunedin, FL,
USA) with a detection range from 350 nm to 1023 nm.

 

Figure 4. Experimental setup used to test the developed 3D-printed SPR sensor.

3. Results

3.1. Experimental Results

The experimental measurements have been obtained by exploiting the experimental
setup reported in Figure 4. In particular, several water–glycerin solutions, whose refractive
index ranges from 1.332 to 1.382, have been used to test the sensor performances. Figure 5
reports the normalized SPR transmitted spectra obtained using these water–glycerin solu-
tions in contact with the gold sensing surface.
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Figure 5. SPR spectra obtained at different refractive indices (from 1.332 to 1.382).

For the proposed 3D-printed SPR sensor, the obtained results have shown a good
sensitivity, equal to about 710 nm/RIU (in the considered refractive index range). This
value has been calculated by considering a linear sensor response [12]. Moreover, the
3D-printed SPR sensor has also denoted a figure of merit (FOM) equal to 13.6 RIU−1 [12],
and this value is very similar to the one obtained with another low-cost SPR sensor based
on D-shaped POFs [13]. The best improvement with respect to Ref. [13] is related to an
approximate 40% improvement in the signal to noise ratio (SNR) [12,13].

3.2. Cost Analysis

By categorizing the cost parameters as process, material and machine, the cost needed
to fabricate the SPR sensor was modeled. Focusing on the raw material cost, it was modeled
by considering the raw material cost (393.11 €/kg for the model material VeroClear RGD810,
126.74 €/kg for the support material FullCure705, 2.50 €/ml for the optical adhesive
NOA88) and the quantity needed to manufacture the model (i.e., 0.017 kg of VeroClear
RGD810, 0.006 kg of FullCure705 and 1 ml of NOA88). Next, with the purchase, installation
and maintenance costs of the 3D printing machine used being known, the cost model
even considered the depreciation of the machine itself. To complete this operation, input
parameters were used for the model both in terms of the depreciation cost (i.e., 10 €/h)
and the printing time needed to manufacture the sensor (equal to 0.47 h in this case). In
conclusion, the last input parameter considered was related to the power cost. In this
case, the power requirements for the instrument used during the 3D printing process
were considered. In detail, in the model, the power cost (0.10 €/kWh) and the printing
time (0.47 h), which correspond to the usage of the machine in terms of time, were taken
into account.

The resulting cost allocation is shown in Figure 6. The raw materials cost (model
material VeroClear RGD810 393.11 €/kg, support material FullCure705 126.74 €/kg, optical
adhesive NOA88 2.50 €/mL) had the greatest impact (equal to 66%) since the 3D printer
employed only uses proprietary materials. As a result, the determined price for one sensor
was ∼15 €, which resulted to be much cheaper than a traditional sensor. The costs can be
further reduced in the future by using new vat-photopolymerization printers that are being
developed and that use more low-price materials (i.e., 50 €/kg).
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Figure 6. Cost allocation pie chart.

4. Conclusions

Once a CAD model was accomplished, by using the inkjet 3D printing technology,
a cheap SPR sensor was manufactured. It is an innovative approach to obtain sensors in
a fast way for mass production. The manufacturing cost resulted to be a very low-price
(∼15 €), making the proposed approach very cost-effective. Moreover, the total cost for this
device could be further decreased by using cheaper resins through the LCD printing.

The experimental analysis performed showed good performances for the SPR sensor
fabricated. Indeed, the test run showed a figure of merit quite similar to the POF-based SPR
sensor, while the sensitivity resulted to be somewhat minor. It is important to underline
that, in order to improve the sensor’s performances, other photocurable resins could be
used in the fabrication process. In fact, by changing the waveguide core material, i.e., its
refractive index, it will be possible to tune the SPR sensitivity, making it possible to obtain
an improved sensor configuration.

For all these reasons, the fabricated sensor could represent the starting point for
developing a new class of plasmonic biochemical sensors for several applications where
high sensitivity and real-time, label-free detection are strictly required. Moreover, with
the versatility of the proposed sensing approach, it could also be possible to include these
kinds of sensors in a “smart city” environment, for instance, to monitor air pollutants and
water quality, in view of the so-called “internet of things”.
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Abstract: Robot manipulators have played an enormous role in the industry during the twenty-first
century. Due to the advances in materials science, lightweight manipulators have emerged with low
energy consumption and positive economic aspect regardless of their complex mechanical model
and control techniques problems. This paper presents a dynamic model of a single link flexible robot
manipulator with a payload at its free end based on the Euler–Bernoulli beam theory with a complete
second-order deformation field that generates a complete second-order elastic rotation matrix. The
beam experiences an axial stretching, horizontal and vertical deflections, and a torsional deformation
ignoring the shear due to bending, warping due to torsion, and viscous air friction. The deformation
and its derivatives are assumed to be small. The application of the extended Hamilton principle while
taking into account the viscoelastic internal damping based on the Kelvin–Voigt model expressed
by the Rayleigh dissipation function yields both the boundary conditions and the coupled partial
differential equations of motion that can be decoupled when the manipulator rotates with a constant
angular velocity. Equations of motion solutions are still under research, as it is required to study
the behavior of flexible manipulators and develop novel ways and methods for controlling their
complex movements.

Keywords: flexible manipulator; Euler-Bernoulli beam; Viscoelasticity; Kelvin-Voigt model; Rayleigh
dissipation function; extended Hamilton principle; partial differential equations

1. Introduction

The focus of robotics research in the last decade has been on building lightweight ma-
nipulators due to their low energy consumption despite their complex mechanical models
and control systems. Lightweight manipulators are considered flexible manipulators that
suffer from flexural effects, which leads to growing interest toward modeling and control
architecture of such systems. In general, the research is restricted to single-link flexible
manipulator [1] due to the intricacy of serial link flexible manipulators. In the literature, the
single link is usually modeled by one deformation parameter [2], and the kinematics of the
Euler–Bernoulli beam is usually approached by the assumed traditional deformation field
that cannot allow having an orthogonal elastic rotation matrix to the second-order. For this
article, the deformations and their partial derivatives are assumed to be small. The kine-
matic model described in Section 2.1 is based on the complete second-order deformation
field [3]. Section 2.2 presents the dynamics model that includes the kinetic energy and po-
tential energy of the system that is composed of gravitational and strain potential energies
due to gravity and elasticity. Section 2.3 takes into account the Rayleigh dissipation function
due to motor friction and the viscoelastic internal damping based on the Kelvin–Voigt
model. Section 2.4 gives the motion equations using the extended Hamilton principle that
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yields four partial differential equations satisfied by the deformation variables and seven
boundary conditions. Lastly, Section 3 deals with the decoupling of partial differential
equations in a particular case which allows small simplifications of the equations.

2. Mechanical Modeling

The system consists of a base subjected to an applied torque Tmot by a motor, a flexible
link modeled as an Euler–Bernoulli beam with a circular cross-section with radius R and
length L, and a payload with mass mp and inertia matrix Ip at the free end of the link. The
beam is subjected to an axial stretching u(x, t), a horizontal deflection v(x, t), a vertical
deflection w(x, t) and a torsional deformation φ(x, t), as shown in (Figure 1a,b) where the
axis Z1 is perpendicular to the ground. The beam deformations and their partial derivatives
are assumed to be small, and shear due to bending, warping due to torsion, and air viscous
friction are neglected. To simplify the notation, u(x, t), v(x, t), w(x, t), φ(x, t), d

dt (.),
d

dx (.)
are denoted by u, v, w, φ, ˙(.) and (.)′ respectively.

(a) Front view (b) Top view

Figure 1. Flexible beam with payload.

2.1. Kinematics

Let R0 be an inertial frame with origin O0, R1 a frame attached to the motor with
origin O1 that coincides with O0, and Rdm a frame attached to the cross-section of mass
dm whose axes are parallel to those of R1 before deformation and whose origin Odm is
the center of the cross-section that is at a distance x from O1 along the neutral axis of the
link before deformation. The rotation matrix of R1 relative to R0 [4] is 0R1 = RZ0,θ which
means the frame R1 rotates by an angle θ of about Z0.

The position of Odm relative to R1 expressed in R1 after deformation [3] expressed by:

1−−−−→O1Odm = [x + u − 1
2

∫ x

0
(v′2 + w′2)ds, v, w]T (1)

The rotation matrix of Rdm relative to R1 after deformation [3] is:

1Rdm =

⎡⎢⎢⎢⎢⎣
1 − 1

2 (v
′2 + w′2) −v′ + u′v′ − w′φ −w′ + u′w′ + v′φ

v′ − u′v′ 1 − 1
2 (v

′2 + φ2) −φ − 1
2 v′w′

w′ − u′w′ φ − 1
2 v′w′ 1 − 1

2 (w
′2 + φ2)

⎤⎥⎥⎥⎥⎦ (2)
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1Rdm is verified to be orthogonal to the second-order of Taylor expansion in the deformation
variables. Let P be a point of the cross-section with (x, y, z) its coordinates relative to R1 before
deformation. The position of P relative to R1 expressed in R1 after deformation [4] is

1−−→O1P =1 −−−−→
O1Odm + 1Rdm

dm−−−→OdmP

where dm−−−→OdmP = [0, y, z]T and 0−−→O0P = 0R1
1−−→O1P.

Let R2 be a frame attached to the free end of the link whose origin is O2 and obtained
from Rdm by replacing x by L (for example v(x,t) at x=L becomes v(L, t), shortened vL).
If the position of the center of mass C of the payload relative to R2 expressed in R2 is
2−−→O2C = [c, 0, 0]T , then the position of C relative to R1 expressed in R1 is given by:

1−−→O1C = [L + uL − 1
2

∫ L

0
(v′2 + w′2)ds + c

(
1 − 1

2
(v′2L + w′2

L )
)
, vL + c(v′L − u′

Lv′L), wL + c(w′
L − u′

Lw′
L)]

T (3)

Since 1−−→O1C = 1−−−→O1O2 +
1R2

2−−→O2C, and 1R2 is deduced from 1Rdm by replacing x by
L; hence, 0−−→O0C = 0R1

1−−→O1C. The angular velocity of R1 relative to R0 expressed in R0 is
0−−→Ω1/0 = [0, 0, θ̇]T . The angular velocity of Rdm relative to R1 expressed in R1 [4] is found
from the following matrix

S = 1Ṙdm
1RT

dm =

⎡⎣ 0 −ωz ωy
ωz 0 −ωx
−ωy ωx 0

⎤⎦
Hence,

1−−−→Ωdm/1 = [ωx, ωy, ωz]
T

The Taylor expansion of 1−−−→Ωdm/1 to the second-order in the deformation variables
and after simplification gives:

ωx ≈ φ̇ +
1
2
(v′ẇ′ − v̇′w′) ωy ≈ −ẇ′ + u̇′w′ + u′ẇ′ + v′φ̇ ωz ≈ v̇′ − u̇′v′ − u′v̇′ + φ̇w′ (4)

Hence, the angular velocity of Rdm relative to R0 expressed in R0 is given by:

0−−−→Ωdm/0 = 0−−→Ω1/0 +
0R1

1−−−→Ωdm/1

The gravity vector is represented in R0 by: 0−→g = [0, 0,−g]T .

2.2. Dynamics
2.2.1. Kinetic Energy

The kinetic energy T of the system is the sum of kinetic energies: TB of the base, Tl of
the flexible link and Tp of the payload. Where TB = 1

2 IB θ̇2, with IB is the base inertia about
the Z0 axis. The kinetic energy of the link [5] is given by:

Tl =
1
2

∫∫∫
V

v(P/0)2dm =
1
2

∫ R

z=−R

∫ √
R2−z2

y=−√
R2−z2

∫ L

x=0
ρ v(P/0)2dxdydz (5)

Since the beam cross-section is circular, y2 + z2 = r2, r ∈ [0, R] and the last triple
integral is written [6] as:
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Tl =
1
2

∫ R

r=0

∫ 2π

γ=0

∫ L

x=0
ρv(P/0)2rdrdγdx (6)

where y = rcos(γ) , z = rsin(γ). Therefore, the kinetic energy of the link linearized to the
second-order and after simplifications is given by:

Tl =
ρ

2

{
πR2

∫ L

0
(u̇2 + v̇2 + ẇ2)dx +

1
4

πR4
∫ L

0
(v̇′2 + ẇ′2 + 2φ̇2)dx + θ̇2

[
1
3

πR2L3 +
1
4

πR4L + πR2
∫ L

0
(u2 + v2)dx+

1
4

πR4
∫ L

0
w′2dx + 2πR2

∫ L

0
xudx − 1

2
πR2

∫ L

0
(L2 − x2)(v′2 + w′2)dx

]
+ 2θ̇

[
πR2

∫ L

0
xv̇dx−

1
4

πR4
∫ L

0
(−v̇′ + u̇′v′ + u′v̇′ − 2w′φ̇)dx + πR2

∫ L

0
(uv̇ − u̇v)dx

]} (7)

The kinetic energy of the payload [7] is expressed by :

Tp =
1
2
−−→
Ωp/0.Ip

−−→
Ωp/0 +

1
2

mpv(C/0)2 (8)

where Ip =

⎡⎣I1 I4 I5
I4 I2 I6
I5 I6 I3

⎤⎦ and
−−→
Ωp/0 is obtained from

−−−→
Ωdm/0 by replacing x by L; hence, the

expression of Tp linearized to the second-order in the deformation variables is given by:

Tp =
1
2

[
I1

(
φ̇2

Lcos(θ)2 + ẇ′2
L sin(θ)2 + 2φ̇Lẇ′

Lcos(θ)sin(θ)
)
+ I2

(
φ̇2

Lsin(θ)2 + ẇ′2
L cos(θ)2 − 2φ̇Lẇ′

Lcos(θ)sin(θ)
)

+ I3

(
θ̇2 + v̇′2L + 2θ̇(v̇′L − u̇′

Lv′L − u′
Lv̇′L + φ̇Lw′

L)

)
+ 2I4

(
(φ̇2

L − ẇ′2
L )cos(θ)sin(θ)− φ̇Lẇ′

L
(
2cos(θ)2 − 1

))
+

2I5

(
θ̇

((
φ̇L +

1
2
(v′Lẇ′

L − v̇′Lw′
L)

)
cos(θ)− (−ẇ′

L + u̇′
Lw′

L + u′
Lẇ′

L + v′Lφ̇L) sin(θ)
)
+ v̇′Lφ̇Lcos(θ) + v̇′Lẇ′

Lsin(θ)
)

+ 2I6

(
θ̇

((
φ̇L +

1
2
(v′Lẇ′

L − v̇′Lw′
L)

)
sin(θ) + (−ẇ′

L + u̇′
Lw′

L + u′
Lẇ′

L + v′Lφ̇L) cos(θ)
)
+ v̇′Lφ̇Lsin(θ)− v̇′Lẇ′

Lcos(θ)
)]

+

1
2

mp

[
u̇2

L + v̇2
L + ẇ2

L + c2(v̇′2L + ẇ′2
L ) + 2c(v̇Lv̇′L + ẇLẇ′

L) + θ̇2
(

L2 + u2
L + v2

L + c2(1 − w′2
L ) + 2L

[
uL − 1

2

∫ L

0
(v′2 + w′2)ds+

c
(
1 − 1

2
(v′2L + w′2

L )
)]

+ 2c(uL + vLv′L)− c
∫ L

0
(v′2 + w′2)ds

)
+ 2θ̇

((
L + c

)(
v̇L + c(v̇′L − u̇′

Lv′L − u′
Lv̇′L)

)
+ uL(v̇L + cv̇′L)−

u̇L(vL + cv′L)
)]

(9)

2.2.2. Potential Energy

The potential energy V of the system is the sum of potential energies:VB of the base ,
Vl of the flexible link and Vp of the payload. The potential energy VB of the base which is
its gravitational potential energy equals a constant CB because its mass center is fixed in
the inertial frame R0 whose origin level is taken as reference VB = CB.The potential energy
of the link is the sum of its gravitational potential energy and its strain energy:

Vl = Vgravit + Vstr (10)

Vgravit is the gravitational potential energy of the link [7] that equals:

Vgravit = −
∫ R

r=0

∫ 2π

γ=0

∫ L

x=0

−→g −−→
O0Pρrdrdγdx = ρgπR2

∫ L

x=0
wdx (11)
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Vstr is the strain energy of the link [8] and it is the sum of strain energies due to
different strains:

Vstr = Vu + Vv + Vw + Vφ (12)

The expressions of different strain energies [9] are:

Vu =
1
2

∫∫∫
V

Eu′2dV =
1
2

πR2E
∫ L

0
u′2dx Vv =

1
2

∫∫∫
V

Ev′′2y2dV =
1
8

πR4E
∫ L

0
v′′2dx Vw =

1
2

∫∫∫
V

Ew′′2z2dV =
1
8

πR4E
∫ L

0
w′′2dx

Vφ =
1
2

∫∫∫
V

Gr2φ′2dV =
1
4

πR4G
∫ L

0
φ′2dx

where E and G are the young modulus and the shear modulus of the beam material respec-
tively. The potential energy of the payload is its gravitational potential energy that equals:

Vp = −mp
−→g −−→

O0C = mpg
(

wL + c(w′
L − u′

Lw′
L)

)
(13)

2.3. Rayleigh Dissipation Function

Rayleigh dissipation function R expresses the energy dissipated due to motor friction
and internal damping effect of each deformation (u, v, w, φ), the dissipation is based on the
Kelvin–Voigt model [10], and can be expressed [11] as follows:

R = Rmot +Ru +Rv +Rw +Rφ (14)

where

Ru =
1
2

∫∫∫
V

σd
u ε̇udV =

1
2

πR2CX

∫ L

x=0
u̇′2dx Rv =

1
2

∫∫∫
V

σd
v ε̇vdV =

1
8

πR4CY

∫ L

x=0
v̇′′2dx Rw =

1
2

∫∫∫
V

σd
w ε̇wdV =

1
8

πR4CZ

∫ L

x=0
ẇ′′2dx

Rφ =
1
2

∫∫∫
V

τd
φ γ̇φdV =

1
4

πR4CΦ

∫ L

x=0
φ̇′2dx Rmot =

1
2

bm θ̇2

Since

|εu|= |u′| , σd
u = CX ε̇u, |εv|= |yv′′|= |rcos(γ)v′′| , σd

v = CY ε̇v,

|εw|= |zw′′|= |rsin(γ)w′′| , σd
w = CZ ε̇w, |γφ|= |rφ′| and τd

φ = CΦγ̇φ.

2.4. Motion Equations

The extended Hamilton principle [12] is used to get motion equations and bound-
ary conditions: 0 =

∫ t2
t1
(δT − δV + Tmot δθ + δζ)dt where δζ is the variation of work

done by the dissipative forces, its expression is derived from Rayleigh dissipation func-
tion as follows: If the expression of Rayleigh dissipation function is given by: R =
1
2

∫∫∫
V σd ε̇ dV, then the expression of work variation δζ done by dissipative forces is:

δζ = − ∫∫∫
V σd δε dV . Hence, using the fact that the beam is clamped at the joint i.e.,

u(0, t) = v(0, t) = w(0, t) = φ(0, t) = 0, v′(0, t) = w′(0, t) = 0
The dynamic equation associated with θ is given by:
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Tmot = bm θ̇ +
1
2

IB θ̈ −
[

I1

(
cos(θ)sin(θ)(ẇ′2

L − φ̇2
L) + φ̇Lẇ′

L(2cos(θ)2 − 1)
)
+ I2

(
cos(θ)sin(θ)(φ̇2

L − ẇ′2
L )− φ̇Lẇ′

L(2cos(θ)2 − 1)
)

+ I4

(
(φ̇2

L − ẇ′2
L )(2cos(θ)2 − 1) + 4φ̇Lẇ′

Lcos(θ)sin(θ)
)
+ θ̇

[
(φ̇L +

1
2
(v′Lẇ′

L − v̇′Lw′
L))(−I5sin(θ) + I6cos(θ))+

(−ẇ′
L + u̇′

Lw′
L + u′

Lẇ′
L + v′Lφ̇L)(−I5cos(θ)− I6sin(θ))

]
+ v̇′L

[
φ̇L

( − I5sin(θ) + I6cos(θ)
)
+ ẇ′

L
(

I5cos(θ) + I6sin(θ)
)]−

∂

∂t

(
I3

(
θ̇ + v̇′L − u̇′

Lv′L − u′
Lv̇′L + φ̇Lw′

L
)
+ (φ̇L +

1
2
(v′Lẇ′

L − v̇′Lw′
L))(I5cos(θ) + I6sin(θ))+

(−ẇ′
L + u̇′

Lw′
L + u′

Lẇ′
L + v′Lφ̇L)(−I5sin(θ) + I6cos(θ)) + mp

{
θ̇

(
L2 + u2

L + v2
L + c2(1 − w′2

L ) + 2L
[
uL − 1

2

∫ L

0
(v′2 + w′2)ds+

c
(
1 − 1

2
(v′2L + w′2

L )
)]

+ 2c(uL + vLv′L)− c
∫ L

0
(v′2 + w′2)ds

)
+

(
L + c

)(
v̇L + c(v̇′L − u̇′

Lv′L − u′
Lv̇′L)

)
+ uL(v̇L + cv̇′L)−

u̇L(vL + cv′L)
})]

+
ρ

2

{
∂

∂t

(
2θ̇

[
1
3

πR2L3 +
1
4

πR4L + πR2
∫ L

0
(u2 + v2)dx +

1
4

πR4
∫ L

0
w′2dx + 2πR2

∫ L

0
xudx−

1
2

πR2
∫ L

0
(L2 − x2)(v′2 + w′2)dx

])
+

2
∂

∂t

(
πR2

∫ L

0
xv̇dx − 1

4
πR4

∫ L

0
(−v̇′ + u̇′v′ + u′v̇′ − 2w′φ̇)dx + πR2

∫ L

0
(uv̇ − u̇v)dx

)}

(15)

� The equation satisfied by u:

0 =
ρ

2

(
− 2πR2ü + 2πR2θ̇2u + 2πR2θ̇2x + πR2(4θ̇v̇ + 2θ̈v)− 1

2
πR4θ̈v′′

)
+ πR2CXu̇′′ + πR2Eu′′ (16)

� The equation satisfied by v:

0 =
ρ

2

(
− 2πR2v̈ +

1
2

πR4v̈′′ + 2πR2θ̇2v − πR2θ̇2(2xv′ + (x2 − L2)v′′)− πR2(4θ̇u̇ + 2θ̈u + 2xθ̈)− 1
2

πR4θ̈u′′
)

− 1
4

πR4CYv̇′′′′ − 1
4

πR4Ev′′′′ + mp θ̇2(L + c)v′′
(17)

� The equation satisfied by w:

0 =
ρ

2

(
− 2πR2ẅ +

1
2

πR4ẅ′′ − 1
2

πR4θ̇2w′′ − πR2θ̇2(2xw′ + (x2 − L2)w′′)− πR4θ̇φ̇′
)
− 1

4
πR4CZẇ′′′′ + mp θ̇2(L + c)w′′

− 1
4

πR4Ew′′′′ − ρgπR2
(18)

� The equation satisfied by φ:

0 =
ρ

2

(
− πR4φ̈ − πR4(θ̈w′ + θ̇ẇ′)

)
+

1
2

πR4CΦφ̇′′ + 1
2

πR4Gφ′′ (19)

� Since the free end of the beam is at x = L, the following quantities δuL, δu′
L, δvL, δv′L,

δwL, δw′
L, and δφL are arbitrary, therefore the final equations of boundary conditions are:

0 = −πR2CXu̇′
L +

ρ

4
πRθ̈v′L − πR2Eu′

L −
∂

∂t

[
mp

(
u̇L − θ̇(vL + cv′L)

)]
+ mp

[
θ̇2(uL + L + c) + θ̇(v̇L + cv̇′L)

]
(20)

0 = − ∂

∂t

[
− I3θ̇v′L + w′

L
( − I5θ̇sin(θ) + I6θ̇cos(θ)

) − mp θ̇c(L + c)v′L
]
− I3θ̇v̇′L − I5θ̇ẇ′

Lsin(θ) + I6θ̇cos(θ)ẇ′
L − mp θ̇c(L + c)v̇′L

+ mpgcw′
L

(21)
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0 =
1
4

πR4CYv̇′′′L − ρ

4
πR4v̈′L +

ρ

4
πR4θ̈(u′

L − 1) +
1
4

πR4Ev′′′L − ∂

∂t

[
mp

(
v̇L + cv̇′L + θ̇(L + c + uL)

)]
+

mp

(
θ̇2(vL + cv′L)− θ̇u̇L − θ̇2(L + c)v′L

) (22)

0 = −1
4

πR4CYv̇′′L − 1
4

πR4Ev′′L − ∂

∂t

[
I3

(
v̇′L + θ̇(1 − u′

L)

)
+ I5

(
− 1

2
θ̇w′

Lcos(θ) + φ̇Lcos(θ) + ẇ′
Lsin(θ)

)
+

I6

(
− 1

2
θ̇w′

Lsin(θ) + φ̇Lsin(θ)− ẇ′
Lcos(θ)

)
+ mp

(
c2v̇′L + cv̇L + θ̇c(L + c)(1 − u′

L) + θ̇cuL

)]
− I3θ̇u̇′

L+

I5

(
1
2

θ̇ẇ′
Lcos(θ)− θ̇φ̇Lsin(θ)

)
+ I6

(
1
2

θ̇ẇ′
Lsin(θ) + θ̇φ̇Lcos(θ)

)
+ mp

(
θ̇2(−Lcv′L + cvL)− θ̇c(L + c)u̇′

L − θ̇cu̇L

) (23)

0 =
1
4

πR4CZẇ′′′
L +

1
4

πR4Ew′′′
L − mpg − ρ

4
πR4ẅ′

L +
ρ

4
πR4θ̇2w′

L +
ρ

2
πR4θ̇φ̇L − mp(ẅL + cẅ′

L)− mp θ̇2(L + c)w′
L (24)

0 = −1
4

πR4CZẇ′′
L − 1

4
πR4Ew′′

L − mpgc(1 − u′
L)−

∂

∂t

[
I1

(
sin(θ)2ẇ′

L + cos(θ)sin(θ)φ̇L

)
+ I2

(
cos(θ)2ẇ′

L − cos(θ)sin(θ)φ̇L

)
+

I4

(
− 2ẇ′

Lcos(θ)sin(θ)− φ̇L(2cos(θ)2 − 1)
)
+ I5

(
1
2

θ̇v′Lcos(θ) + sin(θ)
(
v̇′L − θ̇(u′

L − 1)
))

+

I6

(
1
2

θ̇v′Lsin(θ) + cos(θ)
( − v̇′L + θ̇(u′

L − 1)
))

+ mp

(
c2ẇ′

L + cẇL

)]
+ I3θ̇φ̇L + I5

(
− 1

2
θ̇v̇′Lcos(θ)− θ̇u̇′

Lsin(θ)
)
+

I6

(
− 1

2
θ̇v̇′Lsin(θ) + θ̇u̇′

Lcos(θ)
)
− mp θ̇2c(L + c)w′

L

(25)

0 = −1
2

πR4CΦφ̇′
L −

1
2

πR4Gφ′
L −

∂

∂t

[
I1

(
cos(θ)2φ̇L + cos(θ)sin(θ)ẇ′

L

)
+ I2

(
sin(θ)2φ̇L − cos(θ)sin(θ)ẇ′

L

)
+

I4

(
2cos(θ)sin(θ)φ̇L − ẇ′

L(2cos(θ)2 − 1)
)
+ I5

(
(θ̇ + v̇′L)cos(θ)− θ̇v′Lsin(θ)

)
+ I6

(
(θ̇ + v̇′L)sin(θ) + θ̇v′Lcos(θ)

)] (26)

u, v, φ must also satisfy these conditions: u(x, 0) = limt→∞ u(x, t) = 0, v(x, 0) =
limt→∞ v(x, t) = 0, φ(x, 0) = limt→∞ φ(x, t) = 0 and w must satisfy w(x, 0) = limt→∞ w(x, t)

= w̃(x) whose expression [13] is given by: w̃′(x) = tan
(

x(2a−x)
2b

)
, since w̃(0) = 0, then

w̃(x) =
∫ x

0 tan
(

l(2a−l)
2b

)
dl, where a = L − δ, b = EI

F , the expression of the foreshortening

δ term due to beam bending [14] is given by: δ = − 1
2

∫ L
0 w̃′2(x)dx, where payload weight F

equals mpg, and beam area second moment I equals:I =
∫∫

y2dydz = πR4

4 .

3. Discussion

Considering the reference of angle θ is zero when the manipulator is at rest (t = 0) and
the angular velocity is constant (θ̇ = Ω), then θ and θ̇ are replaced by Ωt and Ω respectively
in the equations of the previous section. Equation (16) yields u̇ = L1(v), taking the time
derivative of Equation (15) and using the last expression yields L2(v) = 0. Equation (17)
yields φ̇

′
= L3(w) + c, taking both time and spatial derivatives of Equation (18) and using

the last expression yields L4(w) = 0, where c is a constant and L1, L2, L3, L4 are linear
operators. Hence, the motions equations are decoupled but the boundary conditions are
still coupled. The goal of future work is to develop a numerical method for solving previous
partial differential equations with coupled boundary conditions while ensuring the stability
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of the solutions. Once the solutions are found, the mechanical modeling will be generalized
to flexible manipulators with serial links where the payload attached to each link is the rest
of the chain.

4. Conclusions

Modeling the single-link flexible manipulator as an Euler–Bernoulli beam with a pay-
load at its free end subjected to small deformations, and using a rotation matrix orthogonal
to the second-order of Taylor expansion in the deformations variables, the extended Hamil-
ton principle is applied to get both the motion equations and boundary conditions. The
motion partial differential equations are decoupled when the angular velocity is constant.
Once the solutions are available, it will help to study more accurately the movements of
flexible manipulators and to find new techniques for robust control of such systems.
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Nomenclature

Tmot Torque applied by the motor
R Beam cross section radius
L Beam length
mp Payload mass
Ip Payload inertia matrix
u(x, t) Axial stretching
v(x, t) Horizontal deflection
w(x, t) Vertical deflection
φ(x, t) Torsional deformation
R0 Inertial frame
R1 Motor frame
Rdm Cross section frame
R2 Beam free end frame
O0,O1,Odm,O2 Origins of frames R0,R1,Rdm,R2 respectively
C Payload center of mass
i−→v Vector v expressed in frame Ri
0−−→Ω1/0 Rotation vector of frame R1 relative to R0 expressed in R0
0−−−→Ωdm/0 Rotation vector of frame Rdm relative to R0 expressed in R0
1−−−→Ωdm/1 Rotation vector of frame Rdm relative to R1 expressed in R1

wx,wy,wz
1−−−→Ωdm/1 coordinates in frame R1

T,TB,Tl ,Tp Kinetic energy of the system,base,link,payload
I1,I2,I3,I4,I5,I6 Inertia matrix coefficients
ρ Beam mass density
θ Rotation angle of frame R1 relative R0
V,VB,Vl ,Vp Potential energy of the system,base,link,payload
Vgravit,Vstr link gravitational and strain potential energy
Vu,Vv,Vw,Vφ Strain energies due to u, v, w, φ

Rmot,Ru,Rv,Rw,Rφ Rayleigh dissipation function due to motor,u,v,w,φ
E, G Beam young moduls and shear modulus
εu, εv, εw strains due to u, v, w
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σd
u , σd

v , σd
w, τd

φ stress due to internal damping caused by u,v,w and
CX , CY , CZ Internal damping coefficient along x1,y1,z1 axis
γφ,τd

φ Shear strain and shear stress due to torsional damping
ζ, F Work done by dissipative forces and payload weight
δ, bm Foreshortening term,motor viscous friction coefficient
Cφ, I Torsional deformation coefficient, area second moment
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Abstract: The aim of this study was to assess the impact of pectic-oligosaccharides (POSs) obtained
from oxidative degradation of pomelo peel with H2O2 under alkaline conditions on seed germination
and growth of chili using the seed priming technique. Two types of POSs (POS-I and POS-II) with
different size distributions were prepared. Chili seeds were soaked in 500 ppm of POS solutions
for 16 h at two temperatures, 30 and 50 ◦C, with moderate shaking, and then air-dried. The primed
seeds were planted on wet filter paper in a Petri dish at 30 ◦C for 9 d and the effects of priming on
germination and growth were observed. Priming of seeds with POS at 30 ◦C increased the germination
percentage and vigor index at 9 d after sowing by 16.7–20.5% and 16.0–25.5%, respectively, whereas
root and shoot length did not differ from the hydropriming. However, there were no significant
differences in all growth parameters between POS-I and POS-II treatments. Seedling length and the
vigor index of seeds primed with POS at 30 ◦C (29.3–31.0 mm, 2693.9–2914.0) were also significantly
higher than those of non-primed seeds (22.9 mm, 2062). Priming the seeds at 50 ◦C had an adverse
effect on seed germination, i.e., the germination percentage was reduced by 24.4–31.9% compared to
seeds primed at 30 ◦C. It also resulted in a significant reduction in chili seed growth, possibly due to
the inactivation of some enzymes in chili seeds.

Keywords: chili; germination; growth; oxidative degradation; pectic-oligosaccharides; pomelo;
seed priming

1. Introduction

Poor seedling growth and seedling vigor lead to poor planting and yield. In various
crops, different seed treatment techniques are used to improve the germination and seedling
vigor after harvest [1]. Seed priming is the conventional strategy for improving crop
production and minimizing the negative effects against stress. Partial seed pre-hydration
promotes membrane protein hydration and activates various metabolism processes, as well
as early germination events in seeds. These activities stop after the re-drying of seeds [2,3].
Several priming technologies such as osmopriming, solid matrix priming, hormopriming,
biopriming and chemical priming have been developed recently to increase the efficiency
of germination and strength of seeds [2].

Plant biostimulators are natural compounds that can improve plant life processes
without an adverse impact on principal natural plant pathways such as the regulation of
carbon and nitrogen metabolism, the control of secondary metabolism, and the activation
of plant enzyme production related to growth and detoxification, etc., [4,5]. Hu et al. [6]
reported that soaking maize seeds in alginate-derived oligosaccharide solution for 15 h
can increase root and shoot growth on day 7 up to 18% and 46%, compared to seeds
soaked in water. Chitosan microparticles can enhance the germination and vigor index of
tomato seeds and also improve the root and stem development [7]. The study of Nandhini
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and Somasundaram [8] showed that priming maize seeds with lipo-chito oligosaccharide
improved the tolerance of seeds to salinity, as indicated by the increasing germination
stress tolerance index.

Pectic-oligosaccharides (POS) are oligosaccharides produced from the partial de-
polymerization of pectin using different techniques including chemical, hydrothermal,
and enzymatic degradation. POS products include oligo-galacturonides (OGA), galacto-
oligosaccharides (GalOS), rhamnogalacturonan-oligosaccharides (RGOS), and others [9–11].
Although there has been research on POS obtained from a variety of raw materials, such
as orange and apple pomaces, there have been few studies on POS derived from pomelo
peel. Moreover, the bioavailability of POS is mostly examined in food applications, such
as prebiotics properties and antioxidant activity, etc., with less work being done on their
usage in agriculture. In recent years, many researchers have found that OGAs affect the
morphogenesis and organogenesis of various plants, such as inducing root formation, stim-
ulating growth and improving robustness of the in vitro cultivated plants [12]. This study
aimed to assess the impact of POSs derived from pomelo peel on chili seed germination
and seedling growth by using the priming technique.

2. Materials and Methods

2.1. Materials

Chili seeds were prepared from dried chili purchased from a local market. Fruit peels
of pomelo (Citrus maxima Merr.) cultivar Khao-Yai were collected from local vendor in
Nakhon Pathom Province, Thailand. Galacturonic acid (GalA), digalacturonic acid and
trigalacturonic acid were purchased from Sigma Chemical Co. (St. Louis, MO, USA). The
H2O2 and other chemical reagents used were of analytical reagent grade.

2.2. Preparation of POS

The albedo part of pomelo peels was washed, chopped into small pieces and dried at
40 ◦C before being pulverized to powder with a particle size less than 200 μm. POSs were
produced from the dried pomelo peel powder by using H2O2 under alkaline condition,
as described by Wandee et al. [13], with minor modifications. Briefly, dried pomelo peel
powder was hydrolyzed with 5% (v/v) H2O2 in 50 mM NaOH at 80 ◦C for 5 h with
continuous stirring. The mixture was collected and centrifuged at 6136× g for 10 min.
Absolute ethanol was added to the supernatant at a ratio of 1:1 (v/v) and kept overnight
at 4 ◦C. The suspension was centrifuged at 6136× g for 20 min. The pellet was collected
and washed 3–4 times with 95% ethanol to obtain POS-I, whereas another 2 vol of absolute
ethanol was added to the supernatant and kept overnight at 4 ◦C. The precipitate was
collected to obtain POS-II. The POS precipitates were dried in a hot air oven at 40 ◦C for
24 h. The dried POS was ground and sifted through a 200 μm sieve to obtain fine powders.

For the POS size distribution analysis, 20 μL of POS solution was injected into a Shi-
madzu HPLC system consisting of LC-20AD pump, RID-10A detector, two serially linked
columns (both Shodex OHpak SB-802.5 HQ, 8 mm × 300 mm, Showa Denko K.K., Tokyo,
Japan) with a specified guard column, and a computer with a data processing software
program (CLASS-VP). An isocratic elution with 0.1 M NaNO3 containing 0.01 M NaN3 was
carried out at 50 ◦C and a flow rate of 0.8 mL·min−1. Galacturonic acid, digalacturonic acid
and trigalacturonic acid were used as standards.

2.3. Imbibition Curve

Seeds were disinfected by soaking in 1% (v/v) sodium hypochlorite containing 0.2%
(v/v) Tween 80 for 30 min and rinsed three times with sterilized water. The seeds were
dried overnight in an oven at 37 ◦C. Five grams of sterilized seeds were soaked in 25 mL
of sterilized water (or 500 ppm POS solution) for 72 h with shaking at 30 ◦C. At specified
times, 0.3 g of soaked seeds were collected, weighed, and dried at 105 ◦C for 48 h. Three
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replicates of each treatment were conducted, and the water content of seeds was calculated
using the following equation:

Water content (%) =

(
Ws − Wd

Wd

)
× 100 (1)

where Ws and Wd are the weights of soaked seeds and dried seeds, respectively.

2.4. Seed Priming Treatment

Five grams of disinfected seeds were fully immersed in 25 mL of priming media (water
and 500 ppm POS solution) with shaking at two temperatures, 30 and 50 ◦C. Priming time
was based on the early time of the stationary phase (phase II) of the imbibition curve. After
priming, seeds were washed with sterile water, removed of excess water, and dried in an
oven at 37 ◦C for 48 h. The dried primed seeds were kept at room temperature until use.

2.5. Determinations of Seed Germination and Seedling Characteristics

Seeds were germinated on a filter paper wetted with 5 mL of distilled water in Petri
dishes and kept in the dark at 30 ± 2 ◦C. The seed growth was conducted over a nine-day
period. Each seed soaking treatment was replicated three times with 50 seeds each. The
approach developed by the Association of Official Seed Analysts (AOSA) [14] was used to
count seed germination on a daily basis. A seed was deemed germinated when the radical
length was at least 2 mm long. Other seed growth characteristics including percentage of
germination and vigor index [15] were evaluated using the following equations.

Percentage of germination (%G) =
Total no. of germinated seeds

Total no. of initial seeds
× 100 (2)

Vigor index = %G × seedling length (cm) (3)

2.6. Statistical Analyses

The experimental data were analyzed using analysis of variance (ANOVA) and ex-
pressed as mean values ± standard deviations. A Tukey test was conducted to examine
significant differences among experimental mean values (p ≤ 0.05).

3. Results and Discussion

3.1. Size Distribution of POS

HPSEC chromatograms of POS-I and POS-II, and relative amount of POS species
contained in each sample (% weight basis) are shown in Figure 1. The lower retention time
indicates the larger molecular size of POS species. Although the same molecular size range
was shown in both POS fractions, the relative area under the peaks of POS-I and POS-II
was clearly different. A higher relative area under area #1 and a lower relative area under
area #2 − #6 of POS-I indicated that POS-I contained a higher proportion of large-sized
POS species than POS-II. The percent masses of POS species having a size larger than >
DP5 of POS-I and POS-II were 81.9 and 73.8%, respectively.
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Figure 1. HPSEC chromatograms of POSs and relative amount of POS species in POS-I (dot line) and
POS-II (solid line).

3.2. Imbibition Curve

Imbibition curves of chili seeds when soaked in water and POS solutions for 48 h are
shown in Figure 2. Generally, the imbibition curve of the seeds can be divided into three
stages; imbibition, metabolism activation and elongation [16]. For the imbibition stage, the
seed imbibes water rapidly to activate enzyme activity. Water contents of chili seeds in all
treatments jumped from 1.2% to 39.8–42.2% during the first 2 h.

Figure 2. Imbibition curves of chili seeds when soaked in water, and 500 ppm of POS-I and POS-II
solutions.

After 2 h, the seeds still further imbibed water but the rate of water imbibition de-
creased markedly. Water contents of seeds soaked in water and POS solutions were in the
range of 42.2–50.5% and 39.8–50.9%, respectively. The metabolic processes of seeds were
activated during this phase to prepare seeds for germination. However, the germination
was not observed in during this period.
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3.3. Germination and Seed Growth Parameters

Germination curves of chili seeds primed with different treatments are shown in
Figure 3. The germination curve of chili seeds primed at 30 ◦C indicated that germina-
tion rates of seeds primed with POS solutions were significantly higher than that with
hydropriming, especially after 6 d of incubation. Seeds primed with POS-I showed slightly
higher germination percentage than those with POS-II. When compared to the non-primed
seeds, seeds primed with POS solutions showed observably higher germination. Priming at
50 ◦C had adverse effect on seed germination, i.e., the germination percentage was reduced
by 24.4–31.9% compared to seeds primed at 30 ◦C.

Figure 3. Germination curve (cumulative germination percentage vs. time, in d) of chili seeds after
priming with different treatments.

The growth parameters of chili seedlings after incubating in Petri dish for 9 d are
summarized in Table 1. The non-primed and hydroprimed seeds developed shoots 11.6
and 15.7 mm in length on average, respectively. Under the same cultivation environment,
the seeds primed with POS-I and POS-II solutions demonstrated significantly longer shoots,
17.7 and 18.1 mm, respectively, while the root length in all treatments was not significantly
different. POSs also increased the chili seedling length and vigor index by 27.9–35.4% and
30.6–41.3%, respectively, when compared to non-priming treatment. However, there were
no significant differences in all growth parameters between POS-I and POS-II treatments.
Priming the seeds at 50 ◦C resulted in a significant reduction in chili seed growth, possibly
due to inactivation of some enzymes in chili seeds [17].

Table 1. Root length, shoot length, seedling length and vigor index of chili seeds primed with water,
and 500 ppm of POS-I and POS-II solutions at 9 d after sowing compared to non-primed seeds (control).

Treatments
Root Length

(mm)
Shoot Length

(mm)
Seedling

Length (mm)
Vigor Index

Non-priming (Control) 11.2 BC 11.6 B 22.9 B 2062.0 C

Priming at 30 ◦C
Water 14.1 A 15.7 A 29.8 A 2322.0 BC

POS-I 13.3 AB 17.7 A 31.0 A 2914.0 A

POS-II 11.2 BC 18.1 A 29.3 A 2693.9 AB

Priming at 50 ◦C
Water 6.0 E 6.2 C 12.2 D 720.0 E

POS-I 7.4 DE 6.8 C 14.2 CD 925.7 DE

POS-II 9.6 CD 9.4 BC 19.0 BD 1178.0 D

Means with different letters (A, B, . . . ) within columns are significantly different at p ≤ 0.05.
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4. Conclusions

Pectic-oligosaccharides (POS) derived from pomelo peel can promote chili seed de-
velopment, as evidenced by the increase in the germination percentage and vigor index
of seeds after hydropriming treatment compared to non-primed seeds. Although the per-
centage of germination of seeds primed with POS-I was slightly higher than that of those
primed with POS-II, there was no significant difference in chili seed growth parameters.
Priming of chili seeds at a high temperature (50 ◦C) had adverse effects on seed germination
and seedling growth.
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Abstract: In this work, we propose a high-resolution distributed liquid level sensor based on a
Cobalt-based, high-attenuation fiber (HAF), and a high-spatial resolution (5 mm) Brillouin Optical
Frequency-Domain Analysis (BOFDA) sensor. In our method, the interrogating laser has a dual role:
on one side, it excites the acoustic wave involved in the scattering phenomenon; on the other side, it
heats up the fiber in a manner dependent on the surrounding medium (air or liquid). The proposed
method has the potentiality of determining the liquid level with high spatial resolution, without
requiring any additional component compared to a conventional BOFDA sensor.

Keywords: distributed optical fiber sensors; liquid detection

1. Introduction

High-resolution liquid level sensing is relevant to industry monitoring. Compared to
conventional electrical liquid-level sensors, optical-fiber sensors provide key advantages
such as immunity to electromagnetic interference, good corrosion resistance, and high
sensitivity. Actively heated fibers can be used for liquid level sensing, in which some
heat source is employed to raise the fiber temperature. The temperature reached by the
fiber, or the time required to recover the original temperature after heat source removal,
may be employed to gain information about the medium surrounding the fiber, such as
its phase (liquid or gas) [1], its speed [2,3], or its thermal conductivity [4]. Heat can be
conveyed either electrically by Joule effect, or optically by use of specialty fibers. The latter
solution is preferrable in those cases in which one should avoid the use of electrical currents
(e.g., in hazardous environments). Specialty fibers whose core is doped with transition
metal ions (namely Co2+ or Vn+) can be employed, where absorption of light at specific
wavelengths produces heat due to nonradiative relaxation. While conventional approaches
recover the temperature using fiber Bragg gratings (FBGs) inscribed into the specialty fiber,
a more convenient approach relies on the use of fully distributed sensing techniques. Chen
et al. employed Optical Frequency-Domain Reflectometry (OFDR) in a Co2+-doped fiber,
realizing liquid level sensing at cryogenic temperatures [5]. In their work, the authors
used an optical source at 1550 nm for heating, and a wavelength scanning laser in the
C-band for sensing. More recently, a dual wavelength approach has been demonstrated
by our group, in which a 1550 nm laser source was used for heating, while an 850 nm
Brillouin setup was used for distributed temperature sensing [6]. The dual wavelength
approach exploits the wavelength-selective absorption of the Cobalt-doped fiber, so that a
wavelength falling into the low absorption band of the specialty fiber can be chosen for
sensing. However, this also complicates the setup, due to the necessity to use separate laser
sources and wavelength-division multiplexing (WDM) components.

In this work, we propose the use of a Brillouin Optical Frequency-Domain Analysis
configuration featuring a spatial resolution of 5 mm, in order to perform liquid level
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sensing along a Co2+-doped fiber. Differently from Ref. [6], a single wavelength approach
is followed here, where the 1550 nm wavelength is adopted both for sensing and heating.
The amount of self-heating is controlled by acting on the optical intensity of the pump (and
probe) light used for BOFDA sensing. We will show experimentally that, the air/liquid
interface can be easily recognized from the acquired temperature profile. In fact, the heat
transfer in liquids is much more efficient than in air, leading to an abrupt decrease of the
temperature along the optically heated fiber along the segment immersed into water.

2. Experimental Results

The BOFDA method consists in the acquisition of the amplitude and phase of the
modulation impressed on a c.w. probe beam, due to the stimulated Brillouin scattering
interaction with a counterpropagating pump beam, for a range of modulation frequencies.
The two beams are separated by a frequency offset in the range of 10–11 GHz, corresponding
to the so-called Brillouin Frequency Shift (BFS) of the fiber. The method is usually adopted
for determining the BFS distribution along the fiber, with a spatial resolution not usually
achievable with common time-domain reflectometric techniques [7]. As the BFS is linearly
proportional to the temperature, the method is here applied to determine the temperature
change along the Co2+-doped fiber resulting from self-heating.

The experimental scheme adopted for the measurements is shown in Figure 1. The
light from an external cavity laser, with a linewidth less than 100 kHz, is split into distinct
branches for pump/probe generation. In the upper (probe) branch, the laser beam is
double-sideband (DSB) modulated by means of an intensity electro-optic modulator (IM1)
driven by an RF synthesizer. The upper sideband is filtered out by means of a narrowband
fiber Bragg grating (FBG), while the lower sideband is first amplified by an Erbium-Doped
Fiber Amplifier (EDFA1), then launched into one end of the fiber under test (FUT). In the
lower (pump) branch, the laser beam is modulated by another electro-optic modulator (IM2)
biased at its quadrature point and driven by the RF output of the vector network analyzer
(VNA). The modulated pump passes through a polarization switch, used to suppress any
polarization dependency from the measurements. Finally, the probe beam is amplified by
EDFA2 and launched into the opposite end of the FUT. The backscattered light from the
pump is fed into a high-bandwidth photodetector. The VNA covers the range from 300
kHz to 20 GHz, and thus permits us to investigate the Brillouin response at a minimum
spatial resolution of 5 mm.

 

Figure 1. Experimental setup. IM, intensity modulator; FBG, fiber-Bragg grating; EDFA, erbium-
doped fiber amplifier; Pol. Switch, polarization switch; PD, photodetector; FUT, fiber under test.

As a preliminary test, we prepared a FUT composed by a strand of 3 m of SMF-28
fiber, followed by a 9 cm length of high-attenuation fiber (HAF) with 40 dB/m attenuation
at 1550 nm, and another strand of 3 m of SMF-28 fiber. We note that the attenuation along
the HAF was ≈3 dB. We report in Figure 2 the cross-correlation between the Brillouin
Gain Spectrum (BGS) at the far section of the HAF (i.e., at the section closest to the probe
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injection point), as acquired by the BOFDA sensor at a probe power of 16 dBm, with the BFS
acquired by the same setup at slightly higher probe powers. Note that all measurements
were done with the HAF surrounded by air. While the results shown in Figure 2 are
quite noisy (mainly because of the low SBS efficiency of the HAF), a positive trend of the
cross-correlation peak with the injected power can be appreciated. In fact, by performing a
quadratic fitting around each peak, a shift of the cross-correlation peak of ≈28 MHz can
be estimated when increasing the probe power from 16 dBm to 19 dBm. This corresponds
to an approximate variation of 28 ◦C of the inner temperature of the fiber as a result of a
3-dB variation of the injected probe power (from 40 mW to 80 mW). This preliminary result
confirms the occurrence of self-heating on the HAF during BOFDA measurements.

Figure 2. Cross-correlation between the BGS at the final section of the HAF, as acquired at various
probe powers. The symbol * in the legend represents the cross-correlation operator.

As a next step, the BFS distributions along the FUT were measured upon immersion
of the cobalt doped fiber into water at various levels. The temperature profiles, acquired
by immerging progressively the HAF into the water at a step of 5 mm, are shown in
Figure 3. The low Brillouin gain along the HAF is responsible of the irregularities exhibited
by the temperature profiles. Nonetheless, each temperature profile shows an abrupt
change in correspondence of the water/air interface crossing point. The position where
the temperature drops abruptly can be used as an indicator of the liquid position. In
particular, we set a threshold equal to 45 ◦C, so that the level position was identified as the
threshold crossing position. The only exceptions are the profiles acquired with the fiber
totally outside the water (for which the temperature was always higher than the preset
threshold), or totally immersed into water (for which the temperature was always lower
than the preset threshold). For these two special cases, the measured level was set to 0 cm
and 9 cm, respectively.
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Figure 3. Temperature rise profiles acquired along the cobalt doped fiber, for L_W ranging from 0 cm
to 9 cm at a step of 5 mm. The dashed line represents the threshold used for liquid level position
measurements (From [8]).

In order to improve the resolution of the level measurement in the intermediate cases,
we have performed a linear interpolation of the temperature profiles, acquired at a spatial
resolution of 8 mm, using an interpolated step of 1 mm. In Figure 4, we report the liquid
level obtained by localizing the threshold-crossing position in the interpolated temperature
profiles, compared to the level set by experiments. The reported graph shows that a good
linear relationship exists between the experimentally determined liquid level and the
nominal level. In particular, the acquired data indicate a maximum deviation between
the measured level position and the linear fitting curve equal to 2.3 mm, while the mean
square error is 1.1 mm. Note that, while the reported experiments were performed using
water as liquid medium, any other liquid could be used as well. In fact, our system is not
sensitive to the refractive index of the liquid, as the optical field remains well confined in
the HAF core. The only physical parameter of the liquid medium coming into play is its
heat transfer coefficient, which is usually much larger than the corresponding coefficient in
air, leading to the abrupt change in temperature distribution observed experimentally.

Figure 4. Measured level versus experimentally set level. Circles represents the experimental data,
while the solid line represents the linear fitting curve (From [8]).
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In conclusion, we have demonstrated the use of a self-heating approach for liquid level
sensing measurements in cobalt-doped optical fibers. The main novelty of our proposal
is the absence of any dedicated laser source for optical heating. In fact, we have shown
that the strong c.w. components of the pump and probe waves, involved in the BOFDA
configurations, are sufficient to heat the HAF at a sufficient temperature, allowing the
localization of the air/liquid interface with a resolution dictated by the spatial resolution of
the BOFDA setup. Future works will be devoted to enlarging the sensing range so as to
cover a larger number of applications.

Author Contributions: Conceptualization, A.M.; validation, E.C. and A.C.; writing, A.M.; funding ac-
quisition, A.M. and L.Z. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by Università della Campania Luigi Vanvitelli, Programma
VALERE.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data are available upon reasonable request.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Chen, K.P.; McMillen, B.; Buric, M.; Jewart, C.; Xu, W. Self-heated fiber Bragg grating sensors. Appl. Phys. Lett. 2005, 86, 143502.
[CrossRef]

2. Sayde, C.; Thomas, C.K.; Wagner, J.; Selker, J. High-resolution wind speed measurements using actively heated fiber optics.
Geophys. Res. Lett. 2015, 42, 10064–10073. [CrossRef]

3. Garcia-Ruiz, A.; Dominguez-Lopez, A.; Pastor-Graells, J.; Martins, H.F.; Martin-Lopez, S.; Gonzalez-Herraez, M. Long-range
distributed optical fibre hot-wire anemometer based on chirped-pulse Φ-OTDR. Opt. Express 2018, 26, 463–476. [CrossRef]
[PubMed]

4. Agliata, R.; Bogaard, T.A.; Greco, R.; Minardo, A.; Mollo, L.; Steele-Dunne, S.C. Non-invasive water content estimation in a tuff
wall by DTS. Constr. Build. Mater. 2019, 197, 821–829. [CrossRef]

5. Chen, T.; Wang, Q.; Chen, R.; Zhang, B.; Lin, Y.; Chen, K.P. Distributed liquid level sensors using self-heated optical fibers for
cryogenic liquid management. Appl. Opt. 2012, 51, 6282–6289. [CrossRef] [PubMed]

6. Coscetta, A.; Catalano, E.; Cerri, E.; Zeni, L.; Minardo, A. A Dual-Wavelength Scheme for Brillouin Temperature Sensing in
Optically Heated Co2+-Doped Fibers. IEEE Sens. J. 2020, 20, 1349–1354. [CrossRef]

7. Bernini, R.; Minardo, A.; Zeni, L. Distributed Sensing at Centimeter-Scale Spatial Resolution by BOFDA: Measurements and
Signal Processing. IEEE Photonics J. 2012, 4, 48–56. [CrossRef]

8. Catalano, E.; Vallifuoco, R.; Zeni, L.; Minardo, A. Distributed liquid level sensor based on Brillouin Optical Frequency-Domain
Analysis. IEEE Sens. J. 2022. [CrossRef]

289





Citation: Vasques, C.M.A.;

Figueiredo, F.A.V. The 3D-Printed

Low-Cost Delta Robot Óscar:

Technology Overview and

Benchmarking. Eng. Proc. 2021, 11,

43. https://doi.org/10.3390/

ASEC2021-11173

Academic Editor: Saulius Juodkazis

and Nicholas Vassiliou Sarlis

Published: 15 October 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

The 3D-Printed Low-Cost Delta Robot Óscar: Technology
Overview and Benchmarking †

César M. A. Vasques 1,* and Fernando A. V. Figueiredo 2,3,*

1 ProMetheus, Escola Superior de Tecnologia e Gestão, Instituto Politécnico de Viana do Castelo, Rua Escola
Industrial e Comercial de Nun’Álvares, 4900-347 Viana do Castelo, Portugal

2 Smile.Tech—Robótica, 4430-699 Vila Nova de Gaia, Portugal
3 Instituto Superior Politécnico Gaya (ISPGaya), 4400-103 Vila Nova de Gaia, Portugal
* Correspondence: cmavasques@gmail.com (C.M.A.V.); ff@smlt.pt (F.A.V.F.)
† Presented at the 2nd International Electronic Conference on Applied Sciences, 15–31 October 2021;

Available online: https://asec2021.sciforum.net/.

Abstract: Robotics is undoubtedly one of the most influential fields of modern technology in changing
the very nature of our society. Parallel Delta robots have for a long time been mainly focused on a
niche market; however, compared to serial anthropomorphic robots they present several simplicity
and improved dynamics features. Additive manufacturing (AM) and 3D-printing technologies
are enabling rapid changes in robotic engineering as we classically know it, allowing for greater
creativity and freedom in mechatronics design and innovation. The effective benefits of far-reaching
design freedom in terms of geometry, materials, and manufacturing accessibility are now starting
to become apparent, answering many complex technical questions and scientific uncertainties that
go beyond basic design and functional knowledge and that require engineering skills and scientific
analysis. The Delta robot, as one of the most significant industrialized parallel robots due to its
simplicity, is considered in this work, which provides an overview of the multidisciplinary aspects of
the new Smile.Tech’s 3D-printed and low-cost Delta robot, the Óscar family. We provide a concise
analysis of the current state of the art and use of Delta robots, as well as a discussion of the Delta
architecture, interface software, and virtual operation environments. The article concludes with a
market analysis, a summary of the major manufacturers and currently available Delta models as well
as a benchmarking study of their major operating and technical features.

Keywords: robotics; Delta; Robótica platform; Óscar; 3D-printing; low-cost; benchmarking

1. Introduction

Recent advancements in artificial intelligence and 5G telecommunications services
have resulted in robotic technology influencing an increasing number of aspects of our
lives at work and at home. As a result of easy access to robots and the more interesting
interactions between humans and robots, our daily routines and work practices are being
changed and automated in a safe way, which is encouraging research and the spread of
cutting-edge robotic technology and collaborative work environments.

It is well known that, in robotics, there are essentially two kinds of kinematics—serial
and parallel—and a combination thereof. Serial robots typically consist of a sequence
of linkage arms sequentially connected through their joints until the moving tool carrier,
whereas parallel robots take effect on the moving tool carrier directly with several si-
multaneously actuated linkage arms, the archetypal serial and parallel robots being the
anthropomorphic arm and the 3D spatial moving platform used in ludic and professional
motion simulators.

In contrast to serial kinematics, in parallel kinematics, not all joints carry drive engines,
which are usually located on the base platform and, therefore, the moving mass is smaller
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and high-dynamic tasks can be more easily addressed. The resulting low moving masses
of parallel kinematics enable both high-dynamics and very precise mechanics.

It is widely claimed that parallel robots are intrinsically more accurate than serial
robots because their errors are averaged instead of added cumulatively, an assertion that
has been somewhat confirmed [1]. Engineering experience and scientific reasoning agree
on the strengths and weaknesses of serial and parallel architectures: small footprint, large
workspace, simple modeling, but large movable masses, for serial manipulators; low
movable masses, high dynamic capabilities, but large footprint and small workspaces, for
parallel manipulators [2]. These enhanced mechanical features make parallel robots better
suited for handling and assembly tasks.

The so-called Delta robot is a type of parallel robot whose fundamental concept is based
on parallelograms (Figure 1). A parallelogram enables a fixed orientation of an output
link relative to an input link. By employing three such parallelograms, the orientation
of the mobile platform is completely constrained, leaving only three purely translational
degrees of freedom. The three parallelograms’ input links are mounted on rotating levers
via revolute joints, which can be actuated in two ways: by rotational servomotors motors
(DC or AC) or by linear actuators—the former being the most frequent.

Figure 1. Schematic of the original Clavel’s Delta robot patented in 1990 [3] and the first ABB Flexible
Automation’s Delta robot IRB 340 FlexPicker launched in 1999. Source: ABB Robotics.

The Delta robot, as one of the most significant industrialized parallel robots due to its
simplicity, is considered in this work, which provides an overview of the multidisciplinary
aspects of the new Smile.Tech’s 3D-printed and low-cost Delta robot, the Óscar family.
It addresses a concise and overview analysis of the current state of the art and use of
Delta robots, as well as discussion of the Delta architecture, interface software, and virtual
operation environments. The article concludes with a market analysis, a summary of the
major manufacturers and currently available Delta models, and a benchmarking study of
their major technical and operating features.

2. State of the Art and Use of Delta-like Robots

The Delta robot is a type of parallel robot that has established itself as one of the most
successful parallel robot designs, certainly with over several hundred thousand active
robots worldwide today [4,5]. It was first invented by Clavel in the 1980s [3,6,7] at École
Polytechnique Fédérale de Lausanne (EPFL) in Switzerland with the objective to develop
an industrial robot for automating a monotonous manual packaging process involving the
manipulation of very light chocolates (of a few grams) at a very high speed (a few transfers
per second).

Based on a patent license, ABB launched in 1999 the very successful and well-known
commercial Delta robot IRB 340 FlexPicker (Figure 1). Originally developed with 3 transla-
tional degrees of freedom (DoF), it is typically constituted by three control arms driven by
servomotors, which are mounted to a base plate; an optional telescopic drive shaft is used
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to transmit rotary motion from the base to an end-effector mounted on the mobile platform
adding one additional rotational DoF.

The key design feature is the use of parallelograms in the arms, which maintains
the orientation of the end-effector (moving tool carrier) and therefore ensures parallel
motion, by contrast to the well-know Stewart platform that can change the orientation of its
end-effector [8]. Allowing three spatial translations, the manipulator utilizes its symmetry
and rigidity to create a simplistic system that can perform pick-and-place on small objects
and assembly operations at high speeds with accuracy.

Alternatively, the Delta robot can also be driven by linear actuators, instead of rotary
ones, in a Delta design often referred to as Linapod or linear Delta [9,10]; while in theory there
is this design possibility, rotary actuation is probably the most interesting one implemented
into commercial products and applications; for further details on linear Deltas, the reader
is referred to [11,12].

Assembly and pick-and-place applications usually require at least one additional
rotational DoF, mostly around the axis perpendicular to the mobile platform plane. Such
motions, with three translational and one rotational DoF, are generally called Schoenflies
(or SCARA) motions [13], resembling the kinematics of the well known SCARA robots
that have been around for decades. Delta robots, in comparison to these, are generally
considered to be faster (i.e., with a shorter transfer time) and with a lower maximum
payload. In this vein, the so-called hybrid Delta robots comprise an additional orientation
mechanism with one, two, or three DoF, mounted in series to the three DoF position
mechanism, forming a hybrid parallel-serial manipulator, or mounted in parallel, forming a
cooperating machine [14]. The basic idea behind a hybrid manipulator is to split the task of
manipulation into two parts: position and orientation. The position mechanism controls
the end effector’s position and the orientation mechanism controls its orientation.

Regarding conventional hybrid manipulators, FANUC created an holder assembly
resembling a wrist having three additional rotational DoF, mounted in series to the parallel
3 DoF Delta position mechanism, to which a tool is attached and orientated [15]. Coor-
dinating the motions of the position and orientation mechanisms enables for example
6-axis machining of a workpiece. This strategy has a number of significant advantages.
To begin, the parallel construction enables the realization of a high stiffness, low inertia,
and high speed machine tool. Secondly, its direct and inverse kinematic solutions are
available in closed-form, which simplifies control and path planning problems significantly.
Thirdly, in comparison to fully parallel platform manipulators, it has a relatively large
workspace. Fourthly, its position and orientation kinematics are completely decoupled.
Lastly, it makes extensive use of revolute joints, which can be precisely manufactured at a
low cost. Overcoming the shortcomings of expensive and imprecise spherical joints as used
within six-limbed 6 DoF Stewart platform architectures, and introducing a new generation
of hybrid manipulators comprising independent position and orientation mechanisms,
each with three complementary DoF, hybrid manipulators were also developed at the
University of Maryland [14,16–18] employing only revolute joints.

Thus, a possible solution to implement additional orientation DoF is the already
mentioned mechanism rotationally actuated by a motor that is usually fixed on the base
platform and connected through an intermediary telescopic drive shaft and universal joints
to a mechanism pivotally mounted on the end-effector (element 14 in the left-hand side
of Figure 1); other variants may consider the end-effector manipulated by a flexible cable,
a small motor mounted directly or the pull of a cable wound on a drum with a torsion
spring. Other designs, as the one created by FANUC, utilize the basic Delta structure
in conjunction with a three DoF rotating head or serial robotic wrist positioned on the
end-effector powered by three independent motors mounted on the frame.

Based on Delta technology, Pierrot [19] suggested a new distinctive family of four
DoF parallel Delta robots considering an articulated (and not rigid) movable platform
with embedded joints—the H4-family—with four independent kinematic chains with an
H-shaped end-effector, with the hope that such designs would improve the maximum
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range of motion in rotation. The most frequent mechanism in this family is the H4 robot
where, in contrast to the original Delta robot concept, four kinematic chains connected to
the traveling plate through revolute joints are operated by four angular motors. The gripper
may rotate due to an extra gear-based amplification mechanism. Extensive research and
testing of this and likewise model I4 have shown that none of these designs is optimum
for extremely rapid pick-and-place operations and that problems may arise from greatly
varying Jacobian condition number, risk of singular configurations, self-collisions, and
short service-life of prismatic joints for the I4.

Later, these designs were reviewed and improved, and a prototype was developed
with a superior actuator arrangement and only revolute joints on its articulated traveling
plate—the Par4 [2]. The first commercially available version of the high-speed pick-and-
place parallel manipulator employing the Par4 architecture (Adept Quattro), was free of
any singular postures within its workspace and the preliminary prototype succeeded in
achieving high speeds (more than 4 m/s) and high accelerations (more than 15 g).

Serial-parallel hybrid and fully-parallel designs with Schoenflies motion are discussed
more in detail in [2,12]. Regarding further research and development activities, during
the last decades, extensive research on dimensional synthesis, workspace and singular
configurations, kinematics, dynamics, control, vibrations, position accuracy, calibration,
stiffness, optimization, gravity compensation, and mechanical design of Delta robots has
been conducted. Refer, for example to [20–26] for an overview of the main contributions.

As mentioned, Delta robots are typically used in applications where the robot picks
up products in groups and arranges them in a container or assembly pattern. Deltas can
now distinguish and select from a variety of size, color, and shape options, as well as pick
and place objects based on a programmed pattern. The packaging industry, as well as the
medical and pharmaceutical industries, benefit from Delta robots’ high speed. It is also
used in surgery due to its stiffness. Additionally, high-precision assembly operations in a
clean room for electronic components are possible. A Delta robot’s structure can also be
used to create haptic controllers and, recently, the technology was adapted for use with
3D printers. These printers are faster, can be built for less than $200, and perform well in
comparison to traditional Cartesian printers [27]. 3D printing challenges and the analysis
of the contribution of key process parameters in printing results and quality is discussed
in [28,29]; there are a wide variety of uses for 3D printing, ranging from mechanical com-
ponents and human implants to musical instruments and personal protection equipment,
such as COVID-19 protection [30–34]. Numerous other broader application areas for Delta
robots include micro robotics, visual control, dynamic balancing, medical haptic devices,
and redundancy [4,5,22,35,36]. These are merely a handful of the many possible application
scenarios with many more in development.

3. The Óscar Delta Robot Family Development

Automated systems have become increasingly prevalent in recent years in smaller
and smaller businesses, offices, schools, and households, owing to the advent of mass
production, 3D printing, and open source robotic solutions. It is relatively easy to find
examples of this in any field. Automated software completion, scheduled reminders on
our agenda, automated data collection, self-driving vehicles, automated access control, and
even automated vacuum cleaning and kitchen robots are all possible these days. While
the statements above are accurate, despite their exponential growth in industrial settings,
non-cartesian robotic manipulators have not yet been widely adopted. Our assessment
indicates that there are three significant obstacles maintaining the existing state of affairs:

1. A good match between arm length and payload results in a high moment of inertia,
which makes direct drive actuators extremely heavy and economically inefficient.
With the addition of a reduction system to the output shaft, smaller actuators may be
used and, in this case, any backlash results in a significant positioning error; although
backlash-free reducers are commercially available, they are quite expensive.
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2. Safety! Long arms necessitate the use of powerful actuators. When these machines
are operating in close proximity to humans, they must protect the latter in the event
of contact. As a result, it is necessary to distinguish between the torques required to
maneuver a payload and the torques generated by a collision, which is not always
easy to do with proven guaranteed success.

3. Difficulty of use; the programming and commissioning of robotic systems is more
complex than it appears at first sight, namely with regard to safety.

With the above in mind, the iterative design procedure for the Óscar Delta robot
included many stages and a long time since its first version was set back in 2016 (see
Figure 2). The market for collaborative robotics applications is widely perceived to be
developing to satisfy the demands of consumers or clients across a variety of sectors and
applications with varying specifications. This was also discovered through market research
and the company’s expertise identifying the demands of future consumers, indicating that
expanding into a library of off-the-shelf integrating parts and family of Delta solutions was
the way to go.

The first step in developing the design was to ascertain the true nature of the problem,
which was accomplished through analysis. This is a critical stage because incorrectly
defining the problem can result in time being wasted on designs that do not meet the
requirements. Following the analysis, it was possible to create and document a specifi-
cation of the requirements, with some of the primary requirements being an excellent
cost-performance ratio and safety suitability for collaborative and effective broad-scope use.
Various concepts were developed throughout the conceptual stage, followed by preliminary
engineering analyses of the most promising solutions, as illustrated in Figure 2.

Figure 2. History of the iterative design, successive Delta robot model versions and Óscar family.

Outline solutions were developed and detailed enough to indicate the methods for
achieving each of the required functions, e.g., approximate sizes, shapes, materials, costs,
and performance (whether by test or analysis). Additionally, this entails determining what
has been done previously to address similar issues; there is no point in reinventing the
wheel and subsequent versions have been built upon previous knowledge about the former
versions. The various solutions were weighed, and the most appropriate ones were chosen.
Oftentimes, evaluation involved modeling the system and then simulating it to determine
how it might react to various inputs and selecting the most suitable solution. The details
of the chosen design have now been worked out, including the creation of prototypes or
mock-ups based on 3D printing of selected components in order to ascertain the optimal
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design details. The chosen designs were then translated into working drawings, circuit
diagrams, and so on, so that the items can be promptly manufactured and dispatched as
part of a continuous technology improvement process and market entrance.

4. The Smile.Tech’s SMLT Robótica Platform

The Smile.Tech’s SMLT Robótica Platform (STRP) is an in-house dedicated cost-effective
robotic platform that outperforms competitors in terms of efficiency, accuracy, reliability,
and safety. It makes use of stepper motors due to their simplicity of position control and,
more significantly, their simplicity of velocity restriction. These motors are connected
to low-backlash mechanical reducers that incorporate absolute position feedback on the
output shaft. The torque created by this assembly can be simply computed from its elastic
deformation, allowing the system to calculate the magnitude and direction of force at
all times.

As depicted in Figure 3, the platform is composed of multiple components connected
in a variety of ways. The PDR-20 (Óscar 9.2 model version) is a Delta robot that is built
upon the STRP and comprises four major key components, where these key components
can be arranged to build any kind of manipulation robot kinematics:

• The programming and simulation software (Virtu3D, ReTRoControl and ReTroCon-
trolEnvisioned);

• The Real Time Robot Controller (ReTRoC);
• The Robotic Stepper Controller (RoSteC);
• The Belt Elastic Actuator for Robotics (BEAR).

Figure 3. Overview of the Smile.Tech’s SMLT Robótica Platform (STRP) and product breakdown structure.

The STRP is a comprehensive system built on three interconnected pillars: the BEAR,
the ReTRoC and the Virtu3D (Figure 4). By substituting elasticity for backlash in the
transmission, the BEAR eliminates positioning uncertainty and provides mechanical com-
pliance. It is a low-cost actuator based on the popular NEMA 17 stepper motor series. It
includes instrumentation and a controller called RoSteC, which calculates torque based
on transmission deformation and is capable of compensating for, or virtually increasing
compliance.

All robotic actuators (BEARs) are connected via an RS485 communication network and
are managed by the ReTRoC. This controller is capable of interpreting commands sent by
higher-order controllers or pre-programmed sequences stored on an SD card. Additionally,
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it manages motion and trajectory, converts coordinates, and calculates forces and their
directions using data from the actuators’ torque sensors. Lastly, Virtu3D is an online
tool that works on any computer, tablet, or smart-phone, that can be used to program
and simulate robotic systems and that is capable of connecting to the robot controller via
Ethernet or WiFi (Figure 5).

Figure 4. Pillars of the Smile.Tech’s SMLT Robótica Platform (STRP) and features diagram.

Figure 5. Virtu3D, a web-based application that can be used on any computer, tablet, or smartphone
to program and simulate robotic systems and is capable of connecting to the robot controller via
Ethernet or WiFi. On-line kinematics simulator available at https://virtu3d.smlt.pt; current (left,
accessed on 11 March 2022) and future (right) versions.

5. Market, Manufacturers, and Benchmarking

Currently, the robotics industry mainly serves two distinct markets—industrial and
professional services—commonly lumped together. The emergence of new service robots
has been noticed by many organizations throughout the world, and steps have been taken
to support the new developments [37]. However, industrial robots and professional service
robots have different operational requirements and different costs and have recently been
shown to have very different market growth rates [38].

Industrial robots have been around since the 1970s—the archetypal industrial robot
being a mechanical anthropomorphic arm with varying number of DoF, found in factories
around the world. In the manufacturing industry, the biggest users of industrial robots
by descending order are, in general, the automotive, electrical/electronics, metal and
machinery, plastics and chemicals, and food and beverage sectors. In contrast to industrial
robots, professional service robots are more recent, taking off within the last decade, and
are typically used outside of manufacturing lines to assist humans rather than replace them.
They can have wheels to make them mobile, some are anthropomorphic, but they are not
intended for the kinds of heavy tasks that most industrial robots tackle.

Thus far, professional service robots have been most popular in the retail, hospitality,
health care, and logistics (in warehouse or fulfillment settings) industries, although some
have also started to be used in space and defense, agriculture, and demolition. In addition
to the industrial and professional service robots used by enterprises, there are two other
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large and quickly growing consumer robot markets—consumer service and entertainment
robots; the former designed for tasks, such as vacuuming, mowing the lawn, and washing
windows and the latter consisting mainly of toys, some of which are fairly sophisticated
and mainly made in Asia.

The foregoing analysis was detailed in a recent market study [39] that indicated that
nearly 1 million robots were expected to be sold for enterprise use in 2020, and over half
of them were expected to be professional service robots, generating more than $16 billion
in revenue, 30% more than in 2019. The market for professional service robots is growing
much faster than that for industrial robots, where professional service robots are on the
verge of passing industrial robots in terms of units and revenue.

On the other hand, although 97% of all of the robots sold in 2019 were consumer service
and toy robots, they represent only 14% of robotics industry revenue, where industrial
robots lead with 49% of revenues; but the growth drivers of 5G, artificial intelligence
chips, and affordability of robotic technology are also likely to have a strong influence on
consumer robots growth in the future and certainly contribute to a rapid market change.

Regarding collaborative robots, another study [40] suggested that the market size is
expected to reach a value of $1.09 billion at a compound annual growth rate (CAGR) of
16.08% with accelerating momentum during 2021–2025; 34% of the growth will originate
from the Asia-Pacific region and key countries are presently US, China, and Germany. Refer
also to [41] for a recent tracing of the evolution of service robotics.

For the Delta’s, still another market study [42] predicted that the global Delta robots
market size will grow by $242 million during 2019–2023 with a CAGR of almost 9%, also
accelerating, with 50% coming from the Asia-Pacific region; the market is fairly fragmented,
where one of the key trends for the period is the development of vision-integrated Delta
robots, bringing up new application possibilities.

Delta robots are reported to have been typically designed and optimized to meet
the requirements of extremely fast product handling, low cost, and easy disassembly for
cleaning in the food (e.g., dough cutting or pancake stacking) and packaging industries
(e.g., top-loading, feed placement, and assortment placement). Additionally, the medical
field, the electronics industry, pick-and-place tasks for cells and wafers in the photovoltaic
industry, laser cutting, high-speed milling, drilling, wood tooling, and use as a 3D haptic
device with force feedback in the gaming industry are possible application highlights. Ad-
ditionally, agricultural applications have been reported to include a Delta-based prototype
for manipulating soft vegetables, an autonomous field robot platform equipped with a
Delta robot for treating individual plants, and a non-chemical vegetable weed controller.
See also [4,12] and the references therein for further details on Delta applications and an
overview of the historical developments of the Delta robot on the market and academia.

According to [5,12], the license for the Delta robot was purchased in 1987 from EPFL to
a Swiss company, Demaurex, which started the industrial development process and began
manufacturing Delta robots for the packaging industry at that time. In 1996, Demaurex
bought the license and merged with Sigpack Systems to increase competitiveness and
internationalization to sell in the world market. The IRB340 FlexPicker Delta robot was
also launched in 1999 by ABB Flexible Automation that purchased also a license. Later,
in 2004, the merged Demaurex and Sigpack Systems were incorporated by the Bosch
Packaging Technology division. Since then, and fostered also by the expiration of the
Clavel’s original patent, parallel robots with Delta-like architecture have attracted the
interest by industry and researchers all over the world. The global Delta robot market has
become moderately fragmented since then also due to the expiraton of the original Clavel’s
patent and progressively others, with various manufacturers located all over the world.
However, several top-rated companies, such as ABB (Swedish–Swiss), FANUC (Japan),
Kawasaki Heavy Industries (Japan), Adept/Omrom (USA/Japan), Yaskawa Electric (Japan),
Codian Robotics (Netherlands), Penta Robotics (Netherlands), Estun Automation (China),
and Bosch (Germany), are apparently leading the way.

298



Eng. Proc. 2021, 11, 43

As such, Delta robots have nowadays popular usage in picking and packaging in
factories because they can be quite fast, some executing up to 300 picks per minute. For its
stiffness it is also used for surgery and other applications include high precision assembly
operations in a clean room for electronic components. The structure of a Delta robot can
also be used to create haptic controllers [43–45]. Agriculture apps [46] and others used
in mechanical machining processes [47,48]. Surveys on parallel robots with Delta-like
architecture can be found e.g., in [5,12].

A list of commercially available Delta-robots along with their main features is pre-
sented in Table 1. As a benchmarking study, the features of the Óscar 9 SMLT Delta robot
PDR-20 are also presented. The criteria for the benchmarking analysis was to select con-
solidated manufacturers and Delta models with a payload in the same range of the SMLT
PRD-20, i.e., <5 kg, and with a comparable architecture and number of DoF. As can be seen,
the prices and weight differ significantly at the cost of sacrificing speed, for equivalent (or,
at least, not significant for the majority of applications) position accuracy. The top two
models represent two consolidated and high-performance models from ABB and FANUC;
the middle model is an unusually featured model from Festo; and the fourth model is the
most comparable model from Igus, targeted at a similar clientele as the SMLT PDR-20.

Together, they provide a streamlined overview of the market and competing products,
allowing an accurate and concise benchmarking for Delta robots selection. The SMLT
PDR-20 (Óscar 9.2 model version) Delta robot, whose features were mainly determined by
analysis of design and engineering judgment, is shown to be the most affordable one and
to cover a range of operating requirements and cost-benefit trade-off not yet fully covered
by the most well-known models available on the market.

Table 1. Benchmarking of technical specifications of selected Delta robots in the same class of the
PDR-20 of Smile.Tech’s Óscar family.

Model Weight Workspace Payload Speed Accel. Power DoF Repetition Price
Reference (r × z) (max) (max) (Drive) Accuracy (Reference)

/kg /mm2 /kg /m·s−1 /m·s−2 /W # /μm e

ABB IRB 360-3/1130 120 565 × 250 3 10 100 477 4 ±100 25,000

FANUC M-1iA/1HL 18 210 × 150 1 N/A N/A 200 3 ±30 14,000

Festo EXPT 95 62 200 × 150 5 7 110 N/A 3 ±100 20,000

Igus DLE-DR-0003 15 150 × 40 5 3 60 72 3 ±500 7000

SMLT PDR-20 6 320 × 100 2 0.35 50 200 3 ±500 5000
N/A: Not available; r and z: radius and height of the cylindrical robot workspace envelope.

6. Conclusions

Almost 40 years after the original ideas, Delta robots continue to serve a niche market
for high-speed pick-and-place applications, and a huge number of new additional applica-
tions are anticipated and currently under development. During the past decade, the patents
that have expired and the surge of new areas of application have resulted in an increase in
research and development. Also, the growing scientific emphasis on extended architectures
with more rotational DoF has resulted in a variety of serial-parallel hybrid and completely
parallel systems able to respond to commercial demands for new and more sophisticated
handling jobs requiring also increased payload capacity and non-contaminating designs.

This article describes the process and major technical developments and features of a
platform for developing safe, easy-to-use, precise, and reliable robotic manipulators that
are also affordable for general public use—the Smile.Tech’s SMLT Robótica Platform (STRP)
and the SMLT Delta Robot Óscar family. The STRP project aims to leverage technologies
that, despite their longevity, are not yet widely adopted. Two examples include additive
manufacturing and substituting transmission elasticity by transmission backlash. Another
significant feature of the STRP is that its success is determined not only by the achievement
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of the proposed technical features but also by the acceptance and satisfaction of its derived
products by customers. Thus, during the design and integration processes performed
by Smile.Tech, several aspects of parallel robots were covered, ranging from modeling
(geometric, kinematic, dynamic, elasticity, etc.) to control, while taking into account sin-
gularity analysis, repetition accuracy, calibration, design optimization, durability, and a
variety of other scientific and technology development issues. In this vein, the article
presents a focused analysis of the current state of the art and use of Delta robots as well as
a discussion of the Delta architecture, interface software, virtual operation environments,
and the technologies involved. Moreover, the article presents a market analysis, a summary
of the major manufacturers and currently available Delta models, and a benchmarking
study of their major operating and technical features.

Overall, this work is expected to contribute to and enable a sustained selection and
identification of the primary technical characteristics of leading Delta robots in the same
class, as well as the advantages of the Smile.Tech’s Delta robot model SMLT PDR-20 and its
success in being an appellation to the collaborative robot market due to its affordable price,
high level of safety, and exceptional cost–benefit ratio.
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Abstract: We overview recent developments of 3D± (additive/subtractive) manufacturing/printing
from the point of view of laser development, beam delivery tools, applications, and materials. The
average power of ultra-short-pulsed lasers has followed a Moore’s scaling trajectory, doubling every
two years, for the past 20 years. This requires fast beam scanning solutions and beam delivery control
for larger-area applications. New material synthesis with high spatial resolution is provided at the
high intensity TW/cm2-PW/cm2 exposure site. Net-shape manufacturing with a reduced number of
post-processing steps is a practical trait of 3D± printing. With computer numerical control (CNC)
optimised using artificial intelligence (AI), the future of 3D± manufacturing is discussed.

Keywords: 3D printing; ablation; light–matter interaction; femtosecond lasers; nanoscale

1. Laser Source and Beam Delivery

1.1. Ultra-Short-Pulse Laser Evolution

Laser, as a non-contact energy delivery tool, has a unique capability harnessed for
fundamental research in the inertial confinement fusion (ICF), which recently became a
step closer by reaching the burning plasma condition [1]. A laser intensity increase over
the years after its invention in 1960 is a constant trend important for the basic science of
light–matter/plasma interactions, as outlined in a roadmap review [2]. Matter at extreme
conditions at pressures above 1 megabar (1011 Pa) is currently one of the most active fields
of research [3].

Since the year 2000, the average laser power of ultra-short (sub-1 ps) pulsed lasers
has increased as Power = 2N/2, with N being the number of years from the beginning
of the trend, which parallels Moore’s law for the number of transistors in an integrated
circuit. This conclusion is achieved following the evolution of ultra-short-pulsed laser
amplitude produced over the last 20 years, presented recently [4]. Initially based on the
chirped pulse amplification (CPA), which was awarded the Nobel prize in 2018, more recent
approaches exploit different cavity geometries as well as amplification via the divided pulse
and coherent beam combination. These strategies further increase the extracted power
from solid-state and fibre laser systems and make them more compact. Ultra-short lasers
with powers in the sub-1 kW range, ∼1 mJ pulse energies and at the repetition rates up to
∼1 MHz have become available.

New modes of laser operation bring the capability of combining ultra-short pulses
into MHz–GHz bursts with a controlled number of pulses per burst [5]. It was shown that
this burst mode of operation delivers ablation rates for metal and dental tissue on the order
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of 3 mm3/min. This is the rate that reaches that of current Electrical Discharge Machin-
ing/Grinding (EDM/G) computer numerical control (CNC) tools. This parity between
material removal rate by discharge spark and laser beam was achieved in 2016. The burst
mode advantage is in the possibility to fine tune material removal to the most efficient
fluence [J/cm2] [6], which is empirically determined to be e2 = 7.4 times larger than the
ablation threshold for the given material [7]. Fine tuning the optimum ablation rate is
achieved by changing the pulse number per irradiation spot, using beam scanning [8], and
control over the number of pulses per burst. For comparison of different fabrication condi-
tions, the volume [mm3] ablated per 1 W average power per time 1 min, Va ∼mm3/W/min
∼mm3/(W.s) ∼mm3/J, is used. This is the ablated volume-per-energy delivered by the
laser for subtractive machining (3D(−) printing). Interestingly, we show here that the
volumetric energy density Energy/Volume ∼J/mm3 is the right measure for the additive
mode of 3D(+) printing by ultra-short laser pulses [9]. It is not surprising that accounting
for the energy deposition in the volume of light–matter interaction is the essential measure
for the both additive and subtractive 3D(+) and 3D(−) modes of 3D fabrication.

1.2. Use of High-Average-Power Laser Beam

High-average-power sub-kW laser systems are targeting industrial applications. With
the exponential 2N/2 increase in laser power indicated above, the most efficient use of this
photon budget is required. To handle high laser power, new beam delivery systems are
developed for the distribution of energy in a very well-controlled and precise way over
the workpiece. Photonic crystal fibres (holy-fibres), flexible delivery units and polygon
scanners with beam travel rates up to 1 km/s are readily available; interestingly, polygon
scanners now used for the fastest beam delivery became available from mid-1980 and are
on a similar growth trajectory to fs lasers. Galvano and polygon scanners further contribute
to the compactness, versatility and safety of high-power handling. It is noteworthy that the
scanning of the laser beam in cash-counter machines is an example of an application where
speed and safety are delivered simultaneously. This is especially important for open-space
and field-deployable applications, e.g., surface texturing by ablation ripples for the creation
of hydrophobic, anti-icing and biocidal surfaces [10]. These applications are particularly
suitable for fast beam scanning techniques. One of the most demanding applications for
surface treatment is in the solar cells industry. Anti-reflection coatings and packaging for
20+ years continuous performance in open air have to be delivered. With the promise of
increasing the efficiency of Si solar cells from the current 18% (for mass-produced cells) to
one closer to the theoretical Shockley–Queisser limit of ∼31%, the use of photonic crystal
patterns on Si surfaces is an invitation to use fast laser scanning for laser texturing [11].
Scanning of large (cm-scale) areas without stitching errors and maintaining sub-wavelength
precision of laser patterning by combined sample and beam scan was recently introduced
for 3D polymerisation [12]. This approach is inherently scalable to larger (meter-scale)
patterning in atmospheric (room) conditions, required for patterning surfaces for injection
moulding die surfaces, texturing steel and fibre composites for anti-frosting and water
repelling properties in the aviation industry, and potentially for solar cells in the future.

2. Materials

Materials are a major and critical part for the 3D± manufacturing ecosystem (Figure 1).
New polymerisable mixtures of colloidal particles and standard photo-polymerisable
resists/resins can be tailored for the required material composition. Calcination of the
polymerised composites can be transferred into a glass, polycrystalline or ceramic state
with feature sizes down to the nanoscale [13]. Cutting and drilling of dielectrics, e.g., dicing
of sapphire substrates in the light emitting diode (LED) industry, and metal/composite
processing with high precision and minimal heat-affected zone (HAZ) for complex 3D
geometries can be carried out most efficiently with ultra-short laser pulses [14]. This
versatility in terms of material processing stems from well-controlled energy delivery in
space and time. Even small energy pulses have high intensities—TW/cm2 and above—and
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can turn non-absorbing dielectrics into ionised plasma with strong energy deposition.
Internal modification of the interior volume of dielectrics becomes feasible with these
energies. It was demonstrated that high-pressure and high-temperature phases of materials
can be created and retained down to room ambience due to ultra-fast thermal quenching of a
small modified volume [15,16]. Internally confined micro-explosions occurring in the high-
Young-modulus dielectrics create conditions similar to the centre of the Earth—hence, warm
dense matter (WDM). The micro-explosion hydrodynamics follows the established and
tested macroscopic versions [17]. New and metastable phases of materials, e.g., amorphous
sapphire, can be produced by tightly focused fs laser pulses [18].

Figure 1. Ecosystem of 3D± manufacturing based on development of lasers, beam/stage scanners,
computer numerical control (CNC), artificial intelligence (AI). Increasing field of applications in
material processing and creation of new materials is developing via different funding sources.

The mass production of colloidal nanoparticles of different materials in water with fs
laser pulses scanned at speeds exceeding that of bubble formation is already an industrial
process. The benefits of such nanoparticles are that surfaces are free from surfactants
used in chemical synthesis. The size distribution of these colloids can be controlled via
interaction with simultaneously generated coherent white light continuum (WLC) [19].

A large impact on the development of material processing by ultra-short laser pulses
was driven by the quest for higher resolution—ultimately, super-resolution—which can
deliver the fabrication of 3D objects with sub-diffraction λ/NA and sub-wavelength res-
olution; NA is the numerical aperture of the optics used, and λ is the wavelength. The
method of stimulated emission depletion (STED) microscopy, demonstrated in 2000 and
awarded the Nobel prize in 2014, influenced the community of fs laser users who widely
relied on table-top microscopes used for the polymerisation of nano-micro-structures and
optical memory. Due to the threshold effect of material modification, tens-of-nm resolution
in 3D can be achieved by direct fs laser write via the fine tuning of the pulse energy. This
is even without critical point drying (CPD) equipment, which is typically used to avoid
deformations made by surface tension during the wet development stage; a 30 nm 3D
feature size was obtained using the threshold effect in common SU8 [20].

3. Applications

Beyond material processing, ultra-short laser pulses are used in an ever-increasing
range of applications, especially due to the available high power and dramatic reduc-
tions in size. Ultra-short laser pulses in the vis-IR spectral range have potential for data
communication, especially in non-scattering ambience, e.g., for space applications due to
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high frequency—hence, large bandwidth is required for fast data communications. It is a
recognisable trend in wireless and mobile communications.

Direct energy deposition applications already range from defence to 3D+ printing
(e.g., powder sintering). In the practical, high-fluence/-intensity application of laser cutting,
the use of linearly shaped focal regions, e.g., Gauss–Bessel beams, is proving to be a viable
solution [21,22].

In multi-dimensional optical memory, the usual 3D positioning of memory bits for laser
writing and readout by luminescence or scattering [23,24] is augmented by a polarisation
degree of freedom due to nano-gratings, which form two extra dimensions via form
birefringence. Fs-inscribed optical memory bits withstand 1100 ◦C temperatures [25].
Optical memory is of significant interest due to its thermal stability and durability.

Coming full circle, for high-spatial-resolution studies with single fs laser pulses and
interference patterns [26–29], the most recent development of high-precision direct write
shows the possibility of fabricating nanoscale grooves down to 20 nm width on a solid-state
dielectric film (equivalent of a resist) [30]. Precise energy control by the orientation of
linear polarisation allows the patterning of single nanoscale features: bumps, voids and
grooves [31,32].

For the commercial viability of any technical solution, it is necessary for it to deliver a
bridging solution in product manufacturing that is unique: better before cheaper. Based on
the commercial success of a particular implementation, other areas as well as more funda-
mental research are funded (Figure 1). It is increasingly difficult to make improvements to
production line processes as a new project due to complications of a fast-moving industry
cycle (<1 year), in contrast to academic research, which is a multi-year endeavour, e.g.,
can be measured in duration of PhD projects (∼3–4 years). Due to this complexity and
lengthy project review (∼0.5 years), the entry point between academia and industry is most
efficient for small-scale proof of the principle applications. Rapid prototyping, which is the
key advantage of 3D± printing by ultra-short laser pulses, is the most promising pathway
for industry–academia engagement. The trend for using artificial intelligence (AI) in the
CNC control of processes is rapidly evolving. Recently, predictions of the optical properties
of complex 3D multilayered structures of different materials for specific spectral functions
were AI generated with convincing fidelity [33].
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12. Jonušauskas, L.; Gailevičius, D.; Rekštytė, S.; Baldacchini, T.; Juodkazis, S.; Malinauskas, M. Mesoscale laser 3D printing.
Opt. Express 2019, 27, 15205–15221. [CrossRef]
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Abstract: This paper addresses the nonlinear inverse problem of estimating the parameters of the
Cole–Cole model used to describe the behavior of the complex permittivity of blood samples. Such a
model provides an efficient and accurate representation of biological tissues in the entire frequency
band considered and reduces the complexity of the experimental data to a few parameters. In this
way, it is possible to extract a “synthetic view” of the dielectric properties of tissues in such a way
that more information on the glucose concentration can be derived, in addition to the resonance peak
or phase shift. In order to perform the fitting of the Cole–Cole model, two different algorithms were
used and compared: the Levenberg–Marquardt and the variable projection algorithms. Synthetic
data present in the literature were used to evaluate the performances obtainable with these methods.
In particular, Monte Carlo analysis was used in order to evaluate the accuracy and the precision
that these two methods provide in the process of estimating the parameters involved, with respect
to the starting points of the parameters. The results obtained showed that the variable projection
algorithm always outperformed the Levenberg–Marquardt one, although the former has a greater
computational burden than the latter.

Keywords: glucose measurement; Cole–Cole model; Levenberg–Marquardt algorithm; variable
projection algorithm; blood dielectric properties; nonlinear fitting problem

1. Introduction

Diabetes is a metabolic disorder that afflicts millions of people in the world [1]. It
degrades the cell’s ability to absorb glucose from the bloodstream because of the improper
regulation of the insulin hormone. For this reason, great efforts have been dedicated to
the development of non-invasive glucose monitoring devices, which may considerably
improve the quality of life for diabetics [2].

This work is particularly concerned with microwave sensor technology that relies on
the change in the dielectric and conductivity properties of blood plasma as a function of
the glucose concentration in order to track such a change.

In this framework, developing accurate and precise fitting methods for blood models,
at different glucose concentrations, is essential for the development of robust electromag-
netic (EM)-based techniques that could be employed for non-invasive, continuous glucose
monitoring. Indeed, accurate electromagnetic tissue modeling is of paramount importance
since it affects the simulation stage required for sensor design [3]. Moreover, extracting a
“synthetic view” (in terms of a few parameters) of the sensor response data is essential for
analyzing patterns and possibly extracting more information, besides the resonance peak
or phase shift, about glucose concentration.

In this paper, the aim was just to address the fitting problem. More in detail, starting
from the dielectric spectrum, which is assumed known over a certain number of frequen-
cies, we aimed at estimating the parameters of a single-pole Cole–Cole model. As is well
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known, this entails solving a nonlinear inverse problem, which here was addressed by
two different methods: the classical Levenberg–Marquardt method [4,5] and the variable
projection algorithm [6]. We evaluated how sensitive the two methods are with respect to
the starting points of the parameters and with what accuracy and precision these param-
eters can be estimated. In order to check the two methods, we first generated synthetic
relative permittivities by employing a single-pole Cole–Cole model, using data from the
literature [7] as true values for its parameters, and then solved an inverse problem in order
to trace these values by resorting to the two aforesaid methods.

Although higher-order models could perform better, we considered a first-order model
to perform the comparison in the simplest possible case.

2. Methods

2.1. Cole–Cole Model

The Cole–Cole model [8] is widely used to describe the complex relative permittivity
of biological tissues, εr(ω) = ε(ω)/ε0, and its equation is:

εr(ω) = ε∞ +
N

∑
n=1

εsn − ε∞

1 + (jωτn)1−αn
− σ

jωε0
(1)

in which N is the number of poles and thus the order of the model, ε∞ = limω→∞ εr(ω) is
the permittivity at high frequencies, σ is the static ionic conductivity and εsn = limω→0 εr(ω),
and τn, and αn are the static permittivity, the relaxation time constant, and the so-called
distribution parameter of the n-th addend of the summation, respectively. Such a model
incorporates the Debye model [9]. Indeed, the main difference between the Debye and the
Cole–Cole models is that the latter includes the exponent 1 − α, with 0 ≤ α ≤ 1. When
the exponent becomes smaller, the relaxation time distribution becomes broader, i.e., the
transition between low- and high-frequency values becomes wider and the peak on the
imaginary part of the spectrum also becomes wider.

The complexity of both the structure and composition of biological material is such
that the dispersion region of each pole may be broadened by multiple contributions to it.
The broadening of the dispersion could be empirically accounted for by using the Cole–Cole
model [10], which is expected to give more accurate dielectric spectrum curve fitting.

2.2. Curve Fitting Algorithms

Let be x the vector of model parameters and P its length and M the number of
frequency points for which the measures are taken. We define the data vector (� stands
for transposition) y =

[
y(ω1) . . . y(ωm) . . . y(ωM)

]� in which the m-th component of the

vector y is the observed value y(ωm). Let also εr =
[
εr(ω1; x) . . . εr(ωm; x) . . . εr(ωM; x)

]�
be the model vector, here given by Equation (1)), with εr(ωm; x) being the estimation at ωm.

Solving the least-squares problem means finding x̂ such that:

x̂ = arg min
x∈RP

{
1
2
‖εr(x)− y‖2

2

}
(2)

in which the function to minimize, Ψ = 1
2‖εr(x)− y‖2

2, is the �2 quadratic norm of the
misfit r = εr(x)− y, which is a nonlinear function such that r : RP �→ R

M with P � M.
We addressed the nonlinear fitting problem with two methods: the Levenberg–

Marquardt algorithm (LMA) and the variable projection algorithm (VPA).
The Levenberg–Marquardt algorithm [4,5] acts more as a gradient-descent method

when the parameters are far from their optimal value and acts more as the Gauss–Newton
method when the parameters are close to their optimal value [11]. The equation for the
step h at the kth iteration is:(

J(xk)
� J(xk) + λk I

)
h = −J(xk)

� f (xk) (3)
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where J is the Jacobian of f and λk is the damping parameter. It controls both the magnitude
and direction of h, and it is chosen at each iteration. It can be shown [5] that, at each
iteration, Equation (3) solves the minimization problem over a reduced set of admissible
solutions, i.e., those that satisfy ‖h‖ ≤ R(λ), limiting the correction step to within a region
near xk. The radius of the trust region R = R(λ) is a strictly decreasing function with
limλ→∞ R(λ) = 0. When λk = 0, the step h is identical to that of the Gauss–Newton
method, i.e., the same direction and maximum magnitude. As λ → ∞, h tends towards the
steepest descent direction, with the magnitude tending towards 0.

Based on the above, we inferred the qualitative update rule for λk+1: If Ψ(xk + h) <
Ψ(xk), then the quadratic approximation works well, and we can extend the trust region,
i.e., it will be λk+1 < λk. Otherwise, the step is unsuccessful and we reduce the trust region,
i.e., it will be λk+1 > λk; in this way, the next step tends towards the negative gradient
method, and a lower value of Ψ is more likely to be found.

The MATLAB implementation was used, in particular the lscurvefit function with
the Levenberg–Marquardt option.

The variable projection algorithm [6] is a method used to solve separable nonlinear
least-squares problems. The least-squares problem is said to be separable when the model
parameters can be separated into two sets of parameters, one that enters linearly into the
model, c = [c1, . . . , ck], and another set of parameters that enter the model nonlinearly,
a = [a1, . . . , al ], so that x = [c, a]. For each observation ym of a separable nonlinear least-
squares problem, the model is a linear combination of nonlinear functions that depend on
nonlinear parameters, and the model function can be written as εr(ω) = ∑k

j=1 cj φj(ω; a).
The functional Ψ is written in terms of residual vector r as:

Ψ(a, c) =
1
2
‖y − Φ(a)c‖2 (4)

in which the columns of the matrix Φ are the nonlinear functions φj(ω; a). The linear
parameters c could be obtained from the knowledge of a, by solving the linear least-squares
problem:

c = Φ(a)†y (5)

which stands for the minimum-norm solution of the linear least-squares problem for fixed
a, where Φ(a)† is the Moore–Penrose generalized inverse of Φ(a). By replacing this in
Equation (4), we obtain the variable projection functional:

ΨVP(a) =
1
2

∥∥∥y − Φ(a)Φ(a)†y
∥∥∥2

(6)

The variable projection algorithm consists of two steps: first minimizing Equation (6)
with an iterative nonlinear method and then using the optimal value found for a to solve for
c in Equation (5) [12]. The principal advantage is that the iterative nonlinear algorithm used
to solve the first minimization problem works in a reduced space and less initial guesses
are necessary. A robust implementation in MATLAB, called VARPRO [13], was adapted and
used to deal with complex-valued problems, choosing the Levenberg–Marquardt option
for the solution of Equation (6).

2.3. Numerical Simulations

The generation of the synthetic complex relative permittivity of blood plasma relied
on quadratic fits to glucose-dependent Cole–Cole parameters reported in [7]; in particular,
we considered two different concentrations, 100 mg/dL and 250 mg/dL, one normal and
the other of severe diabetes, respectively, in accordance with the diagnostic criteria in [1].
The data vector consisted of M = 1000 points in the frequency range 500 MHz–20 GHz.

In gradient-like algorithms (such as those used in this paper), the choice of the initial
point is a crucial factor for the convergence of the procedure. For the single-pole model
case, it is fairly easy to exploit the physical meaning of the parameters to infer an initial
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estimate. However, since the noise can invalidate the initial estimate, we propose to study
the robustness of the two algorithms with respect to the initial point. To this end, a Monte
Carlo analysis was performed, iteratively evaluating the deterministic algorithms using a
set of N = 1000 uniformly distributed random initial points arranged in a 5D hypercube
of the parameter space in order to statistically characterize the results. Each side of the
hypercube represents an interval containing the range of variation of each parameter for
the glucose concentrations considered.

We ran simulations on a machine with Intel i9-10850K (10 physical cores), 32 GB RAM,
and Ubuntu 21.04, and we took advantage of the Parallel Computing Toolbox, using the
parfor loop for running the 1000 simulations.

The intervals for generating the random initial value for each parameter (of the Cole–
Cole model) were chosen from the data tabulated in [7]. In particular, the widths of these
intervals were the same for each glucose concentration and were: [1, 5] for ε∞, [1, 150] for
εs, [1 × 10−14, 1 × 10−11] for τ, [0.1 − 1 × 10−9, 0.1 + 1 × 10−9] for α, and [0, 5] for σ. These
intervals are relatively large compared to the values taken from [7] in order to test the two
algorithms in sufficiently stressful situations. Only the range of variation of α is extremely
small because the model used in [7] practically fixes it a priori to 0.1. Obviously, it must be
taken into account that the VPA requires only generating the values for τ and α.

For an initial bland qualitative assessment, we established evaluation intervals (the
same for generations) for the estimated parameters so that we could assert that a recon-
struction is “good” if it falls within these ranges, and “wrong” otherwise.

Now, let x̂ (i) = [ε̂
(i)
∞ , ε̂

(i)
s , τ̂ (i), α̂ (i), σ̂ (i)] be the vector of the parameter estimates

returned by the two algorithms at the i-th simulation, and let x̂(i) denote one of its five ele-

ments. Moreover, let 〈x〉 = (1/Nsim)∑Nsim
i=1 x̂i and σx =

√
[1/(Nsim − 1)]∑Nsim

i=1 |x̂i − 〈x〉|2
be the sample mean and standard deviation, respectively, calculated for each parameter.

For a quantitative evaluation of the performance of the two algorithms, we then
define multiple figures of merit for statistically characterizing the results of Monte Carlo
analysis. For each parameter, Equations (7) and (8) define measures of accuracy and
precision, respectively, defined over the entire set of reconstructions. However, such
measures can be greatly affected by estimates that are very far from the true value, xtrue,
where the latter represents one of the five elements of the vector of reference values
x̂true = [ε̂∞true , ε̂strue , τ̂true, α̂true, σ̂true]. For this reason, we also introduced Acut and Pcut in
Equations (9) and (10) in order to define the accuracy and precision measures, respectively,
which instead dampen the effect of the above isolated events. The subscript cut means that
they were calculated on a subset obtained by eliminating ζ% of reconstructions with lower
values and ζ% of reconstructions with higher values, in which 0 < ζ < 50.

A =

∣∣∣∣ xtrue − 〈x〉
xtrue

∣∣∣∣ × 100% (7)

P =
σx

〈x〉 × 100% (8)

Acut =

∣∣∣∣ xtrue − 〈x〉cut
xtrue

∣∣∣∣ × 100% (9)

Pcut =
σxcut

〈x〉cut
× 100% (10)

3. Results

We conducted many numerical simulations by widening more and more the generation
intervals. In this paper, we report the case where the generation intervals are very large
except for the α interval, due to the above explanation. In all these experiments, following
the qualitative criterion mentioned above, the VPA always provided good estimations,
while the same was not true for the LMA. In particular, in the case considered, the LMA
provided the wrong estimates in about 260 simulations out of 1000, for each of the two
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glucose concentrations, while no wrong estimate was returned by the VPA. Here, by the
“wrong” estimate, we mean that at least one component of the parameter vector x had a
value that was outside its generation range. Graphical representations of those qualitative
results are provided in Figure 1.

(a) (b) (c) (d)

Figure 1. Graphical representations of the convergence of the LMA and VPA for 1000 simulations
and 2 different glucose concentrations: (a) the LMA for 100 mg/dL, (b) the LMA for 250 mg/dL,
(c) the VPA for 100 mg/dL, and (d) the VPA for 250 mg/dL.

Consistent with the qualitative results, considering the whole set of 1000 estimates,
the VPA exhibited excellent accuracy and precision, while this was not the case for LMA, as
can be observed in Tables 1 and 2. For this reason, for the VPA only, the results calculated
by means of Equations (7) and (8) are reported, whilst for the LMA, the results derived
from Equations (9) and (10), obtained by cutting 25% of the lowest values and 25% of the
highest values, were also considered.

Regarding execution times, the LMA took 7 s to finish 1000 simulations, while the VPA
took around 170 s.

Table 1. Figures of merit (in %) of the two algorithm in which the glucose concentration is 100 mg/dL.

ε∞ εs τ (s) α σ (S/m)

xtrue 2.305 73.28 8.723 × 10−12 0.1 1.986

LM
A

A 2.043 × 105 5.34 × 104 1.383 × 105 4.161 × 105 1.921
Acut,25% 2.257 × 10−7 1.799 × 10−10 1.041 × 10−9 3.237 × 10−9 6.762 × 10−10

P 1490 2668 3188 2086 6.834
Pcut,25% 6.285 × 10−7 5.054 × 10−10 2.243 × 10−9 6.742 × 10−9 1.881 × 10−9

V
PA

A 1.305 × 10−7 4.024 × 10−10 6.201 × 10−9 2.129 × 10−8 4.876 × 10−10

P 3.569 × 10−7 1.13 × 10−9 1.694 × 10−8 5.877 × 10−8 1.357 × 10−9

Table 2. Figures of merit (in %) of the two algorithm in which the glucose concentration is 250 mg/dL.

ε∞ εs τ (s) α σ (S/m)

xtrue 2.312 73.26 8.758 × 10−12 0.1 1.965

LM
A

A 1.344 × 105 3.58 × 106 2.692 × 108 2.468 × 107 1.995
Acut,25% 2.248 × 10−7 1.699 × 10−10 1.101 × 10−9 3.316 × 10−9 7.198 × 10−10

P 6908 3130 3162 3017 6.874
Pcut,25% 6.199 × 10−7 4.859 × 10−10 2.479 × 10−9 7.333 × 10−9 1.985 × 10−9

V
PA

A 1.322 × 10−7 4.107 × 10−10 6.306 × 10−9 2.17 × 10−8 5.029 × 10−10

P 3.595 × 10−7 1.153 × 10−9 1.712 × 10−8 5.965 × 10−8 1.396 × 10−9

4. Discussion

In this paper, we faced the problem of fitting the dielectric spectrum of a blood sample
in order to estimate the parameters of the single-pole Cole–Cole model. In particular, we
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compared the performance of two different algorithms, the LMA and VPA, in terms of the
accuracy and precision with respect to the starting points of the parameters.

For the parameter range considered, the VPA outperformed the LMA in robustness
with respect to the initial point of the algorithm. However, analyzing the figures of merit
related to the LMA, it became clear that there were erroneous reconstructions so far from
the true value such that they heavily deteriorated the (standard) accuracy and precision,
while the cut versions did not suffer from this problem. In fact, once the erroneous ones
were removed, in all other simulations, the algorithm converged to the true values.

On the other hand, the VPA gave these good results because less initial guesses were
necessary and because the iterative nonlinear algorithm used to solve the first minimization
problem works in a reduced space. The big disadvantage of the VPA, or at least of the
implementation used in this paper, was the execution time. This was certainly due to
the numerous singular-value decompositions (SVDs) that the algorithm calculates in its
runtime.

The results are promising, and the research will continue by evaluating the algorithms
in increasingly realistic scenarios, including adding noise to the synthetic data.
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Abstract: Remote sensing is critical for a wide range of applications, including ocean and wave
monitoring, planetary exploration, agriculture, and astronomy. We demonstrate a polariscopy
concept that is able to determine orientation of patterns below the optical resolution limit of a system.
This technique relies on measuring at least four different polarisation angles and calculating the
orientation from this set of intensity information. It was initially demonstrated on the Infrared
Microspectroscopy Beamline at the Australian Synchrotron using IR light in transmission. Using
a monochrome polarising camera mounted onto a drone as a remote sensing platform analogue,
orientation information was extracted from 3D-printed targets in reflection. The images were taken
at an altitude where conventional imaging could not resolve the test patterns. The system had a
3.33 mm ground resolution. Patterns consisting of 0.5 mm lines spaced 0.5 mm apart were detected
using the method, demonstrating the capability of detecting features over six times smaller than the
resolution limit. In the interest of moving towards high-speed data acquisition and processing, two
methods for processing the image are compared—an analytical and a curve fitting method.

Keywords: polariscopy; remote sensing; drone; image processing

1. Introduction

The ability to detect periodic features below the resolution limit of a system is valuable
to all forms of imaging. This is especially important in areas such as remote sensing, where
the cost of launching a satellite is dependent on its mass. Polarisation information adds
an additional dimension to image data and has shown value in machine vision, where
it is utilised for analysis of reflections [1]. In remote sensing, the orientation detection of
waves is studied using synthetic aperture radar (SAR). The polarisation orientation has
been used on an existing resolved image [2,3]. These satellites need large, heavy antennas
to achieve their resolutions. However, in such a contexts, polarisation has not been used
for diffraction-limited imaging of anisotropy. A method using Fourier transform infrared
spectroscopy was developed and transferred to the Infrared Microspectroscopy Beamline
at the Australian Synchrotron, which demonstrated anisotropy recognition and mapping
below the spatial resolution limit for the first time [4,5]. The method described—the 4-pol
method—involves measuring the sample at four polarisation angles (0◦, 45◦, 90◦, and 135◦
(−45◦)). In addition to molecular anisotropy, the orientation of a circular grating with
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a 200 nm pitch and 100 nm line width was detectable with a system resolution of 5 μm,
a 25 × difference [6]. To demonstrate the ability of the 4-pol method to move beyond
the IR wavelengths and microscopy scale, a 4-pol visible light camera was used to show
orientation detection in the visible wavelength range [7]. In this preliminary study, we
extended the method even further and mounted the camera on a drone, which functioned
as a remote sensing platform analogue and operated in reflection mode.

2. Materials and Methods

2.1. Drone Flight with Polarisation Camera

The CS505MUP monochrome polarisation camera (Thorlabs Inc.) has a 2448 × 2048 pixel
sensor with micro-polarisers directly over each 3.5 μm pixel. Each 2 × 2 group of pixels
provides 0◦, 45◦, 90◦, and 135◦ intensity information for a total of 1224 × 1024 for each
polarisation angle. A Navitar MVL8M23 f/1.4, 8 mm lens was attached to the camera,
which was then mounted on a custom mounting rig which provided vibration damping, a
battery, a LattePanda computer with a receiver, and a GoPro video camera (Figure 1a). This
rig was then bolted under a Kraken 130V2 octocopter drone platform (Figure 1b). After
takeoff, the acquisition was remotely triggered to conserve power and storage space. To
account for different lighting conditions, the camera was programmed to record a bursts
of 10 images at varying exposure times, every 30 s. The drone was flown up in steps of
20 m and hovered for 1 min to ensure a full set of images were acquired at each altitude.
3D-printed targets (Figure 2) consisting of 0.5 mm lines with a 1 mm pitch (one circular with
an Archimedean spiral and one rectangular with different orientations in each quadrant)
were set up on the ground as points of known orientation. The diameter of the circle was
20 cm and the dimensions of the rectangle were 24 × 20 cm.

Figure 1. (a) Photograph of the polarisation camera in its mounting rig along with a remote control.
(b) Preflight photo of the octocopter with camera module attached underneath. Inset shows the drone
and camera just after takeoff.

Figure 2. (a) Intensity image of 3D-printed targets on a grass field at an altitude of ∼4 m. Inset shows
a photo of the centre of the rectangular target showing the orientation in each quadrant. (b) Corre-
sponding azimuth map with the colours indicating azimuth angle. (c) Enlarged intensity image of
the targets. (d) Enlarged azimuth image of the targets with black arrows indicating approximate
calculated azimuth orientation.
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2.2. Data Processing

The data were subsequently converted to intensity and orientation information using
two methods—analytical and curve fitting [4,8]. For the analytical solution, the intensity is
given by

I =
I0◦ + I45◦ + I90◦ + I135◦

2
, (1)

where I is the image intensity and Iθ◦ is the intensity at a specific polarisation angle. The
orientation (azimuth) is given by

ψ =
1
2

arctan2
(

I45◦ − I135◦

I0◦ − I90◦

)
, (2)

where arctan2 is the four-quadrant inverse tangent. The equation used for fitting was

I(θ) = A cos(2θ − 2ψ) + c, (3)

where I(θ) is the intensity at a specific polariser angle, A is a factor proportional to the
degree of polarisation, θ is the polariser angle, ψ is the azimuth, and c is a factor proportional
to I. The bounds of the fit were 0 < A < 5, −π

2 < ψ < π
2 , and −5 < c < 5. The initial

guesses were A = 1, ψ = 0, and c = 1. In all cases, these were the values used for all pixels.

3. Results and Discussion

3.1. Orientation Determination

Figure 2a shows an intensity image, calculated with Equation (1), at an altitude of
approximately 4 m, and the inset shows a photo of 3D-printed lines on the rectangular
target. This height is equivalent to 3 pixels/cm in the image or 6 pixels/cm over the full
sensor (calculated using the 20 cm diameter circle as a reference). The highest theoretical
resolution of a sensor is when two points are imaged onto separate neighbouring pixels.
Naively for the above sensor with a pixel size of 3.5 μm, the sensor resolution Rsensor
can be considered 3.5 μm, although physical limitations preclude this. The polarisation
image (equivalent pixel size of 6.9 μm) has half the resolution of the full sensor. The
magnification factor

m =
Sensor width
Image width

between the object space and sensor can be used to calculate the maximum object resolution
Robject. For the image in Figure 2a,

m =
8.445 mm
4080 mm

= 0.00207.

Hence,

Robject =
3.45 μm
0.00207

= 1.67 mm

for the full sensor and 3.33 mm for the polarisation intensity image.
Since the spaces between the lines were 0.5 mm, the lines could not be resolved in the

image. Applying Equation (2) resulted in Figure 2b, which shows colours representing the
azimuth angle with 0◦ defined as shown in the bottom left. It is evident that each quadrant
of the rectangular target shows a different orientation, and the circular target shows radial
changes. Figure 2c,d shows enlarged versions of the region of interest. Arrows in Figure 2d
show approximate azimuth orientation. The azimuth is orthogonal to the orientation of the
printed lines for both rectangular and circular targets. This is in contrast to transmission
mode, where the calculated azimuth is parallel to the alignment [6]. However, the fact that
the azimuth is consistent still indicates that the 4-pol method detects orientation that cannot
be resolved by the optics in reflection. This system, with a theoretical 3.33 mm resolution,
was able to determine the orientation of 0.5 mm lines spaced 0.5 mm apart, demonstrating
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detection of patterns over six times smaller than the resolution limit. It also shows that it
works in cases where either the detected features are much smaller or much larger than the
wavelength of the probing light. The difference in azimuth alignment might have been due
to the illumination from the sky, since polarisation varies with angle from the sun [9].

3.2. Data Processing Method

There are cases wherein there is a low signal-to-noise ratio, the angle of a polariser
cannot be set precisely, or the polarisation combinations are not 45◦ apart. The analytical
method cannot accommodate these, and so curve fitting can be used to determine the
azimuth and intensity. This comes at a time cost, however. While Equations (1) and (2) can
be vectorised so the calculation can be performed on an entire image at once, curve fitting
needs to be done for each pixel. As a single-thread process, the analytical method takes
<1 s to process 1 frame. The same frame using curve fitting takes over 3 h.

While the fitting method is slow, it ultimately returns the very similar results to the
analytical method, when the bounds are set correctly. Figure 3a shows an enlarged cropped
section from Figure 2b, and Figure 3b shows the same area but calculated by fitting each
pixel. At a glance, they are indistinguishable; however, Figure 3c shows that there are
several pixels which are different. These differences are not very significant, as the number
of pixels that do not agree are few. The time disparity demonstrates that the fitting method
should only be used when a great number of polarisation measurements are needed—when
the signal-to-noise ratio is low.

Figure 3. (a) Azimuth image calculated using Equation (2). (b) Azimuth image calculated by fitting
Equation (3). (c) Images (a,b) overlaid with the difference image blend mode showing pixels that are
different in colour and pixels which are the same as black. Arrows are eye guides to one pixel which
is different.

4. Conclusions

The 4-pol method was successfully transferred from the Infrared Microspectroscopy
Beamline to a drone platform. It was shown that orientation could be determined even
when the aligned features (0.5 mm lines 0.5 mm apart) could not be spatially resolved
(3.33 mm resolution). This demonstrated that patterns over six times smaller than the
system’s resolution limit could be extracted from the image. The calculated azimuth was
orthogonal to the alignment direction, and the reason for this requires further study. This
is a stepping stone towards satellite-based remote sensing using the same technique, and
opens up possibilities for ocean monitoring, planetary observation, and astronomy, where
orientation information is important.
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6. Honda, R.; Ryu, M.; Moritake, M.; Balčytis, A.; Mizeikis, V.; Vongsvivut, J.; Tobin, M.J.; Appadoo, D.; Li, J.L.; Ng, S.H.; et al.
Infrared Polariscopy Imaging of Linear Polymeric Patterns with a Focal Plane Array. Nanomaterials 2019, 9, 732. [CrossRef]
[PubMed]

7. Ng, S.H.; Anand, V.; Duffy, A.; Babanin, A.; Ryu, M.; Morikawa, J.; Juodkazis, S. Remote-sensing concept using polariscopy for
orientation determination below the spatial resolution limit. In Photonic Instrumentation Engineering VIII; Soskind, Y., Busse, L.E.,
Eds.; SPIE: Bellingham, WA, USA, 2021; Volume 1169306, p. 4. [CrossRef]

8. Ryu, M.; Nishijima, Y.; Morimoto, S.; To, N.; Hashizume, T.; Matsubara, R.; Kubono, A.; Hu, J.; Ng, S.H.; Juodkazis, S.; et al.
Hyperspectral Molecular Orientation Mapping in Metamaterials. Appl. Sci. 2021, 11, 1544. [CrossRef]

9. Coulson, K.L. Polarization and Intensity of Light in the Atmosphere; A. Deepak: Hampton, VA, USA, 1988.

319





Citation: Vasques, C.M.A.;

Gonçalves, F.C.; Cavadas, A.M.S.

Manufacturing and Testing of

3D-Printed Polymer Isogrid Lattice

Cylindrical Shell Structures. Eng.

Proc. 2021, 11, 47. https://doi.org/

10.3390/ASEC2021-11174

Academic Editor: Filippo Berto

Published: 15 October 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Manufacturing and Testing of 3D-Printed Polymer Isogrid
Lattice Cylindrical Shell Structures †

César M. A. Vasques *, Fernando C. Gonçalves and Adélio M. S. Cavadas

proMetheus, Escola Superior de Tecnologia e Gestão, Instituto Politécnico de Viana do Castelo, Rua Escola
Industrial e Comercial de Nun’Álvares, 4900-347 Viana do Castelo, Portugal; fegs@ipvc.pt (F.C.G.);
adelioc@estg.ipvc.pt (A.M.S.C.)
* Correspondence: cmavasques@gmail.com
† Presented at the 2nd International Electronic Conference on Applied Sciences, 15–31 October 2021; Available

online: https://asec2021.sciforum.net.

Abstract: This article focuses on the use of fused deposition modeling (FDM) technology to manu-
facture and test polymer isogrid lattice cylindrical shell (LCS) structures with equilateral triangular
unit-cells using non-professional and conventional 3D printing software and hardware. A parametric
and automated 3D model for these structures is created in SolidWorks using the Visual Basic (VBA)
programming language. Different configurations of the isogrid LCS structure are modeled, manufac-
tured, and tested in order to determine the compressive structural strength and stiffness, as well as to
investigate structural instability. The experimental results are used to deduce the inherent limitations
of 3D printing, including the inhomogeneities, imperfections, and non-isotropic nature of FDM, as
well as the effect of the configurations on local buckling behavior. The results suggest that coupling
between local and global buckling has an impact on the compressive stiffness and strength of LCS
structures, reducing the accuracy of structural designs neglecting these effects.

Keywords: isogrid; cylindrical shell; polymer structures; additive manufacturing; fused deposition
modeling; 3D printing; local buckling

1. Introduction

Lattice cylindrical shell (LCS) structures have been applied in a wide variety of fields,
from aerospace to medicine, and are now recognized as a viable design alternative for
critical geodesic structural applications requiring lightweight, low-cost structures with
high mechanical performance. Lattice structures are typically used as reinforcements for
homogeneous shells, such as aerial aircraft fuselage sections, or as standalone structures
that perform critical functions, such as stent devices [1–4]. In general, these structures
combine axial, circumferential, and helical ribs to increase the strength-to-mass ratio of
cylinder shells when subjected to axial, bending, and torsion stresses [5–7].

Different approaches to designing, developing, and manufacturing these lightweight
structures have been pursued in different countries since McDonnell–Douglas and NASA
first idealized and consolidated the isogrid concept for metallic aerospace structures in the
1970s in the United States [1,8]; these lightweight structures were indeed manufactured
by first machining in the flat and then forming. Their design and manufacturing were
extended in the 1980s by CRISM in the former Soviet Union to the so-called anisogrid
(in relation with the anisotropy of composite materials) design concept, which, instead,
considered composite carbon-fiber materials and LCS structures formed via filament win-
ding. Due to the manufacturing constraints and disadvantages of metallic isogrid LCS
structures, several studies on more general composite anisogrid geodesic designs have
been conducted, covering design [9–11], manufacturing [12], mechanical properties [13],
buckling [5], failure [14], and applications [2,15–18], to name only a few. Structural models
of the lattice may be simplified by “smearing out”, averaging, or taking mean values of the
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lattice properties and considering them as a solid continuous sheet of isotropic material
with elastic properties [8,19–22]. Alternatively, more precise but more complex approaches
may be used in conjunction with finite element technology, when using numerical computa-
tional analysis tools [5,6,21,23]. In the case of metallic lattices, the term isogrid has been used
because the structure has been originally assumed to behave like an isotropic material [8],
but recent studies appear to indicate otherwise [24].

Numerous LCS topologies can be created by varying the number of ribs and their ar-
rangement, including the typical hexagonal, triangular, and mixed grid lattice shells [6,22].
Due to their complexity in terms of geometry definition, model generation, and physical re-
alization, these structures pose significant design and manufacturing challenges, for which
the increased creativity and design freedom enabled by additive manufacturing (AM) and
3D printing technologies are extremely beneficial, with potential to rapidly transform the
engineering of lattice structures as we classically know it. Nowadays, AM is a widely
used manufacturing process in which critical build-up parts are manufactured by layer-
ing or fusing materials in accordance with precise computerized 3D solid digital models.
As such, new disruptive design and manufacturing paradigms are emerging, character-
ized by increased design flexibility and optimization, manufacturing simplicity, product
customization, and degree of automation, where numerous remarkable technologies are
converging at the moment: intelligent software, novel materials, novel manufacturing
processes (particularly 3D printing and AM), robotics and automation, and a slew of web-
based services. Additionally, freely available and widely disseminated computer-aided
design (CAD) and manufacturing (CAM) software, as well as the well established com-
puter numerical control (CNC) standards, combined with readily available and affordable
commercial 3D printers and materials, have fostered a boom in the number of users and
potential applications for these technologies. In the context of lattice structures, recent
attention has been focused on both metal [25–30] and polymer [31–35] 3D printed parts for
a variety of different applications and purposes (cf. also the review works in [36,37] and the
references therein), most commonly limited to multipurpose planar designs or volumetric
lightweight cellular structural infills.

This work is based on a preliminary investigation conducted as part of an undergrad-
uate mechanical engineering student’s final project motivated by Vasiliev and Totaro’s
advancements in composite LCS structures fabricated with the filament winding pro-
cess [2,10,15,16,23]. While the latter studies are fascinating and instructive, they are limited
to composite materials and filament winding processes on large-scale structures, rendering
them inaccessible to the general public, where large-scale testing is also more challenging.
With the advancement of 3D printing technologies and the availability of new materials
and large-format printing underway, we are on the verge of witnessing a paradigm shift
in lattice structure engineering that will enable greater design flexibility and physical
realization, circumventing the primary limitations of filament winding composites.

As such, the overall goal of this work is to provide a first step and experimental
contribution toward a better understanding of the feasibility of 3D-printed isogrid LCS
structures at a small scale and to assess their local buckling mechanics through testing.
In summary, this article starts by describing a 3D geometric model of isogrid LCS struc-
tures with a unit equilateral triangular cell that enables automatic generation of various
configurations in SolidWorks. Next, polymer isogrid LCS structural test samples are fab-
ricated using fused deposition modeling (FDM) and mechanically tested to determine
the LCS structure’s strength, stiffness, and mode of failure during buckling. While 3D
printing by FDM introduces uncertainty regarding material properties and homogeneity by
introducing some degree of anisotropy, it also simplifies analysis by utilizing smaller-scale,
more affordable, and manageable polymer isogrid LCS structural samples. Furthermore,
despite the focus being on the use of an accessible and affordable FDM technology and 3D
printing software and hardware to manufacture cylindrical shell structures with equilateral
triangular unit cells via 3D printing and on the study of local buckling, more refined and
professional systems may be used to make the process more reliable, scalable, and applica-
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ble to large-formats and high-performance engineering materials. Lastly, the article ends
with a summary of the most important findings and conclusions.

2. Geometry and 3D Modeling

An isogrid is an array of continuous equilateral triangles formed by a lattice of stiffening
ribs; it is the simplest arrangement of bar elements with isotropic properties, hence the
name. The intersecting ribs form a complete lattice (or grid) structure, regardless of whether
they are attached to a single (or doubled) skin or used as an open lattice. The isogrid
lattice’s ability to control stresses via the ribs enables it to replace traditional solid structural
elements with equivalent lattice shapes, thereby reducing weight and increasing mechanical
strength. Despite their structural efficiency, these structures are still being investigated
using novel materials and lattice morphologies. The morphology used in this study is
the same as that used by Vasiliev and Totaro [16,23] for isogrid geodesic shells, which is
defined by a cylindrical shell structure without skin (also typically ignored in design for
load bearing), with ribs forming triangular unit cells patterned in the geodesic surface of
the LCS structure. This morphology is comparable to that of an isotropic material shell
structure and typically results in a combination of compression and tensile stresses in the
ribs under general loading. As shown in Figure 1, seven parameters were considered to
completely define the full LCS geometry, namely the LCS external diameter, D, and length,
L; the constant width of the ribs on the tangent plane, a, and along the radial direction, e;
the number of helical and circumferential ribs, nh and nc, respectively (no axial ribs are
necessary for this unit cell orientation and morphology without vertical sides); and the
height h of each stage in between two successive circumferential ribs. Of these, only five
parameters are actually independent and required for its modeling; for example, we have
considered the height h and length L as the dependent parameters and the remainder as
the independent ones.

Figure 1. Geometric parameters required to fully define the 3D model of the isogrid LCS structure.

The geometry was chosen to favor local instability phenomena such as local buckling
by having a low density of equilateral triangular unit cells and shells with a low total length-
to-diameter ratio. Due to practical and manufacturing constraints, such as the printing
volume and filament diameter of conventional polymer FDM 3D printing systems, small-
scale samples can be printed with sufficient representativeness for a small number of unit
cells only if the interrelated parameters of maximum diameter, number of circumferential
ribs, and width are properly adjusted, thus precluding the analysis of global buckling.
Considering previous works [15,23] and structural stability theory, the geometry was
chosen to favor the appearance of local rib buckling along the tangential circumferential
(as opposed to radial) axis of the cylinder (ensuring that e > a) and establishing a distance
between circumferential ribs that ensures the application of Euler’s column formula [38] for
the determination of the critical rib buckling load, as well as an appropriate rib slenderness
ratio that ensures the critical Euler stress is less than half the material’s yield stress. As such,
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once the material properties and internal loads are known, Euler’s buckling theory can
be used to approximate the local buckling critical load by treating the ribs as beams. This
approach, however, may be oversimplified, as complicating effects such as those caused by
the inherent material anisotropy of FDM 3D printing, border effects at loaded extremity
faces, border effects and stress distributions at rib junctions in the triangle vertices, and those
caused by the LCS structure’s global deformation behavior in compression complicate the
analysis. These key aspects will be partially examined in better detail in the sections that
follow and ongoing work.

The isogrid LCS structure’s geometry is created parametrically and automatically in
SolidWorks, allowing models to be created with minimal effort and in the shortest amount
of time possible, thereby optimizing the design cycle. The required parameters input,
operations, and graphical user interface (GUI) were programmed in Visual Basic (VBA)
and made available as a button in the SolidWorks environment, as well as a GUI pop-up
that appears when necessary as depicted in Figure 2.

Figure 2. Graphical user interface used to introduce the parameters to automatically build the
geometric 3D model of the isogrid LCS in SolidWorks and dedicated call-up button integrated into
the SolidWorks environment workspace.

In a first stage, the geometry was designed in SolidWorks to ensure minimal opera-
tions and a clear understanding of how the geometry could be constructed. From there,
complications arose when attempting to identify the internal variables that SolidWorks
assigns to each operation and each parameter of each operation during the interface’s VBA
programming. This interface provides aids and easy visual identification for each parame-
ter, as well as a friendly environment in which the user can enter the input data. Existing
warnings and error messages assist in rectifying incorrectly entered values. To facilitate
integration with SolidWorks, the VBA interface was inserted into the SolidWorks environ-
ment as illustrated. The VBA program’s overall functional rationale is to automatically
modify an existing geometry based on new desired parameters, where the user initially
sees an example structure.

3. Manufacturing and 3D Printing

The FDM as a material extrusion AM process has gained popularity due to the limitless
and simple design possibilities it provides in comparison to traditional manufacturing.
To carry out this research and bring to life the various isogrid LCS structure configurations
intended for testing, an Anet A6 3D printer was used. The main characteristics of the
3D printer are listed in the following Table 1. The PLA material from the filament manu-
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facturer BeeVeryCreative was chosen because it is inexpensive, readily available, easy to
print in great quality, and biodegradable; additionally, its mechanical behavior meets the
requirements and purposes of this analysis (see Table 2).

Table 1. Main specifications of the Anet A6 3D printer used to print the isogrid LCS structure samples.

Layer thickness [mm] 0.1–0.3
Printing speed [mm/s] 10–120
XY axis position accuracy [mm] 0.012
Z axis position accuracy [mm] 0.004
Printing material ABS, PLA, . . .
Filament diameter [mm] 1.75
Nozzle diameter [mm] 0.4 (can be changed)
Build size [mm3] 220 × 220 × 240
File format STL, G-Code, OBJ

Table 2. Main specifications and properties of the BeeVeryCreative PLA 3D printer filament.

Diameter [mm] 1.75 ± 0.05
Printing temperature [◦C] 205 ± 10
Specific weight [g/cm3] 1.24
Tensile modulus [MPa] 3120
Yield strength [MPa] 70
Ultimate strength [MPa] N/A
Strain at break [%] 20
Strain at yield [%] 5
Glass transition [◦C] 57

Obviating the details of the initial process relative to the printer adjustments and setup,
the printing (or slicing) direction was chosen with the cylinder in the upright position, so
that the material anisotropy is kept simple to understand and all the successive layers are
printed exactly the same way along the LCS structure with the axis of slicing aligned with
the direction of the compressive loading. The Ultimaker Cura slicing software was initially
used, but despite attempts to optimize printing performance without printing supports
by adjusting the printing parameters, these efforts failed to resolve the existing issue of
suspended material and unsatisfactory results caused by still-hot material not remaining in
the proper filling by gravity. Another option was to print the LCS structure horizontally,
but this resulted in even worse results. To address the issue, an attempt was made to model
auxiliary geometry by introducing artificial bridging supports between the auxiliary and
the real geometry, thereby improving material separation, but without success. Finally,
we investigated the market for software slicers, and after experimenting with several
programs that included support material, we obtained excellent results with Simplify3D,
where material usage was minimized and the finished product was quite acceptable from a
macroscopic standpoint. One example of a printing failure and a successful one with and
without the support material are shown in Figure 3.

Figure 3. 3D printing failed attempt with suspended material (left); successful 3D printing solution us-
ing optimized supports generated in Simplify3D with (middle) and without (right) support material.
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4. Compressive Testing and Results

As mentioned previously, one of the objectives of this research is to determine whether
representative reduced-scale models of large isogrid LCS structures can accurately simu-
late their mechanical behavior under compressive loads and observe their local buckling
behavior. As a result, it was decided to conduct compression tests using four distinct
configurations, as illustrated in Figure 5, where the diverse morphologies were chosen to
investigate the effect of the length, symmetry, proximity to the applied compressive load,
and border effects on the local buckling behavior.

Three samples of each configuration were printed randomly, yielding a total of
12 samples in total; they were tested, also randomly, to avoid systematic errors inher-
ent in the AM process and testing procedures. The final printer settings and configura-
tions were as follows: nozzle diameter = 0.4; infill = 100%; layer height = 0.2 mm; nozzle
temperature = 200 ◦C; build platform temperature off; printing speed = 45 mm/s; and
cooling off. The total printing times for all the test samples was 12 h and 12 min; detailed
information of this and the geometric description of the samples are listed in Table 3 by type
of configuration. Due to time constraints, the printing head velocity was increased. As such,
a slight vibration of the printer was observed in some of its displacement trajectories during
printing, which may have exacerbated the samples’ material and geometric inhomogeneity
and reproducibility, possibly resulting in significant interference with the final results,
as will be seen.

Table 3. Geometric description of the samples, post-processed characteristics, and printing time
(simulation and real) for each configuration.

a e D nh nc L Mass Rib Length Rib Section Printing Time

Configuration [mm] [mm] [mm] # # [mm] [g] [mm] [mm2] Sim. [min] Real [min]

A

1.6 2.4 40 10

4 66.90 5.58

20.17 3.84

55 87
B 3 45.13 3.91 37 59
C 2 23.37 2.24 19 30
D 4 * 47.13 4.50 41 68

*: not generated automatically.

The compression tests were conducted using a compression test rig on a universal
mechanical testing machine, model Shimadzu AG-X Plus 100 kN (Figure 4). The test speed
was set to 0.25 mm/min, and data on both head displacement and applied force were col-
lected at a 50 Hz rate. The tests were conducted in a random order to minimize systematic
errors, and the results for the various tests are shown in Figure 5 for the 12 samples. As can
be seen from the results, the four configurations support a range of critical compressive
loads, suggesting that local buckling cannot be used to accurately predict strength and
that a coupling effect exists between global compressive deformation and local buckling
effects. As expected, given that all stages have equal stiffness, serial springs (stiffnesses)
displacements sum up and the same force is applied to all the unit cell cylinder stages
(i.e., with only one triangle along the longitudinal axis); as the stages between two cir-
cumferential ribs are piled up, we observe experimentally that the displacement increases
almost proportionally, disregarding outliers, as we progress through configurations A, B,
and C. The A configuration has the lowest strength, possibly because the local to global
buckling coupling is more pronounced due to its length and higher global slenderness.
The B configuration has the higher strength, most likely due to the longitudinal rib arrange-
ment and reinforcing central circumference ring, whereas the D and C configurations have
slightly lower strength than B. The results suggest that the local-to-global coupling has a
greater effect on compressive strength than the local effect of reinforcement and different
rib topologies at the load-applied border surfaces.
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Figure 4. Compression testing apparatus.
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Figure 5. Compression test results for the 4 different configurations.

5. Conclusions

The purpose of this article is to demonstrate the feasibility of using fused deposition
modeling (FDM) technology to fabricate polymer isogrid lattice cylindrical shell (LCS)
structures with equilateral triangular unit cells using non-professional and conventional 3D
printing software and hardware, and to infer experimentally about local buckling behavior.
For these structures, a parametric and automated 3D model was created in SolidWorks
using the Visual Basic (VBA) programming language. Due to the geometric complexity of
isogrid LCS structures, they were realized through a progressive 3D printing trial-and-error
improvement process that included progressive parameter adjustment and a better choice
of slicing software to automatically generate 3D printing material supports. The printer’s
total run time has always been greater than the slicer program simulator’s, typically by
around 60%. As previously stated, the simulator does not account for extruder heating
time, and the speed at which the lines of code execute on the printer varies, so speeds
must be adjusted (printing assuming varied movements) to equalize these values and thus
obtain a valid time simulation.

To improve control over the final mechanical properties and local buckling behavior
repeatability, sensitivity analysis could have been conducted to examine printing param-
eters such as printing speed, layer height, extruder diameter, and printing temperature
(statistical DoE approach). However, the trial and error method used, combined with the
use of Simplify3D to generate trajectories and material supports, appears to be a success-
ful strategy to produce isogrid LCS structures with satisfactory quality and compressive
strength-to-mass performance. Concerning the compression testing of the various configu-
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rations, the print head speed was likely set too high, resulting in a significant discrepancy
in results between the three samples of the same configuration. Although the maximum
critical compression load and strength are less dispersed, the results indicate that additional
research is necessary to determine the exogenous effects impacting local buckling behavior
and printing quality. This preliminary study suggests that the order of dispersion of the ob-
tained results precludes a detailed analysis of the sensitivity of various printing parameters
using a DoE approach, at least until manufacturing and testing repeatability are improved,
as the expected sensitivity of these parameters may be of the same order of magnitude
as the obtained result’s dispersion. Following this initial approach, more refined subse-
quent studies will focus on reducing result dispersion by ensuring reduced anisotropy and
increased material homogeneity, conducting formal DoE sensitivity analyses to printing
parameters, and validating the results using numerical and analytical structural modeling
for better understanding of local buckling and global deformation. Nonetheless, this study
demonstrates a previously unknown sensitivity of compressive strength to configuration,
here denoted as local-to-global buckling coupling, implying that the analytic formulations
for the critical local buckling load determination used by Vasiliev and Totaro should be
used with caution, a behavior that will be further investigated in future studies, at least for
structures with low-order number of helical ribs and cylindrical stages.
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Abstract: Technological innovations in the development of wearable sensors have led to advance-
ments in smart wearable devices targeted at health monitoring. In this work, a multisensor T-shirt for
remote telemonitoring of vital signs related to cardiovascular diseases was developed. The prototype
includes a single-lead electrocardiogram (ECG), a pulse oximeter, a temperature sensor, and a three-
axis accelerometer. Data collected are sent by a Bluetooth module, then filtered and visualized thanks
to a MATLAB script to provide information about heart rhythm, average temperature and oxygen
saturation, and respiratory rate. The result is a simple, low-cost, and low-power system; an easily
applicable solution within everyone’s reach.

Keywords: wearable sensors; telemonitoring; electrocardiography; pulse oximetry; body temperature;
respiratory monitoring

1. Introduction

The term telemedicine, coined in the 1970s, means “healing at a distance” [1], and the
World Health Organization (WHO) defines health telematics as “health-related activities,
services and systems carried out over a distance by means of information and communi-
cations technologies” [2]. Smart wearable devices targeted at health monitoring can be
used in telemonitoring systems to reduce healthcare system costs and to provide remote
and personalized patient care that is accessible to all [3]. These devices are particularly
useful for the follow-up of chronic diseases because they offer the possibility of continuous
remote assistance [4–6]. There are several applications reported in literature, such as chronic
obstructive pulmonary disease, diabetes, end-stage kidney disease, hypertension, or heart
failure [6–8]. Evidence supports the use of wearable devices, particularly successful for
exploring cardiac health and detecting arrhythmias [9–12]. Cardiovascular diseases (CVDs)
are the major cause of death: in 2019, 32% of all global deaths were due to CVDs [13]. De-
tecting these diseases as early as possible leads to several benefits in prevention, diagnosis,
and management.

In Ref. [14] the 12-lead electrocardiogram (ECG) is presented as the noninvasive gold
standard for detecting several heart conditions. On the other hand, the use of the ECG
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machine does not offer the possibility of continuous and remote monitoring. When a
longer recording during daily activities is needed, such as in arrhythmias detection, Holter
monitoring or external cardiac event recorders can be used for noninvasive monitoring.
The ambulatory ECG (Holter) can record multiple leads over 24–72 h, but it could have
problems in terms of comfort because the patient must carry the device and keep sticky
electrodes for all the recording duration [15]. The use of wearable devices can allow the
overcoming of these limitations: in [16] the state of art of wearables in cardiovascular
care is presented. Most of the common smart wearable devices on the market provide
information about heart rate (HR) and heart rhythm through electrocardiography (ECG).
In fact, common arrhythmias, such as atrial fibrillation (AF), can be detected using at
least a single-lead ECG during their occurrences [17]. AF is associated to stroke and heart
failure, so ECG monitoring through wearable devices can play an important role in early
diagnosis [18].

Another interesting vital sign associated with adverse cardiac events is the Respiratory
rate (RR): it can be used to identify heart failure or heart attack [19–21] because RR can
increase even hours before the event, so frequent monitoring can be fundamental. Although
respiratory-rate estimation is possible with ECG signal-processing algorithms [22], there are
different ways to measure RR: Ref. [21] provides an overview of the available contact-based
methods, while [20] presents a comprehensive overview of the design of respiratory-sensing
system, describing the results of literature research.

Other vital signs can be provided to assess patient health condition: a review on the
state of research and development in these wearable systems for health monitoring is
presented in [21]. Concerning CVDs, it is important to monitor oxygenated hemoglobin
in the blood through blood oxygen-saturation (SpO2)-monitoring systems because these
diseases can provoke a reduction in oxygen levels in blood [23,24].

In Ref. [23], the state of the art of body-temperature-monitoring systems is also re-
ported. It is difficult to establish a relation between body temperature and heart diseases:
some researchers report a relationship with heart rate and respiration rate [25], others [26]
consider temperature monitoring as a useful tool for detecting symptoms of medical stress
related to stroke and heart attacks. However, there is an interesting correlation between
temperature and strokes [27]: for example, in Ref. [28] it was found that monitoring—and
thus preventing—high temperatures days after ischemic strokes can improve outcome.

The aim of this work is the development of a multisensor T-shirt for telemonitoring
vital signs in cardiological patients. We developed a system including a single-lead ECG,
a pulse oximeter, a temperature sensor, and a triaxial accelerometer. The more general
goal concerns the development of an inexpensive and highly versatile wearable device,
adaptable to the individual patient both from a firmware and hardware point of view. Its
accessibility and low energy consumption will allow the collection of a large amount of
data remotely, which can be directly accessible by the doctor for continuous and daily
monitoring and used in the development of ML models for the automatic follow-up of the
patient’s health status.

2. Materials and Methods

In this section, we discuss the details of hardware, firmware, and software of the
developed prototype T-shirt (Figure 1a) for telemonitoring of cardiological patients. The
design developed presents an acquisition unit, a transmission unit, and an elaboration unit
(Figure 1b).
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(a) (b) 

Figure 1. (a) Sensorized T-shirt integrating temperature sensor (red), triaxial accelerometer (blue),
pulse oximeter (green), and electrode placement (yellow). (b) Illustration of system design with both
transmission units. In particular, the Android App has been created for telemonitoring applications.

2.1. Sensors

A single-lead ECG, a pulse oximeter, a temperature sensor, and a 3-axis accelerometer
were used to monitor cardiac health.

The AD8232 SparkFun Single Lead Heart Rate Monitor [29–33] was chosen to measure
the electrical activity of the heart. The AD8232 is an integrated signal-conditioning block for
ECG that acts as an operational amplifier to extract, amplify, and filter biopotential signals
in the presence of noisy conditions, such as those created by motion or remote electrode
placement. The advantage of this sensor is that the electronic components needed for the
ECG acquisition, such as amplifiers and filters, are contained in a 35.6 mm × 27.8 mm board,
powered with a 3.3 V supply voltage. Data acquisition is made through three disposable
foam solid hypoallergenic-gel electrodes of FIAB SpA. These electrodes are CE marked
according to the directive 93/42/EEC and low cost (€0.20/electrode).

To monitor blood-oxygen saturation, the SparkFun Pulse Oximeter and Heart Rate
Sensor, a 3.3 V sensor, were used. This board integrates two Maxim Integrated chips:
the MAX32664 Biometric Sensor Hub and the MAX30101 Pulse Oximetry and Heart Rate
Module [34]. The MAX30101 has an internal LED to light the finger and measures absorbed
light through its photodetectors, while the MAX32664 processes the data and provides
heart rate and blood-oxygen saturation (SpO2), reported as percentage of hemoglobin that
is saturated with oxygen. An interesting feature of this sensor is the possibility of reporting
measurements’ confidence and information about correct finger position. The MAX30101
has an internal analog-to-digital converter (ADC) with 18-bit resolution; the device is easy
to use and set, and it is very small (25.4 mm × 12.7 mm), so it is comfortable for the patient.

The DS18B20 digital thermometer [35,36] was chosen as temperature sensor because
it provides up to 12-bit measurements and ±0.5 ◦C accuracy from −10 ◦C to +85 ◦C.
Moreover, thanks to its size (5 mm × 4 mm × 6 mm.), it does not cause discomfort.

For an easy and fast evaluation of respiratory rate (RR), it was decided to use an
accelerometer, like in more than 11% of works analyzed in Ref. [20]. The ADXL335, a 3-axis
accelerometer [21,37] powered with 3.3 V, was chosen. It can measure acceleration with
a minimum full-scale range of ±3 g, so it is used to measure the dynamic acceleration
resulting from torso motion.

2.2. Control Board and Connectivity

The sensors were connected to an Arduino Mega 2560, a microcontroller board based
on the ATmega2560. The choice was due to its 16 analog inputs, each of which provide
10 bits of resolution, useful for the future integration of other sensors. The Mega 2560 also
supports two-wire interface (TWI) communication through the pins SDA (data line) and
SCL (clock line), so it can communicate with I2C devices such as the pulse oximeter. The
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microcontroller board is powered by a rechargeable battery with a capacity of 10,000 mAh.
A consumption test was conducted by measuring the current absorbed by the electronics.
The resulting current was 100 mA and the estimated battery life in continuous acquisition
was at least 48 h.

Data acquired from the sensors were transmitted through HC-05 Bluetooth Module, a
Serial Port Protocol module designed for wireless communication. It supports different
baud rates [38], which can be set in AT mode. The minimum baud rate sufficient to send
all the data was chosen—that is, 115,200. This module was already used in other ECG
applications [32,33].

2.3. Acquisition Unit

The prototype was tested using disposable electrodes: for this reason, they were
not integrated in the T-shirt. Einthoven’s lead II configuration was used for electrodes
positioning, as also suggested in the Sparkfun Hookup Guide. Therefore, two electrodes
were placed on the chest near the arms, while the right leg electrode was placed on the
right lower abdomen (Figure 1a).

After electrode positioning, the patient can put on the sensorized T-shirt, in which
pockets for the cables are sewn. The sensors can be connected after the fitting, so they
cannot be damaged during the operation. Furthermore, to wash the T-shirt, every electronic
component of the device can be easily removed and replaced.

The temperature sensor was fixed under the left armpit, while the pulse oximeter was
in contact with the right index finger. For the accelerometer positioning, Ref. [39] reports
that respiration frequency can be accurately measured from the placement “at the clavicular,
pectoral and lateral sites on the chest as well the mid abdominal site”. The accelerometer
was fixed on the left costal margin in order to not interfere with ECG cables.

An Arduino sketch was written to acquire data from sensors at different frequencies.
A different timer was activated for each sensor thanks to the use of the “timer.setInterval”
function of the “SimpleTimer.h” library for Arduino Mega 2560. The temperature sensor
and pulse oximeter were acquired every 1 s (1 Hz); the accelerometer every 200 ms (5 Hz);
and the ECG every 4 ms (250 Hz). In this way, every second the firmware collected
270 samples: 1 start character “s”, 1 temperature sample, 1 heart rate and 1 SpO2 samples
from pulse oximeter, 15 samples from accelerometer (5 for each axis), 250 samples from
ECG board, and 1 blank space as end character. Data were directly transmitted through
HC-05 Bluetooth Module.

2.4. Transmission and Elaboration Unit

A serial connection between Arduino board and PC was created through the Bluetooth
module. The transmission was managed by a MATLAB script, which allows for the
selection of acquisition time and the saving of data in a .txt file at the end of the procedure.

As an alternative transmission mode, an Android application was developed, using
MIT App Inventor, to have a transmission unit usable in remote monitoring. The app
receives data from the Arduino board and saves them in completely anonymous form
using an identification index into Google Firebase database. Using appropriate credentials
(username and password), it is possible to access the database via MATLAB script and then
process the data.

Depending on the modality of transmission, stored signals are processed with a
MATLAB algorithm, allowing the filtering and the visualization of data and the extraction
of parameters.
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3. Results and Discussion

The system described in this work was tested on a participant and the obtained signals
were compared with similar monitoring devices, including medical devices. The duration
of the validation test was 30 s for ECG, temperature, and SpO2, while it continued for 60 s
for breathing.

The signal obtained from the AD8232 SparkFun Single Lead Heart Rate Monitor was
compared with the GIMA Cardio-B ECG, a medical device compliant with 93/42/CEE
Directive for monitoring the heart signal. Both devices detected 33 cardiac cycles in 30 s,
returning a heart rate of ∼66 bpm. Furthermore, by comparing the time interval between
the R peaks, it appears that the average of the errors was (6.125 ± 3.70) ms, while the
maximum percentage error was 1.36%. The average of all the intervals between the peaks
calculated with the GIMA ECG is (883.94 ± 41.17) ms, while for the SparkFun ECG it was
(883.13 ± 40.12) ms. The amplitude of the two traces is of the same order: 0.4 mV for the
GIMA ECG, and between 0.3 and 0.35 mV for the SparkFun one, which was slightly lower
because the electrodes were positioned more externally.

For the validation of the SparkFun Pulse Oximeter sensor, the Oxy-2 Pulsoximeter by
GIMA (medical device compliant with Directive 93/42/CEE) was used. The latter provides
the measurement of saturation with an uncertainty of ±2%, and heart-rate measurement
with an accuracy of ±2 bpm. The comparison of the sensors was carried out wearing the
devices on the right- and left-hand indexes, respectively. Both devices showed the same
SpO2 measurement for the entire acquisition. The heart rate measured by the SparkFun
was within the range with an underestimation of the average rate by the sensor integrated
in the T-shirt. The average frequencies calculated were in fact (64.39 ± 1.09) bpm for the
GIMA and (62.81 ± 1.28) bpm for the SparkFun.

The DS18B20 temperature sensor was compared to a thermistor (with a resolution of
0.0001 ◦C) with both sensors positioned under the left armpit. The average temperatures
obtained by the two sensors differed by 0.4 ◦C, with (36.32 ± 0.01) ◦C for the thermistor
and (35.89 ± 0.03) ◦C for DS18B20.

The estimated respiratory rate obtained from the accelerations measured with the
integrated ADXL335 was compared with the information provided by the UFI-1132 Pneu-
motrace II™, a piezoelectric breathing belt. Both devices recorded the same number of
breaths (10 breaths in one minute), with similar power spectra and in particular with the
same predominant frequency content. In fact, the respiratory rate was calculated as the
frequency corresponding to the maximum value of the acceleration power spectrum. The
prototype provided sufficient information to identify heart-rhythm disturbances, such as
atrial fibrillation, by acquiring the single-lead ECG (Figure 2a). The acceleration perpen-
dicular to the chest (Figure 2b) allowed for evaluation of the respiratory rate, that is, the
number of breaths taken per minute. Finally, the temperature sensor and the pulse oximeter
were integrated into the T-shirt to have additional parameters in the monitoring phase.
After processing, the mean values of the acquired samples were calculated. In Figure 3, an
extract of sensors output plotted with the mean values is reported.

Furthermore, the framework and the prototype developed in this work were used in
the Ref. [40] study for the classification of healthy and arrhythmic subjects. The protocol
provided for the acquisition of a population of 20 control participants, by means of a 2 min
static test with the subject seated. The data obtained, together with signals from arrhythmic
patients taken from public databases, were used for the development of classification
models. The results obtained in Ref. [40] show the potential of the device developed and
described in this work.
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(a) (b) 

Figure 2. (a) Three cardiac cycles extracted from an ECG acquisition. (b) Accelerometer output along
z-axis, perpendicular to the torso. In the first 5 s, the subject was not breathing.

 

(a) (b) 

Figure 3. (a) Temperature sensor output and mean value; (b) Pulse oximeter output and SpO2
mean value.

4. Conclusions

In this work, a multisensor T-shirt was developed to measure vital signs important
for heart monitoring: the prototype integrated a single-lead ECG, a pulse oximeter, a
temperature sensor, and a triaxial accelerometer. The result was a simple, low-cost, and low-
power telemonitoring system, able to collect enough data for machine-learning applications.
The acquisition of a single-lead ECG signal is sufficient to detect heart rhythm diseases but
it is also a limitation. Future developments will concern the measure of 12-lead ECG and
the use of the prototype in dynamic tests, for the evaluation of health conditions during
daily activities. The prototype described in this work has limitations in terms of wearability,
but in the next versions particular attention will be paid to integrate noninvasive and
flexible sensors and to reduce the size of the electronics used.
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Abstract: Parkinson’s disease (PD) is one of the most common neurodegenerative diseases, affecting
millions of people worldwide, especially among the elderly population. It has been demonstrated
that handwriting impairment can be an important early marker for the detection of this disease. The
aim of this study was to propose a simple and quick way to discriminate PD patients from controls
through handwriting tasks using machine-learning techniques. We developed a telemonitoring
system based on a user-friendly application for drawing tablets that enabled us to collect real-time
information about position, pressure, and inclination of the digital pen during the experiment and,
simultaneously, to supply visual feedback on the screen to the subject. We developed a protocol that
includes drawing and writing tasks, including tasks in the Italian language, and we collected data
from 22 healthy subjects and 9 PD patients. Using the collected signals and data from a preexisting
database, we developed a machine-learning model to automatically discriminate PD patients from
healthy control subjects with an accuracy of 77.5%.

Keywords: graph signal; handwriting signal; Parkinson’s disease; machine learning; telemonitoring

1. Introduction

Parkinson’s disease (PD) is one of the most common neurodegenerative disorders in
the world, second only to Alzheimer’s disease [1]. The differential diagnosis of PD is still
an ongoing challenge for the scientific community: to this day, confirmation of the disease
is available only postmortem and the rate of misdiagnosis is high; it has been estimated
that 25% of diagnoses are incorrect [2]. The main cause of PD is the lack of dopamine
production, and its main motor symptoms are bradykinesia, tremor, and rigidity [3];
neurologists rely on imaging techniques such as MRI (Magnetic Resonance Imaging), CT
(Computed Tomography), or PET (Positron Emission Tomography), and patient clinical
evaluations [3]. Machine-learning techniques have been studied to help the diagnosis of

Eng. Proc. 2021, 11, 49. https://doi.org/10.3390/ASEC2021-11128 https://www.mdpi.com/journal/engproc339



Eng. Proc. 2021, 11, 49

PD and have shown promising results. Pereira et al. presented a review on recent studies
concerning computer-assisted methods to aid PD recognition [4], which included speech,
gait, and handwriting analysis. This work is part of a home-monitoring project that aims
to aid in PD detection through a combined analysis of graphological and vocal signals [5].
An accuracy of 98.5% was reached through the analysis of vocal data from 55 subjects:
18 healthy control subjects and 33 drug-free and newly diagnosed PD patients.

In this study, we focused on handwriting of PD subjects; handwriting requires a com-
plex coordination of consecutive movements, and the motor symptoms of PD can provoke
handwriting impairments in the size of letters, which is referred to as micrographia, and in
the pressure and kinematics of the pen [6,7], together with a general difficulty in writing,
which involves different graphological patterns. Since “graphology is a discipline that deals
with the dynamic study of the graphic gesture” [8], we based our analysis on computational
graphology. Several studies have investigated the most relevant writing features and tasks
for the diagnosis of PD. Reference [9] presents the state of the art of these studies. It is
possible to collect relevant information from drawings (Archimedean spiral [10–15], cir-
cles [16], meanders [13,14], etc.) and from handwritten words and graphemes. The drawing
of an Archimedean spiral (spirography) is a common task for tremor and other movement
disorder analysis [10]. Thanks to the development of digitizing tablet technologies, it is
possible to analyze not only the offline images, but also the kinematic characteristics of
the graphic signal and the pressure applied to the tablet [17,18]. “Online” data are those
collected while the user writes, while “offline” data are those available after the writing is
completed [19].

In the past decade, important databases have been constructed in order to study
handwriting impairments in PD: the PaHaW database [11], which includes real-time
data (pen position, pen pressure, and pen inclination) collected from 38 PD patients and
37 control subjects, and the HandPD [13] and NewHandPD [14] databases, which include
offline images collected by Pereira et al.

Dròtar et al., analyzing the PaHaW database, obtained an accuracy of 85.61% [20];
they demonstrated the relevance not only of the on-tablet movements, but also of the in-air
movements, i.e., the variation of the pen position while the pen is not touching the table.
Considering only the spiral task, they obtained an accuracy of 62.8% [12].

The aim of this work was to analyze handwriting signals from both PD patients and
control subjects and to propose a way to automatically distinguish these two classes. In
order to collect the necessary data, we developed a telemonitoring system based on a user-
friendly application for drawing tablets that enabled us to collect real-time information
about the digital pen during the experiment and, simultaneously, to supply visual feedback
on the screen to the subject. Through this system, data can be collected remotely in order
to allow patients to execute tasks in the comfort and safety of their home, reducing the
demand on hospital services. We decided to propose a protocol to explore writing and
drawing impairments, including specific tasks for subjects who declared Italian as their
first language, since, to our knowledge, the literature is lacking in automatic handwriting
classification studies with Parkinson’s subjects whose first language is Italian.

2. Methods and Materials

In this study, we collected data from 22 healthy subjects and from 9 PD patients. The
data from the PD subjects were collected thanks to a collaboration with the Casa di Cura
Le Terrazze institute. All participants were right-handed except for one PD patient, with
an age in the range of 60 ± 25 years. Information about subjects’ age, gender, dimensions
of the hand, and level of education are collected in Table 1. The educational level was
classified according to UNESCO’s ISCED 2011 (International Standard Classification of
Education) [21]. This classification distinguishes nine levels of education, from early child
education (level 0) to doctoral or equivalent level (level 8). These levels can be aggregated
into three categories: low (0–2), medium (3–4), and high (5–8) [22]. The hand dimension
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was quantified by measuring the distance between the wrist and the top of the distal
phalanx of the dominant hand’s middle finger.

Table 1. Subject data. For each group (healthy control (C) or subject with Parkinson’s disease (PD)),
the age and the number of males and females are specified. Information about the anatomical
measurements of the hand and the level of education is indicated only for the control group.

Group Age (Mean ± SD) Number Male/Female
Middle Finger–Wrist

Distance (cm)
(Mean ± SD)

Level of Education
(ISCED 2011)
(Mean ± SD)

C 55.8 ± 6.5 8/14 19.6 ± 1.8 5.1 ± 2.1
PD 69.3 ± 10 5/4 - -

Information about the PD patients is collected in Table 2. For every patient, the Hoehn
and Yahr Scale level is indicated. The Hoehn and Yahr Scale is a clinical scale used to
describe the progressive motor impairment of subjects with PD [23]. This scale goes from 1
to 5 in order of severity of the motor symptoms; the first level corresponds to only unilateral
involvement with minimal motor dysfunction, while the fifth and last stage corresponds
to a more serious level of motor dysfunction wherein the subject is confined to bed or
wheelchair unless aided. Table 2 also indicates the side of the body affected by the motor
dysfunction (left, right or bilateral if both sides are involved), years since the diagnosis of
PD, and the levodopa-equivalent daily dose (LEDD) corresponding to each PD patient.

Table 2. This table shows, for every PD patient, the Hoehn and Yahr Scale level (H&Y), the side of
the body affected, the years since the PD diagnosis, and the levodopa-equivalent daily dose (LEDD)
assumed by the subject.

Patient ID H&Y Side Years since Diagnosis LEDD

#1 2 Left 3 450
#2 3 Left 2 750
#3 2 Bilateral 1 200
#4 3 Right 6 625
#5 3 Left 11 400
#6 3 Left 4 250
#7 4 Bilateral 4 400
#8 1 Right 1 50
#9 3 Left 13 900

A commercial Wacom One drawing tablet with a screen was used for this test in order
to be able to extract both “online” and “offline” features. Wacom tablets are widely used in
handwriting movement analysis, as they offer high spatial and temporal resolution [9].

An application was developed by our team using the development platform Unity,
which allowed us to collect information about pen position (x, y), pressure, and inclination
with a frequency of 133 Hz and, simultaneously, to supply visual feedback on the tablet’s
screen to the subjects. For the protocol, the Wacom tablet was connected to a Lenovo
Thinkpad T495 computer with Windows 10 as the operating system. The “Duplicate”
modality was selected in order to have the same screen shown on the computer and the
Wacom One tablet, as shown in Figure 1; Figure 1a shows the point of view of the operator,
while Figure 1b shows the point of view of the participant.
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Figure 1. Experimental setup: (a) shows the operator’s point of view, while (b) shows the participant’s
point of view. The subject uses the Wacom tablet to complete the protocol tasks, while the operator
follows the experiment in real time from the monitor of his computer.

The application has a start page where the participant’s ID can be entered and which
includes a menu from which the user can choose which task to take. The data are saved
locally in different.tsv files for every acquisition.

In order to analyze the data, we used the software MATLAB.
The protocol was divided into four parts: drawing an Archimedean spiral, writing the

bigram “le” six times and two Italian sentences, drawing ten concentric circles, and writing
seven lines of free text. For each part of the protocol, a different screen was shown to the
subject: firstly, an image of an Archimedean spiral was shown and the subject was asked to
trace it at a comfortable speed; secondly, a blank screen was shown and the subject was
asked to write six times in cursive the bigram “le” and the two Italian phrases: “I fiori sono
sul prato” and “Nel cielo ci sono le stelle”. On the third screen, a circle was shown and
the subject was asked to draw ten concentric circles inside it. Lastly, a blank screen was
shown and the subject was asked to write seven lines of free text in cursive. The overall
duration of the test varied between 10 and 15 min from subject to subject. The subjects
were given the opportunity to try the tablet before the test. During the execution of the
tasks, the subjects were seated in a comfortable position on a chair without armrests, and
the tablet was positioned on a table in front of them.

Features were extracted separately from each task.
Data were separated into components, i.e., lines that are traced without lifting the pen

from the tablet. In order to do that automatically, indices of the samples where pressure
went from positive to zero and vice versa were saved in a vector of markers. Both in-air
and on-tablet features were extracted.

Figure 2 shows an example of the “le” bigram task, where the different components,
automatically detected, are represented in different colors and the “in-air” points of the pen
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position are represented as blue points. For each component, the velocity was calculated as
follows:

v =
√

vx2 + vy2, (1)

where vx =
xi+1−xi
ti+1−ti

and vy =
yi+1−yi
ti+1−ti

,

 

Figure 2. Image of the “le” bigram task written by a healthy control subject from our dataset. The
“in-air” points of the pen position are represented in blue. Different components of the “on-tablet”
pen position are represented in different colors.

Where xi, yi, and ti correspond to the pen position along x, pen position along y and
time at a specific index i of the recorded data, respectively.

Acceleration and jerk of the components were also calculated. To analyze the spiral,
the angular and radial velocity were calculated. Furthermore, the distance of the drawn
spiral from the spiral guide was calculated using the following algorithm:

1. For each point of the drawn spiral (xi, yi), we found the spiral guide’s closest point to
it, (sxi, syi).

2. We calculated the distance of each couple of points (xi, yi), (sxi, syi), as

di =
√
(xi

2 − sxi
2) + (yi

2 − syi
2) (2)

3. We found the parameter
p = ∑

i
di

2, (3)

that describes how much the drawn spiral is distant from the spiral guide. A smaller
value of p meant a higher precision.

Furthermore, the power spectral density between 4 Hz and 9 Hz of the absolute
velocity of the pen during the spiral task was calculated as a feature.

In order to develop a model for automatic classification of PD, we used data from
36 PD subjects and 35 healthy control subjects from the PaHaW dataset and data from the
22 healthy control subjects and 9 PD patients that we collected in our database. Two tasks
that the two databases have in common were analyzed: the guided spiral and the bigram
“le”. The features that were considered are reported in Table 3.

After the feature extraction, we proceeded with the selection of the most significant
features and the generation of the classification model. In Figure 3, a scheme of the
workflow is presented.
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Table 3. Features extracted: 1 if the feature was extracted from the spiral task analysis, 2 if the feature
was extracted from the “le” bigram task analysis.

Features Task

Velocity: absolute, vertical, and horizontal 1,2
Acceleration: absolute, vertical, and horizontal 1,2

Jerk: absolute, vertical, and horizontal 1,2
Radial velocity 1

Angular velocity 1
Variation of velocity, acceleration, and stroke between components 2

Number of changes of direction in velocity 1,2
Number of changes of direction in acceleration 1,2

Number of changes of direction in jerk 1,2
Normalized in-air time (time in air over total time) 1,2

In-air velocity: absolute, vertical, and horizontal 2
In-air acceleration: absolute, vertical, and horizontal 2

In-air jerk: absolute, vertical, and horizontal 2
Power spectral density of the absolute velocity 1

 

Figure 3. Workflow diagram of the process.

3. Results and Discussion

In order to discriminate between PD patients and healthy control subjects, three
models were constructed: one using only data from the spiral task, one using only data
from the “le” bigram task, and one using data from both of them.

We selected the most discriminant features using a Mann–Whitney test (p < 0.05).
Table 4 presents the features with the lowest p-scores, divided per task.

Table 4. Feature ranking. The left column presents the most discriminant features for the spiral task,
and the right column presents the most discriminant features for the “le” task.

Spiral le

skewness of the pen acceleration on the x axis mean of the maximum pen velocity on the y
axis of the single le component in the air

kurtosis of the pen velocity on the x axis mean of the range of the pen velocity on the y
axis of the single le component in the air

25th percentile of the power spectral density of
the absolute pen velocity

maximum of the acceleration on the x axis in
the air

A 10-fold cross-validation was conducted. Results are reported in Table 5. Accuracy,
specificity, sensitivity, F1 score, and precision were calculated in terms of TP (true positive),
FP (false positive), TN (true negative), and FN (false negative), as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
∗ 100 (4)
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Speci f icity =
TN

FP + TN
∗ 100 (5)

Sensitivity =
TP

FN + TP
∗ 100 (6)

F1 score =
TP

TP + 1
2 (FP + FN)

∗ 100 (7)

Precision =
TP

TP + FP
∗ 100 (8)

Table 5. Model used and classification accuracy, specificity, sensitivity, F1 score, and precision of the
two tasks analyzed separately and of the two tasks combined.

Spiral le Spiral and le

Model Linear SVM Linear SVM Medium KNN
Accuracy 71.6% 75.5% 77.5%

Specificity 79% 73.7% 77.1%
Sensitivity 62.2% 77.8% 77.8%

F1 Score 65.9% 73.7% 75.3%
Precision 70% 70% 72.9%

Considering the two tasks separately, we obtained a higher accuracy for the “le”
bigram tasks than for the spiral tasks.

Moreover, considering the spiral and the “le” bigram task separately, the accuracy that
we obtained for the spiral (71.6%) was higher than the accuracy obtained for the spiral by
Dròtar et al. (62.8%) and, similarly, considering only the “le” bigram task, the accuracy that
we obtained (75.5%) was higher than the accuracy obtained by Dròtar et al. for this task
(71%).

The confusion matrix for each one of the three models (spiral, “le” bigram and com-
bined tasks) are reported on the Figure 4.

Figure 4. Confusion matrix of the three models generated. In (a), (b), and (c), PD’ and C’ indicate,
respectively, subjects that were predicted to be subjects with PD and control subjects, while PD and
C indicate the true categories of the subjects. PD corresponds to PD patients and C corresponds to
healthy control subjects.

The highest accuracy (77.5%) and sensitivity (77.8%) were obtained by combining the
two tasks, while the highest specificity was obtained when using only the data from the
spiral task. The machine-learning algorithms that were employed were the support vector
machine (SVM) for the spiral task and the “le” bigram task, and the medium k-nearest
neighbors (Medium KNN) for the combined tasks.
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4. Conclusions

In this study, an application is presented that allowed us to register data from tablets
with a frequency of 133 Hz, in order to aid the recognition of PD through handwriting
impairments. The tool that is proposed is simple and easy to use, allowing subjects to
complete the test in the comfort of their home.

Data from 22 healthy subjects and 9 PD patients were collected and added to the
PaHaW database [11,20], a pre-existing dataset that includes data from PD patients and
healthy control subjects. Using only two of the eight tasks that the PaHaW database
includes, an accuracy of 77.5%, was obtained, close to the 85.61% accuracy that Dròtar et al.
obtained when considering all the eight tasks together [20]. We could not compare the
other tasks because the first language declared by our subjects (Italian) was different from
the first language of the PaHaW database’s subjects (Czech).

The major limitations of this study are linked to the limited number of subjects in-
volved and to the fact that we compared data from different databases, collected under
different experimental conditions, such as the position of the subject during the tasks, and
acquired with different devices, which could lead to a bias in the measurements. Moreover,
subjects’ characteristics such as age could lead to misclassification; for example, a control
subject could present some tremor or bradykinesia not linked to Parkinson’s disease, and
for this reason could be misclassified as a PD subject.

However, the protocol that we developed can be used in future studies to collect more
data from Italian PD subjects, in order to be able to create a model using only data from our
protocol, using the combination of six tasks proposed here (drawing of an Archimedean
spiral, writing the bigram “le”, writing two Italian phrases, drawing ten concentric circles,
and writing seven lines of free texts.

Moreover, this work is part of a home-monitoring project that aims to aid in PD
detection through a combined analysis of graphological and vocal signals [5].. The sets
of subjects tested for the vocal tasks and the graphological tasks were different from each
other, so we could not create a classification model using combined vocal and graphological
data, but the aim of this project is to continue to collect both vocal and graphological data
in order to create a single, more complete, classification model.
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Abstract: The development of optical coatings has experienced rapid growth in the last few decades
for a wide range of applications. The strong demand is motivated by the progress of new-generation
sources, large-scale facilities, new lithography arrangements, innovative methods for materials science
investigation, biosensors, and instruments for space and solar physics observations. The research
activities carried out at the Padova branch of the Institute for Photonics and Nanotechnologies of
the National Research Council range from the design and characterization of optical components
for space activities to the development of nanostructured coatings for tools, such as biosensors and
surface plasmon resonance devices. In recent years, we have dealt with the optical characterization of
2D materials in order to explore the feasibility of innovative optical elements designed and optimized
to cover wide spectral ranges. In this manuscript, we show the results on the optical characterizations
of MoS2 and graphene samples, both monolayers, deposited on thick SiO2 film. We present the
preliminary and comparative analysis of the samples in question, showing a direct comparison with
the optical performance of the pristine SiO2 over the visible spectral range.

Keywords: optical coatings; metrology; thin films; MoS2; graphene

1. Introduction

The Institute for Photonics and Nanotechnologies (IFN) of Italy’s National Research
Council (CNR) carries out pioneering research in several fields of photonics. The Padova
branch stands out in the technological activities related to the development of optical
devices. Applications range from space instrumentation to sensors platforms, including
optical metrology, and are strongly oriented to applied physics and technology transfer [1].

Thin films and optical coatings are transversal topics, common to all activities just
mentioned. In the field of biosensors development, nanostructured films find a very in-
teresting application in the use of innovative metals for surface plasmon resonance (SPR)
platforms based on prism and fiber [2,3]. The scope is to improve sensitivity, detection
accuracy, dynamic range, and application fields of this type of biodevice [4,5]. In space
optics, high-performance optical coatings are optimized both to fulfill the scientific require-
ments of the instruments and to survive harsh operation environments [6]. Furthermore,
in some spectral regions, such as vacuum ultraviolet and soft X-ray, the structures of the
optical films become particularly complex, requiring design and fabrication of multilayer
stacks [7].

Over the years, the CNR-IFN focused on the design and characterization of nanostruc-
tured thin films to be used as sensitive layers for biosensors [8,9], mirrors [10], filters, phase
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retarders [11], and polarizers. We have collaborated on the fabrication of a palladium/gold
bilayer designed for an SPR sensor based on D-shaped optical fibre (POF). The novel
SPR-POF platform was optimized to work in the 1.38–1.42 refractive index range, where it
exhibits excellent performances in terms of sensitivity and signal to noise ratio [9].

Another interesting application we dealt with was the development of innovative
biochips for Kretschmann SPR tools [8]. The new chips are based on palladium thin films
deposited on plastic substrate. The plastic support is low cost and commercially appealing,
and the palladium is interesting from the scientific point of view, showing inverted surface
plasmon resonance response. The biochips were tested for the detection of DNA chains,
selected as the target of the experiment, since they can be applied to several medical
early-diagnosis tools, such as different biomarkers of cancers or cystic fibrosis [8].

With regard to characterization and metrology capability, an ellipsometry system
dedicated to the study of optical properties, composition, and contamination of materials
has been recently developed in the CNR-IFN laboratories [12]. One of the recent applica-
tions for this system was the study of the optical performance of a few layers graphene
at hydrogen Lyman-alpha (121.6 nm) [13]. We determined the optical constants of such a
material at this spectral line and observed the optical anisotropy and the effects induced on
the substrate performances as a shift of the pseudo-Brewster angle [13].

Graphene is interesting for several reasons [14]: for example, its excellent chemical and
thermal stability [15]. The arrangement of the carbon atoms makes it inert and impermeable
to all atomic species, including helium [16]. It is an outstanding candidate as protective
layer of optical coatings designed to operate in hostile conditions.

However, graphene is not the only 2D material under investigation. Among the
others, MoS2 is appealing for biosensing and optical sensors development [17]. The bio-
applications, such as DNA, cancer, and COVID-19 detection, are the most relevant [18],
and are supported by a study that shows MoS2 is compatible with human bodies, while
graphene is still under study for this aspect. Whatever the potential in optics, any feasi-
bility assessment can be made after a careful evaluation of the optical performance of the
materials. We therefore sought to measure the effects of monolayer MoS2 deposited on the
top of a widely used substrate. The substrate chosen for this comparative analysis was a
thick SiO2 film. The SiO2 is well known due to excellent properties, such as anti-resistance,
hardness, corrosion resistance, dielectric, and optical transparency [19–21].

Starting from this scenario, we characterized the optical response of MoS2 in the visible
spectral range under light polarization control and compared its optical throughput with
that of graphene, the most popular of the 2D materials, and pristine SiO2.

We describe the preliminary results in this manuscript, that includes a section ded-
icated to the experimental equipment and samples, and a section dedicated to the ex-
perimental achievements and discussion. The conclusion reports a summary of what is
presented in the paper by envisioning a future experimental campaign.

2. Experimental Arrangement and Samples

The samples whose measurements we report in this paper are:

a. Monolayer graphene onto SiO2 (300 nm)/Si and the corresponding bare sample of
SiO2 (300 nm)/Si (named “SiO2 [R-G), both provided by Graphenea, Inc.;

b. Monolayer of MoS2 onto SiO2 (300 nm)/Si and the corresponding bare sample of
SiO2 (300 nm)/Si, (named “MoS2 [R-MoS2]”), both provided by 2D semiconductors.

The thicknesses of the graphene and MoS2 were not experimentally determined at the
time of this manuscript, but this is planned as part of the measurement campaign we have
planned. We want to use Raman spectroscopy for this purpose, as we have already for the
study of the three-layer graphene in [13]. Then, we are referring to “monolayer”, according
to what it is declared by the suppliers.

The nominal thickness of SiO2 is 300 nm. The reflectivity measurements described
hereafter make it possible to estimate the value from the experimental measurement test.
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A proper thickness of the SiO2 substrate allows the direct observation of graphene and
MoS2 by optical microscope. In mono layered graphene and MoS2 materials, few layers,
discontinuities, and wrinkles are directly detectable in a very simple way [22–25]. The first
measurement performed on the samples under examination was an observation by optical
microscope. The images were acquired at 100× magnification.

We also investigated the morphology of the monolayer graphene sample by atomic
force microscope (AFM) in no-contact mode operation (Park System XE-70).

After the observation of the surface, the samples were characterized in terms of optical
performance.

The reflectometers equipment available at the CNR-IFN laboratories located in Padova
cover a wide spectral range extending from the extreme ultraviolet (EUV) to visible wave-
lengths. An additional tool for infrared measurements has also recently been acquired.

The optical characterizations at shorter wavelengths (30–400 nm) require the use of
normal incidence Johnson–Onaka reflectometer operating in vacuum. Figure 1 exhibits the
sketch of the device [13].

 

Figure 1. The figure used under CC-BY 4.0 depicts the EUV-VUV-UV Johnson–Onaka reflectometer.

The dispersion element mounted on the reflectometer is a Pt-coated toroidal grating
with 600 lines/mm. The main radius is 0.5 m and the subtended angle between the
entrance and the exit slits is 25◦. A toroidal mirror working at 45◦ incidence angle focuses
the monochromatic radiation on the sample. In the experimental chamber, the samples are
hosted on a holder that can be rotated to the desired incidence angle. We have recently
implemented this facility with a rotating linear polarizer optimized for the VUV. In this
way, the reflectometer is suitable for ellipsometry measurements [12,13]. The upgraded
system has recently been used for the characterization of phase retarders for EUV-VUV
wavelengths [12,13].

The optical characterization in the visible spectral range is accomplished by using the
VIS reflectometer depicted in Figure 2. The system designed for testing the optical response
of samples at variable incidence angles, working in a θ-2θ configuration, was recently
assembled. It consists of a compact, stabilized, broadband light source (360–2600 nm), a
rotator stage to hold the sample at a desired working angle, and a spectrometer coupled
with a cosine corrector for the detection.

The measurements, in reflection and transmission modes, can be performed for any
type of sample with no restrictions in size. The optical response can be tested with polarized
and unpolarized light in order to investigate the polarization response of the specimen
of interest. A commercial polarizing filter was used in the measures described in this
paper [25]. The filter has a p-polarized transmission close to 90% in the spectral range
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450–900 nm. A calibrated sample of protected aluminium was used as a reference specimen
(Filmetrics KLA Corporation).

 

Figure 2. The design and the photograph exhibit the reflectometer available at CNR-IFN in Padova
and optimized for the optical characterization in the visible range.

3. Results

In the sample under analysis, the nominal thickness (300 nm) of the pristine SiO2 is
tuned to enhance the optical visibility of the 2D materials on the top [22–25]. The top surface
quality of graphene and MoS2 can be easily determined by using an optical microscope,
that allowed us to estimate the linear dimensions of the superficial defects. The presence of
film discontinuities and wrinkles can be assessed in a qualitative and semi-quantitative
way over a wide region. In case of regions of the same sample with a different number of
layers, we usually observe areas with different contrast. An illustrative example is depicted
in Figure 3 [24]. The image by Y. Stubrov et al. [24] shows a graphene plate on a Si substrate,
covered with 300 nm-thick SiO2 layer.

Figure 3. The figure used under CC-BY 4.0 depicts the optical microscopy image of an investigated
graphene sample located on Si substrate, covered with 300 nm-thick SiO2 layer.

For the specimens characterized in this paper, we cannot determine how many layers
there are, but we can say that the number of layers is the same in all regions of the sample.
The images (see Figure 4), acquired by a camera connected to the optical microscope, show
a good quality of the samples surface, good homogeneity for both monolayers, and no
relevant defects.

Several areas of the specimens were observed; we report the representative ones.
Figure 5 depicts the surface of the graphene sample (left) analysed by AFM over

3.5 μm × 3.5 μm area. At the time of writing, we have only analysed the AFM measurements
of graphene, but we plan to perform the characterization on all samples under study. The
surface quality of the graphene is good even at the nm scale, showing some wrinkles and
defects mainly due to the transfer process of graphene, grown by chemical vapor deposition
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and then transferred onto SiO2 substrate. The roughness estimated on the profiles (right)
corresponding to the white cross in Figure 4 is Ra = 0.6 nm and Rq = 0.75 nm.

 

Figure 4. The figure depicts regions of the samples: SiO2 provided by Graphenea (left, top); graphene
provided by Graphenea (right, top); SiO2 provided by 2D semiconductors (left, bottom); MoS2

provided by 2D semiconductors (right, bottom).

Figure 5. The figure depicts AFM measurement (left) of the graphene sample provided by Graphenea
(left, top); the horizontal and vertical profiles (right) correspond to the white cross.

Once the samples were observed by optical microscope, their optical performance was
measured. The experimental results are reported in Figure 6. All tests have been performed
at 8◦ angle of incidence by using p-polarized light as probe.

In this test campaign, we used a known reference sample dealt by Filmetrics KLA
Corporation for determining the experimental reflectance of any sample, without measuring
the direct beam and without moving the experimental arrangement.
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Figure 6. The plot depicts the experimental p-reflectance of the four samples under investigation
together with the simulation of a SiO2 (315 nm)/Si.

It is required to determine the factor F (Equation (1)):

F =
Rre f

Rcal
(1)

which is the ratio between the value of the light reflected by the reference sample (Rref) and
the reflectance of the same sample measured and certified by the manufacturer (Rref).

Given the experimental value of the light reflected by the specimen that we want
to characterize (Rexp), the experimental reflectance, R, of such as sample is given by the
following relationship:

R =
Rexp

F
(2)

Figure 6 shows the measured reflectance according to Equation (2) for the four samples
we are analysing. It is worth to note that the performances of the two SiO2 provided by
Graphenea, Inc. (see Figure 5, “SiO2 [R-G] exp”) and 2D semiconductors (see Figure 5,
“SiO2 [R-MoS2] exp”), even if they come from two different suppliers, are both in good
agreement with the simulation of the structure SiO2 (315 nm)/Si. Then, the actual thickness
of the SiO2 that we can estimate from the reflectance measurements is 315 nm.

The reflectance of the SiO2 is the reference with respect to we want to observe the opti-
cal effects of 2D materials. The sample with graphene on the top (see Figure 5, “graphene
exp”) reflects sensitively less and shows a blue shift of the minimum, that occurs around
605 nm against 610 nm of SiO2. On the contrary, MoS2 (see Figure 5, “MoS2 exp”) induces
a red shift of the minimum, which is observed around 640 nm. The reflectance is higher
than that of SiO2 up to 580 nm, then becomes significantly lower at longer wavelengths.

The present study is qualitative and shows how reflectance measurements with po-
larization control are sensitive to the presence of 2D materials on the surface of a SiO2/Si
substrate, despite the sub-nanometric structures (nominal thickness of monolayer graphene
is 0.34 nm and nominal thickness of monolayer MoS2 is 0.72 nm). For a quantitative analy-
sis, we plan to perform experimental thickness measurements and a full characterization
on samples with different thicknesses of graphene and MoS2.
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Combined with experimental determination of thicknesses, the reflectance response
can be used to retrieve the optical constants of such a material at the wavelength of interest.
For graphene, this analysis has been addressed by several authors; for MoS2, there are still
interesting studies that could be assessed.

4. Conclusions

In this manuscript, we analysed the optical response of four samples based on the
structure SiO2/Si, two of them capped by MoS2 and graphene, respectively. The exper-
imental results show a good sensitivity of the reflectance to 2D materials, offering great
potential for their characterization in view of many application scenarios.
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Abstract: Remote monitoring of a patient’s physical rehabilitation process after knee surgery is
crucial, especially in instances such as pandemics, where patients may not be able to acquire ongoing
postoperative care owing to the precautions implemented. Wearable technology can be used to track
a patient’s development and ensure that they follow rehabilitation guidelines. An active rotation
control (ARC) knee brace was developed to guide and facilitate physical therapy movements of
patients with knee injuries in an actively controlled manner. The system can trigger a visual feedback
mechanism when the subject performs various knee postures. Through the Internet, caregivers
could obtain patients’ overall knee-related rehabilitation metrics. The ARC knee brace employs
inertial motion tracking technology which is based on low-cost inertial sensors and data processing
algorithms to capture user’s knee posture in real-time during rehabilitation process. The inertial
measurement units (IMUs) containing a combination of accelerometer and gyroscope are used as
motion sensors to measure accelerations and rotational rates of knee. The sensors track data include
acceleration, rotation, and temperature. The processing system calculates various metrics from the
posture of knee.

Keywords: active rotation control; knee brace; IMU; sensor; data processing; physiotherapy;
health care; wearable technology

1. Introduction

Knee injuries are frequent, irrespective of the gender, age, and demographic factors,
and may necessitate costly and lengthy treatment methods [1–3]. A patient’s recovery
from a knee injury is generally reliant on their commitment to their allocated rehabilitation
procedures. It is advantageous for sportsmen to do the motions prescribed for knee injuries
at physical therapy facilities under the supervision of a professional. However, if an
athlete is unable or does not choose to visit the physical therapy clinic, these motions are
performed alone. When the intended knee stretching/opening cannot be accomplished
during individual studies due to the fear of making a mistake or injuring oneself, the
treatment procedure and, thus, the time to achieve knee mobility rises.

Wearable technologies are commonly utilized in the therapeutic field to examine
mechanical analyses of movement in neurological and orthopedic disorders for helping
patients’ treatment programs inside and outside of a clinical setting [4–10]. The literature
survey demonstrates that joint angle estimation/measurement is quite important when
it comes to monitoring orthopedic injury recovery [11], e.g., knee for such wearable tech-
nologies. Consequently, many different types of sensors, including textile-based ones, have
either been developed or used to accomplish this very task. The survey also points out
that modelling wearable physical therapy systems without compromising user’s comfort
and evaluating these models on user study data whenever possible are the main concerns
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of the studies [12–16]. In addition to the products of the scientific works, there are also
some commercially available wearable devices for injury rehabilitation. However, majority
of these systems are based on “monitoring and/or providing continuous passive motion
(CPM) with the wearer”. Since these systems have isotonic movements, they are typically
utilized as devices to ensure joint mobility in injury rehabilitation processes without an
active muscle contraction. Although medical experts’ overall assessment of the benefits
of such devices is positive, they do not allow the muscle to contract voluntarily; thus, de-
pending on the patient’s condition, the expected effect in regaining “old” muscle strength
may not be seen. Moreover, continuous passive motion (CPM) devices do occupy large
areas and may be composed of many components and accessories; therefore, they may
need assistance for use. Products such as patella open lateral support knee pads, which are
prescribed for athletes with knee injuries, are, on the other hand, simply meant to assist the
athlete protect himself and/or promote such motions during every day routine activities
(such as walking), though such products may be employed together with CPM or isotonic
movement devices [17–19].

In light of the literature, the study under discussion is conducted to develop a wearable
knee brace that is not only light-weight, easy to use, and affordable, but also contributes
to the development of sustainable e-textiles approach to some extent. The active rotation
control (ARC) knee brace is composed of medical textile products (e.g., knee pads and
knee cuffs), an electronic circuit that can be integrated into the textile substrate, and a
code (software) for the circuit which is written to produce real-time data for monitoring
one’s knee mobility gaining performance in parallel to the physical therapy movements
prescribed. Unlike continuous passive motion (CPM) devices, the active rotation control
(ARC) knee brace offers a rehabilitation process with an active muscle contraction.

2. Material and Method

2.1. Material

A patella open lateral support knee pad is used as a substrate to integrate the electrical
designs, such that it largely results in dependable and minimal patient obstruction. The
electrical design that can be integrated to the textile-based lateral support is, however,
composed of gyro sensors, an Arduino Wi-Fi serial module ESP8266 with built-in TCP/IP
networking software, and connecting cables with microcontroller capability and a light
diode. The Wi-Fi serial transceiver module ESP8266 and the sensors are covered using
special cases created using SketchUp 3D Design Software modelling program [20–23].
Instead of location sensors which are very expensive and not easy to find, MPU6050gyro
sensors are employed in the system to monitor the angular rotation rate of knee. The other
component of the model is LED indication for a visual control system [24]. Finally, the
complementary filters (CFs), connected to the high-frequency gyro output, are employed to
monitor the knee’s angular position by eliminating noise so that much clearer data reading
can be realized.

2.2. Method
Modelling and Prototype Development

The ARC knee brace employs inertial motion tracking technology which is based
on low-cost inertial sensors and data processing algorithms to capture the user’s knee
posture in real-time during rehabilitation process. The inertial measurement units (IMUs)
containing a combination of accelerometer and gyroscope are used as motion sensors
to measure accelerations and rotational rates of knee. The ARC knee brace prototype is
divided into two sections. The first section is the control patch houses all of the electronic
components and cannot be washed. The second section, however, is the textile-based
neoprene brace (patella open lateral support knee pad) itself. The smart electronic parts can
be integrated into the textile-based knee brace of small, medium, and large sizes. The ARC
knee brace weighs approximately 350 g. So, the whole system does not put an unnecessary
pressure on user’s knee during therapy. The system is designed to be employed for
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short- and long-term physical therapy and/or recovery movements. Figure 1a depicts the
electronic system as well as its interaction with the user. Figure 1b, on the other hand,
presents the working principle of the prototype, namely the algorithm of the code.

 
(a) (b) 

Figure 1. Details of the model: (a) design of electronic system and (b) schematic representation of
working principle of the model.

The free-source Arduino library gives three metrics for the gyro sensors. These are
acceleration (m/s2 in X-Y-Z coordinates), rotation X (degree per second), and temperature
(degree Celsius) [25]. Due to the incompatibility between the read values (degree/s) and the
intended value (degree), the unit change is implemented in the code by adding the relevant
mathematical computations so that the model can calculate knee angles based on the
angular velocity and acceleration. The gyro sensor “MPU6050 0x68” collects and transmits
data to IoT devices with eight pins. The VCC, GND, SCL, and SDA pins of the sensors are
used in the circuit, whereas the gyro sensor “MPU6050 0x69” communicates through one
extra pin, namely AD0. Since the gyro sensors contain noise, i.e., one of their most common
output errors, an additional (complimentary) filter is also utilized for the circuit design. For
data collection, the first gyro sensor MPU6050 0x68 is attached to the ESP8266 Arduino Wi-
Fi module through a 0x68 channel, whereas the second gyro is connected to the very same
Wi-Fi module via 0x69 channel [25]. Furthermore, 44 Hz is selected as the best acceptable
frequency for our study from a range of 5–260 Hz intermittent values offered by the gyro.
The minimum rotation value (degree/s) for the gyro is 250 degrees/s and is selected as the
maximum limit for the design. The data collected comprises acceleration and rotation angle,
and it is processed such that the graph of knee position against acceleration is obtained
using the accelerometer’s functioning principles. For the LED lighting of three colors, a
connection between three distinct legs and three identically resistances are used. The goal
of including a capacitor in the design is to protect IoT devices, in addition to extending the
lifespan of the sensor. The pin and color codes are established in the developed code. For
the work, three primary colors, namely red, green, and blue, are chosen, and depending on
the voltage levels transmitted to the LEDs, the system activates the correct color.

The extremities of the knee movements are full extension and complete flexion [16,25].
As is well known from medicine, knee motion covers the maximum range of 140 degrees [25].
Accordingly, in the design of the ARC brace, extension of the knee refers to an angle increase in
the bent knee joint. As previously explained, the bending angle information in the code is read
in terms of rotation per second (degree/s), and the system architecture converts it to degrees.
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3. Result and Discussion

The ARC knee brace can be integrated with the appropriate textile-based knee pads
recommended by physicians. The brace, together with the relevant knee bending positions,
is given in Figure 2, whereas the validation of the system running is demonstrated in
Figures 3 and 4.

Figure 2. The knee bending test of the ARC knee brace.

Figure 3. The prototype of the ARC knee brace and the momentary data taken from it for different
knee bending positions from minus 90 and 0 degree (from down to up).

When the brace is run, it reads the real-time angular data for the current knee position.
If the knee angle hits −90 degree, the LED turns into green, whilst the LED goes red for
the incorrect knee positioning. Finally, the LED changes back to green at the angle of 0
degrees (Figure 1b, Figure 2A–E and Figure 3). During a treatment, the system waits for
20 s before it changes the green light to the blue one at the appropriate bending angle of
the knee. The blue light indicates that the movement required for that particular phase
of the treatment has been completed properly (Figure 2A–E and Figure 3). As seen from
Figure 3, the knee improvement can be measured by the amount of knee extension (in the
angular sense), which is more objective criteria, in comparison to the use of pain scales
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for knee mobility recovery testing, such as visual analogue scale (VAS) [26]. The data
viewing, recording, and sharing options of the system are provided with users. The data
can also be shared with the relevant specialist through the mobile application developed
(Figure 4), if required. As is well known, the UI design process is a collection of interface
animation, visual elements, screen layout, and content. The user experience and interface
(UX/UI) design of the application allows the user to capture and monitor the observed
data (Figure 4). For the brace under discussion, the IOS design color and the knee position
codes are developed using the relevant public sources [27]. To do so, offering the user
a more attentive interface has become the focal point of the main CSS codes (Figure 5),
though there is no doubt that the application may be further improved to make it more
user-friendly.

 
(a) (b) (c) 

Figure 4. UX/UI design from the application interface for ARC knee brace: (a) exercise data collection;
(b) timer motivation; and (c) ARC knee brace program outcome.

The power supply provided to the system can be connected to the power. It works in
connection with a computer via USB so that it can monitor the real-time graphics produced
corresponding to the relevant knee movements. External power banks, the phone with a
converter patch cable, or some other computer-derived equipment are the other alternative
sources that can be attached to the system using the appropriate intermediate cables.

As a final word, it should be noted that feedback from actual users is needed to make
the system more user-friendly and more efficient, which is the scope of further study.
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Figure 5. Some parts of the CSS codes.

4. Conclusions

The ARC knee brace discussed in this study is developed to contribute to physical
therapy processes of athletes and/or ordinary individuals with knee injuries, in a relatively
more self-dependent and affordable manner. The brace differentiates itself from the similar
devices/products such that, unlike the other devices, it is designed for active knee motion
control. Furthermore, the ARC knee brace is easy to use and affordable because it employs
inertial motion tracking technology which is based on low-cost inertial sensors and data
processing algorithms to capture the user’s knee posture in real time during rehabilitation
process. Moreover, it is an environmentally friendly system because it is integrated to a
medical textile product (e.g., knee pad) that has already been available in the market. When
a therapy period has ended, the knee pad itself can be used as it is meant by detaching the
electronic components from the brace. Finally, the application (software) is developed for
the brace which can be downloaded on the patient and/or physician’s IoT device; thus, the
progress of the treatment can be observed and recorded objectively by the patient and/or
their physician.
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Abstract: In this work, the relationship between the degree of conversion (DC) in the Bis-GMA/TEGDMA
polymer networks, determined by two methods—Fourier transform infrared spectroscopy (DCIR) and
polymerization shrinkage (DCS)—was studied. The DCIR was calculated by using the internal standard
method, whereas the DCS was calculated by measuring differences in the monomer and polymer
densities, resulting in the polymerization shrinkage. Both methods revealed the same trend in the DC
changes with alterations in the Bis-GMA/TEGDMA ratio. However, the DCS values were lower, in
comparison to the DCIR values on average by 18%.

Keywords: dental resin composite; dimethacrylate composite matrix; degree of conversion; Fourier
transform infrared spectroscopy; polymerization shrinkage

1. Introduction

The degree of conversion (DC) is the most useful parameter in the characterization of
dental composite restorative materials based on dimethacrylates. Its value informs about
curing efficiency. If the curing level is insufficient, the physicochemical and mechanical
properties of the composite can significantly deteriorate [1]. Inadequate curing also de-
creases the biocompatibility of the material, due to an increase in free monomer content,
which tends to leach from the composite matrix [2,3].

It is known from the literature that the DC depends on the monomer chemical struc-
ture [1,3,4]. Monomers of highly elastic molecules polymerize to higher DCs, whereas
those of stiff molecules polymerize to lower DCs. In particular, bisphenol A glycerolate
dimethacrylate (Bis-GMA), the most important and commonly used dental monomer, has
a stiff and spacious molecule, willing to form hydrogen bonds, which causes a serious DC
limitation. Therefore, it can achieve a limiting DC of 39% when homopolymerized [4]. It is
the major drawback of Bis-GMA because the DC below 55% is not acceptable in practical
applications [5]. To achieve a sufficiently high DC, Bis-GMA has to be copolymerized with
monomers of more elastic and smaller molecules [6,7]. Triethylene glycol dimethacrylate
(TEGDMA) is the most commonly used in this field. In addition to the monomer chem-
ical structure, several other factors influence the DC. They include (i) initiation method
and initiator type [8,9], (ii) irradiation time [7], (iii) sample thickness [10], (iv) irradiation
lamp [11], and (v) filler type and content [12].

The most popular techniques used for the DC determination include (i) Fourier trans-
form infrared spectroscopy (FTIR), (ii) Raman spectroscopy (RS), (iii) solid-state nuclear
magnetic resonance (ssNMR), and (iv) differential scanning calorimetry (DSC).

The DC determination method that uses FTIR is the most common, simple, and gives
the most reliable results [1]. It is based on the monitoring of changes in the absorption
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intensity of several bands resulting from vibrations of the C=C double bond, present in
the methacrylate group. They include: (i) twisting vibrations (816 cm−1), (ii) wagging
vibrations (948 cm−1), and (iii) stretching vibrations (1637 cm−1) [1,13]. The intensity of
these bands decreases due to polymerization. As the band located at 1637 cm−1 is the most
resolved and intense, it is the most commonly used for DC determination [13]. However,
to comply with the Beer–Lambert law, the C=C absorption intensity has to be related to the
absorption intensity of an internal standard—the band whose absorption intensity does
not alter due to the polymerization [14]. The band corresponding to the skeletal stretching
vibrations of the C–C bonds in the aromatic ring, located at 1608 cm−1, usually serves as an
internal standard [4]. If the system lacks an aromatic ring, the band corresponding to the
C=O stretching vibrations, located within 1715 and 1720 cm−1, can be used [4]. However,
this method produces underestimated DC values and therefore it is recognized as less
reliable compared to that using aromatic internal standard [15,16].

An alternative solution for the DC determination in dimethacrylate composites might
be a method based on measuring differences in the monomer and polymer densities
resulting from the polymerization shrinkage and calculating its theoretical value (DCS).
The calculation of the latter uses the literature information that the molar volume of one
mole of the methacrylate group decreases by 22.5 cm3 [17] due to polymerization, in the
course of which van der Waals forces that occur between monomer molecules turn into
covalent bonds that constitute crosslinks of hardened composite matrix [1]. This method
has already been applied in the survey on the DC of dimethacrylate systems, however, its
reliability has not yet been established.

In this study, a series of dimethacrylate copolymers consisting of various Bis-GMA/
TEGDMA various ratios were subjected to FTIR and polymerization shrinkage analyses to
determine the DC and relationship between the results from both methods.

2. Materials and Methods

2.1. Materials

Bis-GMA, camphorquinone (CQ), dimethylaminoethyl methacrylate (DMAEMA), and
TEGDMA were purchased from Sigma Aldrich (St. Louis, MO, USA).

2.2. Sample Preparation

Seven Bis-GMA/TEGDMA mixtures were prepared. The Bis-GMA weight fraction
ranged from 20 to 80% and increased by 10% each time. TEGDMA content decreased
proportionally. The mixtures were admixed with the 0.4 wt.% CQ and 1 wt.% DMAEMA
that was a photoinitiating system, composed of, respectively, initiator/and accelerator.
Thus, prepared compositions were introduced into silicon molds with a diameter of 15 cm
and 5 cm thick, covered with PET film to prevent oxygen inhibition, and irradiated with the
UV-VIS lamp (Ultra Vitalux 300, Osram, Munich, Germany, 280 to 750 nm, 2400 mW/cm2)
for 1h, from a distance of 15 cm.

2.3. Fourier Transform Infrared Spectroscopy (FTIR)
2.3.1. Instrumentation

FTIR spectra were recorded with the use of a Spectrum Two (Perkin-Elmer, Waltham,
MA, USA) spectrometer, with 128 scans at a resolutions of 1cm−1. Monomers and polymers
were tested as KBr pellets. A thin layer of a monomer was placed between two KBr pellets,
whereas a polymer was ground into a fine powder with a grain size smaller than 25 μm,
mixed with KBr powder, and pressed into a pellet.
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2.3.2. Calculation of the Degree of Conversion (DCIR)

The DCIR was calculated with the use of the following equation:

DCIR(%) =

⎛⎜⎝
(

AC=C
AAr

)
polymer(

AC=C
AAr

)
monomer

⎞⎟⎠ × 100, (1)

where AC=C is the absorption intensity of the band resulting from the carbon–carbon double
bond stretching vibrations, located at 1637 cm−1, and AAr is the absorption intensity of
the internal standard—the band resulting from the skeletal stretching vibrations of the
carbon–carbon bonds in the aromatic rings, located at 1608 cm−1.

2.4. Polymerization Shrinkage
2.4.1. Density Measurements

Densities of monomers (dm) were measured with the use of a 1 mL pyknometer,
according to the ISO 1675 standard [18]. Densities of polymers (dp) were determined with
the use of an analytical balance (XP balance, Mettler Toledo, Greifensee, Switzerland),
equipped with a density determination kit that uses the Archimedes’ principle.

2.4.2. Calculation of the Polymerization Shrinkage

The experimental polymerization shrinkage (S) was calculated with the use of the
following equation:

S(%) =

(
1 − dm

dp

)
× 100, (2)

where dm is the density of a monomer mixture, and dp is the density of the correspond-
ing polymer.

The theoretical polymerization shrinkage (Stheor) was calculated on the assumption
that the volumetric shrinkage of one mole of the methacrylate double bonds is equal to
22.5 cm3 [17], according to the following equation:

Stheor(%) =

(
1 −

MW
dm

− 2 × 22.5
MW
dm

)
× 100, (3)

where MW is the molecular weight of a monomer mixture, dm is the density of a monomer
mixture, 2 is the number of double bonds in the monomer molecule, and 22.5 is the
volumetric contraction of one mole of the methacrylate group due to its polymerization [17].

2.4.3. Calculation of the Degree of Conversion (DCS)

The DCS was calculated according to the following equation:

DCS(%) =
S

Stheor
× 100, (4)

where S is the experimental polymerization shrinkage, and Stheor is the theoretical polymer-
ization shrinkage.

3. Results and Discussion

In this study, seven compositions of Bis-GMA and TEGDMA monomers were prepared,
polymerized, and characterized for the density, polymerization shrinkage, and degree of
conversion. The latter was determined by two methods—Fourier transform infrared
spectroscopy and polymerization shrinkage.

The weight ratios of prepared compositions, their molecular weights (MW), concen-
trations of double bonds (xDB), and densities of the samples, before and after curing, are
summarized in Table 1. The xDB values ranged from 4.52 to 6.37 mol/kg. Its value de-
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creased as the Bis-GMA content increased. The percentage difference between the xDB of
the B20:T80 and B80:T20 samples was 41%. As the xDB value informs about the theoretical
crosslink density of the dimethacrylate polymer network, it can be said that the greater
the Bis-GMA concentration in the monomer mixture, the lower the crosslink density in the
resulting polymer network [1,4,8].

Table 1. Sample names, their chemical compositions, and properties: MW, molecular weight, xDB,
concentration of double bonds, dm, density of uncured samples, and dp, density of cured samples.

Sample
Name

Weight Ratios MW
(g/mol)

xDB

(mol/kg)

dm (g/cm3) dp (g/cm3)

Bis-GMA TEGDMA avg. SD avg. SD

B20:T80 20 80 314.07 6.37 1.106 0.024 1.194 0.029
B30:T70 30 70 330.09 6.06 1.113 0.052 1.204 0.025
B40:T60 40 60 347.78 5.75 1.121 0.072 1.207 0.061
B50:T50 50 50 367.51 5.44 1.127 0.046 1.210 0.014
B60:T40 60 40 389.60 5.13 1.133 0.062 1.219 0.016
B70:T30 70 30 414.50 4.83 1.141 0.094 1.233 0.033
B80:T20 80 20 442.81 4.52 1.147 0.135 1.216 0.019

As can be seen from Table 1, the densities of monomer mixtures (dm) ranged from 1.106
to 1.147 g/cm3. The dm value increased as the Bis-GMA content increased. The percentage
difference between the dm values determined for the B20:T80 and B80:T20 samples was
4%. As expected, polymerization resulted in tighter packing, which was reflected in higher
densities of cured materials compared to the densities of their uncured counterparts (on
average by 7.5%). The polymer densities (dp) ranged from 1.194 to 1.233 g/cm3. Its value
increased with the increase of the Bis-GMA content up to 70 wt.% and then decreased.
The percentage difference between the largest and the smallest dp values was 3%. The
density values of cured and uncured samples were used to determine the experimental
and theoretical polymerization shrinkages (respectively, S and Stheor). These results are
summarized in Table 2.

Table 2. The theoretical (Stheor) and experimental polymerization shrinkage (S) as well as the degree
of conversion, calculated from the polymerization shrinkage (DCS) and absorption intensity (DCIR).

Sample
Name

Stheor (%)
S (%) DCS (%) DCIR (%)

avg. SD avg. SD avg. SD

B20:T80 15.85 7.39 0.45 46.64 2.32 55.30 5.23
B30:T70 15.17 7.55 0.52 49.81 2.56 60.47 4.78
B40:T60 14.49 7.21 0.41 49.75 2.31 61.01 5.23
B50:T50 13.80 6.89 0.46 49.88 3.04 63.97 3.56
B60:T40 13.09 7.11 0.39 54.33 4.34 64.87 4.87
B70:T30 12.38 7.57 0.55 61.23 3.45 72.83 5.44
B80:T20 11.66 5.44 0.25 46.68 2.98 61.34 5.34

The S values ranged from 5.44 to 7.57%. They showed no clear trend throughout
the studied series. The highest S value was determined for the B70:T30 sample, whereas
the lowest S value was determined for the B80:T20 sample. The percentage difference
between the largest and smallest S values was 40%. The Stheor values ranged from 11.66
to 15.85% and decreased with the increase in the Bis-GMA content. This relationship
resulted from a decreasing concentration of double bonds in this order, because the lower
the concentration of double bonds, the lower the volumetric contraction can occur. The
percentage difference between the lowest and highest Stheor values was 34%. Stheor and S
were further used to determine the DCS (Table 2). The DCS values ranged from 46.68 to
61.23%. It can be seen that the DCS increased with the increasing Bis-GMA content up to
70 wt.% and then decreased.
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The degree of conversion was also examined by using the FTIR technique (DCIR).
Representative FTIR spectra of the B80:T20 uncured and cured samples are shown in
Figure 1. The FT IR spectra of the remaining compositions in their cured and uncured
forms can be found in the Supplementary Materials (Figures S1–S6). The results obtained
for the DCIR are summarized in Table 2. DCIR values ranged from 55.30 to 61.34%. As can
be seen from Table 2, the DCIR values were higher than the corresponding DCS values.
Nevertheless, it is worth noting that a similar tendency was observed in both methods. The
DCIR values increased as the Bis-GMA content increased up to 70% and then decreased
when the Bis-GMA content exceeded 70%. The difference between the DCS and DCIR
values ranged from 15.66 to 23.90% (Figure 2).

 

(a) (b) 

Figure 1. The representative FTIR spectra of the B80:T20 composition in its uncured (a) and
cured (b) forms.

Figure 2. The percentage of underestimation of the DCS values to the DCIR values.

The underestimation of the DCS values to the DCIR values can be explained by the
fact that the volumetric contraction does not only depend on the concentration of double
bonds, but that other factors, too, play an essential role in this phenomenon. They include
dimensions, shapes, and hydrophilicity of monomer molecules [19]. The Bis-GMA molecule
is large, stiff, and hydrophilic. On the contrary, the TEGDMA molecule is small, elastic,
and much less hydrophilic. By increasing the Bis-GMA content, its molecular features
increase their impact on the ability to pack tightly. This probably resulted in lower dp
values than expected. In addition, the increase in the Bis-GMA content caused an increase
in the viscosity of the monomer mixture, which might increase the inaccuracy of the
dp measurement (the higher the viscosity, the higher the air trapping probability that
decreases density). However, the literature shows that the DCIR values calculated with the
use of the carbonyl internal standard (instead of the aromatic one) are also underestimated.
Collares et al. [16] found that the DCIR values of the Bis-GMA/TEGDMA compositions,
determined with the use of carbonyl internal standard, were lower by 23% in comparison
to the DCIR determined with the use of the aromatic internal standard.
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4. Conclusions

The methodology of the degree of conversion determination in dimethacrylate poly-
mers based on the measurements of the polymerization shrinkage can be a valuable alter-
native to the methodology based on the FTIR measurements. It produces underestimated
results compared to the methodology by using an aromatic internal standard. However,
the results achieved with the use of the carbonyl internal standard can be less consistent.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/ASEC2021-11151/s1, Figure S1: The FTIR spectra of the B20:T80
composition in its uncured (a) and cured (b) forms; Figure S2: The FTIR spectra of the B30:T70
composition in its uncured (a) and cured (b) forms; Figure S3: The FTIR spectra of the B40:T60
composition in its uncured (a) and cured (b) forms; Figure S4: The FTIR spectra of the B50:T50
composition in its uncured (a) and cured (b) forms; Figure S5: The FTIR spectra of the B60:T40
composition in its uncured (a) and cured (b) forms; Figure S6: The FTIR spectra of the B70:T30
composition in its uncured (a) and cured (b) forms.

Author Contributions: Conceptualization, I.M.B.-R.; methodology, I.M.B.-R. and M.W.C.; investiga-
tion, M.W.C. and P.W.; resources, I.M.B.-R. and M.W.C.; data curation, I.M.B.-R., M.W.C. and P.W.;
writing—original draft preparation, I.M.B.-R. and M.W.C.; writing—review and editing, I.M.B.-R.;
visualization, M.W.C.; supervision, I.M.B.-R.; project administration, I.M.B.-R. All authors have read
and agreed to the published version of the manuscript.

Funding: This research was funded by the Rector’s grant for the scientific research and development
activities in the Silesian University of Technology, grant number: 32/014/RGJ22/2004.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data supporting reported results are available from the authors.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or
in the decision to publish the results.

References

1. Barszczewska-Rybarek, I.M. A Guide through the Dental Dimethacrylate Polymer Network Structural Characterization and
Interpretation of Physico-Mechanical Properties. Materials 2019, 12, 4057. [CrossRef] [PubMed]

2. Gajewski, V.E.S.; Pfeifer, C.S.; Fróes-Salgado, N.R.G.; Boaro, L.C.C.; Braga, R.R. Monomers used in resin composites: Degree of
conversion, mechanical properties and water sorption/solubility. Braz. Dent. J. 2012, 23, 508–514. [CrossRef] [PubMed]

3. Kannurpatti, A.; Anseth, J.; Bowman, C.H.N. A study of the evolution of mechanical properties and structural heterogeneity of
polymer networks formed by photo-polymerizations of multifunctional (meth)acrylates. Polymer 1998, 39, 2507–2513. [CrossRef]

4. Sideridou, I.; Tserki, V.; Papanastasiou, G. Effect of chemical structure on degree of conversion in light-cured dimethacrylate-based
dental resins. Biomaterials 2002, 23, 1819–1829. [CrossRef]

5. Alshali, R.Z.; Silikas, N.; Satterthwaite, J.D. Degree of conversion of bulk-fill compared to conventional resin-composites at two
time intervals. Dent. Mater. 2013, 29, e213–e217. [CrossRef] [PubMed]

6. Dickens, H.; Stansbury, J.W.; Choi, K.M.; Floyd, C.J.E. Photopolymerization kinetics of methacrylate dental resins. Macromolecules
2003, 36, 6043–6053. [CrossRef]

7. Pfeifer, C.S.; Shelton, Z.R.; Braga, R.R.; Windmoller, D.; Machado, J.C.; Stansbury, J.W. Characterization of dimethacrylate
polymeric networks: A study of the crosslinked structure formed by monomers used in dental composites. Eur. Polym. J. 2011, 47,
162–170. [CrossRef] [PubMed]

8. Stansbury, J.W. Dimethacrylate network formation and polymer property evolution as determined by the selection of monomers
and curing conditions. Dent. Mater. 2012, 28, 13–22. [CrossRef] [PubMed]

9. Barszczewska-Rybarek, I.; Chladek, G. Studies on the curing efficiency and mechanical properties of Bis-GMA and TEGDMA
nanocomposites containing silver nanoparticles. Int. J. Mol. Sci. 2018, 19, 3937. [CrossRef] [PubMed]

10. Par, M.; Gamulin, O.; Marovic, D.; Klaric, E.; Tarle, Z. Raman spectroscopic assessment of degree of conversion of bulk-fill resin
composites—Changes at 24 hours post cure. Open. Dent. 2015, 40, e92–e101. [CrossRef] [PubMed]

11. Randolph, L.D.; Palin, W.M.; Bebelman, S.; Devaux, J.; Gallez, B.; Leloup, G.; Leprince, J.G. Ultra-fast light-curing resin composite
with increased conversion and reduced monomer elution. Dent. Mater. 2014, 30, 594–604. [CrossRef] [PubMed]

370



Eng. Proc. 2021, 11, 52

12. Halvorson, R.H.; Erickson, R.L.; Davidson, C.L. The effect of filler and silane content on conversion of resin-based composite.
Dent. Mater. 2003, 19, 327–333. [CrossRef]

13. Lin-Vien, D.; Colthup, N.B.; Fateley, W.G.; Grasselli, J.G. The Handbook of Infrared and Raman Characteristic Frequencies of Organic
Molecules; Academic Press: London, UK, 1991; pp. 137–281.

14. Moraes, L.G.; Rocha, R.S.; Menegazzo, L.M.; de Araújo, E.B.; Yukimito, K.; Moraes, J.C. Infrared spectroscopy: A tool for
determination of the degree of conversion in dental composites. J. Appl. Oral. Sci. 2008, 16, 145–149. [CrossRef] [PubMed]

15. Barszczewska-Rybarek, I.M. Quantitative determination of degree of conversion in photocured poly(urethane-dimethacrylate)s
by FTIR spectroscopy. J. Appl. Polym. Sci. 2012, 123, 1604–1611. [CrossRef]

16. Collares, F.M.; Portella, F.F.; Leitune, V.C.B.; Samuel, S.M.W. Discrepancies in degree of conversion measurements by FTIR. Braz.
Oral. Res. 2014, 28, 9–15.

17. Patel, M.P.; Braden, M.; Davy, K.W.M. Polymerization shrinkage of methacrylate esters. Biomaterials 1987, 8, 53–56. [CrossRef]
18. ISO 1675:1985; Plastics—Liquid Resins—Determination of Density by the Pyknometer Method. International Standard Organisa-

tion: London, UK, 1985.
19. Oliveira, K.M.; Lancellotti, A.C.; Ccahuana-Vásquez, R.A.; Consani, S. Shrinkage stress and degree of conversion of dental

composite submitted to different photoactivation protocols. Acta. Odontol. Latinoam. 2012, 25, 115–122. [PubMed]

371





MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Engineering Proceedings Editorial Office
E-mail: engproc@mdpi.com

www.mdpi.com/journal/engproc





ISBN 978-3-0365-4818-0 

MDPI  

St. Alban-Anlage 66 

4052 Basel 

Switzerland

Tel: +41 61 683 77 34

www.mdpi.com


	A9Roqhyro_kgkrou_a5k.pdf
	The 2nd International Electronic Conference on Applied Sciences.pdf
	A9Roqhyro_kgkrou_a5k

