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Preface to ”Resource Provision of the Sustainable

Development under Global Shocks”

The fundamental basis of sustainable development is the efficient and rational use of mineral

and fuel resources. However, ensuring the necessary levels of efficiency requires stable logistics, as

well as natural resource recovery, which is an extremely acute industrial problem. In an attempt to

identify possible solutions to these problems, this book is focused on the development of the resource

potential of the Arctic, as one of the most promising territories in terms of provision of sustainable

development with mineral and energy resources. This book, which consists of 11 articles written

by research experts in their topic of interest, reports the most recent research on the development of

Arctic raw materials deposits, extending global logistic chains and improving the sustainability of

industrial activities. Several novel and fascinating methods related to the sustainable development of

Arctic region and companies are introduced.

Pavel Tcvetkov and Nikolay Didenko
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Abstract: Presently, there is a paradoxical situation in the global energy market related to a gap
between the image of hydrocarbon resources (HCR) and their real value for the economy. On the
one hand, we face an increase in expected HCR production and consumption volumes, both in the
short and long term. On the other hand, we see the formation of the image of HCR and associated
technologies as an unacceptable option, without enough attention to the differences in fuels and
the ways of their usage. Due to this, it seems necessary to take a step back to review the vitality
of such a political line. This article highlights an alternative point of view with regard to energy
development prospects. The purpose of this article is to analyse the consistency of criticism towards
HCR based on exploration of scientific literature, analytical documents of international corporations
and energy companies as well as critical assessment of technologies offered for the HCR substitution.
The analysis showed that: (1) it is impossible to substitute the majority of HCR with alternative power
resources in the near term, (2) it is essential that the criticism of energy companies with regard to their
responsibility for climate change should lead not to destruction of the industry but to the search of
sustainable means for its development, (3) the strategic benchmarks of oil and coal industries should
shift towards chemical production, but their significance should not be downgraded for the energy
sector, (4) liquified natural gas (LNG) is an independent industry with the highest expansion potential
in global markets in the coming years as compared to alternative energy options, and (5) Russia
possesses a huge potential for the development of the gas industry, and particularly LNG, that will be
unlocked if timely measures on higher efficiency of the state regulation system are implemented.

Keywords: energy sector; hydrocarbon resources; liquified natural gas; LNG; alternative energy
technologies; state regulation; market conditions; energy balance; sustainable development

1. Introduction

Recent decades have demonstrated an intensive development of theories, concepts and approaches
related to various aspects of sustainable development such as circular economy [1], waste management [2],
cleaner production [3], environmental economics [4], etc. Within these approaches, a special place is
occupied by the fight against global warming, which is caused by human activities, namely by higher
emissions of man-made greenhouse gases, mainly CO2 [5].

As a result of multiple environmental studies carried out in relation to the above concepts, it has
been found that the energy sector is one of the main sources of greenhouse gas emissions among all
types of human activity [6]. This fact has become one of the main reasons for combatting the already
existing energy system [7], which is founded on hydrocarbon resources (HCR).

Examples of this combatting are seen in the political arena, where it is openly declared that the
era of hydrocarbons is over, and we need to switch to alternative energy sources as quickly as possible.
This assertion can be found in the declarations of the G7, the World Bank, the European Investment
Bank and many other international corporations that restrict access of production and geological
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survey projects to the investment capital. An example of large-scale “anti-hydrocarbon” policy based
on environmental taxes (Figure 1), can be seen in Europe, which has been continually criticized by the
industry companies due to worsening investment climate and lower production profitability [8].

 
Figure 1. Average carbon tax rate in Europe, Euro/t. CO2 [9].

It is remarkable that the real activities of these international corporations significantly differ
from their declared policy, as shown, for instance in [10–12]. For example, despite declarations, they
continue to provide financial support for hydrocarbon energy projects, although indirectly.

An increase of oil production volumes in the United States of America (USA) by 8410 thous.
bbl/day for the period of 2015–2018, which is twice as high as total global increase in production over
the same period, is a clear example of such two-track policy (Figure 2). At the same time, a major part
of USA production is shale oil, which is much more cost-intensive than conventional oil. Additionally,
according to the data of the State Energy Department [13], the USA has been implementing an extensive
program in support of gas hydrates studies, which is related to prospective HCR.

 
Figure 2. Global and USA oil production dynamics. Based on BP Energy Overviews.

Additionally, the collapse of oil prices in March 2020 has triggered a proactive purchase of cheap
Arab Light oil by the USA and Urals oil by China to refill strategic reserves. These examples clearly
show that there is no intention to decrease our activity in the hydrocarbon energy sector.

The real state and trends of the energy sector can be seen when considering forecasts of leading
global companies, for example British Petroleum (BP), over different years (Table 1).
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Table 1. The comparison of BP Energy Overviews (EO) for the period of 2014–2019.

Indicator EO14 EO15 EO16 EO17 EO18 EO19

Proportion of HCR as primary energy sources in 2025, incl.:

oil, % 30 30 30 30 31 31
gas, % 24 25 24 24 25 24
coal, % 30 29 27 27 25 24

Proportion of HCR as primary energy sources in 2035, incl.:

oil, % 27 28 29 29 29 29
gas, % 26 27 26 25 27 26
coal, % 27 27 25 24 22 21

Aggregate consumption of energy
resources in 2035, bln toe 17.6 17.5 17.3 17.2 17.1 17

The Table shows that the forecast proportion of HCR in the global energy balance varies slightly
despite milestones with respect to their substitution for alternative energy sources. The highest decrease
is shown by coal (−6%), while the proportion of oil went up by 1–2%. The share of natural gas
demonstrates minor fluctuations, contributing as little as 1–2%. Taken as a whole, and based on the
latest BP report, the proportion of HCR (oil, coal and natural gas) in the global energy balance will
amount to nearly 76% in 2035, which is equal to 12.9 bln toe. This means a guaranteed demand for
HCR, as well as tougher competition and intensification of the struggle for access to them, resulting in
HCR earning a status as a geopolitical resource that can be seen even today.

A somewhat different forecast based on plotting “Hubbert curves” is provided in [14], whereby
the production peak of oil will occur in 2009–2021, of gas in 2024-2046, and of coal in 2042–2062.
It should be noted that these results should be treated with some care, since Hubbert curves may be
modified when affected by economic and technology factors. Nevertheless, similar results have been
obtained by other authors [15,16]. Despite some variations within the ranges in years, all of the above
forecasts came to the same conclusion: the production peak of the majority of HCR is still ahead of us.

It should be understood that all of the above scenarios expect that, within the next few years, oil
and gas production volumes will increase due to fields with complex subsurface conditions or located
in adverse climatic conditions. Pursuant to [17], the cost for development of such reserves can be
3–4 times greater than the conventional reserves of fields in the Middle East (production cost below
10 $/bbl). Taking into account current prices for oil (around 30 $/bbl), the development of such reserves
may become economical in the case of state support or where there is intensification of technical progress
rates in the production of hydrocarbons, incl. due to the digitalization of operating activities [18].

At this point, the main question is whether global regulators will be able to create the conditions
required for reaching and passing the HCR production peak with regard to sustainable development
principles [19], or whether industries will survive amid discriminatory financing of potentially attractive
but presently non-competitive technologies.

This study presents the analysis of alternatives offered today for substitution of HCR and an
assessment of their viability. The further contents of this article are organized as follows: Section 2
describes the main critical comments for HCR; Section 3 reviews the main alternative energy technologies
and their strengths and weaknesses; Section 4 gives a consolidated description of the current position
of HCR and a detailed analysis of liquified natural gas (LNG) development prospects as one of the
most prospective HCRs; Section 5 contains conclusions and reasoning of the author.

2. Climate Change and Public Image of HCR as a Source of CO2 Emission

Climate change is definitely a significant issue on a global scale. There are two opposing opinions
about its nature. The first opinion is that the main reason for Global Warming is the increase in the
emission of technogenic greenhouse gases, mainly CO2. This is the most widespread point of view,
which is partly explained by possibility of studying this phenomenon. To date, there have been many
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compelling studies [20], proving that mankind is provoking climate change on the planet through its
activities. This has been reflected in strategic intergovernmental agreements aimed at decreasing the
rate of temperature growth, such as the Paris agreement, which, however, may not be enough [21].

The main concern is that human activity may lead to the passing of a tipping point, after which
climate stabilization will become impossible, even if the emissions of technogenic greenhouse gases
were to be reduced [22]. Moreover, it has been shown [23] that there are many tipping elements that
could lead to irreversible climate consequences. This creates confusion in the process of defining the
strategic aims of global environmental activities and the ways to achieve them [24].

According to the International Energy Agency (IEA), volumes of CO2 emissions in 2019 amounted
to 33 Gt, which is the peak value of all time. In addition, a significant part of these emissions is
formed as a result of HCR use [25]. Multiple studies have been dedicated to the assessment of indirect
losses [26] from the use of various HCR, for example: the use of land for the construction of power
plants, accidents at production enterprises, servicing of nuclear waste sites, the higher probability of
military conflicts due to rights of access to raw material resources, and many others. In accordance
with several obsolete assessments, such factors may increase the cost of using energy resources by
0.29 $ (wind energy sector)–14.87 $ (coal) per 1 kWh [27]. However, to be relevant and useful, such
assessments should be conducted on a regular basis and for different regions, with respect to the
specifics of local legislation.

The second position on Global Warming suggests that the main drivers of climate change are
not related to human activity, but are connected with natural reasons. For example, NASA believes
that global warming is mainly caused by changes in the Earth’s orbit related to the sun. This opinion
is based on the Milankovitch theory [28], which was initially ignored by the scientific community,
but after the release of the study of Hays et al. [29], proving its validity in many aspects, much more
attention has been given to it. However, it is extremely difficult to push this idea forward, due to
objective technical and technological reasons.

Another example is related to the influence of natural disasters. In accordance with [30], the annual
volumes of CO2 emissions caused by volcanic activity may amount to almost 0.05–0.3 Gt per year.
Another CO2 source is fires. For example, in 2010, forest fires in Russia resulted in CO2 emissions
of more than 0.25 Gt [31]. Following the results of [32], the annual volume of CO2 emissions caused
by forest fires in Russia amounted to more than 0.12 Gt for the period of 1998–2010. Forest fires in
Indonesia in 1997 produced from 0.81 to 2.57 Gt of CO2 [33]. CO2 emissions as a result of burning
peatlands in South-Eastern Asia are estimated at 0.637–2.255 Gt per year [34]. These are some examples
of natural factors influencing the higher volume of greenhouse gas emissions, while forest fires
occur regularly, especially on peatlands. In addition, according to [35], the entire volume of carbon
accumulated in the atmosphere is less than the basis point of total carbon on the planet, while 99%
is underground. Emissions of other greenhouse gases (CH4, NOx, etc.) have been studied to a very
limited extent [36–39], making it quite complicated to assess their volumes in a substantiated way.

The main critical argument towards the volumes is that they make up less than 10% of total
man-made CO2 emissions. However, it should be taken into account that volcanic activity, as well as
fires, has taken place for thousands of years, while mankind only started to emit such CO2 volumes
in recent decades. At the same time, it is obvious that additional technogenic emission is not a way
to balance the global carbon cycle [40], and the contribution of mankind has become more visible in
recent centuries [41].

Based on this, society is fed the idea that we should immediately reject usage of HCR without
details about the dependence of our economic stability on these resources. Such an approach is
questionable, because, in fact, we have to find a consensus on the need to improve the environmental
safety of the processes in this industry and to support its development.

Therefore, if the significance of HCR in the economy is indisputable, the political rhetoric in this
field and the attempts to create a strongly negative perception of all HCR among the public, without
attention given to the differences between fuels and between the technologies of their production and
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use, is a point of debate. Hence, it is a very important question: “Should we continue a discrimination
policy towards the HCR due to their contribution to a global carbon emission, or should conditions for
the sustainable development of this industry be created?”, since forecasted HCR production shows
that they will play a significant role in the global economy for several decades in the future.

3. Alternative Energy Technologies. Problems and Prospects

Technological transformations, especially within such a key area as the energy sector, go hand in
hand with the transition to a new technological order, which is a very long-term process that may take
up to several decades [42]. The creation of conditions for the implementation of these transformations
and transitions with minimum losses will be of high importance, both for the environment and the
economy, i.e., in view of the sustainable development principles [43]. The variety of terms defining
sustainable development in modern publications does not change its common nature, offered in
1987 [44], while the principles and methods of sustainable development mainly depend on a regulator,
i.e., on politics and policy [45], and may be implemented on national, regional, and local and lower
levels [46,47].

The entire list of factors influencing the implementation of transformations at every level can
be roughly divided into the technology-readiness level, the regulatory-readiness level, and the
market-readiness level [48]. However, despite the fact that the focus of key policy provisions can be
made on the basis of climatic (Kyoto Protocol) and technological (Paris Agreement) considerations,
the objective fact is that there are no reliable scientific results showing how exactly technological factors
influence policy development [49]. In other words, the extent of the influence of technology readiness
on the formation of policy and, as a result, on the readiness of the regulatory framework, is unknown.

Elimination of this gap in knowledge requires an interdisciplinary approach [50] with studies
executed by international scientific groups. This is related to a need for deep modernization of the
already established global infrastructure, and requires some strategic decisions on the support of
certain technological niches (technological groups) to be supported by scientifically substantiated
and realistic recommendations on the determination of overall vector of activities [51] and specific
measures. For further analysis, the most promising technological niches were selected from among
those available today [52–54], and are reviewed below.

3.1. Nuclear Energy Sector

Nuclear industry, accounting for 4.5% in the global energy balance, has already made a considerable
contribution to energy sector development (Figure 3), due to the relatively low cost of electricity
generation [55]. The development dynamics of the nuclear energy sector differ greatly in various
countries, because of varying available resources and access to alternative sources of energy, as well as
project experience.

Prospects for its further development are questionable. On the one hand, the low production
cost of energy generation, as well as the higher efficiency of the plants (the majority having a capacity
use rate of more than 80%) [56], could mitigate the technological transformation of the energy sector.
On the other hand, the diagram shows that sharp declines in nuclear energy generation are caused by
accidents at plants that directly influence not only the energy generation process, but also produce fears
on the expediency of the further use of nuclear energy. Here, for example, a final decision about the
immediate decrease in the share of the nuclear energy in the country balance was taken by Germany
in 2011 after the accident at Fukushima and the first-step measures included the shutdown of power
units commissioned before the 1980s.
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Figure 3. Dynamics of nuclear energy generation volumes. Based on BP Energy Overviews.

The problem of existing physical depreciation of energy generating facilities is topical for the
nuclear energy sector even today. As of the end of 2018, the number of nuclear reactors in the world
amounted to 450 [57], 281 of which (62.4%) were more than 30 years old, 26% were aged 10 to 30 years,
and only 11.6% were younger than 10 years old. In accordance with IEA data [58], the highest average
ages of nuclear plants are seen in the USA (39 years old), Europe (35 years old), Russia (31 years old)
and Japan (29 years old). The highest shares of nuclear plants under 10 years old are observed in China
(80%), India (40%), Russia (25%) and Korea (24%).

Strengthening security measures taken during the construction of the third-generation reactors
enables the mitigation of risk of accidents, but increases the unitary cost of the generated energy
(more than doubling the cost, compared to fully depreciated facilities) [59]. In general, with the
increasing wear and tear of the reactor, the risk of unforeseen incidents increases, and therefore,
activities in the field of nuclear energy should be accompanied by the availability of an appropriate
license confirming the safety of power generating facilities.

It can be said that nuclear energy has some advantages compared to other energy technologies.
First of all, a comparatively low energy generation cost with a minimal carbon footprint. Secondly,
technology readiness with high technical efficiency. Thirdly, the technological scalability of both small-
and large-scale capacities, which may ensure stable and uninterrupted energy generation.

Despite this, there are three key barriers that do not allow a significant expansion of nuclear plant
usage. Firstly, the development of nuclear energy generation is associated with the development of
nuclear weapons, which is a very negative and destabilizing factor [60].

Secondly, notwithstanding their higher reliability, global history knows examples of man-made
catastrophes, which has produced a very adverse effect upon acceptance of the technology. To restore
its image, great pains must be taken in terms of marketing and notifying society about the safety
measures taken at modern energy generating facilities [61].

Thirdly, one of the most complicated problems is the handling of nuclear waste [62], requiring
significant financial costs on the one hand and availability of hi-tech facilities preventing radioactive
contamination of the environment on the other.

3.2. Renewable Energy Sector

Renewable energy sources (RES) are promising in the long-term development of the energy sector.
As such, the question of their high use efficiency is one of the most discussed issues of recent decades.
RES have several key features that ensure their high demand:

1. RES are a group of primary energy resources that are considered inexhaustible for foreseeable
future consumption. Moreover, they have an extensive geographical range to allow the creation
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and scaling of decentralized energy supply systems [63] and, as a result, avoid the problems
related to the creation of centralized infrastructures.

2. Theoretically, RES technologies are carbon-free, with some exceptions. Nevertheless, when
considering them in view of the entire lifecycle, including the production and use of worn
equipment, environmental issues become more controversial [64].

Despite differences in nature, the majority of RES have similar problems that do not allow them to
be considered a complete substitution for HCR at the current stage of development.

1. Similar to HCR, some RES have non-uniform geographical distribution. Significant differentiation
can be seen even in one country [65]. Resources of wind and solar energy show the most
wide-spread distribution in the world, though they do have certain restrictions.

2. Another issue is dependence on favourable weather conditions, prediction of which is a complex
scientific task. The most predictable sources are biomass, geothermal energy and hydro-energy
due to their low dependence (or independence) on changeable weather conditions. This issue
also determines the complexity of energy transformation process control and maintenance of
required levels of effectiveness [66].

3. The third issue is related to the immaturity of most RES-based technologies, which affects energy
generation cost. The most cost-intensive options are solar and oceanic energy plants, with the
electricity cost being an order of magnitude higher than that of HCR. The most competitive are
large-scale hydro and wind plants, the energy cost of which is only a few times higher than that
of HCR. Additionally, a comparatively low production cost of energy can be obtained during the
processing of biomass, including peat, due to the high rate of its reserve base replenishment [67].
Low competitiveness in terms of price necessitates seeking ways of defining the project’s potential
based on theoretical prospects, rather than on the completeness of technologies and potential
profitability [68].

4. The fourth, and probably main, issue with RES is the accumulation and storage of energy. Today,
many technologies have been developed in this area, but there are objective problems with their
effectiveness and possible storage period [69]. In accordance with market needs, RES development
is impossible without these key stages of energy generation [70].

Coping with these four barriers is the main task of RES development proponents. Due to this, it is
one of the most invested-in sectors today [71–73]. However, it should be taken into account that while
seeking higher volumes of investment, one may forget that the efficiency of studies and innovation
progress may grow disproportionately with the investment volume [74].

There are no studies of investment volume influencing their efficiency, due to objective problems
of scientific and innovation activity assessment. Similar to market mechanisms, unlimited financing
leads to a loss of competition, and this would result in lower quality and efficiency. The same can be
applied in the global scientific sector; however, additional studies will be required to prove this.

A step towards the short-term global transition to RES is an attractive perspective, but hard to
access due to some objective reasons [75]. Gradual transition is required, which can be objectively traced
against a gradual decrease in the share of hydrocarbons in the global energy balance. Additionally, this
transition must occur under the influence of objective competitive factors other than political influence
and creation of artificial conditions for the displacement of existing hydrocarbon technologies.

3.3. Hydrogen Technologies

Hydrogen fuel is a potential solution for several energy generation issues typical of both RES and
HCR. On the one hand, the production of hydrogen will enable the conversion, accumulation and storage
of energy generated from any primary source in the long run. This will enable the use of hydrogen as a
mobile energy carrier [76]. On the other hand, hydrogen is recognized as an environmentally clean
secondary energy resource due to the lack of any pollutant emissions during its use [77]. Additionally,
its energy intensity in relation to weight units is much higher than of any HCR.
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Despite this, the hydrogen energy sector is in its primary stage of development and is not ready
for large-scale implementation in the global energy system. There are several main factors hindering
this process.

1. Unlike HCR, hydrogen is a secondary energy resource since its production from the natural
environment is hard to implement. Many concepts and technologies have been developed for
generation of hydrogen [78], which can be provisionally divided into two groups: (1) based
on RES, and (2) based on HCR. The first group uses thermochemical or biological processes.
The second group uses HCR reforming and pyrolysis processes. The problem is that the majority
of accessible technologies are not sufficiently tested for their industrial implementation.

2. The cost of hydrogen production is quite high due to the initial stage of technology development
and it does not allow competition with traditional HCR-based technologies. The study [79]
includes a comparative analysis of 19 technologies for the production of hydrogen fuel. Based
on this analysis, the authors drew several important conclusions in terms of the potential of the
development of hydrocarbon resources. First of all, the reforming of the hydrocarbon feed has
the highest energy efficiency among all of the options considered. Secondly, the exergy efficiency
of hydrocarbon reforming is one of the highest (45–50%), with only biomass gasification being
ahead of it (60%). Thirdly, it was shown that the cheapest hydrogen could also be obtained from
the hydrocarbon feed, with a price of nearly 0.75 $/kg H2. The use of technologies such as water
electrolysis will enable generation of hydrogen with a cost 1.5 times higher and more.

Price-specific advantages of hydrogen generation based on hydrocarbons can be seen in [80],
as well, pursuant to which the generation based on natural gas varies from 1.34 $/kg (without CO2

sequestration) to 2.27 $/kg (with sequestration); and with coal: 1.34 $/kg to 1.64 $/kg; while the majority
of other generation methods are 1.5–6 times more expensive. The generation of hydrogen based on
methane pyrolysis is the most economically efficient option, enabling a price of 1.22 $/kg. The authors
did not point out a single potentially leading production technology, but stated that the preference
should be given to hybrid methods.

Equivalent results have also been obtained on the basis of a fuzzy logic method [81], proving that
the highest technical and economic efficiency, as well as level of readiness and level of reliability, was
typical for technical chains based on hydrocarbon resources.

3. Transportation and storage processes are the foils of the hydrocarbon energy sector [82]. An increase
in the efficiency of the processes is related to the solution of two key issues: the transformation of
hydrogen into a form with higher density (for example, liquefaction), and an increase in the safety
of tanks and delivery systems. In addition, while the first problem already has some practical
solutions, the issues of safe hydrogen handling have not yet been studied. However, nearly
70 mln t are produced, presently, and as a rule is used during the processing of metals.

Therefore, despite the prospects for hydrogen in the long run, the current level of global economic
readiness for the development of hydrogen infrastructure is less than that of the renewable energy
sector, due to: a complete absence of market mechanisms; the lack of technologies and infrastructure
enabling the efficient generation, distribution and storage of hydrogen; huge problems with the safety
of its use; and other [83] issues typical of technologies at the initial stages of development.

4. Hydrocarbon Resources. Focus on LNG

4.1. The Role of Hydrocarbons in the Energy Sector

HCR have played an important role in the global economy for centuries. They are real drivers
for the development of both industry and society as a whole. Currently, the most influential HCRs
for the economy are coal, oil and natural gas. Due to external reasons related to the “greening”
of global economies (not only the reduction of greenhouse gases emission), multiple technological
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transformations of industries will take place in the near future, mainly in the oil and coal industries,
for the purpose of enhancing the raw material conversion ratio due to stronger vertical integration
links with enterprises in the chemical industry. These transformations will lead to a change in the role
of hydrocarbons in the global economy (Figure 4) and, most probably, to a partial substitution of some
of them with alternative energy technologies.

 

Figure 4. Forecasted change in the global energy balance. Based on [84].

HCR released due to such substitutions may be redirected to chemical facilities, but these processes
require the development of international norms and standards of coal use, in order to improve its
purity as an energy and chemical resource.

The economical prerequisites of such processes can be clearly seen in the oil industry, as they are
associated with some negative factors that hinder its further development:

1. There is no system for the international regulation of processes connected with the development
of the traditional oil and gas sector, whether by increasing the effectiveness of internal processes
or by integration with associated industries.

2. Rapid depletion of the raw materials base of easy-to-recover reserves and, as a result, higher
operating and investment costs. By some estimates, the refilling of reserve volumes trails behind
the volumes of produced oil and gas resources by 20%–30% [85], which will lead to industrial
stagnation and destabilization of the raw-material and associated markets in the long term.

To some extent, these negative effects can be compensated by manufacturing of scientific-intensive
products with high added value. Even today, oil and gas giants such as ExxonMobil (7th place in the
C&EN 2018 rating of chemical companies [86]) implement large-scale investment programs in the area
of chemical enterprises development (Figure 5).

3. The comparatively low level of oil recovery at multiple fields. The average value of the global
recovery ratio is around 20%–40% [87]. In some cases, such rates are connected with the
possibility of reorientation to new “effortless” reservoirs; however, such policies may become
impracticable soon.

4. Lack of investments in the development and implementation of innovative technologies [89]
dealing with shale oil and procedures concerning the development of arctic and deep-water
fields [90], i.e., dealing with all sources of hydrocarbons that can be categorized as “alternative”.

5. The lack of commonly accepted indicators for assessment of oil and gas companies’ performance
based on sustainable development principles [91]. For example, it is evident that using nuclear
energy resources must be regulated and controlled at an international level. Due to this, it is not
quite clear why hi-tech oil and gas industries bearing huge technological and environmental risks
are completely self-regulated.
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Figure 5. Increase in production of chemicals by ExxonMobil. Based on [88].

Unlike the oil and coal industries, the gas sector is on the rise and is demonstrating intensive
expansion. This is due to both the cost performance of natural gas, which is slightly more expensive
than oil, and environmental features. According to [92], CO2 intensity during the generation of 1 kWh
of electricity from natural gas is nearly 450 g, which is almost a mean value between hydro power
plants (10 g/kWh) and coal (1000 g/kWh). Therefore, natural gas is a somewhat “win–win” solution
as it makes it possible to balance the interests of the “green” energy sector and hydrocarbon energy
sector supporters.

The gas industry is one of the most rapidly developing parts of the energy sector, which is
mainly related to the intensive growth of capacities for the production of liquified natural gas (LNG),
which have doubled every 10 years since 1998 [93]. Existing forecasts of LNG industry development
provide for the increase in both demand and supply, though there is a certain probability of product
surplus amounting up to 100 mln t per year [94], provided that all planned production facilities are
commissioned and demand remains constant. If only the most probable projects are implemented, then
by 2025 LNG shortage will amount to nearly 30 mln t. Figure 6 demonstrates these trends. Data were
taken from various reports and publications of VYGON Consulting Co. [94], International Gas Union,
International Group of Liquefied Natural Gas Importers (GIIGNL), and other agencies.

Figure 6. Expected production and consumption of LNG (bottom) and capacity use of LNG-plants in
2000–2018 (top).
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When planning production volumes, certain problems with capacity use should also be considered.
Before the economic crisis of 2008, the average capacity use of plants amounted to nearly 91%. After 2008,
increased interest in LNG industry development resulted in the redistribution of investments for the
development of new projects. This caused the reduction of capacity use in existing plants. This trend
may continue in the medium term, with fiercer competition and an ambition to displace the active
players by creating new hi-tech production facilities.

In accordance with Shell forecasts, LNG consumption may reach 800–900 bln m3 by 2040 (Figure 7);
however, the main drivers of LNG demand growth are the necessity to compensate decreased domestic
gas recovery and the need to diversify supplies. The reliability of the forecasts is confirmed by the
fact that almost half of the prospective production capacity of LNG plants in 2035 has already been
contracted (7%–9% of the contracts in Russia).

Figure 7. Expected growth in the consumption of natural gas by sources. Based on [95,96].

However, there is already a steady trend towards expanding the geography of LNG consumption
(Figure 8), mainly due to Asia-Pacific Region (APR) countries (+220.6 bln m3), especially China (+73 bln m3).

 

Figure 8. Change in geography of LNG flows. Based on BP Energy Overviews.

Higher demand for LNG import in Asian countries (Figure 9) has mainly been driven by a rapid
increase in energy consumption, but if the growth in China can be partially covered by domestic
production (more than 160 bln m3) and pipeline supplies (nearly 110 bln m3), the countries of Southern
and Southeastern Asia will mainly depend on external supplies (about 50% of expected consumption)
in the near future.
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Figure 9. Expected gas consumption in various regions. Based on Shell LNG Outlooks.

In addition, the growing interest of the European Union in increasing LNG import is evident.
The main reasons for increased interest in LNG in Europe are, firstly, the increasing energy needs of
its countries. Secondly, a rapid decrease in the volume of domestic gas production at the Groningen
field (the Netherlands) due to complex seismic conditions. While 53.87 bln m3 was produced in 2013,
only 18.83 bln m3 was produced in 2018. The Dutch Government is still under pressure from the local
community to completely stop natural gas production, which could happen as early as in 2022 [97].
Thirdly, a less rapid but stable decline in gas production in the United Kingdom and Norway, in the
short term.

To compensate for the fall in domestic production and diversification in supplies, Europe is
implementing an extensive program for the development of LNG facilities. Almost every European
country with access to the sea has its own regasification terminals (15 countries), which imported
69 mln t of LNG in 2018 (15%–20% of the global market), with an average capacity use below 60% [98].
Total capacity of regasification terminals in Europe including pre-FEED projects may exceed 200 mln t
per year in the nearest future [99].

4.2. The Role of Russia in the Development of the LNG Industry

The situation in the European market creates favourable conditions for increasing the share of
Russian gas in the region. However, following the implementation of the “Nord Stream-2” (+55 bln m3

per year) and “Turkish stream” (+31.5 bln m3 per year) projects, a further growth in Russian pipeline
gas supply seems unlikely, thus opening extensive prospects for the development of LNG. This suggests
that Russian pipeline gas and LNG are not competitors on European markets.

At the same time, it is a mistake to believe that Russian gas supplies to Europe are completely
protected from competition with the USA. In March 2020, the price of natural gas in the USA (Henry Hub)
was 1.79 $/MBTU, and in the European market about 2.72 $/MBTU. When a spread of 2 or more
$/MBTU is reached, LNG supplies from the USA could be profitable, and this situation has already
been observed in 2017–2019. Given that gas consumption in Europe will grow at an accelerated pace in
the coming years, it is likely that prices will rise, and competition risks will increase. This indicates the
need to take urgent measures to increase the competitiveness of Russian natural gas export.

It is remarkable that even today a significant share of the increased LNG import to Europe is accounted
for by Russia (with a more than 18% increase in 2018–2019), which has exclusively been regarded as
pipeline gas supplier. The current situation demonstrates the inadequacy of this preconception, despite
Russia’s share in the global export of LNG, which is still relatively low (Figure 10).
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Figure 10. Russia’s share in the global LNG market (on the left) and total LNG capacity of global plants
in 2019 (on the right). Based on [100].

Similar prospects are also seen in Asian markets, the entry to which for a long time was only
associated with the “Power of Siberia” (38 bln m3 for export) project development. However, as shown
in Figure 9, the share of the project is just a small part of the potential growth of China’s gas consumption.
Additionally, the markets of Southern and Southeastern Asia will be 50% supplied by imported LNG,
which may be a favourable factor for Russia, since the efficiency of LNG production at Russian plants
is among the highest in the world. This can be seen when comparing the cost of final products with
delivery to APR (Figure 11).

As a whole, Russia is implementing an extensive program to develop production capacities and
to realize the potential of the LNG industry on global markets. By 2025, the total annual capacity of
plants will amount to 61 mln t, excluding low-tonnage facilities, and by 2035, about 140 mln t [101–105].
In total, there are three key centres of the growing gas industry in Russia (Figure 12): the Baltic region
(with a focus on Europe), the Far East (with a focus on Asian market), and Arctic regions (with a focus
on both Europe and Asia).

Figure 11. Comparison of LNG production costs with the delivery to APR. Based on [106,107].
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Figure 12. Prospective centres of the growing gas industry in Russia and options for gas resource
commercialization.

A basic factor for the development of these growth centres is to define efficient methods for
monetization of gas industry products (Figure 13). Based on the current level of technological
development, it can be concluded that LNG production is very promising and can be diversified due
to gas chemical enterprises, which currently have a capacity use level below 65% [108]. This is due to a
lack of export infrastructure and limited demand in the domestic market [109]. On the other hand,
the forecast for the development of the methanol production industry alone is indicative of potential
market growth by 50% before 2025 [110].

Figure 13. Conceptual scheme for commercialization of gas industry products.

To ensure the stability of gas monetization schemes, it is necessary to ensure the stability of the
raw materials base for such projects for at least 25–30 years, both through their implementation at
the most promising existing fields and through the search for new sources of raw materials, which is
normally associated with the Arctic regions being quite an ambiguous factor.
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On the one hand, the potential resources of natural gas in the Arctic amount to nearly 30% of the
global volume [111]. However, a major portion of the resources is concentrated in the Western part of
the Russian Arctic zone [112], which will enable the supply of plants with volumes of raw materials
sufficient to produce around 150 mln t LNG per year. This will theoretically ensure nearly 30% market
growth. The location is also favourable, as it will allow entry into both European and Asian markets,
as well as contribute to the development of the Northern Sea Route, which is important for the social
and economic development of all Arctic regions.

On the other hand, implementation of projects in the Arctic is a very labour- and capital-intensive
process due to the influence of natural, climatic and infrastructural factors, the mitigation of which
requires state support. Moreover, the unit costs for Arctic hydrocarbon production projects may be
2–10 times higher than that in Southern regions, especially at offshore deposits [113]. The development
of practical solutions to reduce the cost for the development of such fields [114] will be one of the main
drivers for the development of the Arctic hydrocarbons.

5. Conclusions and Discussion

5.1. Global Energy Markets

The influence of the fuel and energy sector on the global economy is impossible to overestimate,
because energy is a basis for the development of enterprises, industry and society as a whole. Today’s
transformation processes in the energy sector need thorough control and attention from international
regulators, as they are knowledge- and capital-intensive.

The allocation of significant volumes of financial, human and material resources for the
development of alternative energy technologies is an integral part of the technological process [115],
as confirmed by several studies in the field of building strategies and policies for the development
of technological niches [116]. However, it should be understood that balanced political strategies
must pay attention not only to projects with prospects in future decades, but to current operating and
tactical needs.

In other words, instead of implementing a unilateral and comparatively simple policy of supporting
one group of technologies, today’s infrastructure and dynamics of markets should be taken into account.
Scientifically substantiated portfolio strategies should be developed [117] to include not only potentially
promising technologies, but also to take current economic needs into consideration. The strategies
should also determine methods and procedures for a smooth transition from the traditional use of
HCR to its advanced conversion and gradual transition to alternative energy technologies, as soon as
they are ready and competitive.

Creation of favourable conditions for the rational use of HCR may ensure sustainable development
of the fuel and energy sector and, more importantly, may create conditions for the development of
alternative technologies. This thesis is confirmed by the existing investments of the largest oil and
gas companies [118], while the reverse process is impossible under current conditions due to the low
competitiveness of alternative energy options.

This study tried to expand the discussion field formed around energy sector development and
balance it with critical analysis of existing image of HCR. The following conclusions were made on the
basis of this analysis:

1. Today we face a paradoxical situation. International corporations and politicians calling for the
need for an immediate transition from HCR to alternative energy technologies. However, the real
activities of leading global economies show that they are not planning to decrease their footprint
in the hydrocarbon energy sector and, moreover, they are expanding scientific and technical
potential in geological surveying and the production of HCR.

2. Environmental protection is one of the main barriers to sustainable development in the energy
sector, which is unlikely to be eliminated within the next few decades due to our current level
of technological development. The risk of climatic catastrophe is extremely high. At the same
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time, the lack of knowledge of the secondary theories of Global Warming mechanisms makes this
issue even more complicated. On the one hand, we could have a chance to receive extra time to
improve the environmental efficiency of our technologies. On the other hand, there is a risk that
it is too late, and we will see the forecasted consequences much earlier than expected.

3. The most promising alternative energy options include RES, nuclear energy, and hydrogen.
Theoretically, each of these resources is able to solve the HCR environmental issue, but there are
some concurrent critical disadvantages that prevent them from being a complete alternative in
the observed future:

- the majority of RES-based technologies will be non-competitive within the next ten to twenty
years due to insufficient efficiency of energy conversion and storage processes;

- the generation of nuclear energy is associated with significant risks of a mainly technical
(environmental) nature, mitigation of which is impossible at present;

- hydrogen itself is not an energy resource, as much as a method for storage and transportation
of primary energy and its broad application requires a solution to safe-storage and
transportation issues, a higher efficiency of production, the creation of new infrastructure
and the development of market-interaction mechanisms.

4. The global resource potential of the oil and gas industry as a whole is able to ensure the sustainable
development of the world economy under the conditions of a better investment climate and the
formation of an international regulation system for the sector. Here, special attention must be
paid to ensuring good conditions for the development of hard-to-recover reserves in terms of
geological and environmental factors.

5. The vector for the development of oil and coal sector has shifted towards integration with the
chemical industry to enable the diversification of sectoral enterprises activities, but their role in
the energy sector will not be reduced within the next few decades.

6. LNG production is the independent sector of the gas industry with the highest expansion potential
in the long run. First of all, this can be attributed to the environmental and economical properties
of LNG, which enable its consideration as a “win–win” solution for energy supply to satisfy
even the strict requirements of European Union. Moreover, the flexibility of LNG logistic chains
compared to pipelines is a very important factor.

Therefore, a comprehensive assessment of the potential for the implementation of new energy
technologies shall be made in view of the needed preservation and development of the foundation of
energy that is HCR. It should be noted that there has been no situation in the history of the energy
sector in which new technology has completely displaced and substituted an older technology within
a short period of time [119]. Gradual substitution is a conventional process that can be implemented at
various rates, but on a long-term basis. Due to this, the immediate transition from HCR to alternative
energy sources is not possible. The development of studies based on the agenda proposed in this
article would create more realistic, viable and scientifically substantiated recommendations on the
formation of climatic and energy policies, which are lacking today [120].

5.2. The Role of Russia in the Development of the LNG Industry

Russia has significant resource potential to develop LNG plants with a prospect to reach
140–160 mln t production capacity by 2030 (20% of the global market). Such intensive growth
can be driven by limited prospects in the increase of Russian pipeline gas supplies to European
countries as a result of the export’s monopolistic nature.

Export monopoly is not only a barrier to entering foreign markets, but also prevents the creation
of a competitive environment within the industry. Due to this, its rate of development is much slower
than the worldwide average values, which is indicative of the stagnation of the sector.
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Today, the export monopolization factor does not yet negatively affect the LNG industry. However,
promising markets mentioned herein could be closed for Russian companies, if the situation with state
regulation of the sector remains unchanged.

In this context, the speed of decision-making is crucial, and governs what share of markets
Russian companies will be able to occupy. Taking into account the fact that nearly 50% of the designed
capacities of LNG plants has already been contracted until 2035, it is quite realistic that after 2025,
the second part of demand will be covered for the next decade, and it is unlikely that there will be
potential for new companies to enter the market.

A transition to market methods for regulating industry activities seems necessary and timely,
since direct involvement of the state in the production activities of companies has failed. This will
improve the performance of companies and, as a result, additional advantages will be gained both
for the country’s budget and for the development of associated sectors, as well as social-economic
infrastructure of the regions of the Russian Federation. Initially, switching to mechanisms for market
regulation can be supported with tools such as golden shares, enabling the state to reserve the right to
control only a few company operating aspects, but not to shape its future generally.
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Abstract: This paper analyses the process of transforming specialist training systems for oil and
gas projects in the Arctic, which has been taking place within the structure of education in Russia
over the past decade. Using classical methods of analysis, synthesis, and classification, the authors
studied the main global trends in training personnel for the Arctic and the manifestations of these
trends in the system of training Russian specialists. To identify the qualitative characteristics of the
educational system development, the authors applied the survey method and composed a list of
leading universities in training personnel for the Russian Arctic, as well as the “Arctic professions
of the future”. As a result of the study, the authors came to the conclusion that global trends in
training “Arctic personnel” show the need to develop an interdisciplinary approach, to form basic
knowledge in Natural Sciences, to study the socio-cultural specifics of the region, to develop new
educational standards, to implement the concept of ‘Life Long Learning’, to widely introduce digital
technologies and to internationalize education. In general, the Russian personnel training system
is adapting to changing conditions, in particular, some progress has been made in the formation
of “digital” competencies and skills to work in a developed IT infrastructure. The introduction of
“digital fields” has led to an increase in the demand for IT specialists in the Arctic oil and gas sector.
With the help of an expert survey, it was revealed that in the future, the most popular professions,
along with “drillers” and transport specialists, will be IT specialists who ensure the “digital fields”
functioning. The leading Russian universities that train specialists for modern oil and gas projects in
the Arctic have been identified. It is noted that not all leading industry universities in Russia are
participating in international educational projects and organizations. There is skepticism about the
internationalization of education.

Keywords: oil and gas education; personnel training; Arctic education system; oil and gas projects;
international cooperation

1. Introduction

In the vector of development of both the global and Russian economy, the Arctic is the most
important region with a huge potential for the Russian oil and gas industry. According to experts,
the Arctic zone of the Russian Federation has 7.3 billion tons of oil reserves and 55 trillion cubic meters
of natural gas [1], so Russia is developing an extensive program to develop production capacities and
realize the potential of the region [2].
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Arctic resources are of considerable interest to non-regional powers. Thus, according to American
analysts, the most aggressive policy is led by China, which, according to their estimates, is the largest
investor in the Arctic countries [3,4]. Other major economies (Japan, Germany, France, Great Britain,
etc.) are also actively expanding their participation in developing the region [5]. To a greater extent,
they are suppliers of technologies that ensure the extraction of hydrocarbons on the Arctic shelf, as well
as of competencies for working with these technologies.

Indeed, along with the intensification of economic activity in the Arctic region, the issue of
improving the personnel training system has become more urgent. At present, there is a shortage of
highly qualified specialists in the oil and gas industry in several specialties [6], ranging from workers
to engineers and managers. This deficit will only increase as large-scale projects are implemented [6,7].

According to experts, at the moment, the most popular in the Arctic are highly qualified specialists
in the sphere of extractive industry, in particular, specialists developing offshore oil and gas fields,
ice-class marine shipbuilding, port, and shipping infrastructure, and others [4]. At the same time,
successful implementation of oil and gas projects in the Arctic requires qualified specialists not only
with higher, but also with professional education, as well as service and support personnel. In turn,
until recently, the number of graduates with higher education was estimated at dozens of graduates
per year. Today, the situation has somewhat changed: We can talk about several hundred graduates of
various specialties. However, for example, in the near future, only for the development of the Barents
Sea fields, there is a need for 15 thousand specialists with higher education, more than 50% of whom
have a marine oil and gas education and a qualification of “mining engineer” [8,9].

Authors set goals to see the process of the transformation of the specialists training system for
oil and gas projects in the Arctic occurring in the education structure in Russia over the last decade,
for which it seems necessary to examine the major global trends in training for the Arctic; to trace
the manifestations of these trends in the system of Russian specialists’ training; to identify the list of
universities that are leaders in training for the Russian Arctic, preparing “Arctic jobs of the future”.

2. Materials and Methods

Despite a fairly large number of studies in the sphere of education for Arctic training [10–18],
there is no consolidated international or Russian statistics on training specialists for the oil and gas
industry in the Arctic at the moment. In this regard, this study focuses on studying the directions of
transformation of the personnel training system.

Based on the analysis of modern foreign and Russian scientific literature on the problem of
training personnel for work in the Arctic region, the main current global trends in the training of Arctic
specialists were identified.

To identify qualitative characteristics for developing the educational system, in August 2020,
an expert survey was conducted among the heads of educational and scientific organizations engaged
in training Arctic personnel, as well as among representatives of mining enterprises and businesses in
the oil and gas industry of the Russian Federation. The expert survey was sent to 42 respondents from
23 institutions. As a result, 30 experts participated in the survey: Unfortunately, 12 respondents could
not participate (Table 1).

Using the methods of systematization and classification, we analyzed the scientific and educational
programs for training personnel for the Arctic suggested by those universities that were named by
experts to be the leading centers for training Arctic specialists. Based on the method of comparative
analysis, the authors analyzed the level of compliance of scientific and educational programs at these
universities with the selected global trends.
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Table 1. Expert group description 1.

The Institution Activity Specifics Name of the Institution
Number of

Participating
Respondents

Number of
those Who

Refused

Scientific
(directors of institutes/centers,

heads of departments)

Kola Science Centre RAS 3 1

E.M. Primakov National Research
Institute of World Economy and

International Relations RAS
1 -

European Institute RAS 1 -

Arctic and Antarctic Research Institute 1 -

Institute of oil and gas RAS 1 -

Karelia Science Centre RAS - 1

Komi Scientific Centre at the Ural branch
of the Russian Academy of Sciences - 1

“Arctic” Research Centre of the Far
Eastern branch RAS - 1

Universities
(deans and heads of

departments of specialties)

Murmansk State Technical University 2 -

Northern (Arctic) Federal University 2 -

Gubkin Russian State University of oil
and gas (2 respondents) 2 -

Saint Petersburg Mining University 2 -

Murmansk Arctic State University 2 1

Petrozavodsk State University - 1

North-Eastern Federal University named
after M. K. Ammosov - 1

Far-Eastern Federal University - 1

Companies that specialize in oil and gas
production (department heads and

shift managers)

‘Gazprom Neft’ PJSC 3 -

‘Gazprom Neft shelf’ LLC 2 -

‘Rosneft NK’ PJSC 2 -

‘NOVATEK’ PJSC - 2

Institutions involved in the
development and implementation of oil
and gas projects (heads of departments)

‘SPG’ group of companies 3 -

‘Iceberg’ Central
Design Bureau - 2

Expert center (head of the expert
center and experts)

Expert center of the Arctic development
project office 3 -

1 Compiled by the authors.

3. Results of the Expert Survey

According to the results of the survey, the experts identified themselves as specialists working in
the following areas of professional activity:

• Oil and gas complex—27%;
• Science—27%;
• Education—19%;
• Business (Economics and consulting)—27%.

It is noteworthy that 100% of the respondents who took part in the survey agree with the statement
that there is currently a shortage of qualified personnel for implementing Russian oil and gas projects
in the Arctic.

The respondents were asked to assess the qualitative characteristics of the development of the
educational system for training personnel for oil and gas projects in the Arctic.
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The absolute majority of respondents note that today, in the process of training “Arctic personnel”,
the importance of using digital technologies to solve professional problems is growing. They all
emphasize the need to develop international cooperation in the sphere of training “Arctic personnel”
and a practice-oriented approach to training specialists for Arctic projects. 13% of respondents in
the sphere of economics/consulting (7% of respondents) and science (6% of respondents) question
the statement that in the process of training modern specialists, the importance of mastering basic
knowledge in meteorology, physics, biology, and ecology is growing, regardless of the direction of
training. 28% of respondents also related to economics/consulting (20%) and education (8%) questioned
the statement that the participation of universities from non-Arctic countries in training specialists for
the Arctic contributes to increasing the effectiveness of Arctic projects (Table 2).

Thus, all the surveyed representatives of the oil and gas industry and business, as well as the vast
majority of representatives of science and education, note that all the above quality characteristics are
necessary for training qualified modern specialists for oil and gas projects in the Arctic, thus confirming
the need to implement an interdisciplinary, integrated and international approach in the educational
process. In turn, it is noteworthy that representatives of business (economics and consulting)
underestimate the role of interdisciplinary knowledge (knowledge of meteorology, physics, biology,
ecology) and an international approach in training specialists. We dare to assume that this is due to the
professional specifics of respondents who are focused on developing narrowly focused competencies
and specific skills.

Table 2. Qualitative characteristics of the development of the educational system for training personnel
for oil and gas projects in the Arctic (30 experts interviewed) 1.

Qualitative Characteristics Respondents’ Answers

The importance of using digital technologies to solve
professional tasks is growing

Fully agree—73%:
oil and gas complex—27%

science—9%
education—10%
business—27%

Quite agree—27%:
oil and gas complex—0%

science—18%
education—9%
business—0%

There is a growing need to develop international
cooperation in the sphere of training “Arctic personnel”

Fully agree—47%:
oil and gas complex—12%

science—11%
education—12%
business—12%

Quite agree—53%
oil and gas complex—15%

science—16%
education—7%
business—15%

The importance of a practice-oriented approach to
training specialists for Arctic projects is growing

Fully agree—60%
oil and gas complex—18%

science—12%
education—14%
business—16%

Quite agree—40%
oil and gas complex—9%

science—15%
education—5%
business—11%
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Table 2. Cont.

Qualitative Characteristics Respondents’ Answers

There is a growing importance of mastering basic
knowledge in meteorology, physics, biology, and ecology,

regardless of the sphere of study

Fully agree—60%:
oil and gas complex—24%

science—24%
education—12%

business—0%

Quite agree—27%:
oil and gas complex—3%

science—3%
education—4%
business—17%

Rather disagree—13%:
oil and gas complex—0%

science—0%
education—3%
business—10%

Participation of universities from non-Arctic countries in
training specialists for the Arctic contributes to increasing

the effectiveness of Arctic projects

Quite agree—73%:
oil and gas complex—27%

science—27%
education—16%

business—3%

Rather disagree—27%:
oil and gas complex—0%

science—0%
education—3%
business—24%

1 Composed by the authors basing on the experts’ interview analyses.

As a result of the survey, the top five Russian universities that train qualified specialists in the
oil and gas sector that meet modern requirements for developing the oil and gas industry include:
I. M. Gubkin Russian State University of oil and gas (28.2% of the total number of responses), Saint
Petersburg Mining University (25.6%), Saint Petersburg Polytechnic University (12.8%), Northern
(Arctic) Federal University (10.2%), Murmansk State Technical University and Ufa State Oil Technical
University (5.1% each) (Table 3).

Table 3. Russian universities that train qualified specialists in the oil and gas sector that meet modern
requirements for developing the oil and gas industry in the Arctic (30 experts interviewed) 1.

Higher Educational Institution Number of Responses (%)

I. M. Gubkin Russian State University of oil and gas 28.2
Saint Petersburg Mining University 25.6

Saint Petersburg Polytechnic University 12.8
Northern (Arctic) Federal University named after M. V. Lomonosov 10.2

Murmansk State Technical University 5.1
Ufa State Oil Technical University 5.1
Ukhta State Technical University 2.6

Northeast Federal University named after M. K. Ammosov 2.6
National Research Institute of Technology “MISiS” 2.6

Tomsk Polytechnic University 2.6
Saint Petersburg State University of Economics 2.6

1 Composed by the authors basing on the experts’ interview analyses.
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It is worth noting that representatives of extractive enterprises and businesses in the oil and gas
industry (i.e., representatives of potential employers interested in university graduates), in addition to
the obvious leading universities, also mentioned the following universities: Northern (Arctic) Federal
University, Ufa State Oil Technical University, Murmansk State Technical University, Ukhta State
Technical University, Tomsk Polytechnic University and North-Eastern Federal University named after
M. K. Ammosov.

To analyze the objectivity of the university assessment, respondents were asked to answer the
question: “Which university did you graduate from?”. The survey showed that four respondents (13%)
indicated their “Alma mater” among the leading universities that provide training for Arctic oil and
gas projects. Therefore, the psychological moment of commitment to “their own” university could play
a role in the assessment, and this percentage can be considered a probable error. The high percentage
of probable error can be explained by several reasons: First, the specifics of the expert survey, when a
small number of professional participants take part in it; second, the specifics of the sphere the survey
is aimed at.

The survey identified the most popular professions for Arctic oil and gas projects in the next
5–10 years. The experts named 21 professions, among which the most frequently mentioned were:

• drilling engineers, including specialists in offshore drilling (14.3% of the total number of responses);
• specialists in the sphere of marine transport—pilots, captains, security specialists in marine

transport (14.3%);
• database specialists—programmers (11.9%);
• mining engineers (9.5%);
• geologists (7.1%);
• environmentalists (7.1%);
• construction workers (7.1%).

The data obtained on the professions that will be in demand in the Arctic in the future are quite
correlated with the list of universities that, according to experts, train qualified specialists in the oil
and gas sector that meet modern requirements for developing the oil and gas industry in the region:
The leading universities mentioned above train personnel in these specialties.

Given the complexity of living and working conditions in the Arctic, the absolute majority of
experts surveyed (87%) consider it necessary to conduct special psychophysical training for future
Arctic specialists.

4. Discussion: New Trends in Training Specialists for the Arctic

Modern foreign and Russian experts in the field of education, analyzing the main global trends in
the training of “Arctic” personnel, note that the transformation of the training system is influenced by
the following global factors:

• increased inter-state competition that covers not only traditional markets for goods and capital,
but also human potential, and consequently, the increasing role of human capital as the main
factor of socio-economic development [6,19];

• digitalization and technological complexity of projects in the Arctic, the intellectualization of
activities, resulting in the formation of qualitatively new qualification requirements and educational
standards [6,7,19];

• internationalization of the educational process, increasing the importance of international network
forms of education [6,19].

It is noteworthy that the presented trends overlap with the qualitative characteristics identified in
the expert survey that are necessary for developing the educational system for training personnel for
oil and gas projects in the Russian Arctic. Moreover, the characteristics allow us to more accurately
reveal the manifestations of these trends in the Russian educational system.
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4.1. Increased Competition, Development of New Standards

Analysis of the survey results and modern pedagogical and professional literature [6,19] showed
that “Arctic cadres” should have interdisciplinary knowledge. So, regardless of the chosen direction
of future professional activity, students should get a basic knowledge of meteorology, geography,
geo-ecology, physics, chemistry, and biology to form a more complete understanding of the region’s
features. This is important because when solving professional tasks in Northern latitudes, it is necessary
to understand the nature of natural and climatic factors and the associated risks and dangers to human
life and the security of industrial facilities [20]. Environmental and socio-economic spheres of life are
the most important areas of human activity in the Arctic [21], so it is no accident that the method of
modeling environmental and economic risks in the region is increasingly used in the implementation
of Arctic projects [22], in particular in the oil and gas industry [23,24].

In addition, extreme weather conditions, lack of convenient logistics, and a complex communication
situation lead to the need to solve non-standard tasks in the course of performing professional activities.
A modern specialist in the oil and gas industry should start implementing projects in a comprehensive
manner, taking into account the level of scientific and technological progress in the industry, the specifics
of the socio-economic life of the Arctic region, and should be psychologically ready to live and work in
extreme Arctic conditions [25–27].

Accordingly, the specialist should be able to flexibly and creatively approach the solution of
complex situations that do not fit into the “standard templates”.

In this regard, the competencies of “problem solving skills” are of particular importance, and not
just “knowing the classic ways to solve them”. The focus on obtaining skills and abilities is emphasized
by researchers who analyze the staff training system for the Arctic [12,20].

It should be emphasized that it is important to increase the adaptability of the national training
system to ensure its sustainability in the face of rapid changes in the socio-economic sphere. Education
is the most important factor in the sustainable development of the Arctic territories. When considering
the features of the education system in the Arctic, several researchers emphasize the implementation of
the concept of Arctic sustainable education (ASE) [28,29], which is provided in several domains, such as:
Community, cooperation, problem-solving skills, and opportunities for active, local, and cultural
training in sustainable development [28,29] through an inclusive approach that takes into account the
cultural, linguistic, and other characteristics of the peoples living in the Arctic.

A relevant area of work is the preparation of new educational standards for training specialists for
the Arctic. Work in this direction began in 2018–2019, when the “Arctic national scientific-educational
consortium” Association conducted preliminary work to explore the possibilities of developing these
standards. Now it regularly provides them to the Ministry of education, presents them at the meetings
of the Council for the Arctic and Antarctic under the Federation Council of the Russian Federation,
at the meetings of the Expert Council under the State Duma for legislative support of the Far North
regions development, and so on [20].

So, in Russia today, programs are being implemented to train engineers for technological support
of the oil and gas industry in the Arctic, geological exploration in the Northern latitudes. A special
standard of educational programs is being developed for doctors who will work in the Arctic.

To date, 42 educational organizations of higher education, 12 of higher professional education,
and 72 of secondary professional education operate in the Arctic zone of the Russian Federation [9].
At the same time, specialists with higher education for the Arctic are also trained in “non—Arctic”
subjects of the Russian Federation—a total of 17 subjects of the Russian Federation (including six
subjects of the Russian Arctic) [20]. In this regard, it becomes necessary to concord the network
interaction of universities that train specialists for the Arctic. To this end, in 2016, the Ministry of
education and science of the Russian Federation (today the Ministry of higher education and science of
the Russian Federation) created “National Arctic scientific and educational consortium” Association.

The consortium is a voluntary association of universities, scientific organizations, and enterprises
that implement training programs and scientific research of the region for the sustainable development
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of the Russian Arctic territories. In fact, the National Arctic scientific and educational consortium acts
as the national counterpart of UArctic. As of September 2020, the Association includes 33 organizations,
including 23 higher education institutions, of which only nine are located directly in the Russian Arctic
(Table 4) [30]. Thus, it is clear that the Russian scientific and educational environment has clearly
formed an opinion that network interaction is necessary for implementing Arctic projects.

Table 4. Higher educational institutions, the Association members 1.

Universities Located in the Arctic Zone of the
Russian Federation

Universities out of the Arctic Zone of the
Russian Federation

1. Northern (Arctic) Federal University named after
M. V. Lomonosov
2. North-Eastern Federal University named after M.
K. Ammosov
3. Murmansk Arctic State University
4. Murmansk State Technical University
5. Petrozavodsk State University
6. Northern State Medical University
7. Syktyvkar State University named after Pitirim
Sorokin
8. Ukhta State Technical University
9. Ugra State University

1. National Research Tomsk State University
2. Siberian Federal University
3. Far Eastern Federal University
4. Tyumen State University
5. Ural Federal University named after the first

President of Russia B. N. Yeltsin
6. Admiral Makarov State University of sea and

river fleet
7. Novosibirsk State Technical University
8. Russian State Hydrometeorological University
9. Ryazan State University named after S.

A. Yesenin
10. Saint Petersburg State University
11. Siberian Automobile and Road University
12. Tyumen Industrial University
13. Ufa State Aviation Technical University
14. Ufa State Oil Technical University

1 Composed by the authors basing on National Arctic scientific and educational consortium site data analyses [30].

It is noteworthy that the Association does not include two leading universities that train specialists
in the production of hydrocarbons in the Arctic—Gubkin Russian State University of Oil and Gas
(Scientific Research Institute) and Saint Petersburg Mining University. In turn, the expert survey
showed that these two universities are among the leaders in training qualified specialists in the oil and
gas sector that meet modern requirements for developing the oil and gas industry in the Arctic. Along
with them, the Association does not include the third leader of the expert survey—Saint Petersburg
Polytechnic University.

Therefore, we can say that these universities somewhat ignore the domestic project of scientific
and educational collaboration in the sphere of Arctic projects. This position is probably related to
the broad scientific and educational ties of these universities directly with oil and gas companies and
enterprises operating in the Arctic, as well as to the traditionally broad and direct ties with the leading
scientific, educational, and industrial centers of the country. Saint Petersburg Mining University
and Saint Petersburg Polytechnic University are the largest technical universities with a rich history:
They have been creating technical, scientific-technical, and scientific-educational personnel for the
entire country for decades and even centuries, thus creating entire scientific schools. In addition,
these universities, despite many years of experience in training specialists for the oil and gas industry
(including in the complicated conditions of the Arctic), relatively recently announced “their Arctic
specialization”. So, in 2019, the Centre of competence in the field of engineering and technology of
field development in the Arctic conditions (CC “Arctic”) was established at Saint Petersburg Mining
University, which has already received a patent for invention No. 2704451 “Methods for constructing
an offshore drilling platform on the shallow shelf of the Arctic seas” [31]. At the beginning of 2020,
Saint Petersburg Mining University decided to start training specialists in the specialty “liquefied
natural gas”, in particular for ‘Yamal SPG’ project.
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In 2019, the Centre for innovative Arctic technologies was established at Saint Petersburg
Polytechnic University. At the same time, since 2015, the university has had a scientific and educational
center “Gazpromneft-Polytech”, which is engaged in scientific and practical developments and training
of specialists in the sphere of developing mathematical models of oil and gas production processes by
solving real problems of industry, i.e., directly in digital technologies that are so necessary for modern
conditions of the oil and gas industry in the Arctic [32]. Thus, a scientific and educational “block” in
the sphere of oil and gas projects in the Arctic is potentially cooperated and created in St. Petersburg
between these two universities, which can create strong competition in the industry both in Russia
and internationally.

As noted above, the expert survey showed that the leading university that traditionally trains
specialists for oil and gas projects in the Arctic is I.M. Gubkin Russian State University of oil and gas.
The university is a participant in major oil and gas projects in the Arctic, and also trains specialists for
Arctic projects together with major oil and gas companies. So, in 2018, the university and ‘NOVATEK’
launched a master’s degree program in the sphere of ‘Cryogenic technologies and equipment for
the gas industry’ to train specialists in the LNG industry. Students enrolled in this program have an
internship at the company’s enterprises with the possibility of further employment.

In addition, the university trains masters in the sphere of “development and operation of offshore
oil and gas fields”. The research and education center “Underwater mining complexes” was created
together with ‘Gazprom’ PJSC. To improve the skills, additional educational programs are being
implemented, in particular, “Introduction to subsea hydrocarbon production systems” (initiated by
‘Gazprom’ PJSC).

In addition to Gubkin Russian State University, several universities provide personnel for
implementing Arctic oil and gas megaprojects: Lomonosov Northern (Arctic) Federal University,
Murmansk Technical State University, Novosibirsk State Technical University, Tyumen Industrial
Institute, Siberian State University of Geosystems and Technologies, Marine State University named after
Admiral G. I. Nevelsky, Far Eastern Federal University, Ukhta State Technical University, North-Eastern
Federal University named after M. K. Ammosov, Tomsk Polytechnic University, Ufa State Oil Technical
University, etc.

It is obvious that the title of the center for Arctic research and the main Arctic university, including
in oil and gas projects, is claimed by the Northern (Arctic) Federal University, based on which NANOK
was formed. The University trains bachelors in the profile “Operation and maintenance of oil and gas
facilities of the Arctic shelf (full-time training) and masters in the program “Development of oil and
gas fields of the Arctic shelf”. Since 2011, the University has an Innovation and Technology Centre for
Arctic oil and gas laboratory research. And in March 2019 it was decided to create an international
center for integrated research of the shelf and coastal zone of the Arctic seas of Russia. In addition, since
2012, the university has been implementing the unique for Russia educational program “Arctic Floating
University”, which is an annual interdisciplinary scientific and educational marine expedition on
board the “Professor Molchanov” research vessel. The program is focused on studying and monitoring
the ecology, climate, and bioresources of the Arctic region, as well as studying the humanitarian side
(the history of Arctic development, the Arctic in the system of international relations, and the legal
space of the Arctic) [33].

Murmansk State University is a leading university that trains specialists in the sphere of Arctic sea
transport and shipping, as well as oil and gas projects in the Arctic. The university annually recruits
students in the profile of training “Operation and maintenance of oil and gas facilities of the Arctic
shelf”, as well as training specialists in the sphere of ice shipbuilding, navigation, construction of port
and shipping infrastructure, human-made security [34].

According to experts, Tomsk Polytechnic University trains specialists in the sphere of oil and gas,
and is also one of the leaders in comprehensive research of the Arctic shelf. The University has created
an international scientific and educational laboratory for the study of carbon in the Arctic seas, which
performs research work in the direction of “Siberian Arctic shelf as a source of greenhouse gases of
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planetary significance: Quantitative assessment of flows and identification of possible environmental
and climate consequences” [35]. In addition, it should be noted that Tomsk State University implements
the Master’s program “Study of Siberia and the Arctic”, which is aimed at training specialists in the
field of ecology and environmental management in Siberia and the Arctic. Such specialists would
know modern methods of environmental research and methodology for conducting scientific research
to solve applied problems. In this regard, we can say that Tomsk is forming one of Russia’s leading
scientific and educational centers for training personnel for Arctic projects [36].

Based on a comparative analysis of the number of educational programs for training Arctic
personnel, the following world leaders in training specialists for oil and gas projects can be identified:
UiT The Arctic University of Norway, University of Copenhagen, University of Lapland, The Norwegian
Institute of Bioeconomy Research (research Institute), University of Iceland, Luleå University of
Technology. At the same time, we can note a significant increase in the number of programs in the Arctic
direction, for example, “Arctic engineering”, in all leading universities in Denmark, Iceland, Canada,
Norway, the USA, Finland, and Sweden. At the same time, university programs are interdisciplinary
in nature, for example: McGill University implements the “Arctic Field Studies Semester” training
program [37], the University of Northern British Columbia implements the “Northern Studies”
program [38], the University of Alaska-Fairbanks—“Arctic and Northern Studies” [39]; since 2019,
Colorado School of Mines has opened several Arctic-themed programs.

It can be noted that the training system in the named countries, as well as in Russia, pays less
attention to the Humanities, focusing more on the training of engineers, geologists, biologists,
logisticians. At the same time, major Arctic universities, such as the University of Northern British
Columbia, enroll students for arts, social sciences, and health sciences [40].

In addition, since years 2013–2014, training programs in near-Arctic countries have been actively
developed. In particular, the UK began the first steps in training personnel for the Arctic in 2013 as part
of the first British Arctic policy framework, “Adapting to Change” [41]. The UK has also established
the UK government’s Science and Innovation Network (SIN), which includes representatives of the
Arctic powers and serves as a necessary tool for research collaborations. SIN’s activities are aimed at
providing training and student exchanges, as well as creating and building scientific potential [42].
Since 2018, the amount of financial support for the Scientific network from the UK government has
increased significantly, which indicates that the country is interested in Arctic research.

A comparative analysis of leading Russian universities (according to experts) and world leaders
in training personnel for the oil and gas industry according to the QS rating showed that Russian
universities are significantly behind Western leaders. Moreover, the failure of specialized universities
for the oil and gas industry is revealed (including Gubkin Russian State University of oil and gas and
Saint Petersburg Mining University) both in the world ranking and in subject ratings. The situation is
somewhat better with three universities (Peter the Great Saint Petersburg Polytechnic University, Tomsk
Polytechnic University, “MISiS” National Research Technological University), but their achievements
are lost against the background of obvious leaders—the University of Northern British Columbia,
McGill University and the University of Copenhagen. The exceptions are several European universities
that are not included in any rating at all: The University of Lapland and the University of Iceland.
Table 5. [43] There is low competitiveness of Russian universities at the world level, and the nature of
their training is catching up.
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4.2. Life Long Learning

One of the ways to ensure “sustainable education” is to implement the concept of ‘Life Long
Learning’ [29]. Speaking about the training of specialists for the oil and gas industry in Russia, first
of all, we can talk about advanced training and retraining programs implemented in specialized
universities, which the authors wrote about above.

To train highly qualified specialists, major Russian oil and gas companies implement continuing
education programs in the “school-university-enterprise” system, which form an external personnel
reserve. An example is the corporate program of ‘Rosneft’ Corporation. In 26 regions of the country,
117 ‘Rosneft’ classes have been created (for students in grades 10 and 11) in 62 schools. In the process
of training personnel with higher education, the company cooperates based on long-term agreements
with 60 Russian and foreign universities. The company also works with students of partner universities,
organizes the recruitment and selection of the best graduates to work at ‘Rosneft’ enterprises [44].

As an example of implementing this ‘Life Long Learning’ concept in the oil and gas industry
through cooperation between the University and an oil company, we note the professional retraining
program “Procurement and logistics of offshore projects in the oil and gas industry” of the Murmansk
State Technical University and ‘Gazprom Neft’. This program is practice-oriented for training specialists
in the sphere of economics and management for the oil and gas industry: It is aimed at studying the
specifics of working on offshore and Arctic fields, as well as building an effective supply chain for
facilities located there and managing it [45]. A training platform is being organized on the basis of
‘Gazprom Neft’ PJSC, as well as practical training in the ‘Gazprom Neft’ group of companies [46].

Multinational oil and gas corporations are engaged in the process of training their own employees
in new technologies and approaches in the industry. So, on the territory of the Arctic zone of the
Russian Federation, there are training and multifunctional centers of large corporations, such as
‘Gazprom’, ‘Rosneft’, ‘LUKOIL’ and others (about 56 centers) [8]. In addition, these companies are
implementing additional educational programs for university graduates to attract talented young
professionals. For example, the practice-oriented additional educational program “Gazprom Neft”
“At the start!”, in which university graduates of 2019 or 2020 have the opportunity to implement
their own projects in the development of “smart” energy, complete an internship at ‘Gazprom Neft’
enterprises, and then receive an invitation to a permanent job in the company [47].

4.3. Digitalization

In the last decade, the most important factor in changing the training process is the intensive
digitalization of all areas of socio-economic development without exception.

Until the second half of the 2010s, the Russian oil and gas sector considerably lagged behind in the
sphere of digitalization compared to other industries, as well as from world leaders—the USA, Norway,
France, etc. [48] A qualitative leap occurred with the development of difficult hydrocarbons in the Arctic
which demands a change in methods of exploration and production resources—using digital technology.
So, in 2015, the RAS Institute of oil and gas problems and I. M. Gubkin Russian State University of
Oil and Gas initiated the development of a program for digitalization and intellectualization of the
Russian oil and gas industry, which was reflected in the departmental project “Digital energy” as
part of implementing the national program “Digital economy of the Russian Federation”, adopted in
2017 [49].

Digitalization is designed to reduce the costs associated with hydrocarbon exploration and
production in extremely difficult regional conditions (climatic, geological, demographic, and technical),
as well as with the development and production of special equipment [50]. It helps to reduce the
environmental consequences of human presence in the region—in the future, to minimize as much as
possible, and ideally to reduce its presence to zero, thereby ensuring technological and environmental
safety by reducing the probability of deviations and transferring competencies to the level of robotic
systems [51]. It is worth noting that the extreme conditions of the Arctic are an objective factor in
accelerating the introduction of remote-control technologies and intelligent automation of production.
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The use of digital technologies in the fuel and energy complex, which is the basis for the economic
development of the Arctic region, provides intelligent automation of processes at facilities. Major oil
and gas companies already use BigData (including BigGeoData), IoT, industrial Internet, blockchain,
and artificial intelligence technologies [49,50] to solve applied problems and plan to expand this practice
in the Arctic. Thus, ‘Gazprom Neft’ is ahead of ‘Rosneft’ in terms of innovation rates in its oil and
gas programs, which indicates that ‘Gazprom Neft’ is more attentive to the digital transformation of
implementing the large-scale RF governmental program “Digital economy of the Russian Federation”:
For example, the programs “Project management center”, “Cognitive geologist”, “Digital drilling” [52].

The use of digital technologies in the fuel and energy complex, in particular, the development
of “digital deposits”, provides intelligent automation of processes at facilities. According to experts,
“digitalization of wells”, “digital drilling”, and modeling of technological processes [53,54] can reduce
the cost of field operation by approximately 15–20% [51,55]. In the context of lower energy prices for
Arctic hydrocarbon deposits, this factor plays a special role.

It is worth noting that digital technologies in the energy sector are used not only within the
upstream sector. Static and dynamic analysis of processes allows you to adjust and reorganize related
business processes, and make management decisions quickly.

These trends occur against the background of a perceived shortage of professional personnel,
which causes the need to algorithmize the competencies of professional knowledge and skills and
retrain specialists in new digital specialties [50]. In this regard, a special role in the future 5–10 years
will be played by the skills and abilities to remotely control the technological processes, working with
databases, and ensuring their security.

As you know, these technologies are end-to-end, which, on the one hand, opens up additional
opportunities, and on the other, creates new risks and threats. In this regard, an important condition
for effective training of a specialist is inevitably associated with obtaining a basic knowledge of
Internet technologies and the complex nature of modern threats. All leading universities that train
personnel for the Arctic have conducted training in the digital technologies, and often have separate
divisions specializing in this area. For example, the aforementioned scientific-educational center
“Gazpromneft-Polytech” (St.-Petersburg Polytechnic University), Teaching and research center of
digital technologies (Saint-Petersburg Mining University), Department of integrated security TEK
Russian State University of oil and gas (national research institute) named after I. M. Gubkin (which is
the basis of the first in Russia laboratory study of detection of computer attacks with the example of
virtual enterprises of oil and gas complex), and so on. [56,57].

The high knowledge intensity of Arctic projects underscores the need for in-depth monitoring of
the technology market and the development of promising technical solutions and consideration when
drawing up professional standards.

4.4. Internationalization of Arctic Education

Although the observed increase in international competition in the development and
implementation of technological innovations in the Arctic, international cooperation in the sphere of
Arctic education continues to develop steadily.

International exchange of training experience, the convergence of standards, and formation
of international educational standards allows us to bridge the gap between educational processes,
innovative solutions, and know-how applied in different parts of the Arctic.

A striking example of the internationalization of Arctic education is the international network
project UArctic, created in 2001 on the initiative of the Arctic Council to create a unified scientific and
educational network of organizations working in the spheres of higher education and research in the
Arctic region (organizations located in the Arctic and implementing scientific and educational projects
for the Arctic). If at the time of the project creation it included no more than 30 participants, then in 2020,
it already had 153 participants from 11 countries. It is noteworthy that the majority of participants are
from Russia, 27%—41 participants [58] (Figure 1). However, neither Gubkin Russian State University
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of Oil and Gas, nor Saint Petersburg Mining University, nor Saint Petersburg Polytechnic University
are members of UArctic.
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Figure 1. UArctic members distribution [58].

In turn, the analysis of the number of proposed scientific and educational programs showed that,
despite their large number, Russian project participants are not inferior to their western counterparts
in the number of implemented programs for training specialists.

Thus, within the framework of the project, out of 18 bachelor’s degree programs (43 courses
in total), only two programs and six courses are implemented by Russian organizations. While
Norway, which has only 6% of the total number of participants in the UArctic Program, implements
eleven undergraduate programs and six courses. Out of 81 master’s degree programs, only eight are
implemented by participants from Russia. PhD programs are not presented by participants Russian at
all, but participants Russian offer seven PhD courses (Table 6) [58].

Table 6. The number of programs and courses implemented under the UArctic project 1.

Country

Number of
Bachelor’s
Programs/
Courses

% Country

Number of
Master’s

Programs/
Courses

% Country

Number
of PhD

Programs/
Courses

%

Canada 0/1 -/2.3% Canada 1/1 1%/1% Canada 0/1 -/2.9%

Denmark 0 Denmark 17/3 21%/3% Denmark 0

Faroe
Islands 0 Faroe

Islands 0 0 Faroe
Islands 0

Finland 3/7 17%/16% Finland 17/5 21%/6% Finland 1/4 50%/12%

Greenland 0 Greenland 0 Greenland 0

Iceland 0/6 -/13.9% Iceland 4/37 5%/43% Iceland 0/3 -/8.8%

Norway 11/6 61%/14% Norway 27/3 33%/3% Norway 0/3 -/8.8%

Russia 2/6 11%/14% Russia 8/6 10%/7% Russia 0/7 -/21%

Sweden 0/7 -/16% Sweden 1/20 1%/23% Sweden 0/1 -/2.9%

United
States 2/7 11%/16% United

States 5/8 6%/9% United
States 1/8 50%/24%

Non-Arctic 0/2 -/4.6% Non-Arctic 1/2 1%/2% Non-Arctic 0/6 -/18%
1 Composed by the authors basing on the UArctic site data analyses [58].
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Programs and courses are implemented in various forms—international summer and winter
schools, training programs. In total, 24 different training programs presented by Russian universities
are being implemented. Attention is drawn to the fact that the Summer school of the Saint Petersburg
Mining University is marked among the programs, while the university is not an official member of
UArctic (Table 7).

Table 7. Training programs implemented by Russian universities within the framework of UArctic 1.

No. University Educational Program

1 Far Eastern Federal University School of Engineering “Ice Mechanics” Annual International
Winter Course

2 Northern (Arctic) Federal
University

• Arctic Floating University
• Peoples and Culture of the Circumpolar World
• International PhD School “Russia in the Arctic Dialogue:

Local and Global Context”
• Arctic Winter School 2020
• Arctic Summer School 2020
• Summer School in Arctic Law
• Diverse Arctic: Local Challenges—Global Changes
• Russian Studies Programme
• Environmental Risks Management in the Arctic (ERMA)
• European Studies: Arctic Focus
• History and Culture of the Circumpolar World:

comparative research
• EU and Russia in the Arctic: History of Cultural and

Political Interaction
• Arctic Law

3 Saint-Petersburg Mining
University Summer schools at Saint-Petersburg Mining University

4 Arctic State Agrotechnological
University

• Apiculture and bee-biology
• Natural horse husbandry in Arctic and northern regions

of Yakutia
• Northern reindeer husbandry
• Business planning and project management
• Pathology of productive animals
• Arctic food security: Traditional nutrition and Arctic food

5 Siberian Federal University Biological Engineering

6 St. Petersburg University Geology

7 Industrial University of Tyumen Logistics and Supply Chain Management
1 Composed by the authors basing on the UArctic site data analyses [58].

It is noteworthy that among all the training programs and courses offered by UArctic, the summer
school of Saint Petersburg State University is the only program focused on developing the oil and gas
complex in the Arctic: With a focus on technical and earth sciences. However, the project does not
include Gubkin University Summer School “Development of offshore fields”, which is important for
training personnel for the Arctic. In turn, the vast majority of programs implemented by UArctic relate
to the field of interdisciplinary research that combines social and earth sciences and covers such topics
as land, environment, peoples, cultures, and politics in the Arctic and subarctic states—Circumpolar
Studies, as well as economic problems of the region. (An exception is ‘FEFU School of Engineering, ‘Ice
Mechanics’ Annual International Winter courses, and the ‘Geology’ program implemented by Saint
Petersburg University).

Thus, the analysis of UArctic training programs and courses showed that despite a significant
number of participating Russian universities (including universities that train personnel for the oil and
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gas industry), in the vast majority of cases, their role is limited to providing students with courses,
rather than implementing their own training programs. This seems to indicate that Arctic education in
Russia is catching up and that the education system is lagging behind the general trends in training
Arctic personnel: Russian universities are learning, not teaching. There is an interdisciplinary approach
to UArctic programs with an emphasis on earth and environmental sciences, socio-humanitarian and
economic courses.

The obvious flagship of this educational movement is the Northern (Arctic) University named
after M. V. Lomonosov, which implements the majority of the training program and is the base of the
UArctic research office in Russia.

5. Conclusions

The changes in the system of training specialists described in this work are aimed at minimizing
the existing imbalances in the labor market in the Arctic zone of the Russian Federation.

The focus on high-tech technologies in the Arctic leads to an increase in the importance of human
capital as a factor in the efficiency of economic development in the Arctic. It is obvious that as economic
activity increases, the personnel deficit will increase. In this regard, based on existing forecasts,
the training system should adapt to new challenges and adjust educational programs and directions.
The future of the Arctic is in the hands of highly qualified specialists who have the skills to remotely
control complex technological processes in oil and gas fields and marine transport.

In the twenty-first century, young specialists in the oil and gas industry who are being trained to
work in the Arctic should acquire fluency in information technology and competence in working with
complex robotics. Artificial Intelligence (AI) in the harsh natural conditions of the Arctic is already
helping people, and in the near future, may even replace them.

At the same time, we can conclude that education is an important factor in preserving the unity of
the social space of the Arctic. The development of international cooperation in the field of personnel
training, in addition to practical educational tasks, makes it possible to strengthen cross-cultural ties
that create the basis for sustainable development of the region.

As the results of the study showed, training personnel for work in the Arctic has a special
specificity and often falls out of the general principles of ensuring the educational process. Global
trends in training “Arctic personnel” show the need to develop an interdisciplinary approach, basic
knowledge of natural sciences, to study the socio-cultural specifics of the region, to develop new
educational standards, to implement the concept of ‘Life Long Learning’, to widely introduce digital
technologies and internationalize education.

The analysis of Russian educational programs for training specialists allowed us to conclude that,
in general, the domestic system of training is adapting to changing conditions, in particular, certain
progress has been made in the formation of “digital” competencies and skills in the conditions of a
developed IT infrastructure.

The introduction of “digital fields” has led to an increase in the demand for IT specialists in the
Arctic oil and gas sector. With the help of an expert survey, it was revealed that in the future, the most
popular professions, along with “drillers” and specialists in transport, will be IT specialists who ensure
the functioning of “digital fields”.

Leading universities that train specialists for modern oil and gas projects in the Arctic are Gubkin
Russian State University of Oil and Gas, Saint Petersburg Mining University, Peter the Great Saint
Petersburg Polytechnic University, Lomonosov Northern (Arctic) Federal University, and Murmansk
State Technical University.

At the same time, it should be noted that not all leading Russian universities are included
in international educational projects and organizations, and there is skepticism about the
internationalization of education. In addition, there is a catch-up nature of Arctic education in
Russia and the lag of the education system from the general trends in the training of Arctic personnel,
and the low competitiveness of Russian universities at the world level. Probably, the processes of
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cooperation, primarily in the field of oil and gas projects, are constrained by the continuing tense
relations between the largest states of the Arctic region.
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Abstract: The 21st century is characterized not only by large-scale transformations but also by the
speed with which they occur. Transformations—political, economic, social, technological, environ-
mental, and legal-in synergy have always been a catalyst for reactions in society. The field of energy
supply, like many others, is extremely susceptible to the external influence of such factors. To a large
extent, this applies to remote (especially from the position of energy supply) regions. The authors
outline an approach to justifying the development of the Arctic energy infrastructure through an
analysis of the demand for the amount of energy consumed and energy sources, taking into account
global trends. The methodology is based on scenario modeling of technological demand. It is based
on a study of the specific needs of consumers, available technologies, and identified risks. The paper
proposes development scenarios and presents a model that takes them into account. Modeling results
show that in all scenarios, up to 50% of the energy balance in 2035 will take gas, but the role of
carbon-free energy sources will increase. The mathematical model allowed forecasting the demand
for energy types by certain types of consumers, which makes it possible to determine the vector of
development and stimulation of certain types of resources for energy production in the Arctic. The
model enables considering not only the growth but also the decline in demand for certain types of
consumers under different scenarios. In addition, authors’ forecasts, through further modernization
of the energy sector in the Arctic region, can contribute to the creation of prerequisites that will be
stimulating and profitable for the growth of investment in sustainable energy sources to supply
consumers. The scientific significance of the work lies in the application of a consistent hybrid
modeling approach to forecasting demand for energy resources in the Arctic region. The results of the
study are useful in drafting a scenario of regional development, taking into account the Sustainable
Development Goals, as well as identifying areas of technology and energy infrastructure stimulation.

Keywords: SDG-goals; Arctic; energy supply; scenario modeling; technological demand; energy
scenarios; sustainable energy; hydrogen; renewable energy sources; sustainability

1. Introduction

A combination of external factors (political, economic, social, technological, environ-
mental, and legal) has led to the emergence and consequently the aggravation of global
challenges [1–4]. Among them are over-population and urbanization, decentralization of
the world, environmental and climatic changes, increasing consumption of energy and
resources. Delay in addressing these global challenges undermines the sustainability and
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security of the development of all mankind. Both for Russia and the whole world, the
Arctic can become an answer to these challenges [5,6].

Quite a lot of research is directed towards the Arctic, this region and its features have
always attracted the scientific community, much attention is paid to the social component.
Recently, the region has attracted even more attention due to climate change and new
opportunities, both predictable and unpredictable [7].

The Arctic zone has potential as a resource base of hydrocarbon, which is about
13 billion tons of oil and 86 trillion m3 of gas. Their development is both a driver of
economic sector progress and a lifeline for the implementation of the energy transition [7].
The value of the region is supported by the status of the guarantor of national security
of the country and the cultural significance of the indigenous peoples of the North [6].
Mistakes made in the development of the potential of the Arctic can turn into both an
ecological catastrophe and an economic foul—the cost of wrong decisions is several times
higher [8,9]. Therefore, our study develops and complements the forecasting made earlier
in order to reduce the risks of making decisions on development and focus on the resources,
levers, and incentives for the necessary development.

According to the analysis of scientific works in the field of forecasting quality demand
due to the growth of specific consumers, it was revealed that research is aimed at obtaining
energy in certain conditions and in the short term. Many researchers resort to statistical and
machine learning methods. In [10], the mixed integer programming method is used, which
allows determining the state and power level of all generators to maximize the profit of
the gas company. In [11], a support vector machine-based simulation is applied to predict
solar and wind energy resources. The study [12] proposes a typical-load-profile-supported
convolutional neural network for predicting plant-level electrical load. In [13], the forecast
for natural gas consumption is based on a decomposition method by combining three
different components: a trend-driven time series, a seasonal component based on a linear
loop model, and a transit component to estimate daily fluctuations using explanatory
variables.

In the field of research devoted directly to forecasting the growth of the Arctic region
and demand in the Arctic, a small amount of work has been identified. Thus, in [14],
the application of statistical models and neural networks to predict energy demand for
two settlements was studied. Of course, in connection with the environmental agenda,
attention is paid to renewable energy sources. In work [15], using econometric modeling,
the potential impact of renewable sources in the Arctic on the sustainability of the region is
estimated.

Thus, no potential models have been identified that could carry out strategic forecast-
ing according to the risks and allow allocating a relevant set of resources in accordance
with consumers. In connection with the goals of achieving carbon neutrality, the demand
for hydrocarbons as a source of electricity is not predicted. Demand response activities
are geared towards optimizing load schedules and lowering costs but do not take into
account customer characteristics and do not take a long-term perspective. In the works on
forecasting the growth of demand for electricity, the regional potential is not considered in
terms of the development of tourism, science, the provision of medical services, and others.

Our proposed research is based on the growth of consumers, taking into account their
qualitative characteristics, taking into account the opinions of experts, taking into account
the analysis of interrelationships, and building the growth of demand for power, energy,
and types of energy as a single structure. This will enable early preparation of energy
infrastructure and long-term assessment of the dynamics of carbon footprint and climate
change while maintaining the region’s environmental sustainability and energy supply.

The study not only proposes a forecast of energy demand in various scenario condi-
tions but also reveals the structure of this demand on the part of the consumer and the
types of energy that will ensure sustainable energy supply in the Arctic.

The complex approach in the estimation of the needs of consumers of energy will
allow to level gradually the naturally arising risks. It is necessary to create a solid foun-
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dation to ensure the development of resources, despite the specifics of the region. The
basis for this should be infrastructure with a new logic of functioning, interaction, and
sustainable development within the framework of the growing digitalization and transition
to Industry 4.0.

Given the exhaustion of the continental resource base and taking into account the
potential of the Arctic zone in terms of reserves, enhanced by the creation of transport
and logistics hubs and the military-political aspect, the exploration, and development of
the Arctic zone become a strategically important and economically beneficial step [16,17].
Hence, it is necessary to ensure the development of promising areas, maintain and mod-
ernize the existing, often outdated infrastructure, and create comfortable conditions for
people to live in.

An indispensable condition for the development of the region is a reliable uninter-
rupted power supply to the territories, following global trends and sustainability require-
ments [18]. The progress in energy supply in the AZRF is determined by the global level of
energy development, where a significant impact is made by the ongoing energy transition
and digital transformation of energy. This is reflected in the 5D concept, which reveals the
direction of current trends and tendencies and on the basis of which the analysis of current
ways of possible development is carried out in Figure 1.

Figure 1. Linking the Sustainable Development Goals, technological trends and tendencies, and the resources under
consideration for energy supply in the Russian Arctic.

Digitalization changes the work of the energy system; there is a new understanding
of the use of electricity, power generation, and supply, the functioning of consumers and
systems for the production, transporting, distribution, and storage of energy.

Decarbonization is related to climate change and primary fuel supply, electrification,
and energy conservation and brings economic, environmental as well as social benefits.

Decentralization is related to changing the growth logic of energy systems and the
distribution of energy consumption trends toward a larger number of small energy and
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economic nodes, which stimulates innovations from energy storage to intelligent data-
based control systems.

Dependence is about the increasing information and technological dependence of pro-
duction, transportation, and use of different types of energy on each other [19]. Integration
of electricity, gas, water, heat, cold, and collaboration with all participants of the fuel and
energy complex [20].

Decrease indicated a trend to reduce consumption not only of energy but also of all
kinds of resources and materials, reduction of waste, and their increasing involvement in
recycling [21]. This trend is facilitated by a qualitative change in consumer behavior and
new production technologies that allow customizing products [22].

In its turn, each trend corresponds to a certain set of technological tendencies in
the energy supply. Considering the current tendencies in energy supply, a certain set of
necessary energy resources for regional development is formed [23,24]. Thus, it is possible
to estimate the need for energy resources for this or that investment project. Given the need
for sustainable development of the Arctic region [25], the development of technologies
in the field of renewable energy and the achievement of carbon neutrality is a priority.
However, to reduce the share of traditional hydrocarbon raw materials, it is necessary to
properly plan the development of energy demand and its environmental friendliness in
the short term until 2035 [26].

2. Materials and Methods

The model proposed in the article is based on the Delphi method. The Delphi method
is designed to assess the aggregate expert opinion on complex problems, potential con-
sequences and the effectiveness of the use of cost measures. The structured opinion of a
group of experts in comparison with the opinion of one specialist is a tool for further and
more accurate forecasting [18,19,27–29].

Following the basic structure of Delphi, the authors developed a questionnaire, the
passage of which was allocated 1.5 weeks for 60 experts: employees of companies and
universities of the mineral and fuel and energy complexes. The purpose of the survey was
to determine the priority set of fuel resources for individual consumers, taking into account
the political, economic, social, technological, environmental, and legal risks of using each
resource. Risks were assessed on a nine-point scale, where 1 is the minimum risk impact;
9—the maximum impact of risk. Also in modeling, the influence of external factors was
considered on the basis of scenario forecasting [18,30,31]. Given that many works noted
the importance of risk assessment in the scenario forecasting based on expert evaluations,
in our scenarios, we necessarily considered:

• Technologies and lines of their development of primary interest;
• Analysis of the current state and prospects for the development of the energy sector in

the Arctic;
• Comprehensive analysis of global factors affecting the development of consumers [32,33];
• Consideration in modeling expert assessments based on the results of a survey of

pro-field experts.

The study was divided into three stages, which are shown in Figure 2. The research
methodology includes the following stages: first, a review of the region—the current state
of the energy system and energy infrastructure, a study of the resource base, the fuel and
energy balance, and related problems, including climatic. Then the study is divided into
technological modeling of demand and scenario modeling. In the technological section,
the list of key consumers is determined, and current and future centers of energy loads
are highlighted. Based on an analysis of trends and tendencies, requirements are derived
for each type of consumer, in terms of reliability category, required installed capacity,
mobility, seasonality, and carbon footprint. Similarly, an assessment of possible resources
by technical and economic criteria and CO2 emissions is carried out. Scenario modeling
generates scenarios according to the conditions of which and the results of a survey among
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experts the demand for energy consumption will change, as well as the probability of
meeting the demand for different types of resources.

Figure 2. Research Methodology.

2.1. Analysis of the Development Potential of the Arctic

The Russian Arctic (AZRF) is a geographical area within the Russian Federation,
located above the Arctic Circle. It includes Murmansk and Arkhangelsk Regions, the
Komi Republic and Yakutia, Krasnoyarsk Territory, Nenets, Chukotka, Yamalo-Nenets
Autonomous Districts, Belomorsk, Kemsk, and Lo-Ukhsk districts of Karelia, as well as
lands and islands located in the Arctic Ocean and some uluses of Yakutia [34].

The study identified the following types of prospective consumers for the territory of
the Arctic—they are also referenced points and points of growth (consumer agglomera-
tions), on which the further development of the territory will be built:

1. Military bases;
2. Hydrocarbon deposits and rare-earth metal deposits;
3. Settlements (single-industry towns);
4. Scientific research bases;
5. Logistic clusters, hubs;
6. Medical bases;
7. Agricultural complexes;
8. Tourist bases;
9. Data centers (DPCs).

The study analyzes the development potential of all of these types of consumers, but
in the final version of the work, the authors formulate conclusions only on some of them.

Hydrocarbon deposits and rare-earth metals. The scales of the Arctic resource potential
are estimated as follows: about 70% of the total unexplored gas reserves in the Arctic are
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managed by the Russian Federation [35]; in the Arctic regions of the country, there are
strategic and rare-earth metals—about 10% of the world reserves of nickel, 19% of the
platinum group metals (PGM), 10% of titanium, over 3% of zinc, cobalt, gold, and silver;
the largest coal and diamond deposits [36]. It is worth noting that 70% of the Arctic oil
resources are concentrated in the shelf areas, and most of the explored fields are difficult
to extract. Moreover, it is estimated that up to 25% of hydrocarbon reserves lie under the
ocean strata on the Lomonosov Ridge [37].

Currently, coal and oil products have a significant advantage in the energy balance
of the mainland Arctic, which negatively affects the fragile ecosystem of the region [38].
An essential role in reducing the negative impact and increasing the added value of the
product will be played by such technologies as Clean Coal and the introduction of digital
tools throughout the supply chain. Gas and gas-condensate potential can occupy a niche of
gas-chemical production and ensure the production and export of liquefied natural gas
(LNG) and hydrogen, which will not only make up for export losses due to the accelerating
decline in demand for oil but also provide new investment and return flows [39].

Single-industry towns. The development of the Arctic’s natural potential first of
all requires a huge number of qualified specialists, but the actual living conditions [40]
lead to a migration outflow of population. The difference in the socio-economic situation
is due to the high diversification of the economy of single-industry towns and depen-
dence on enterprises and is emphasized by the division of towns in the Arctic zone into
categories [16,41–43].

Logistics clusters. One of the most important vectors of the development of the
transport industry of the Russian Federation in the Arctic region is the establishment
of permanent communication along the Northern Sea Route (NSR) [44], which requires
the development of mainland infrastructure [45]. The Arctic zone is also characterized
by a well-developed railway network; at present, there is the financing of the Northern
Latitudinal Railway (NSR), Northern Latitudinal Railway-2, and Belkomur projects. The
estimated traffic volume along the Northern Movement is 23.9 million tons of various
cargoes per year [46]. The aviation infrastructure of the Arctic zone is currently represented
by more than 160 airports and airfields.

The places of intersection of air, rail, and water hubs are the so-called transport hubs.
In the complex development and development of the Arctic zone, they acquire enormous
importance due to the tendency of formation of agglomerations near such clusters, trans-
port accessibility, and available infrastructure. The work identified the following hubs: the
currently existing ones (5) in Murmansk, Arkhangelsk, Sabetta, Vladivostok, Dudinka and
the ones to be built (3) in Ust-Luga, Tiksi, Korsakov.

2.2. Energy Characteristics of Energy Consumers in the Arctic

Given the resource potential of the Arctic in the conditions of the gradual depletion of
the continental base, the creation of transport and logistics hubs capable of giving a new
impetus to the development of world trade, as well as the military and political aspect,
the development and exploitation of the Arctic zone acquire a new strategic and economic
momentum [47].

The development of the Arctic is a sequential and multistage process. It is necessary
to ensure the development of promising areas, the maintenance and modernization of the
existing infrastructure and the creation of comfortable living conditions for the popula-
tion [48]. The remoteness from the main industrial centers of the country creates the need
to build a large network of railways and roads: first, to maintain a high level of mining,
and second, to supply the Arctic regions [49,50].

An indispensable condition for the development of the region is a reliable uninter-
rupted energy supply to existing and prospective consumers following global trends and
requirements. Arctic states face a number of common problems in this area, among which
are remoteness from central energy networks, the use of expensive diesel fuel for energy
generation, the high level of tariffs for energy services, as well as the specifics of the life
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of small indigenous peoples. Arctic conditions require the development of affordable,
reliable, and easy-to-operate technologies that can supply energy to remote areas under
icing conditions, high humidity, and critically low temperatures, using environmentally
friendly energy carriers.

As a result of research, the following characteristics of consumers have been revealed:
the peculiarity of power supply of military bases—the necessity of independence from
each other, energy sources working independently according to the special group of the
first category of reliability and uninterruptibility of electric receivers. The power supply of
military bases does not have to take into account its environmental and economic efficiency.
In the structure of generating capacities of single-industry towns, there are a large number
of boiler and diesel-generator sources. Low efficiency of heat and power networks and
their significant wear and tear is observed. The Arctic region has great potential in the use
of non-conventional renewable energy sources [51]. Wind energy has the greatest potential
in the Murmansk region and can be used to create Power-to-X systems [52]. Power-to-
X technology is a solution to the problem of the interconnection of energy sectors [53].
Steam-gas turbine units (SGU) are often used for distributed generation to obtain electric
and thermal energy due to their high efficiency. The technology of converting electricity
into heat (in this case Power-to-Heat) using heat pumps or heating rods is an innovative
environmentally friendly way of heating buildings and even providing industrial enter-
prises with process heat. In the Arkhangelsk region, there is an active development of the
industry of environmentally priority fuel-liquefied natural gas. The creation of an efficient
support system for the development of small-scale power engineering, disclosure of float-
ing nuclear power plants, and the increase of local resources efficiency will become the
starting point of socio-economic development of North-West Russia. At present, scientific
stations are mainly equipped with diesel power plants. For onshore research stations, the
energy characteristics vary depending on the activity of use and the focus of research. It is
perspective to use biofuel as a resource for the energy supply of agricultural complexes,
which is received as a result of the cultivation of certain crops or animals’ vital activity. In
its turn, the transition to the use of biofuels will take a long time, so at the first stages, it is
advisable to use wind-diesel installations, which are already in operation in the Murmansk
Region [54]. The energy supply of data processing centers is characterized by reliability
and uninterrupted operation. Most of the energy is consumed for cooling and operation
of the equipment located in data centers. Currently, most data centers are powered by
diesel generators, while large IT companies follow the trends and use renewable energy
sources [55].

2.3. Requirements for Energy Consumers

For each of the allocated types of consumers, the requirements for energy supply were
formed. For the convenience of perception, analysis, and application in the mathematical
model, the selected requirements are summarized in Table 1.

Table 1. Requirements for consumers.

Type of Consumer
Reliability
Category

Required
Installed Capacity

Carbon Footprint Mobility Seasonality, m

Logistics hubs First Large

Regulations on
reduction

(international
market)

Stationary 0–12

Sanitary unit
Hospital

Second
First special

Small
Small

Voluntary
agreements

Mobile
Stationary

0–12
12

Scientific bases Second Small Regulation on
reduction Variable mobility 0–12

Agricultural
complexes First (second) Medium Voluntary

agreements Stationary 0–12
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Table 1. Cont.

Type of Consumer
Reliability
Category

Required
Installed Capacity

Carbon Footprint Mobility Seasonality, m

Military bases First special Large/Medium No requirement for
reductions Stationary/mobile 12

DPCs First special Large Voluntary
agreements Stationary/mobile 12

Single-industry
towns Third Medium Regulation on

reduction Stationary 12

Mining and oil &
gas enterprises

Depends on the
raw material. First,

first special,
second [56,57]

Large Regulation on
reduction Stationary/mobile 12

Tourist bases Third Small Regulation on
reduction Variable mobility 0–4

The transition to qualitative characteristics is due to the task of implicitly comparing
the requirements of consumers and the criteria for energy sources: we resorted to this
method so that it would be easier for experts to compare the resource and the consumer
and assess the weight coefficients of their connection. In addition, due to a large variation
in the installed capacity, we decided to assign such parameters as “capacity” qualitative
characteristics. If you have close values of the installed capacity of the compared consumers,
it may be more convenient for you to go to quantitative characteristics. Each of the
qualitative characteristics presented by the authors is inherent for a certain primary resource.
The method with their use emphasizes the influence of characteristics on the choice of
consumers due to their specific’s requirements for primary resources. The use of this
connection when analyzing the compatibility of a resource with a consumer’s requirement
distinguishes our method from others.

2.4. Resources for Power Supply to Consumers

The main energy resources in all regions of the Arctic zone are fossil resources: natural
gas, coal, diesel, fuel oil, gasoline, kerosene, associated petroleum gas (APG), coke, peat,
and oil shale. The leading positions in the structure of the fuel and energy balance (FEB) of
the Russian Arctic are taken by such resources as natural gas, coal, and oil products.

Natural gas. The priority in the use of this resource is given to the western regions of
the Arctic zone (Yamal-Nenets Autonomous Okrug, Komi Republic, Arkhangelsk Oblast,
Republic of Karelia, and Murmansk Oblast), where the infrastructure of local and main
gas pipeline networks is developed. The YNAO and the Komi Republic are gas suppliers
for the other western regions mentioned above. The Taimyr-Turukhan zone (Krasnoyarsk
Krai) is the “greenest” of all the zones, with 60% of installed capacity coming from gas and
the remaining 40% from water flow energy.

Coal. This resource is widespread in those Arctic regions where there is direct ex-
traction, for example, in Chukotka AD. In other regions of the Arctic zone, coal is usually
transported.

Oil products. Fuel oil and diesel oil are delivered to the territory of the Arctic in full. In
the structure of fuel and energy mix of the Murmansk Region and the Republic of Karelia,
they account for a significant part.

Nuclear fuel plays a significant role in the energy supply of the Murmansk Region
and Chukotka AD. Further development of nuclear power in the Arctic is promising due
to floating nuclear power plants. The energy of water streams is used in the energy balance
of the Murmansk Region, and the Republic of Karelia has potential for the development
of hydroelectric power. Associated petroleum gas is used in the energy regions where
oil production takes place. In areas with a predominance of the woodworking industry,
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wood and municipal solid waste are used. Now, renewable energy sources do not make a
significant contribution to the fuel and energy mix of Arctic consumers.

It is necessary to note the important role of LNG in the resource market. Considering
the resource potential of the Eastern Arctic, that is, gold, tin, copper deposits, remote from
fuel bases, it is necessary to have a resource that allows increasing the necessary capacities
under requirements of carbon footprint reduction. Taking into account the course on the
gasification of the Arctic region and development of the main transport route—the NSR,
LNG has the prospects to take the leading position in the nearest decade not only on the
external resource market but also on the domestic one.

Hydrogen is a potential resource, which in 2035–2050, with the development of
appropriate technologies and the accumulation of sufficient experience in its use, could
take significant positions.

Criteria for resources. All resources that are consumed in the region or are perspective
from the point of view of use for energy supply are summarized in Table 2. They are
evaluated by criteria, among which are economic and environmental: the capital cost of
building a generation unit based on the selected resource (CAPEX), the average present
value of electricity over the life cycle of the resource (LCOE), the net present value of
building and operating a generation unit for the resource (NPV), as well as emissions,
expressed in the equivalent of CO2. Economic indicators are one of the most important
assessed parameters of electrical engineering complexes, as a rule, they act as optimization
criteria [58]. Quantitative indicators by criteria are given, which reflect in point expression
the minimum (1 point) and maximum (5 points) level for the selected criterion.

Table 2. Criteria for resources.

Resource
Criteria

CAPEX CO2 LCOE NPV

Fuel oil 4 5 1 2
Gas 5 3 2 5
Coal 4 5 3 3

LNG and CNG 5 2 2 4
Nuclear 5 2 4 5
ARES 4 2 3 4

Associated
petroleum gas 4 4 3 4

Diesel 4 5 3 3
Hydrogen 5 2 3 4

All fuel resources (except for solid fuel and resources) at the stage of realization
require considerable capital costs but getting energy from them entails consequences for
the biosphere, which are caused by a different set of processes and the nature of their
appearance. Thus, obtaining the end product from wind, solar, water, and land energy is
less destructive to the environment in terms of disturbances and pollution due to the lack
of transport processes and resource extraction [59]. Renewable energy sources are used
locally and are not “transportable”.

Hydrocarbons and coal are the most capacious fuels in terms of the number of pro-
cesses and require a well-developed transportation infrastructure. Hydrogen fuel is a
possible alternative to fossil fuels, which is worth considering as a source of clean energy
and a means of storing it for Arctic consumers while developing technologies for the
production, storage, transportation, and consumption of hydrogen. In its turn, natural gas
has great potential in terms of exportable resources to the EU and APR countries due to the
development of LNG production technologies.

We should also note the possibility of risks of LNG supply reduction to other countries
through the use of hydrogen energy, the development of which generally helps to reduce
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the global dependence on gas. Petroleum products are ubiquitous and widely used fuels
for all types of consumers.

Nuclear energy is also applicable to many consumers, is environmentally friendly due
to minimal CO2 emissions, and is convenient in terms of the long-term use of nuclear fuel,
which is imported from other regions of Russia.

Using estimates for petroleum products as an example: CO2 emissions for 2020 in
the world amounted to more than 12 billion tons, or 30% of the total amount of emissions,
respectively, the authors assigned a maximum rating of 5 points [60]. The LCOE for diesel
installations varies according to specifications and fuel prices. On average, the LCOE
will hover around $50/MWh for small installations, while for solar panels, it will be over
$150/MWh, so an average rating of 3 was given [61,62]. CAPEX for oil fields continues to
grow due to growing concerns about ESG and pressure on investors [63,64].

As a result of the analysis of review and analytical articles, a list of major global
technological trends and related technologies was identified [65–70]. The existence of each
trend is confirmed by examples of Russian and foreign company cases.

Against the background of global goals to reduce the carbon footprint of most indus-
tries, companies are striving to implement RESs and renewable energy, combining them
with traditional sources under the control of IT technologies. Storage of produced energy
is a no less urgent issue, which is solved by companies at the level of technology in the
struggle for primacy in the creation of new storages [71]. Digitalization, implementation of
microgrids, and active-adaptive networks are a number of additional technological trends
caused by the global agenda.

At the moment, Hevel is building an autonomous hybrid power plant with a total
capacity of 2.5 MW in the village of Tura. Hywind Scotland wind farm, built jointly by
Equinor and Masdar, is operating in the Scottish waters. The total capacity of all wind
turbines is 30 MW, the capacity factor is 50%. The development of hydrogen energy and
transport should be singled out in the cases of RESs and RES companies: Airbus hydrogen
gas turbines, Alstom hydrogen fuel cells [72]. For 6 years, Rubin Central Design Bureau
has been preparing the Aisberg project, which includes the development of underwater
production complexes of northern fields. The work includes the development of specialized
drilling rigs, production stations, process control, and energy-saving equipment.

ROSATOM has developed a number of small nuclear power plants (SNPPs) designed
for service in remote areas of the Arctic. Among them, there are transportable complexes, as
well as complexes designed for offshore operation, so power units from 1 to >100 MW are
represented [73]. The harsh conditions of the Arctic, in general, promote the development
of autonomous technologies, as well as remote control technologies. Even today, there
are a large number of Russian and foreign projects in the field of unmanned technologies,
flying and underwater vehicles for remote control for transport, construction, research, and
oil and gas industry needs. The Russian Helicopters Holding Company has developed
the VRT-300 multifunctional unmanned helicopter for the Arctic and NSR development,
capable of cargo transportation, environmental monitoring, search and rescue operations,
as well as equipment and road infrastructure diagnostics. Kalashnikov Concern, Lazurite
Central Design Bureau, and others are also engaged in the design of drones.

2.5. Scenario Development

The methodological approach in the study is based on several forecasting scenar-
ios, which are broken down into a sequence of time intervals of 2020–2025; 2025–2030;
2030–2035. Planning or scenario analysis is a consolidated and structured process of cre-
ating future opportunities that have socio-economic, environmental, and technological
implications.

Scenario planning was based on an analysis of the Arctic’s external environment,
followed by the identification of the main factors affecting consumer development, elec-
tricity demand, and capacity. As a result of the analysis of the external environment, a list
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of macro-environmental factors that have the greatest influence on the development of
consumers in the Arctic in the period under consideration was compiled.

Based on the brainstorming method, the most significant factors were identified
and optimized using cause-effect diagrams. This resulted in the selection of the most
significant and independent factors. The brainstorming method has established itself as
an effective way to generate creative and effective ideas when solving outstanding and
complex problems that require the involvement of specialists from different specialties. The
method is widely known and applicable, including in solving scientific and engineering
problems [74–76]. The research work presented in this article implies a comprehensive
study and the involvement of specialists and young scientists from different areas of the
fuel and energy complex and MSC, which makes it necessary to organize work, including
by the brainstorming method. Based on this method, the most significant factors were
identified and optimized using cause-effect diagrams.

During the forecasting phase, several variants of different scenario outcomes were
generated. The purpose of combining the most significant factors was to establish the
interdependence between the predicted outcomes of the factors under consideration and
to write scenarios.

The scenarios (Table 3) combine a variety of factors. For example, such as global
economic growth, political factors, environmental issues, and technological development,
that illustrate the relationship between the main driving forces. Scenario driving forces
include various types of factors, some of them, such as the COVID-19 pandemic, arise
spontaneously. Others represent sustained trends, such as Digitalization, Decarbonization,
Decentralization, Dependence, and Decrease. Today’s policies of companies and govern-
ments take into account the need to achieve sustainable development goals. Thus, the
SDGs are also becoming one of the most important drivers for scenario planning.

Table 3. Description of scenarios.

Title 1 2025 2030 2035

Negative scenario
“Cold Menace”

1. Virus development and
mutation—not being able to

financially overcome the vaccine race;
2. Reduction of energy consumption

by 5% annually;
3. Oil price of $50–60/barrel;

4. A set of measures to support new
fields at the level of 20% profit tax and

15% mineral extraction tax;
5. Lack of transparent regulation and

certainty in the FEC and MRC;
6. Lack of international investment in

Arctic development projects.

1. Reduction of the industry of offline
culture and public events;

2. Minimum consumption of energy
and services;

3. High volatility of prices for energy
resources—lack of investments in

projects to develop new fields;
4. Oil price $40–55/barrel;

5. Lack of possibility to enter foreign
markets due to sanctions pressure;

6. World trade declines by
3–5% annually.

1. The energy poverty of
the countries;

2. Lack of any investments in energy
infrastructure, and their

subsequent outflow;
3. Growing risks of man-made
accidents and lack of funds to

eliminate natural disasters;
4. Oil price 40–50 USD/bbl;
5. Increase in social tensions;
6. Low level of innovation,

education, and culture.

Neutral
scenario“Northern

Outcast”

1. Containment of coronavirus
infection without significant

quarantine restrictions;
2. Electricity consumption increases

by 40%;
3. Energy intensity of GDP does not

change, specific consumption per
capita grows by 1%;

4. Export restrictions—instability of
mineral and energy supplies;

5. Stabilization of energy consumption
at the same level, without regard to

environmental and climatic situation;
6. Increase in global energy by 1–3%

annually.

1. The lack of the former level of
international trade in resources due to

the import substitution race;
2. Inability to fix the carbon footprint;

3. Taking and holding leadership
positions in creating international

transport and logistics systems, and
developing and using the Arctic is

impossible;
4. Maximum oil price—$55–65/barrel;

5. Carbon footprint of energy
resources is not a reference point for

the energy supply of consumers;
6. Emergence of conflicts over

resource shortages due to climate
change;

7. Military build-up.

1. The development of territories is
carried out at the expense of

orientation on the domestic market;
2. The growth of investment in
research and development is

up to 8%;
3. Threat of development of Arctic
territories because of cataclysms,

caused by global warming;
4. Set of measures to support new

mines at the level of 10% income tax
and 10% mineral extraction tax.
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Table 3. Cont.

Title 1 2025 2030 2035

Positive scenario
“Energy Awakens”

1. Leveling the negative consequences
of the crisis and quarantine measures;

2. Restoring the disrupted supply
chain of energy, materials, and goods;

3. Sustainable development of the
FEC and MRC in the Arctic on the
basis of digital technologies [77,78];

4. Oil price—$70+/barrel in all
scenarios;

5. Renewal of fixed assets in the
energy sector and network

infrastructure;
6. Growth of global trade by 3–5%

annually;
7. Set of support measures at the level
of 0–3% profit tax and 4–5% mineral

extraction tax.

1. Formation and development of
ecologically and socially oriented

points of growth;
2. Growth of demand for new

technologies and equipment in the
Arctic;

3. Infrastructural and legislative
opportunities for small and medium

businesses to locate in the AZRF;
4. Transparency and openness to
internal and external consumer

markets through digital technology;
5. Scientific and technological

breakthrough at the global level
through digital integration of

stakeholders;
6. Emergence of a window of

opportunity for companies supplying
technologies;

7. Increase of R&D investments up to
20% relative to 2021 due to

appearance of venture capital.

1. Coordinated development of the
Arctic through international

planning, funding, and regulatory
frameworks;

2. Digital transformation in the
management of the life cycle of

energy and mineral resources in the
Arctic;

3. The emergence of digital
industries, smart factories, and
high-tech spaces that operate
through platform solutions;

4. Sustainability and reliability of
energy supply to the Arctic

consumers through new approaches
to resource supply to consumers;
5. Innovative rebirth of the Arctic

FEC and MRC into a high-tech and
efficient infrastructure, providing

quantitative and qualitative growth
of the Russian economy.

Survey design methodology and results of the survey. To form scenarios for the
development of electricity and energy supply of the Arctic consumers, a survey was
conducted on the basis of expert evaluations. A poll was developed to get expert data to
forecast Arctic energy development and the priority set of fuel resources for three time
intervals: 2020–2025, 2025–2030, 2030–2035, taking into account the political, economic,
social, technological, environmental and legal risks of each resource’s use in the Arctic
zone. The risks were assessed on a nine-point scale, where 1 is the minimum impact of risk;
9 is the maximum impact of risk. An expert assessment was made of the development of
types of consumers and demand for energy resources.

Each region in the Arctic zone is characterized by its own set of fuel resources, which at
the moment is conditioned by the presence of hydrocarbon or coal deposits and developed
transport infrastructure of resources.

Since hydrocarbons and coal occupy priority positions in the structure of the region’s
fuel and energy balance, it was decided to divide the Arctic zone into three groups following
the affiliation of hydrocarbons (gas, oil, and oil products) and coal to these territories:

I. Regions where fossil resources are predominantly “imported”, that is, the Mur-
mansk Region, the Republic of Karelia, the Arkhangelsk Region, and the Komi
Republic.

II. Regions where fossil resources are “local”, that is, are extracted in the regions in
question—Republic of Karelia, Yamalo-Nenets AD.

III. Regions where fossil resources are both “local” and “imported”—“mixed”, that is,
Krasnoyarsk Krai, Yakutia, and Chukotka AO.

Figure 3 presents a map of the fuel and energy balance of the Arctic region.
The time frame for the survey was 1 month. The expert group was selected from

various structures, scientific and social schools. During this time, 64 people took part in
the survey: employees of 5 educational institutions, employees of 5 companies of mineral
complex, employees of 7 companies of the fuel and energy complex.

Thus, the forecasting of the energy sector development is based on a survey of a large
number of professional workers and teachers of specialized institutions, close to the subject.
As a result of this research, key consumers and the most sought-after resources for energy
supply were identified.
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Figure 3. Structure of the fuel and energy balance of the Arctic region.

A complex step-by-step work was carried out: from assessment of the current situ-
ation in the energy sector of the Arctic to the choice of research method, the concept of
questionnaire and experts, data analysis, and its use for forecasting in various scenarios.

Figure 4 shows a generalized methodology of building a mathematical model of
scenario forecasting.

Figure 4. Methodology for constructing a mathematical model of scenario forecasting.

• Step 1: Calculation of the generalized risk impact factor Kn for each of the formed
scenarios, based on the risk analysis and identified consumption trends from the
processing of data on electricity consumption for the period 2010–2020;

• Step 2: Calculation of the cumulative impact of risk on the development of Arctic
consumers. Calculation of energy consumption W in three scenarios at different time
ranges based on an assessment of the impact of global challenges on consumption
trends;
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• Step 3: Calculation of energy consumption and distribution by types of consumers
based on the calculation of the basic vector of the probability of development of a
certain type of consumer Bvpn and the results of the calculation of the total weight
coefficients of the connection between risks and types of arctic consumers RG;

• Step 4: Calculation of the distribution of demand for resources between types of
consumers based on the calculation of the basic vector of the probability of an increase
in demand for resources Hvpn and the matrix of the relationship of weight coefficients
of consumers with resources.

2.6. Mathematical Model of Scenario Forecasting

To formalize and establish the numerical values of the mutual influence of risks
in different scenarios on the development of Arctic consumers, the interaction matrices
compiled by the research participants were used [79]. The application of the method of
interaction matrices makes it possible to identify the degree of mutual influence of the
factors of the considered set and predict their behavior in the future. After analyzing and
processing the results of the survey of the expert group, the risks were arranged on the
plane (Figure 5) in accordance with the following axes:

• Ks is the axis of ordinates, the strength of the influence of risks on the development of
arctic consumers; it takes values from −1 to 1 (strength decreases/increases);

• Kd is the abscissa axis, the influence of risks on the rate of change in the number of
consumers; it takes values from −1 to 1 (inhibits/accelerates);

• S characterizes the size of the bubbles, which reflects the significance of the respective
risk for the growth of energy consumption in the Arctic; takes values from 0 to 1.

Figure 5. Results of PESTEL-risk analysis under different scenarios:(a) neutral scenario with K = 0.095; (b) negative scenario
with K = 0.21; (c) positive scenario with K = 0.585.

Risk assessment varies depending on the scenario. The brainstorming session ana-
lyzed how risks would manifest themselves in negative, neutral, and positive scenarios.

It is important to note that we propose a methodology and demonstrate approaches
to its implementation. When implementing the methodology in the future, the results
will depend on the expert group; in this case, the forecast will be adjusted not in terms
of the methods used, but in terms of expert opinion. The team of authors allows such a
dependence, since the study is devoted to strategic planning, and it is necessary to use
the knowledge of experts. The scenario conditions proposed by the authors are based on
the study of risks and their impact, as well as on the assumptions of the development of
certain risks for the worse or for the better, which is described in Table 3. The assessment
and application of this approach were based on the literature, but specific assessments in
the works are always different since they are formed on the basis of various scenarios. We
propose a specific sequence of actions that allows for a more comprehensive assessment of
future needs and the development of their sustainable provision.
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It is also worth emphasizing that the matrix is dynamic; over time, it is possible to
reassess the risks, since they are not static in nature, but undergo changes over the entire
time interval considered in the study.

Based on the data of the interaction matrix, each group of risks (political, economic,
social, technological, environmental, legal risks) is presented in the form of a generalized
impact factor Kn, which is derived from the Formula (1):

Kn =
(KS + Kd)S

2
(1)

Based on these interaction matrices, each of the scenarios can be represented in the
form of a generalized influence coefficient Kn.

Based on the results of the analysis and calculations for each of the scenarios, the
final generalized impact factor (total) can be found, which determines the final degree
of significance of the three indicators of each risk group for the development of Arctic
consumers and, consequently, the growth of energy consumption and demand for the
construction of energy sources and energy infrastructure.

The results of calculations of the generalized coefficients of influence of risk groups
and scenarios are presented in Table 4 and Figure 5.

Table 4. Values of generalized coefficients of influence Kn.

Risk Group
Kn (Neutral

Scenario)
Kn (Negative

Scenario)
Kn (Positive

Scenario)

G1. Political −0.07 −0.025 0.07
G2. Economic 0.045 −0.25 0.195

G3. Social 0.09 −0.12 0.12
G4. Technological 0.07 0.03 0.06

G5. Environmental −0.08 0.05 0.02
G6. Legal 0.04 0.03 0.12

Total 0.095 −0.285 0.585

2.6.1. Forecast Development of Consumer Types

The next stage of the study is to assess the impact of global challenges on the de-
velopment of different types of consumers in the Arctic in order to further forecast the
demand for energy by different consumers, taking into account the mutual influence of
global challenges.

A total of nine types of consumers P1–P9 were identified (Table 5).

Table 5. Symbolic designation of Arctic consumers.

Type of Customer P

Military bases P1
Hydrocarbon deposits P2

Settlements (single-industry towns) P3
Scientific research bases P4

Logistics clusters P5
Medical bases P6

Agricultural complexes P7
Tourist centers P8

Data Processing Centers (DPCs) P9

Based on the survey, the influence of risk groups on the development of consumers
for different time ranges was determined. At the same time, the processing of questions
about the impact of risks at different time intervals was carried out. Coefficients take
values from 0 to 1 in increments of 0.01. Taking into account the ranges, three effects were
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identified: 0.3 characterizes a weak effect; the range 0.3–0.6 corresponds to the medium
effect conditions; 0.61 is in the context of a strong effect. It should be noted that these
values were averaged for all experts, excluding observations with incomplete information
about the main types of consumers. Thus, we obtained weighting coefficients, which allow
assessing the degree of risk impact on the development of energy consumers (Table 6).

Table 6. Impact of risks in consumer development in 2020–2025.

Type of Customer P G1 G2 G3 G4 G5 G6
Cumulative Impact

of Risk RYi

Military bases P1 0.3 −0.2 0.07 0.1 0.01 −0.02 0.0433
Hydrocarbon deposits P2 −0.28 0.17 0.11 0.14 −0.4 0.11 −0.043

Settlements (single-industry
towns) P3 0.01 −0.32 −0.21 0.12 −0.4 0.04 −0.127

Scientific research bases P4 0.05 0.18 0.04 0.03 0.2 0.09 0.098
Logistics clusters P5 −0.3 0.12 −0.1 0.2 −0.08 0.3 0.023

Medical bases P6 0.07 0.16 −0.3 0.01 −0.1 0.06 −0.016
Agricultural complexes P7 0.06 0.15 0.11 0.07 −0.22 0.05 0.036

Tourist centers P8 −0.4 0.1 0.08 0.04 −0.06 0.04 −0.033
Data Processing Centers

(DPCs) P9 0.31 0.15 0.25 0.2 −0.35 0.12 0.113

Total 0.094

Further, the total weighting coefficients of the relationship between risks and types of
Arctic consumers were summarized in Table 7.

Table 7. Total weighting coefficients of the relationship between risks and types of Arctic consumers.

G1–G6
(2020–2025)

G1–G6
(2025–2030)

G1–G6
(2030–2035)

G1–G6 (2035+)

RGj 0.094 0.101 0.37 0.55

Based on the final weight coefficients of the connection between risks and types
of consumers, the forecast of energy demand for consumers at different time ranges is
determined.

The value of the base vector of the probability of development of a certain type of
consumers, obtained from a survey of experts, is used. This vector is normalized internally
by Formula (2):

Bvpn =
Bvpi

∑n
i=1 Bpi

·100 (2)

where Bvpi is the basic vector of the probability of development of the consumer species;
Bvpn is the internal normalization of the basic vector of the probability of development of
the consumer species.

The final forecast of energy demand growth for certain consumer types by years,
taking into account scenarios, is calculated by Formula (3):

Wiyn =
Wf (t)·(1 ± Kn·RGj)·Bvpni

100
(3)

where Wf(t) is the allocated trend of electricity consumption for the period preceding the
forecast one. The available data on the consumption of the period from 2010 to 2020 on the
territory of the Arctic were taken as the basis.

Table 8 shows the results of calculations of energy demand up to 2025. For other time
intervals, similar calculations were made.
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Table 8. Forecast of energy consumption by type of consumer by 2025.

Type of Customer P
Basic Vector of

Probability Based
on the Survey

Neutral Scenario
(2020–2025),

Billion kW·h

Negative Scenario
(2020–2025)

Billion kW·h

Positive Scenario
(2020–2025)

Billion kW·h
Military bases P1 0.760606 5.041147651 4.849507195 5.288262977

Hydrocarbon deposits P2 0.912121 6.045359407 5.815543595 6.341700847
Settlements (single-industry towns) P3 0.693939 4.599291828 4.424448628 4.824747533

Scientific research bases P4 0.657576 4.358284983 4.192603717 4.571926615
Logistics clusters P5 0.690909 4.579209581 4.405129813 4.803680861

Medical bases P6 0.475758 3.153230877 3.033360036 3.307801171
Agricultural complexes P7 0.409091 2.711375053 2.60830147 2.844285727

Tourist centers P8 0.342424 2.26951923 2.183242903 2.380770283
Data Processing Centers (DPCs) P9 0.457576 3.032724141 2.917434393 3.181387236

Total 35.79014275 37.120479 36.59403675

On the basis of the expression, which takes into account the energy consumption
change on the time interval and the normalized total risk influence, the distribution of the
energy consumption increase (decrease) by consumer types was obtained.

Thus, at this stage, the prognosticated development of consumer types and the associ-
ated scenario change in energy consumption are justified.

2.6.2. Forecast for Resource Use Development

For the scenario study, the main resource types were considered: fuel oil, gas, coal,
LNG and compressed natural gas (CNG), nuclear, nontraditional, and renewable energy
sources, associated petroleum gas, and hydrogen H1–H9 (Table 9).

Table 9. Symbolic designation of resources.

Type of Resource H

Fuel oil H1
Gas H2
Coal H3

LNG and CNG H4
Nuclear H5
ARES H6
APG H7

Diesel H8
Hydrogen H9

The energy requirements (Table 1) of consumers determine the strength of the con-
nection with the types of resources based on their criteria (Table 2). The table of weight
coefficients is compiled based on the results of processing the experts’ evaluation of the
connection. According to the results of the analysis and comparison of consumers’ require-
ments and characteristics of resource types, the connection matrix is compiled (Table 10).
The highest value indicates a more appropriate choice and compliance with the resource
to provide the given type of consumers, taking into account the fullest satisfaction of
requirements. The coefficients take values from 0 to 1 in increments of 0.001 and, with this
in mind, range as 0.001–0.3, a weak relationship; 0.301–0.6, a medium degree relationship;
0.601–1, a strong relationship.
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Table 10. Matrix of connection of weight coefficients of consumers with resources.

H/P P1 P2 P3 P4 P5 P6 P7 P8 P9

H1 0.86 0.5 0.55 0.57 0.1 0.3 0.1 0.1 0.1
H2 0.8 0.94 0.87 0.65 0.87 0.67 0.67 0.77 0.64
H3 0.86 0.76 0.56 0.45 0.58 0.34 0.22 0.1 0.1
H4 0.89 0.3 0.67 0.34 0.56 0.34 0.78 0.82 0.34
H5 0.67 0.92 0.45 0.34 0.87 0.32 0.45 0.34 0.89
H6 0.76 0.56 0.78 0.88 0.45 0.67 0.78 0.89 0.68
H7 0.3 0.8 0.5 0.4 0.76 0.45 0.65 0.43 0.78
H8 0.89 0.32 0.45 0.54 0.23 0.34 0.21 0.2 0.12
H9 0.78 0.56 0.67 0.45 0.67 0.56 0.78 0.67 0.9

As a result of a survey of experts, it was proposed to put the strength of influence and
the direction of the influence of risks on the development of bases, then the assessment was
averaged and entered into the appropriate cell. The expert assessments in the questionnaire
were processed in the standard way adopted for this approach [79].

Changes in demand for certain types of consumers in the Arctic will determine
changes in the demand for energy resources. For this purpose, based on the table of weight
coefficients of connection between consumers and resources, the forecast of energy demand
from a certain type of resource was determined.

Forecasting the increase in demand for energy resources (4) was carried out taking
into account the basic vector of the probability of an increase in demand for resources
(Hvi) and its internal normalization (Hvn). This vector was obtained on the basis of survey
data. Then we modeled the connection matrix of electricity consumers and resources in the
form of normalized vector (Lvn), which corrects the forecast of demand for certain types of
resources and reflects the competitive distribution as a result of the scenario conditions but
does not change the value of total demand.

Hi = ΔWiyn f (t)· Hvin·Lvin·100
∑n

i=1 Hvin·Lvin
(4)

where ΔWiynf(t)—changes in energy consumption, taking into account the scenario condi-
tions in the allocated time range.

Table 11 shows the results of the calculations of scenario forecasting of an increase or
decrease in demand for resources in the time interval 2020–2025. Similar calculations were
conducted for other time intervals.

Table 11. Results of calculations of scenario forecasting of demand for resources by 2025.

Type of Resource H

Hv Base
Probability

Vector Based
on the
Survey

Hvn Internal
Normaliza-

tion of Basic
Probability

Vector

Lvn Normal-
ization with
Connection

to Consumer
Types

Neutral
Scenario

(2020–2025),
Billion kW·h

Negative
Scenario

(2020–2025),
Billion kW·h

Positive
Scenario

(2020–2025),
Billion kW·h

Fuel oil H1 0.760606 14.0853 7.038513 3.155958122 3.037160292 3.309144796
Gas H2 0.912121 16.89113 15.22798 8.18813799 7.879916847 8.585581042
Coal H3 0.693939 12.85072 8.787074 3.594644762 3.459333716 3.769124795

LNG and CNG H4 0.657576 12.17733 11.15538 4.324347858 4.161569039 4.534246863
Nuclear H5 0.690909 12.79461 11.62019 4.732867717 4.55471123 4.962595818
ARES H6 0.475758 8.810333 14.27623 4.003962935 3.853244171 4.198310814
APG H7 0.409091 7.575759 11.22178 2.706276212 2.604405488 2.83763583

Diesel H8 0.342424 6.341185 7.304117 1.47442394 1.418923088 1.545990828
Hydrogen H9 0.457576 8.47363 13.36875 3.606155464 3.470411128 3.781194214

Total 100% 100% 35.786775 34.439675 37.523825
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3. Results and Discussion

Figure 6 presents the results of the forecast of energy consumption by the Arctic con-
sumers based on the scenario conditions and risks, where three scenarios of development
of electricity consumption and the process of change in the fuel and energy balance in the
Arctic for the period from 2021 to 2035 are considered.

Figure 6. Forecast of energy consumption by Arctic consumers, billion kW·h.

The R2 value—the coefficient of determination is the difference between the unit
and the proportion of unexplained variance. This coefficient is applicable to determine
the degree of correspondence between one random variable and many others. R2 can be
calculated automatically using, for example, standard MS Excel tools, as was done by the
authors of the article.

The results of the calculated determination coefficients prove that the obtained math-
ematical model for predicting energy consumption using the developed hybrid method
corresponds to the data from [80] sufficiently and does not contradict them. Relying on
the available data on energy consumption by consumers in the Arctic, made it possible to
carry out the initial iterations of the model tuning. In turn, this made it possible to impose
on the collected database the influence of risks migrating over time.

Figure 7 shows the results for the distribution of the projected increase in energy
consumption by type of consumers, which takes into account the energy consumption
change on the time interval and the normalized total risk influence. The results indicate
that the increase in electricity will be mainly due to data processing centers, hydrocarbon
deposits and logistics clusters in neutral and positive scenarios. The growth will peak in
the 2030s. Following the same scenarios there will be a degeneration of settlements based
on industry. During the period under consideration, from 2021 to 2035, the volume of
energy consumption will change mainly due to an increase or decrease in the demand for
gas depending on the scenario variant of the Arctic zone development. The high potential
of gas use is due to the large reserves of this resource in the Arctic and the developed
infrastructure of gas pipelines in its territory. Thus, natural gas will occupy a leading
position in the structure of the Arctic fuel and energy balance.

Accepting the positive development scenario as the best in terms of sustainability, a
rather high contribution to the increase of energy consumption will be made by unconven-
tional energy sources, such as atomic and hydrogen energy. The use of nuclear energy in
the Arctic has proven its validity and effectiveness in the case of small and floating nuclear
power plants. The results of the prognosis point to the development of hydrogen fuel
as a new perspective energy source, which is planned to be produced based on the Kola
NPP in the Murmansk Region and Yakutia, as well as on pilot sites in the Yamal-Nenets
Autonomous District; and to start supplying LNG in nuclear tankers to remote Arctic areas.
If the scenario is positive, there will be an increase in demand for LNG use, although this
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increase will not have a significant impact on the fuel and energy balance of the Arctic.
Following the trend of decarbonization, the development of RESs will continue, but the
increase in these resources is not comparable in volume with other resources under con-
sideration, so it is not reflected in the simulation results. The largest increase in energy
consumption will be achieved in 2030 due to gas, which is due to the planned gasification
of the regions. The share of petroleum products will decrease and become equal to the
share of hydrogen fuel. Such diversification of the resource mix will allow not to disturb
the sensitive ecosystem of the Arctic and ensure an innovative breakthrough in Russia’s
energy industry, as well as the country’s competitiveness in the market of clean fuels.

Figure 7. Distribution of the projected increase in energy consumption by type of consumers.

The model allowed taking into account not only the growth but also the decline of
certain types of consumers under different scenarios. There is a noticeable increase in
energy consumption of data centers, which is due to the emergence of new strategic and
economic facilities, which will appear by 2025–2030 (supply of the NSR, SSH, military
bases, research bases). Similarly, the demand for hydrocarbon deposits will increase, as
the Arctic has a large potential of natural resources, which are already being exploited,
and the development and emergence of technologies specialized for the Arctic conditions
will have a high demand for energy consumption. Investment in the NSR, SSH, and the
development of ports, railways, and highways will also be an impetus to increase the energy
consumption of logistics clusters in the Arctic. The model clearly shows a drop in energy
demand in single-industry towns. This can be explained by their low attractiveness to their
current state and the prospect of attracting residents to live in these cities permanently is not
observed. Consequently, we can conclude that mono-cities with the existing infrastructure
and economy are a dead end, and in the Arctic, such development of territories is ineffective.
Figure 8 shows the results of scenario forecasting of an increase or decrease in demand for
resources at the corresponding time intervals.

The results showed that demand for hydrogen will increase over time due to loyalty
and investment in hydrogen by large companies, as well as the emergence of infrastructure
and research centers adapted to hydrogen fuel. Also, demand for gas, APG, LNG, and
CNG will increase as LNG and CNG transportation campaigns will continue to roll out.
The emergence of small NPPs and the prospect and approval by the Russian government
of floating NPPs will be a step toward the growing demand for nuclear power in the Arctic.
Demand for petroleum products will decrease due to the risks of spills leading to large
fines, sanctions, and restrictions, which reduces the competitiveness of these fuels (fuel oil,
diesel) compared to others. In the next 5–10 years, coal will still be in demand as a fuel for
the Arctic, but gradually the demand for its use will start to fall.
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Figure 8. Results of resource demand forecasting.

Thus, scenario modeling of the impact of risks due to global challenges on the devel-
opment of consumers in the Arctic, and the assessment of changes in demand for energy
resources will allow tracing the mutual influence of risks, taking into account the scenario
conditions on energy supply technology. This, in its turn, makes it possible to identify,
through resources, the key technologies necessary for energy supply to Arctic consumers,
taking into account all efficiency requirements while reducing the negative impact on the
environmental situation in the region to achieve the goals of sustainable development.

4. Conclusions

Energy supply to consumers must be built on the principles of reliability, availability,
and flexibility. Our research follows these principles and focuses on the consumer, con-
sidering his characteristics and needs. Energy supply also depends on the availability of
resources, and our study answers this question using the potential of the region under
consideration. The process of energy supply in the Arctic region should be considered as a
single interconnected structure, where different types of consumers and energy sources are
codependent. We have proposed a strategic planning approach based on the classification
and analysis of the above variables, considering the opinion of experts, and scenario model-
ing of factors. The application of the relationship between consumer characteristics and the
criteria for resources distinguishes our method from others. We understand that authors
may encounter some limitations when repeating this technique. The risk groups identified
in this study are applicable to the designated growth zones of the Russian Arctic. However,
the technique is universal, which makes it possible to apply it in other studies, where their
own risk groups and an expert group will be distinguished according to the specific request
of the authors. Among the limitations, it is also worth highlighting that this approach does
not consider the limitations caused by the infrastructure necessary to create conditions for
the supply of energy with one or another resource in certain regions. The exact location of
the growth in needs is also currently not determined by this method, which does not allow
creating the necessary incentives for development at the regional level.

We would also like to emphasize that the study has great potential for development,
among a number of urgent tasks for future work, the following can be distinguished:
presentation of factor analysis of risks, which will allow us to assess the dynamics of
changes in risks over time, as well as to highlight the group of the most significant risks
and their relationship with each other; solution of the optimization problem: regional
optimal distribution of resources with the least carbon dioxide emissions and financial
investments. In addition, research on limiting the use of various resources, especially
hydrogen, is promising.
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Abstract: Global climate change poses a challenge to the mineral development industry in the
Arctic regions. Civil and industrial buildings designed and constructed without consideration of
warming factors are beginning to collapse due to changes in the permafrost structure. St. Petersburg
Mining University is developing technical and technological solutions for the construction of remote
Arctic facilities and a methodology for their design based on physical and mathematical predictive
modeling. The article presents the results of modeling the thermal regimes of permafrost soils in
conditions of thermal influence of piles and proposes measures that allow a timely response to the
loss of bearing capacity of piles. Designing pile foundations following the methodology proposed in
the article to reduce the risks from global climate change will ensure the stability of remote Arctic
facilities located in the zone of permafrost spreading.

Keywords: Arctic shelf; permafrost; global warming; ground thawing; modular pile foundation;
physical and mathematical modeling; temperature stabilization

1. Introduction

Combating climate change is the United Nations’ 13th Sustainable Development
Goal [1]. According to the UN Intergovernmental Panel on Climate Change (IPCC) [2], the
Arctic is warming faster than the rest of the world, which is highlighted in every report.
For example, a global warming has already reached 1 ◦C above pre-industrial period
(1850–1900). At the same time, the measured temperature increase in the Arctic was two to
three times higher, and there were significant differences between Arctic regions [3]. IPCC
climate models predict that this trend will continue: a 2 ◦C increase by 2100 globally is
projected to result in a 4–7 ◦C increase in Arctic temperatures.

There are a number of studies on climate change on Earth that link warming processes
with anthropogenic greenhouse gas emissions [4,5]. Global anthropogenic greenhouse
gas emissions increased by 1.7% in 2017 and by about 2.7% in 2018 [6]. But even with
all current national commitments to reduce greenhouse gas emissions, an average global
average annual temperature increases of 3 ◦C is projected, corresponding to an average
nighttime temperature increase of 7–11 ◦C in the Arctic [3].

Over the past decades, global warming has led to a widespread decrease in the
cryosphere with loss of ice sheet and glacier mass, reduction in snow cover, and an
increase in the area and thickness of Arctic sea ice, as well as an increase in permafrost
temperatures [7]. Permafrost temperatures have risen to record-high levels (from 1980
to the present), including a recent increase of 0.29 ± 0.12 ◦C from 2007 to 2016 in the
average polar and high-altitude regions of the world. Widespread thawing of permafrost
is expected with high confidence this century and in future years [2].

The relevance of developing solutions aimed at ensuring the stability of foundations of
objects located in the zone of permafrost spreading has recently increased in light of global
climate change on planet Earth. For example, the accident at CHPP-3 of Norilsk-Taimyr
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Energy Company on 29 May 2020, can be attributed to the consequences of the loss of
bearing capacity of the foundations located in the permafrost spreading zone [8]. The
incident spilled about 21,000 tons of oil products, of which 6000 tons ended up in the
ground, and the rest in the Ambarnaya River and its tributary Daldykan, which flows into
the large Pyasino Lake. From this lake flows the Pyasina River, which flows into the Kara
Sea.

1.1. Increase of CO2 Emissions as Permafrost Melts

A number of studies have noted the acceleration of climate change processes in the
Arctic region, while an inverse relationship is observed in the Antarctic [9,10]. It is predicted
that melting permafrost in the Arctic will lead to the emission of “additional” 25–85 billion
tons of greenhouse gases per year (in terms of carbon), given that all mankind emits about
13 billion tons of carbon [11]. As a result, tundra soils will not absorb, but release “extra”
carbon dioxide and methane. Currently, the tundra and other areas of permafrost are
among the absorbers of greenhouse gases—areas in which natural systems absorb more
greenhouse gases, including CO2 and methane, than they are formed in this area. A large
proportion is deposited in peat or soil, some of which is in a state of permafrost.

Due to higher temperatures and CO2 concentrations, plants will be able to absorb
more carbon dioxide—their “productivity” will increase from 69 to 88 billion tons of carbon.
On the other hand, the melting of permafrost will cause organic deposits in the tundra soil
to “unfreeze” and begin to rot, releasing carbon dioxide and methane [12].

By 2100, according to projections, the near-surface (within 3–4 m) permafrost area
will decrease by 24 ± 16% (probable range) for RTC2. 6 (scenario with warming of
1.1–2.0 ◦C during 2031–2050 and 0.9–2.4 ◦C during 2081–2100) and 69 ± 20% (proba-
ble range) for RTC8.5 (1.5–2.4 ◦C during 2031–2050 and 3.2–5.4 ◦C during 2081–2100),
Figure 1 [2,6,7,13,14].

Figure 1. Historical observations and projections from RTK2.6 and RTK8.5 for near-surface
permafrost [14].

1.2. Rising Global Sea Levels and Risk to Infrustructure

For coastal regions, including the Arctic, sea level rise poses a threat to the stability
of industrial structures [15,16]. The risk of seasonal flooding of such territories increases,
including that caused by the formation of a surge wave in the water area [17–19].

Even if the world goes down the path of low greenhouse gas emissions, the global
sea level is likely to rise at least 0.3 m above 2000 levels by 2100. If we go down the high
emission pathway, we cannot rule out a worst-case scenario where the 2100 level will
exceed the one of 2000 by 2.5 m [14,20].

About 60% of the territory of the Russian Federation is in the permafrost zone with
major mineral reserves in it, as shown in Figure 2 [21–26]. One of the important tasks of
ensuring sustainable functioning of facilities in the Arctic zone of the Russian Federation is
to prevent defrosting and thawing of permafrost [27,28].
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Figure 2. Global Permafrost zonation for Russia [26].

The wide distribution of permafrost over the entire Arctic shelf and the presence of
an extremely harsh climate pose enormous difficulties for construction [29–31]. There are
many ways of building objects in the Arctic conditions. For example, ventilated basement,
which provides heat removal from the building and prevents its penetration into the
ground, an injection consolidation technology or improvement of soil properties using Jet
Grouting [32].

The main part of the shelf area under consideration is shallow, with prevailing depths
of 1–3 m. Only in the extreme southern part of the area, the sea depth reaches 5 m and more.
The presence of a weak subsoil base carries a risk associated with the insufficient stability of
structures. For such conditions, the possibility of forced freezing with subsequent thermal
stabilization of weak bottom sediments becomes topical in order to locate remote Arctic
objects, both on land and at sea. Anyway, since the environmental impact of infrastructure
facilities is known, it is necessary to apply the best technologies for the construction and
operation of such facilities [33,34].

The aim of this paper is to search for answers to modern challenges arising from global
climate change: thawing of permafrost and loss of stability of pile foundations, sea level
rise and, as a consequence, an increase in the intensity of seasonal flooding of coastal Arctic
territories.

The paper solves the problems related to design of modular pile foundations, modeling
the consequences of global warming and its impact on the pile foundations bearing capacity,
development a methodology for predicting changes [35] and monitoring changes during
the operation of remote Arctic objects, development of measures for saving the bearing
capacity of modular pile foundations.
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2. Materials and Methods

2.1. Proposed Solution for Remote Arctic Oil and Gas Facilities

The proposed solution for the creation of industrial infrastructure facilities is a pile
foundation, mounted in wintertime with pre-strengthening of soils, see Figure 3.

The concept of creating modular pile foundations developed at Mining Univer-
sity [36,37] implies optimal placement and year-round operation of equipment production
infrastructure facilities in the allocated technological zones. To implement these solutions,
new types of piles or traditional foundations, which are widely used in construction work
in areas of permafrost soils, can be used.

Figure 3. Prototyping of production infrastructure facilities on a pile foundation.

The Arctic Research Center of Mining University developed design documentation
for modular pile foundations (Figure 4) for placing drilling rigs in zones of permafrost
spreading, subject to seasonal flooding. As a result of the research and development, it was
found that the cost of constructing modular pile foundations is on average 50% less than
the cost of constructing and maintaining sand dumps [38].

(a) (b)

Figure 4. The modular pile base of a drilling rig. (a) for exploration drilling, (b) for production drilling.

2.2. Physical and Mathematical Modeling of Geotechnical Solutions for the Location of Arctic Oil
and Gas Facilities under Climate Change

To select the best technological solutions, it is first necessary to understand how
climate change in the Arctic zone affects the bearing capacity of the piles. For this purpose,
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according to statistical data, three warming scenarios for the period from 2031 to 2050 were
developed as initial characteristics for modeling: (1) positive with a temperature increase
of 2.2 ◦C (0.1 ◦C per year); (2) neutral with a temperature increase of 3 ◦C (0.16 ◦C per year);
(3) negative with a temperature increase of 4.8 ◦C (0.24 ◦C per year); (4) locally negative
with a temperature increase of 9.6 ◦C (0.5 ◦C per year). The initial data for modeling were
obtained as a result of engineering surveys at a remote field in the Russian Arctic zone. The
characteristics of soils for modeling the bearing capacity of foundations are summarized in
Table 1.

Table 1. Soil characteristics for modeling the bearing capacity of foundations.

Layer Type of Soils
Cut Open Thickness,

m
Density of Dry Soil

ρd, g/cm3
Total Humidity

Wtot, d.e.

Layer-1 Brown peat, malleable, highly porous 0.5 0.14 4.82
Layer-2 Sand, fine, solid frozen 3.5 1.58 0.23
Layer-3 Clay loam, dark gray hard frozen 4.5 1.26 0.31
Layer-4 Sandy silt 7.0 1.56 0.24

The physical and mechanical properties of soils are determined from laboratory data.
Additional parameters such as heat capacity and thermal conductivity of the material in
the thawed and frozen state were calculated according to the Russian standardization
document [39]. The average active layer, according to the surveys, was 0.5 m.

The initial meteorological data are average monthly and annual air temperature and
wind speed. The data are shown in Table 2.

Table 2. Air temperature and wind speed (average monthly and annual data).

Air Temperature, ◦C

I II III IV V VI VII VIII IX X XI XII per Year

−23.1 −24.6 −20.4 −15.3 −6.8 −0.7 6.0 5.8 2.6 −5.8 −14.0 −18.7 −9.5

Wind Speed, m/s

I II III IV V VI VII VIII IX X XI XII per Year

6.4 6.2 6.3 6.0 6.3 5.9 5.4 5.8 6.4 6.8 6.8 7.0 6.3

Modeling the distribution of soil temperatures around the pile and calculating the
bearing capacity of the pile foundations was carried out in the Frost 3D software. In this
researce we considered the air temperature increase to model active layer depth. However,
there are other factors such as content of water [40–42], air content [42], organic matter [43],
etc. Taking these factors into account is a direction for further research.

2.3. Proposed Solution for the Stability of Pile Foundations in Permafrost

Thermosyphons are an effective means of temperature stabilization of permafrost soils,
the main elements of which are an evaporator and a condenser. In cold seasons, ground
cooling is performed by natural convection of low-boiling refrigerant (ammonia, refrigerant,
carbon dioxide, etc.) in a thermosyphon, with heated coolant flowing from the buried
evaporator to the condenser, which dissipates the heat into the atmosphere, and cooled
coolant back to the evaporator. During the warm season, when the ground temperature
is lower than the atmospheric air temperature, the thermosiphon does not work. Thus,
capacity of the ground temperature stabilization system should be calculated so that
accumulated winter “cold” was enough to maintain the necessary ground temperature
until the new cold season comes.

However, the accelerated global warming in recent years complicates the task of
thermal stabilization of pile foundations. At the construction stage it is required to install
more productive thermosiphons or a larger number of them. Also at the stage of operation
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it’s required to provide for the possibility of installing new thermosiphons, taking into
account the global warming. In this regard, there are developments providing not only
passive cooling of the soil by thermosiphons, but also its active cooling. For example,
the thermosiphon can have a second circuit, closed to the cooling machine, which allows
to cool the soil adjacent to the pile in the warm season [44]. In another variant, the
thermosiphon can have one circuit; however, when the warm season comes, the liquid
refrigerant should be pumped out, and then the cold air should be circulated by means
of an air turbo-cooling machine [45]. In [46], a combined thermal stabilization unit is
proposed, which in addition to passive ground cooling by thermosiphon provides for active
cooling, carried out by injection into the thermosiphon, cooled by throttling the refrigerant
through a special removable nozzle of the thermosiphon. The method of year-round
ground cooling by means of thermosiphon and compressor-condenser unit is also known,
according to which the thermosiphon condenser is simultaneously a refrigerating machine
evaporator [47]. Issues of using thermoelectric modules for year-round ground stabilization
based on the Pelte effect are covered in [22]; however, the results of pilot operation by
enterprises Fondamentproekt and Gazprom VNIIGAZ showed the complexity of providing
the required ground temperature and high-power consumption of this technology.

At the same time, if the object is far away from the centralized power supply, which
is quite common in relation to objects of the oil and gas sector, the organization of power
supply of the refrigeration machine may present certain difficulties. In addition, it is
possible that the fight against the effects of global warming actually aggravates the climate
problem—if the refrigeration machine uses installations based on fossil fuels, especially
diesel, fuel oil, etc. For these reasons, the idea of using renewable energy sources (RESs) to
stabilize permafrost has been developed. The possibility of using RESs for active thermal
stabilization is mentioned in [45–48].

Mining University proposed to use a combined system based on a two-circuit ther-
mosiphon and a refrigeration machine connected to its second circuit. Power supply of
the refrigeration machine is provided by RESs, for example—wind power or photovoltaic
station, also there are storages of electricity and a reserve source to increase the reliability
of power supply. The peculiarity of the proposed device is the placement of electric power
storage, backup source, control system and other devices, sensitive to the temperature
regime, in a thermally insulated container. The container is heated in the cold season at
the expense of the heat removed from the thermosiphon condenser with an additional
circuit with a coolant. During the warm season, when the thermosiphon is not in operation,
heating of the thermally insulated container is usually not required, otherwise its own
thermostat system can be used. The functional diagram of the proposed system is shown
in Figure 5.

Figure 5. Functional diagram of an autonomous thermal stabilization unit with a thermosiphon and a refrigerating machine
powered by renewable energy sources and energy storage system inside the heated container [49].
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The heat capacity required to heat the equipment container was determined by
Formula (1):

P =
V · ΔT · K

860
, (1)

where V is the volume of the heated room, ΔT is the difference between the ambient air
temperature and the desired temperature in the heated room, K is the coefficient of heat
losses, 860 is the coefficient to convert kcal/h to kW.

For the calculation, the following geometric dimensions of the insulated container
were taken: length 6 m, width 2.5 m, height 2.6 m. Such dimensions of the container
allow to place electric energy accumulators, reserve source, control unit, electric energy
conversion devices and circulation pump of the container heating system. The coefficient of
heat losses is taken equal to 2, which corresponds to an average level of thermal insulation.
So, in order to have 0 ◦C (the lower temperature limit for Russian-made lithium-ion energy
storage units) inside the container in the coldest winter month (according to Table 2,
February, temperature is −24.6 ◦C), heat power supply of about 2.23 kW is needed. It is
also necessary to take into account thermal losses, which in each case will differ depending
on the design of the system. Assuming the coefficient, taking into account heat losses
by pipelines of hot water supply systems, equal to 1.15 kW, we obtain that in the coldest
winter month heat capacity of 2.57 kW is required.

In the above mentioned Frost 3D software package the heat removed from the ther-
mosiphon condensers is calculated, which can be used for heating the insulated container
with equipment in the cold season.

Figure 6 shows a graph of the power of 14 thermosiphons under the considered
conditions, a graph of the required thermal power to heat the container and a graph of the
ambient air temperature.
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Figure 6. Annual graph of monthly averaged capacity of thermosyphon without application of jet grouting technology.

In accordance with the results of simulation of cooling capacity in the program Frost
3D and numerical simulation it was found that under the considered conditions, when
using 14 thermosiphons, the required air temperature inside the container is maintained
9 months out of 12, and is not provided in March, April and May. The possibility of heat
recovery when using a backup power generation source was not considered. For 3 out of
12 months of the year, the temperature inside the container must be maintained by other
means of thermostatting. It should be noted that it is possible to use smaller containers.

The issues of thermostatting the bases of remote Arctic objects become even more
relevant when placing gas-chemical complexes [50] with high energy flows in the areas of
permafrost spreading. In any case, the number of thermosiphons is determined based on
the year-round provision of the bearing capacity of piles, and the possibility of effective use
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of thermal energy of thermosiphon condensers is determined after fulfilling the conditions
of mechanical stability of pile foundations.

3. Results and Analysis

In order to ensure the reliability of a building being erected it is necessary not only
to choose a reliable foundation technology, but also to be able to predict the performance
of the structure. With the help of Frost 3D simulation software, it is possible to obtain
scientifically based predictions of the thermal regimes of permafrost soils in conditions of
thermal influence of piles as well as of erected buildings and structures. This problem of
heat distribution in the foundation over time in conditions of construction on permafrost
soils is of primary importance.

According to the results of modeling for the year 2050, the following values and figures
were obtained. Under the positive scenario with the temperature increase by 2.2 ◦C for the
period from 2031 to 2050. (0.1 ◦C per year) the active layer will be 0.595 m. The modeling
results of active layer changes due to warming up to 2050 under a positive scenario are
shown in Figure 7.

 

Figure 7. Temperature distribution for 2050 under a positive warming scenario.

Under the neutral scenario with a temperature increase by 3 ◦C for the period from
2031 to 2050. (0.16 ◦C per year) the active layer will be 0.673 m. The modeling results
of active layer changes due to warming up to 2050 under a neutral scenario are shown
in Figure 8.
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Figure 8. Temperature distribution for 2050 under a neutral warming scenario.

Under the negative scenario with an increase in temperature by 4.8 ◦C for the period
from 2031 to 2050. (0.24 ◦C per year) the active layer will be 0.840 m. The modeling results
of active layer changes due to warming up to 2050 under a negative scenario are shown
in Figure 9.

Figure 9. Temperature distribution for the year 2050 under a negative scenario of warming.
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Under the local negative scenario with temperature increase by 9.6 ◦C for the period
from 2031 to 2050. (0.5 ◦C per year) the active layer will be 1.868 m. The modeling results of
active layer changes due to warming up to 2050 under a local negative scenario are shown
in Figure 10.

Figure 10. Temperature distribution for 2050 under a local negative warming scenario.

The simulation results (Table 3) showed that under a positive warming scenario (with
an increase of temperature by 0.11 degrees per year), the active layer will be 0.595 m, the
bearing capacity of the pile will be 81.93 tons in 2050. Under a neutral warming scenario
(with an increase of temperature by 0.16 degrees per year), the active layer will be 0.673 m,
and the bearing capacity of the pile will be 75.84 tons. In negative and locally negative
scenarios, the active layer will be 0.840 and 1.868 m, respectively. The bearing capacity
of the pile will be 71.32 and 63.79 tons. Analyzing the results, it can be concluded the
active layer by 2050 may increase threefold, while the bearing capacity of the piles will
decrease by more than 20%. In order to avoid emergency situations and to ensure further
safe operation of construction facilities, it is necessary to provide additional measures.

Table 3. Results of modeling the bearing capacity of the soil for various scenarios.

Characteristics
of Piles

Warming
Scenario

Increase of
Temperature
per Year, ◦C

Active Layer by
08.2050, m

Pile Bearing
Capacity as of
08.2050, tons

L = 8 m,
Ø = 0.2 m

Positive 0.11 0.595 81.93

Neutral 0.16 0.673 75.84

Negative 0.24 0.840 71.32

Locally negative 0.50 1.868 63.79

Besides, there was carried out the ground temperature state modeling when using
seasonally acting cooling devices. The distribution of ground temperature when using
thermosiphons for the winter period of 2050 under the local negative scenario is shown
in Figure 11.
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Figure 11. Modeling results of the winter ground temperature distribution.

The distribution of ground temperature when using thermosiphons for the summer
period of 2050 under the local negative scenario is shown in Figure 12.

Figure 12. Modeling results of ground temperature distribution in the summer period.

79



Resources 2021, 10, 128

4. Discussion

In continuation of the study [38] of scientists of the Saint Petersburg Mining University,
the authors of this article propose the design of objects taking into account the impact of
thawing of permafrost on the stability of the pile foundation.

Geotechnical design of industrial infrastructure in remote Arctic fields is proposed to
be carried out in accordance with the steps of Figure 13.

Figure 13. The proposed methodology for pile foundation design on a base.

The 1st block includes:

• determination of the list of necessary initial data for modeling the bearing capacity of
piles for individual modules (taking into account concentrated and distributed loads
on the pile foundation);

• development of a sketch of the general plan of the object.

The 2nd block is the modeling stage:

• modeling of bearing capacity and selection of characteristics of pile fields (type of pile
and its geometric characteristics, distance between piles and method of installation)
according to engineering survey data;

• modeling of thawing of frozen soils with different dynamics of changes in average
annual temperatures.

The final block includes:

• selection of a list of measures to preserve the bearing capacity of piles, depending on
the results presented in the second block;

• year-round monitoring of the stability of the facility during the entire period of its
operation.

To ensure the stability of the pile foundations of remote industrial Arctic objects, it is
proposed to carry out modeling of heat transfer processes in order to predict the rate of
thawing of permafrost, taking into account climate change. In case of revealing a significant
loss of the bearing capacity of the piles, the design documentation should be adjusted
taking into account negative scenarios. During the operation of the pile foundation, it is
necessary to monitor the bearing capacity of the piles and respond in a timely manner to
changes occurring in the cryolitic zone.

5. Conclusions

Global climate change poses new challenges to the industry involved in the develop-
ment of mineral reserves in the Arctic regions. Civil and industrial structures designed
and built without taking into account the warming factor begin to collapse due to changes
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in the structure of permafrost. The situation may be aggravated by the rising level of the
world ocean, leading to an increase in the area of flooded Arctic territories. Mining Uni-
versity is developing technical and technological solutions for the construction of remote
Arctic facilities and a methodology for their design based on physical and mathematical
predictive modeling [51]. The solutions proposed by the authors will make it possible to
ensure the sustainability of infrastructure facilities in remote Arctic territories.
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Abstract: Effective management of the social and economic development of the Arctic zone of the
Russian Federation is today a significant scientific and practical task. It requires an integrated
approach to meet the expectations of the state, business and society. The main drivers of growth
for remote Arctic territories are large investment projects, which not only create production and
sectorial results, but also stimulate the development of related sectors of the economy. Additionally,
they contribute to the formation of modern infrastructure in the region and create conditions for the
broad introduction of innovative technologies. The current problem with territorial development
strategic planning is the assessment of the results that have been achieved. This includes approved
lists of indicators that do not allow for a full assessment of the impact of the implemented projects.
Assessment on the achievement of the region goals is also murky. This indicates a lack of consistency
in regional development management. This article defines the importance of the indicators for
an assessment of sustainable development management. The model of achieving external effects
in project activities is described. The concept of sustainability of large-capacity complexes for the
production of liquefied natural gas (LNG) is also formulated. Based on the needs of micro- and
macro-environment projects, a list of indicators for assessing the sustainability of LNG projects has
been proposed. On the basis of the proposed indicator list, a sustainability analysis of three Arctic
LNG projects was carried out. Based on the example of LNG production, it was concluded that
approaches to assessing the sustainable socio-economic development of the Arctic region and its
industrial systems are interrelated, but there are differences between them.

Keywords: sustainability; sustainable development; socio-economic development of the northern
territories; innovation; projects; Arctic; liquefied natural gas

1. Introduction

The implementation of Russian strategic goals in the field of geopolitics, the economic
development of Northern territories and a surge in hydrocarbon and other mineral raw
materials production today is closely related to the development of the Arctic. The Arctic
region has enormous energy and mineral resources concentrated in large and unique
deposits [1,2]. Experts estimate that 20–25% of the world hydrocarbon resources are
located in the Russian Arctic zone and today about 80% of gas and 60% of oil from the
total production of the country are produced there [3,4]. The Arctic mining complex is
represented by deposits of iron, apatite, phosphorus, titanium, tungsten, copper, nickel,
antimony, mercury, cobalt, gold, silver, platinum, rare metals and rare-earth elements [5,6].

The resource potential of the Russian Arctic is a national priority. The implementation
of Arctic commodity projects will allow for the launch of innovative processes aimed at
testing unique technological solutions and developing organizational and project manage-
ment tools [7,8]. Among the most important tasks of Arctic hydrocarbon projects is the
socio-economic development of northern territories, extended reproduction, and effective
use of mineral and raw materials resources. Furthermore, the technological development of
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industrial systems, ensuring the sustainability of natural ecosystems, and ensuring energy
and national security of the country as a whole, are significant goals [9].

There are serious challenges and requirements for the implementation of oil and
gas projects in the coordinated system, especially the area of region-industrial systems-
ecology [10,11]. Often, promising areas for oil and gas production are removed from points
of consumption. In this case, the lack of transport and industrial infrastructure may delay
making investment decisions on projects. In addition, such areas may be located in the
territories of indigenous peoples. There is a small degree of geological exploration of
existing deposits, which increases the risk for new projects. Difficult operational conditions
require the introduction of advanced technological solutions [12]. It is also expedient to
consider the environmental factor since the activities of oil and gas companies have a
significant impact on the environment, including the fact that new projects should leave a
low carbon footprint [13–15]. The existing institutional environment must also be optimized
and must contribute to the intensification of investment activities in the region. Legislative
initiatives need to be supported by long-term strategic planning that reflects an effective
set of measures for the development of businesses, social environments, integration aspects
and environmental balance mechanisms [16].

The long-term goals of the state on the development of the Arctic are connected with
the creation of large-scale transport and logistics, power, information and communication
systems, safety and environmental protection complexes. There is a need to develop social
infrastructure facilities, stimulate R&D and increase demand for domestic technologies
and equipment. It is expected to increase the geological study of the subsurface and in-
crease the production of Arctic raw materials [17]. The indicated effects are planned to be
obtained through the implementation of large investment projects, including the use of
public-private partnership mechanisms. In this regard, sustainable regional development
requires project participants to not only accumulate productive and financial resources, but
also to take a specific approach. This approach allows for the development of industrial
and infrastructural mineral-raw-material systems in conditions of high instability in en-
ergy markets and the objective complexity of solving technological and socio-economic
problems [18,19].

An important element of effective regional development management is indicative
planning and monitoring aimed at quantitative measurement and control of target results.
It is obvious that the relationship of new investment projects with regional goals, which
has been repeatedly noted in strategic planning documents, requires an appropriate list of
indicators. These indicators take into account not only the technological characteristics of
industrial development, but also the impact on the regional economy, population, and the
state of the environment. It is noted that the idea of sustainable development is acquiring
particular relevance in the Arctic [20].

One of the main directions of the Russian Arctic fuel and energy complex develop-
ment is the implementation of liquefied natural gas (LNG) projects. The importance of
LNG production today is largely determined by the need to diversify Russian gas export
markets [21]. The implementation of large-scale Arctic LNG projects creates substantial
opportunities for using the mineral resource potential of the region with a course for
comprehensive infrastructure development of remote Northern territories, inter-industry
interaction, ecological, innovative and technological development [22].

The feasibility of the development of the LNG industry in the Arctic is determined by a
number of factors. These factors include large gas reserves in the coastal zone, low average
temperatures in the region, the relatively low cost of natural gas production, and a good
geographical location relative to key markets. Combined, these variables determine the
high competitiveness of Arctic LNG compared to the leading countries of the LNG market.

Currently, there is one large-capacity LNG plant operating in the Arctic region—Yamal
LNG. Two more LNG projects are planned for implementation: Arctic LNG-2 and Ob LNG.
Their main characteristics are shown in Table 1.
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Table 1. Characteristics of Arctic LNG projects. Based on open data of operating companies. Budget efficiency is determined
on the basis of discounting tax revenues to the regional budget for the period of project implementation.

Yamal LNG Arctic LNG-2 Ob LNG

Capacity, million tons 17.5 19.8 4.8

Starting year of the 1st lines 2017 2023 2022

Number of production lines 4 3 3

Resource base The South-Tambeyskoye field Utrenneye field
Verkhnetiuteyskoye and
Zapadno-Seyakhinskoye

fields

CAPEX, $ billion 27.5 21.3 5.7

Project participant
Novatek, Total, China National
Petroleum Corporation (CNPC),

Silk Road Fund (SRF)

Novatek, Total, CNPC, China
National Offshore Oil

Corporation (CNOOC), Japan
Arctic LNG

Novatek

Regional infrastructure
objects that are driven by

the project

Sabetta seaport, Sabetta airport,
shift settlement, mobile phone

tower network
Utrenniy terminal No data

Job creation 32,000 No data No data

Budget efficiency at the
regional level, $ million 1228 1664 409

The experience of the Yamal LNG project has shown that its results not only show the
beginning of development of the South Tambey gas condensate field and an increase in the
share of Russian LNG in the global market, but also the creation of a major transport hub
in the town of Sabetta, including a seaport and international airport, a shift settlement, a
fleet of gas tankers and icebreakers and the development of the first Russian liquefaction
technology. Also, the contribution to the development of the Northern Sea Route is
paramount [23]. The construction of communication lines has provided access to high-
speed data transmission in several cities of the Far North, and the project has created
a significant number of jobs. The functioning asset is a stable source of revenue to the
federal and regional budgets. According to experts of the SKOLKOVO Energy Center, the
development of the LNG industry in the Arctic has already had a great synergistic effect in
the preparation of some projects in the field of coal, gold, non-ferrous and rare metal ore
production, which indicates the impact of increasing the investment attractiveness of the
region especially for foreign investors [24].

Therefore, it can be concluded that the implementation of LNG projects has an impact
on both the development of the region and the development of related industries through
the formation of demand for related products and services, which indicates the presence
of pronounced external effects. Given the previously noted relationship between the
results of large-scale industrial projects and the development goals of the Arctic region,
such effects need to be quantified and systematized, creating the possibility of managing
their achievement.

The purpose of this study is to develop and test a list of sustainability indicators
for large-scale LNG production complexes in accordance with the needs of the region
and business interests. To achieve this goal, it is necessary to answer the following re-
search questions:

(1) What is the value of a quantitative assessment of the results in sustainable develop-
ment management and why is it needed for Arctic industrial systems?

(2) What is the concept of sustainability for LNG projects?
(3) What is the potential of Arctic LNG projects to generate positive economic, social,

and environmental outcomes?
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(4) What should the sustainability indicators in a project approach be, and how will it
differ from a corporate level assessment?

2. Theoretical Background for Defining the Concept of Project Sustainability

The term “sustainable development” became widely used after the “Our Common
Future” report was presented by the Brundtland Commission [25]. The report provided a
classic definition of sustainable development, which refers to “a process of change in which
the exploitation of resources, the direction of investments, the orientation of technological
development, and institutional change are all in harmony and enhance both current and
future potential to meet human needs and aspirations” [26].

Russia approved the “Concept of the Russian Federation’s Transition to Sustainable
Development”, presenting its own vision of the idea of sustainable development. Accord-
ing to the document, sustainable development means “stable socio-economic development
that does not destroy its natural basis”. The purpose of the gradual transition was deter-
mined “to ensure in the long term, a balanced solution to the problems of socio-economic
development and preservation of a favorable environment and natural resource potential,
meeting the needs of present and future generations of people”.

Sustainable development is seen as a paradigm for thinking about the future, in which
environmental, social and economic aspects are balanced in an effort to improve the quality
of human life [27]. At the same time, the development itself testifies to a certain dynamic
process. The term “sustainability” is used to describe the state of the system and its general
target vision [28].

The most common description of sustainability involves three interconnected pillars,
encompassing economic, social and environmental factors [29]. The sustainability model in
scholarly writing is often depicted through three intersecting circles: society, environment
and economy, with sustainability at the intersection of these spheres [30]. A similar
relationship underlies the idea of the Triple Bottom Line (TBL) proposed by John Elkington
and is often identified with the acronym “3P” (People, Planet, Profit) [31,32].

The characteristics of the interpretation and approach to sustainability assessment
depend on the level of economic activity within which the evaluation object is considered.
The Schukina L.V. study suggested that the following levels of sustainable development
should be identified [33]:

- International (global)
- National
- Regional
- Sectorial
- Corporate

Despite the close relationship between the levels, each level has its own target trajec-
tory of development. Sustainable development at the global level is focused on interna-
tional partnerships to fight poverty and hunger, protect health and human rights, address
climate change, preserve the biodiversity of the planet and its natural resources, prevent
hostilities and protect the world’s oceans [34].

At the national level, using the example of the Russian Federation, sustainable de-
velopment involves ensuring national and environmental security, geopolitical interests,
balanced development of economic sectors, resource availability, promotion of the well-
being of the nation and realization of citizens’ rights.

The components of sustainable development at the regional level include the stable
functioning of industrial complexes, socio-economic and ecological systems of individual
entities, comprehensive improvement of territories and settlements, provision of housing
and communal services. These components create an impact on the population, industry,
social, energy and transport infrastructure, improvement of well-being and the quality of
local people’s life, which ensures the preservation of culture and traditions [35].

Sustainable development of industry is determined by its competitiveness in domestic
and foreign markets, innovation and technological potential, balanced functioning of
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production and economic units and their safety for the environment, efficiency of activity
and the ability to provide necessary intra-industry proportions and connections [15,36].

Sustainable development at the level of economic entities (corporate level) includes
the creation of effective economic results while respecting the safety of production cycles,
ensuring a high level of quality of produced products, minimization of a negative impact
on the environment, development, social support and protection of workers’ rights, im-
plementation of CSR programs and implementation of advanced resource management
practices [37–39].

Consequently, sustainable development goals and targets are largely defined by key
challenges, opportunities, and constraints at each specific level. Sustainable development
is closely linked to stakeholder theory, which is based on the principle of the harmonization
of interests and expectations of direct and indirect participants in relation to ongoing
processes [40,41]. Sustainable development of global and local systems is the result of inter-
action of the state, business and society in economic, social and environmental spheres [42].
Table 2 shows the main expectations of each group of stakeholders in relation to the three
areas of sustainability.

Table 2. Challenges in social, ecology and economic spheres in the system of regional authorities –business-society.

State (Region) Business Society

Social sphere Ensuring humanitarian security
and social stability in the region. Human capital development. Universal access to quality

social services.

Ecology
Preservation of a favorable
environment, biodiversity,

reproduction of natural resources.

Rational use of resources,
minimization of anthropogenic

impact on the environment.

Safe state of the environment and
ubiquitous access to natural

resources according to basic needs.

Economy

Achieving maximum welfare of
the region’s population, stable

growth of the territory’s economy,
integration and penetration into
other local and global markets.

Stable maintenance of
competitiveness, growth of

profit and capitalization.

Adequate standard of living
(compared to the regional average

value and above) and minimization
of social differentiation.

An integral part of sustainable development is the sustainability assessment. Accord-
ing to Kates et al., the assessment of sustainability focused on providing decision makers
the results of the analysis of global and local systems “nature-society” in the short and
long term to help them determine what actions should or should not be taken in trying
to make society more sustainable [43]. At the corporate level, sustainability indicators are
also used in decision-making in addition to non-financial reporting. C. Searcy clarifies this
application of assessment separately in board-level decision-making, corporate governance
and supply chain management [44]. The latter is especially relevant for the LNG industry
with a long value chain (gas production, gas liquefaction, LNG transportation, LNG regasi-
fication), since the high total value of a product requires sufficient attention at every stage
of its creation [45].

According to Wu & Wu, quantitative indicators clarify the meaning of sustainable
development and allow for increasing the understanding of the complex interrelationships
between the components of sustainability in practical terms, and thereby contribute to the
development of science and practice of sustainable development [46]. When developing a
list of sustainability indicators, it is necessary to specify which aspects of sustainability in
the existing concept should be measured, which of the previously aspects not yet considered
should be added and how these properties should be related to each other.

Indicators arise from the content of value illustrated by the phrase “we measure what
we are concerned about” and at the same time form that value, which is concurrently
illustrated by the phrase “we are concerned about what we are measuring” [47]. Each
developed indicator allows for the qualitative or quantitative evaluation of a specific
characteristic of a system striving for sustainability. Grouped into independent lists, they
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reflect the totality of stakeholders’ interests and make it possible to assess progress in
realizing their expectations.

“Sustainability indicators do not guarantee results, but results are impossible with-
out the use of indicators” [47]. This statement reveals the third important function of
sustainability indicators which are indicative planning and monitoring (Figure 1).

Figure 1. The importance of sustainability indicators in managing stakeholder expectations.

As shown in the diagram above, the stated measured results of sustainable develop-
ment that meet the interests of stakeholders become a commitment to implement them for
the environment. And the owner of the process (in the case of a project, the operator of the
project) must integrate the work of creating these results into the content of the initiative.
Sustainability indicators are already becoming key performance indicators (KPIs), reflecting
the degree of commitment to compliance and as a tool for monitoring. Thus, the implemen-
tation of the KPI stage in the Stage-gate project management approach (the most common,
since this approach allows to make investment decisions consistently, reducing risks) is a
prerequisite for the transition between stages. For this, the KPI must be synchronized in
accordance with the capabilities of the stage; the same KPI can be encountered at each stage
of the project if the work, the quality of which it characterizes, is performed throughout the
project. Regular monitoring of the KPI achievement status is carried out in the monitoring
process, which is a key tool in ensuring the compliance of planned indicators with actual
ones. Deviations identified during monitoring require an analysis of the causes of their
occurrence, after which a cycle of corrective actions is launched.

The number of sustainability assessment tools developed and used today globally
and locally is determined by hundreds of indicator and index lists [48]. Some of them are
aimed at assessing specific areas of sustainable development, some suggest an integrated
assessment. Sustainability assessment systems are based on the concept of sustainability,
which does not have a single generally accepted interpretation. For this reason, the
estimated parameters in the methodologies are different, and often such texts first explain
what the concept is based on, and then disclose the content of the assessment [49].

The most famous and frequently mentioned lists of indicators of sustainability are lists
proposed by international organizations. Among them are the United Nations Educational,
Scientific and Cultural Organization (UNESCO), International Institute for Sustainable
Development (IISD), Organization for Economic Co-operation and Development (OECD),
United Nations Commission on Sustainable Development (CSD), Institute for European
Environmental Policy, World Bank, European Environmental Agency, which are aimed
primarily at assessing sustainable development at the global and national levels. Organiza-
tions such as S&P Global, Global 100, Global Reporting Initiative (GRI), and the Russian
Union of Industrialists and Entrepreneurs (RSPP) are involved in the assessment of sustain-
able development at the micro level. At the moment, there is no single, generally accepted
approach to assessing the sustainability.

3. Materials and Methods

To address the research questions, open materials of analytical centers and specialized
international organizations, the works of Russian and foreign scientists in the field of
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project management theory, sustainable development, strategic management, as well as
regulatory and methodological documentation on research issues were used. A complex
approach to the development of a list of sustainability indicators was provided by the use of
methods of synthesis, analogy, grouping, comparison, as well as tools for strategic analysis,
investment assessment and socio-economic forecasting, using the method of forward and
backward linkages. The content of the indicator list is based on the key principles of
sustainability assessment noted in the works of a researchers mentioned above.

The Arctic zone of the Russian Federation, which includes the territories of nine
constituent entities of the Russian Federation, has been allocated to a separate object
of state administration [50,51]. According to the state program titled “Socio-economic
development of the Arctic zone of the Russian Federation”, it is planned to provide
a comprehensive solution of strategic tasks through the implementation of three Sub-
Programs. These include the “formation of support development zones and ensuring their
functioning, creation of conditions for accelerated social and economic development of
the Arctic zone of the Russian Federation”, “development of the Northern Sea Route and
provision of navigation in the Arctic”, and the “creation of equipment and technologies
of oil and gas and industrial engineering necessary for the development of mineral and
raw materials resources of the Arctic zone of the Russian Federation”. The names of
subprograms reveal the priority areas of development in the region, and the indicators
presented in the document clarify the content of the target results.

It is assumed that the dynamics of a number of indicators may be influenced by
industrial complexes operating in the region. Thus, the intensification of production
activities largely determines the improvement of macroeconomic indicators, as well as the
growth of cargo turnover of the Northern Sea Route. Construction and modernization
of industrial systems contributes to the growth of indicators characterizing innovative
activity. As a result, it is possible to assess the contribution of industrial complexes to the
socio-economic development of the region.

At the same time, each indicator list is aimed at a comprehensive assessment of the
object to which it relates. In view of this, the unification of indicators is incorrect and an
industrial project, even if it is focused on achieving regional goals, cannot be fully evaluated
by the list of regional development indicators. This makes it necessary to develop separate
list of indicators, taking into account the capabilities of projects and the interests of their
stakeholders.

It should be noted that the assessment of indicators can be done in different ways
(Table 3) [52–55].

Based on the analysis, it can be concluded that the assessment tool depends on the
purpose of the analysis. The purpose of the analysis, in turn, can influence the list of
indicators used, i.e., different indicator systems can be used for different analysis purposes.
Their consistency in this case is determined by order, integrity in terms of analyzed char-
acteristics coverage, connection with the final goal of the assessment and the presence of
general principles in terms of the approach to the assessment.

In this study, the use of an assessment approach based on the calculation of an integral
indicator is proposed in order to compare Arctic projects with each other. This approach
is applicable in portfolio analysis and can be used for ranking projects. It allows for the
formation of a conclusion about the priority of the project such as when making a decision
to launch in conditions of limited resources. The construction of an integral indicator
includes such stages as normalization, aggregation and weighting. These are aimed to
bring indicators to a dimensionless form, to generalize indicators within individual groups
and to differentiate the importance of each indicator in the overall set [56]. The project
sustainability assessment algorithm used in this research is shown in the Figure 2.
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Table 3. Sustainability indicators assessment tools.

Tool Description Benefits Disadvantages

Qualitative indicators
assessment

Description of the indicators
content without using quantitative

characteristics.

Not all the indicators can be
evaluated; not every indicator

fully discloses its content in
numerical terms.

Lack of objective indicators
comparability.

Benchmarking

Evaluation of indicators in
dimension relative to the best

analogues (values from the
maximum/minimum).

Unified dimension of values
and their relativity, calculations

in terms of industry limits.

Need for the best practices
continuous monitoring;

limited access to information
on each indicator.

Scoring Experts put points on various
indicators within a regulated scale.

Simplicity of the method and
uniform dimension of values.

High subjectivity of
the assessment.

The integral
indicator calculation

All the values are reduced to a
single indicator. In most cases, this
is done using a system of weights

and normalization of values.

Allows to compare evaluation
objects with each other

comprehensively.

The subjectivity when setting
the weights.

Indicators quantifica-
tion without integral
indicator calculation

Evaluation of each indicator based
on quantitative values.

The objectivity of the
calculations.

Lack of consistency and
conclusion about the most

sustainable project or
an alternative.

Figure 2. The project sustainability assessment algorithm.

The project sustainability assessment process involves an analytical stage, during
which the potential for creating results is analyzed. Understanding current needs will
allow to create maximum value for the environment, but it should be noted that the term
“current needs” is dynamic, which means that the needs of the environment may change.
This indicates a need for sustainable development management processes to function
throughout the project, where sustainability indicators are reviewed and refined.

On this stage, special attention should be paid to approved strategies and programs
that determine the current needs in the state-business-society system, as well as approved
indicators for monitoring the implementation of these strategies and programs. Sources of
information about needs in the external environment can be information from the media,
as well as the use of various communication methods such as communication sessions,
meetings, forums, conferences, etc.

On the next stage, it is necessary to analyze possibilities of LNG projects in solving
urgent problems on regional, sectorial and national levels and compare them with the three-
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pillar conception of sustainability, structuring potential results in the fields of economy,
social sphere and ecology.

The following stage involves forming a list of indicators. To do this, it is necessary
to offer a quantitative characteristic for each potentially created result that corresponds to
a certain interest (with units of measurement) and have previously formed requirements
for its content. The requirements for the content of indicators determine the consistency
of the list that they form. Furthermore, all the characteristics are grouped to reflect the
completeness of the overall result assessment for each direction.

The next stage is weighting by spheres and groups. The individual areas of economy,
ecology and social sphere may have an unequal number of indicators, and if not using
weights, the assessment of each area may be distorted. Weighting within groups has the
same goal. The philosophy of sustainable development is based on the principle of balance
and equal coverage of the results in the aforementioned three areas. The same logic should
be transposed to interest groups, which involves creating an alternative that provides
maximum coverage in each interest group and will be more sustainable. In addition,
even in strategic documents, goals may overlap. Indicators for these goals will give a
higher value in total than for other goals. To avoid this, these indicators need to be aligned
within groups. The weighting is based on the expert scores assigned for each indicator.

The final stage is to evaluate the project based on the developed list of indicators.
Considering that each indicator has different scale and unit of measurement, it is neces-
sary to use a normalization method aimed at reducing the indicators to a dimensionless
form [56]. Since the purpose of the evaluation is to compare projects based on the principle
of best matching their results to the needs of the environment, it is proposed to use the
normalization method. In this case, each indicator correlates with a standard among alter-
natives. The benchmark in this case is the best value of the indicator among the projects
under consideration. It should be noted that the benchmark can be both the largest and the
lowest value of the indicator, for which it is necessary to have previously determined the
orientation of each indicator.

4. Results and Discussion

Despite the fact that projects are initiated by companies, the assessment of their
sustainability based on indicators of sustainable development at the corporate level is
incorrect. The potential for creating results in the company’s operational and project
activities is different, because stakeholders and their interests in relation to the company
and the project may differ. In addition, the project may involve external participants who
create the uniqueness of the asset (Figure 3).

Figure 3. Conceptual model of the results arising in the company’s project and operational activities.
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In addition to the different potential for creating results, the approach to evaluating
project activities will also be different:

(1) The object of project evaluation is its unique result, material or non-material. When
evaluating operating activities, the management system is mainly evaluated.

(2) The project is evaluated through effects on the level of influence on a certain object.
When analyzing operating activities, usually volatile, constantly changing indicators
are used, measured in dynamics.

(3) Project effects can be evaluated before the project is launched (with a certain probabil-
ity of achievement).

(4) Project effects are focused on the long term and are calculated for the entire period
of its implementation, which is strictly limited, with the possibility of clarification
during the project lifecycle. Operating indicators are calculated primarily for report-
ing periods.

(5) Project effects are estimated, as a rule, according to the forecast principle, operating
activities according to the actual one.

(6) Approaches to project impact assessment are less standardized than approaches
to operational performance assessment. It is generally accepted that the invest-
ment performance of a project should be evaluated solely based on discounted cash
flow modeling.

The external environment of project implementation is similar to the perimeter of
the company that implements it. Accordingly, the external results of projects will affect
the same areas as the company’s activities, and will mainly affect the development of the
region of presence, the industry and the national economy of the country as a whole, while
simultaneously affecting the company’s activities and satisfying the interests of project
investors. The assessment of such an impact is made in the process of project sustainability
analysis, aimed at a comprehensive assessment of the project results from the point of view
of interests in the state-business-society system.

We propose to evaluate the sustainability of an LNG project as the project’s ability
to generate economic, social and environmental results that meet the expectations of
stakeholders (Figure 4). With regard to LNG projects, such results should be aimed at the
following targets:

(1) Minimizing the negative impact on the environment at the site of construction and
operation of assets.

(2) The reproduction and efficient use of natural resources.
(3) The support of the local population and promoting the preservation of the cultural

heritage of indigenous peoples.
(4) Implementation in the economic interests of project participants, ensuring a long-term

contribution to the presence region economy.
(5) The development of its infrastructure framework.
(6) Innovative and technological development in the industry.
(7) Strengthening the position of Russian LNG in the world market.

Sustainable development of the project, i.e., the process of generating these results,
must be not less than the period of its life cycle determined by the charter of the project,
including the operational phase. The designated targets for sustainable development can
be formulated in the form of the following goals:

1. Efficient subsurface using, energy efficiency and transition promotion to environmen-
tally friendly energy sources. This involves a sound approach to resource exploitation
that minimizes environmental damage, as well as creating conditions for large-scale
LNG using, including regions with vulnerable ecosystems.

2. Creating economic value of the asset. This involves obtaining economic benefits for
the main (owners of the LNG asset) and indirect (the state, suppliers and contractors,
entities for which the implementation of this project has become a driver for devel-
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opment) project participants. It also includes the results that will become sources of
additional growth in the future.

3. Participation in solving socially significant problems in the region of presence. This in-
volves the implementation of CSR programs focused on the needs of local population.

Figure 4. The concept of sustainability LNG project.

Sustainable development of the system is related to its ability to create economic,
social and environmental results that meet the interests of stakeholders under existing
restrictions. Based on the analysis of LNG projects implementing experience in Russia and
in the world, we identified the main groups of stakeholders, their interests and potential
contribution to the implementation of projects (Appendix A, Table A1).

For large-scale LNG projects, the list of expectations of stakeholders is quite high,
which determines the number of possible effects that reflect its investment attractiveness.
Moreover, the consequences of the project’s implementation in the external environment,
which determine its significance for the region and the industry (Appendix A, Table 2). It
is important to note that the geographical and climatic features of the Arctic region in con-
ditions of high dependence on foreign technologies and equipment require the activation
of the innovative component at all stages of a project. This includes the organization and
conduct of geological exploration, logistic support to industrial systems, organization and
conduct of construction and installation work, the operation of production assets, and sales
of finished products [57].

It is necessary to involve specialized universities and research institutes, scientific and
technical centers and other participants offering advanced technological solutions for safe
and efficient work in the extreme conditions of the North. For this reason, the effects of
projects related to the development of innovations must also be taken into account.

Based on the analysis of the potential of Arctic LNG projects, the following groups of
indicators can be identified for a comprehensive assessment of the results of such projects—
macroeconomic, international integration, investment, infrastructure, sectorial, inter-project
cooperation, innovative, human development, development of regional culture, improving
living standards, environmental pollution, transition to clean energy and energy efficiency
(Appendix A, Table 3).

Indicators for assessing the sustainable development of industrial systems, in our
opinion, should meet the following requirements:

1. Be universal in relation to other projects in the region of the same sector with an identical
set of links in the production chain (for example, production-processing-sales).

2. Meet the interests of stakeholders of the project.
3. Be applicable for evaluation at any stage of the project, including pre-project develop-

ment.

In accordance with the specified requirements, the following list of indicators for
assessing the sustainability of Arctic LNG projects is proposed (Appendix A, Table 4). This
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list was tested in assessing the sustainability of the Yamal LNG project, as well as on the
Arctic LNG-2 project planned for implementation with an investment decision already
having been made. Lastly, it will be used on the Ob LNG project, on which an investment
decision has not been made yet.

The indicators were evaluated using data from open sources, as well as the authors’
own calculations. To set the weight coefficients, we used expert assessments obtained
during a survey of a group of five experts in the field of project management and sustainable
development of Russian oil and gas company. The principle of setting weights is described
in the Methodology section. Bringing the indicators to a single view was also performed
according to the principle described earlier—through the ratio of the indicator value to the
best among the projects.

Calculations are given in Appendix A in Table 5 and based on data from open sources.
The results of the calculations show that the Yamal LNG project is the most sustainable
in terms of the characteristics of results that correspond to the interests of stakeholders
(Figure 5). However, it is necessary to take into account the high estimation error associated
with the limited amount of data on planned projects in open access, which is typical for the
Ob LNG project. Even with limited data on the Arctic LNG-2 project, it can be concluded
that there is sufficient potential to create results in the external environment comparable to
the Yamal LNG project.

Figure 5. Integrated sustainability indicators for Arctic LNG projects and their distribution by sustainable development areas.

A rating system based on weights, the sum of which gives the final value “100”,
and normalized according to the principle of bringing to the best result, assumes that the
maximum value that can be obtained is 100. This allows us to consider the integral stability
indicator not only as an absolute value, but also as a relative one. However, it should be
noted that sustainability indicators have different sensitivity to certain project parameters
and not every indicator in the project can be increased/decreased to the reference one.
For example, a number of indicators depend on the production capacity of a plant, which
means that a less productive plant has a certain limit in generating economic, environmental
and social results compared to a larger asset. This indicates that sustainability cannot have
criteria and the conclusion about it is made in comparison with another object. A more
sustainable option is one that provides the greatest coverage of the project results for the
key interests of stakeholders in each area of sustainable development.

The proposed assessment approach is applicable in portfolio analysis, since it pro-
vides a summary of the status of each project in a specific area, which in this case, is
in the field of sustainable development. However, it should be noted that with such an
assessment system, the company should not seek to equalize the indicators since this can
be achieved by reducing the benchmark indicators, but rather to search for additional
potential improvements in lagging areas. Therefore, the sustainability portfolio should be
monitored comprehensively for all projects with dynamic changes analysis in the values of
each indicator.
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A promising area of application of the proposed indicators is mentioned early manage-
ment of socio-economic development of the region. Large-scale LNG projects are system-
forming in regional design and form the core for further development, inter-industry and
inter-territorial interaction. The unique results of the projects created in the context of
regional expectations and requirements should be evaluated on an early stage, included
in comprehensive profile programs and regional development plans, and become specific
objects of management, thereby creating maximum value for sustainable development of
business, government and society in the long term.

5. Conclusions

Turning a strategy into real action requires quantifying the expected results, and thus
allowing for evaluation of the effectiveness of the processes being launched. The existing
system of strategic management of the socio-economic development of the Arctic region is
in the process of formation. It has complex goals to ensure a functional approach to the
creation of modern industrial complexes in remote Northern territories, linking production
opportunities with the solution of social and environmental problems. There is an obvious
need to synchronize government goals with the production programs of existing industrial
systems as well as those that are planned or under development.

Large investment projects initiated on the basis of promising fields are system-forming,
participate in solving the problems of integrated spatial development of the Arctic region,
generate multiplicative effects for the industry to which they belong, as well as related
industries, and stimulate the development of other promising local projects. The specifics of
project management in relation to standard processes of production and economic activity
determine a specific approach to evaluating the effectiveness of decisions made.

Indicators of sustainable socio-economic development of the region will differ from
indicators of industrial systems development. This is due primarily to the fact that each
project has its own industry affiliation. The corresponding composition of participants who
determine the target vector of development and the profile of interaction with the external
environment also contribute to this. Secondly, the indicators of regional development char-
acterize, among other things, socio-demographic processes and the state of the ecosystem,
which are determined by general regional trends and depend on the pace of development
of the Arctic sectors of the economy as a whole. Subsequently, when conducting compre-
hensive monitoring of the solution of strategic tasks, an indicator assessment of both the
socio-economic development of the region and industrial systems is necessary.

The proposed indicator list takes into account the needs of the Arctic region in the
context of LNG projects capabilities. At the same time, the variable nature of the indicators
should be noted, such as the list of indicators formed in response to the challenges in the
state-business society system. These can be adjusted and clarified as the trends in the
external and internal environment of the project change.
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Abstract: The development of markets for low-carbon energy sources requires reconsideration
of issues related to extraction and use of oil and gas. Significant reserves of hydrocarbons are
concentrated in Arctic territories, e.g., 30% of the world’s undiscovered natural gas reserves and
13% of oil. Associated petroleum gas, natural gas and gas condensate could be able to expand the
scope of their applications. Natural gas is the main raw material for the production of hydrogen and
ammonia, which are considered promising primary energy resources of the future, the oxidation
of which does not release CO2. Complex components contained in associated petroleum gas and
gas condensate are valuable chemical raw materials to be used in a wide range of applications.
This article presents conceptual Gas-To-Chem solutions for the development of Arctic oil and gas
condensate fields, taking into account the current trends to reduce the carbon footprint of products,
the formation of commodity exchanges for gas chemistry products, as well as the course towards
the creation of hydrogen energy. The concept is based on modern gas chemical technologies with an
emphasis on the production of products with high added value and low carbon footprint.

Keywords: hydrogen production; methanol production; ammonia production; storage of hydrogen;
hydrogen transport; development of the Arctic; sustainable development

1. Introduction

Despite the existing trends of transition to renewable energy, a complete elimination of
hydrocarbon raw materials is not possible in a near perspective because of constant growth
of energy consumption. Simultaneously, the problem of climate change, especially in Arctic
and other ecologically fragile regions, starts to be more and more acute [1,2].

Therefore, use of hydrogen starts to attract attention as an alternative way to reduce
greenhouse gas emissions [3]. The European Union (EU) prognosis to create a hydrogen
economy recognizes the limits in satisfying the EU’s demand for low-carbon hydrogen
on the basis of its own renewable energy resources [4]. Therefore, supply from external
sources is considered to be a viable option. On the other hand, according to Energy Strategy
of the Russian Federation for the period up to 2035, it is planned to export 0.2 million tons
by 2024, and by 2035, 2 million tons of hydrogen [5].

The growing interest in the use of hydrogen has attracted attention to a need of
classification of its origin and production methods. It is motivated by the fact that different
methods of hydrogen production have their own specific carbon and toxic footprint. One of
the attempts to build a taxonomy is the color classification [6]. The following colors of
hydrogen are identified:
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Green hydrogen—produced by electrolysis of water, while electrolysis uses only
electricity from renewable energy sources. Regardless of the electrolysis technology chosen,
the production of hydrogen has no carbon footprint, as 100% of the energy must come from
renewable sources.

Gray hydrogen—produced from fossil fuels, typically natural gas. It produces waste
gases containing CO2 and increases the global greenhouse effect. The production of one
ton of hydrogen in this way produces about 10 tons of CO2.

Blue hydrogen—like gray hydrogen, but during the production process CO2 must be
separated and buried (Carbon Capture and Storage, CCS) or used for the production of
fuels or chemical raw materials (Carbon Capture and Utilization, CCU) [7,8].

Turquoise hydrogen—produced by the thermal decomposition of natural gas (methane py-
rolysis). Instead of CO2, the process releases solid carbon (soot). At the same time, the
use of renewable energy for the operation of a high-temperature reactor, as well as the
long-term binding or storage of solid carbon, is a necessary condition for the CO2-neutrality
of the process.

In the future, gray hydrogen will not be used at all due to its highest carbon footprint.
The potential for obtaining green hydrogen is limited due to high energy consumption in
the process of water electrolysis.

The cost of turquoise hydrogen obtained by pyrolysis of methane, according to experts
in the field of simulation and computer modeling, is much lower than that of hydrogen
produced by electrolysis of water (green hydrogen). This is due to the fact that part of
the energy is lost due to the efficiency of the electrolyzer 70–80%. Whereas pyrolysis of
methane requires several times less energy than electrolysis. In addition, water used in
electrolysis has no free energy, whereas methane has the potential to release energy during
oxidation. When separating a methane molecule, hydrogen has a greater energy potential
for further oxidation than that the energy spent on pyrolysis. In this case, the cost of
hydrogen will depend on the cost of gas, which is minimal in the places of its production.
According to our preliminary estimates, the cost of turquoise hydrogen may be lower than
the cost of hydrogen produced by traditional steam reforming of natural gas with the
capture of greenhouse gases (blue hydrogen). This is due to the fact that there is no need to
build and maintain a CSS and CCU infrastructure for turquoise hydrogen.

The growing demand of European countries for hydrogen could create an opportunity
for hydrogen production in the Russian Arctic region and its transport using new trunk
pipelines. However, it should be noted that building trunk pipelines for transportation of
pure hydrogen is economically unprofitable due to the high capital (use of special types of
steels and coatings) and operating costs of installing and maintaining the infrastructure.
The use of the existing gas transportation infrastructure is possible only when natural gas is
transported with the addition of maximum 20% of hydrogen. These circumstances require
the rebuilding of existing gas transportation infrastructure or the use of other means of
transport [9].

The above-mentioned limitations related to production and transport of hydrogen
lead to the idea of situating hydrogen production in an area with a nearby well-established
transport system, and not to build transport infrastructure of remote green field. The North-
ern Sea Route for transportation of the Russian Federation production to the countries of
Western Europe and the Asia-Pacific region, Figure 1, is considered as a perspective due to
the following factors [10]:

• The presence of the Northern Sea route (product-distribution routes, both to the
countries of the EU and to the countries of the Asia-Pacific region);

• possibility of bound hydrogen transport in a solid form using dry cargo vessels and in
liquid form by tankers.
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Figure 1. Product transportation routes of the Arctic zone of the Russian Federation to the countries of the European Union
and the Asia-Pacific region.

In consideration of the foregoing, the task of considering new concepts for the produc-
tion, storage and transport of hydrogen at the facilities of the Arctic region corresponds to
actual global needs.

For this, the article attempts to revise the existing approaches to the development of
Arctic oil, gas and gas condensate fields in order to focus on the emerging markets for
low-carbon products.

First of all, we will consider promising methods of hydrogen production that can be
integrated into Arctic industrial production.

2. Promising Methods of Hydrogen Production

More than 100 existing and proposed technologies for the production of hydrogen
are described [11,12]. More than 80% of the described technologies are based on the steam
conversion of fossil fuels and over 70% among them on the conversion of natural gas. How-
ever, to reduce carbon dioxide emissions from remote Arctic oil and gas facilities, a broader
range of hydrogen production technologies needs to be considered, including methane
pyrolysis and seawater electrolysis using renewable energy sources.

2.1. Blue Hydrogen

The main industrial technology for hydrogen production is steam methane reform-
ing (SMR) [13,14]. The autothermal reforming (ATR) is the most common production
method [14–19]. Also popular is dry reforming of methane (DRM), partial oxidation (POX)
and their combinations.

In recent years, the technology of production and purification of synthesis gas has
attracted much attention from both researchers and industry [19]. Since its development, it
has become one of the main directions for more efficient, sustainable and environmentally
safe use of hydrocarbon resources.

The reference [17] presents the topic of hydrogen-based fuel cells and energy, and
addresses important trends in the contemporary energy industry, in particular, how to
integrate fuel reprocessing into modern systems.
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According to [16], it is important to remember that the route of hydrogen production
and the choice of a specific technology depends on the type of energy and available raw
materials, as well as on the required purity of the final product.

POX technologies were originally proposed by Texaco and Shell [17,18]. They are
widely used in industry, and at present there are over 300 operating installations [11].

In Russia, many research centers have carried out theoretical and experimental inves-
tigations of the process of hydrocarbon partial oxidation [18,20]. However, there are no
industrial POX installations. The source [20] describes in detail a method for producing
synthesis gas for low-tonnage methanol production based on partial oxidation of natu-
ral gas in original three-component (hydrocarbon feedstock—oxidizer—water) synthesis
gas generators (SGG) (hydrogen, carbon monoxide and carbon dioxide, water steam and
ballast gases).

To carry out POX, it is possible to use chemical reactors based on power plants with
high productivity and relatively low energy consumption for conversion and small weight
and size characteristics. It favorably distinguishes them from any other partial oxidation
devices [18,20,21]. The source [21] considers the physical model and the design of the
SGG. A method for calculating the nominal geometric dimensions of the SGG is proposed,
which makes it possible to assess the mass and size characteristics of the SGG already at
the stage of implementation of the basic project.

The recent research [22] found that in the case of synthesis gas production by POX
of natural or associated petroleum gas, the estimated cost of hydrogen production is
1.33 euros/kg H2. The cost of large-scale production of H2 varies from 1 to 1.5 euro/kg
H2. It is worth remembering that the decision on the economic feasibility of using natural
or associated petroleum gases for the production of H2 should be made in the context of
transport infrastructure or the use of hydrogen directly at the site of oil or gas production.

2.2. Turquoise Hydrogen

Thermal or thermocatalytic decomposition (cracking or pyrolysis) is one of the meth-
ods to produce hydrogen with a low carbon footprint. The reaction of splitting methane
molecules into hydrogen and carbon is carried out in a pyrolysis reactor at temperature
from 600 to 1200–1400 ◦C [23]. Many studies are devoted to the search of effective cat-
alysts in pyrolysis. However, the problem of catalyst deactivation, highlighted in these
studies, cannot be solved by burning carbon from the catalyst surface, since in this case
CO2 emissions become comparable to the emissions in steam reforming of methane [24].
The problem of coking is less acute when using carbon catalysts—activated and black
carbon, graphite, nanostructured carbon, etc. [25–27]. In this case, the reactor contains
a fluidized bed with carbon catalyst particles [24]. However, all catalysts are subject to
deactivation, and the formation of solid carbon as a product can lead to reactor fouling [28].
Another method of methane pyrolysis is the removal of these disadvantages thanks to
the use of molten metal as a heat carrier and a bubble column for the extraction of solid
carbon and gaseous hydrogen. In addition, the produced carbon, as well as the liquid
metal, can act as a catalyst for the process [29]. As a rule, Sn [15,29] and Pb [17] are used as
molten metal; however, there are studies aimed at finding new materials, e.g., Ni-Bi melt is
proposed in [16]. Ni-Bi melt possesses catalytic properties capable of increasing methane
conversion, in contrast to non-catalytic Sn and Pb melt [13,30–39]. The effect of temperature
on the direct cracking of methane was studied in [30]. This research confirmed that the
accumulation of carbon black in the reaction tube is the main technological obstacle in
the implementation of the process of direct thermal cracking of methane. There were also
studies on the types of catalysts used for methane cracking in order to reduce the amount
of carbon dioxide generated in hydrogen production from methane [32,35]. The thermo-
chemical model for the assessment of factors influencing the process of obtaining hydrogen
by pyrolysis of methane was presented in [34]. It was discovered that the temperature and
residence time of the gas have the greatest impact on the yield of methane conversion. It
was also confirmed in [37,38]. In [37,39] there was analyzed the process of thermocatalytic
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decomposition of methane in a fluidized bed reactor aimed at reducing the amount of
harmful emissions.

According to preliminary modeling, hydrogen with a negative carbon footprint can
be produced by pyrolysis of biogas, in which carbon has been captured naturally from the
air during biomass formation. In addition, it is assumed that solid carbon produced by
pyrolysis of methane can be used for the production of nanostructured materials such as
carbon nanotubes and fullerenes [40]. At present, the high cost of such materials limits
their broad use, e.g., in the construction of highways or cement production.

2.3. Green Hydrogen

The electrolysis of water is also a common method of hydrogen production. The elec-
trochemical dissociation of water into oxygen and hydrogen was studied in [41]. Based
on recent research, low-temperature electrolysis is used to produce hydrogen. It allows
to store electricity from renewable sources in chemical bonds in the form of high-purity
H2 [42]. Low-temperature electrolysis of water uses a concentrated potassium hydrox-
ide solution KOH, a proton exchange membrane (PEM), or an alkaline anion exchange
membrane (AEM) as an electrolyte. The main advantage of AEM electrolysis over other
options is its cost as in this case there is no need to use platinum group metals (PGM) as
catalysts. However, the major difficulty is the instability of the alkaline method, due to the
sensitivity to pressure drop and the low rate of hydrogen production [43]. A traditional
electrolysis device consists of two metal electrodes, an anode and a cathode, placed in an
electrolyte solution and separated by a membrane [44]. When a current passes through the
solution, oxygen bubbles rise above the anode and hydrogen bubbles above the cathode. To
minimize the amount of energy required to liberate hydrogen from water, both electrodes
are usually coated with a catalyst. However, to produce hydrogen, significant volumes of
fresh water will be required, the reserves of which are already limited. The solution of this
problem would be the conversion of seawater.

The seawater is mainly a mixture of Cl and Na ions. Unfortunately, Cl ions cause
corrosion of the anode metal and prevent the production of hydrogen. To overcome this
problem, the anode is designed as a porous nickel foam pan collector coated with an active
and cheap nickel and iron catalyst [45]. Moreover, there is added negatively charged sulfate
and carbonate molecules to the catalyst bed [46].

Currently, almost all the hydrogen is used in the immediate vicinity of the place of its
production [47]. One of the main challenges in the construction of sustainable hydrogen
energy systems is the problem of its transport. Therefore, it is necessary to consider
promising technologies for the transport of hydrogen in a bound state.

3. Concept of Transport and Storage of Hydrogen in a Bound Form

The major issues related to the creation of the global hydrogen energy industry and
the use of hydrogen as a fuel are its storage and transport.

To ensure sustainable development of hydrogen energy, it is proposed to consider the
possibility of using sea transport, for example, bulk carriers and tankers. Their production
and operation are more economical and safer than LNG ships. In addition, at the moment
there is no experience in operating tankers for the transport of liquefied hydrogen.

When considering the role of Arctic regions in the development of hydrogen economy
it is worth mentioning that actually the Russian ship owners control 356 tankers of various
size [48].

In Saint Petersburg Mining University, the possibilities of pipeline transport of gas
and methane through existing pipelines has been extensively studied [49].

In a situation where the construction of a gas pipeline or an LNG plant is not economi-
cally feasible, it is proposed to consider an option of producing hydrogen from methane.
Hydrogen can be converted into various chemical compounds. The production, storage and
transportation methods of these products must be well understood, the regulatory frame-
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work well structured, and the international markets for such substances well developed. It
looks that ammonia and methanol meet these requirements.

3.1. Ammonia

Ammonia can be dissociated into nitrogen and hydrogen. It is a very interesting option
when considering the development of hydrogen economy, as ammonia transport over long
distances is much easier than that of hydrogen. At the same time, unlike hydrogen, storage
and transportation of ammonia does not require the use of special expensive cryogenic
containers. Ammonia can be stored and transported in standard liquid hydrocarbon
storage tanks [50].

A mixture of nitrogen and hydrogen of the required composition can be obtained by
reforming natural gas using atmospheric air and water, followed by the separation of CO2
from the synthesis gas. Then, in the column for ammonia synthesis on a catalyst (promoted
iron) at temperature 390–530 ◦C, an exothermic reaction of ammonia formation from a
nitrogen-air mixture takes place:

3H2 + N2 ↔ 2NH3 + 111.5 kJ/mol, (1)

The circulation gas after leaving the synthesis column, depending on the technology
used, comes out with a temperature of up to 350 ◦C and an ammonia content of up to
19.9%. The heat of reaction of ammonia synthesis is used to heat the feed water supplied to
the waste heat boiler to produce high pressure steam.

The ammonia condensation is carried out in two stages. The gas is cooled with water,
air, and evaporating ammonia. The condensed ammonia is separated in a separator and
the gas is directed to a circulation compressor.

Ammonia refrigeration is provided to the units by ammonia compressor or absorption
refrigeration units. The produced ammonia can be supplied to consumers both in liquid
and gaseous form [51]. In liquid form, ammonia can be transported over long distances in
a special tanker or containers on cargo ship.

3.2. Methanol

To achieve a low carbon footprint of the products obtained from the gas and oil fields,
the use of carbon capture technologies is needed. CO2 obtained in the process of hydrogen
production can be used in the synthesis of chemical raw materials, during the processing
of which carbon will be tightly bound in high molecular weight compounds. This will
prevent carbon from escaping into the atmosphere for several decades. Such compounds
can include resins, plastics, synthetic fabrics and other components that can be obtained
from such a simple monohydric alcohol as methanol [52].

In addition, ammonia plants could be successfully integrated with methanol produc-
tion, and as a result the energy consumption in the production of both products is reduced.

A mixture of carbon dioxide and hydrogen can be used to produce methanol. Thus,
CO2 will be bound in the form of raw materials used in the chemical industry for the
production of a wide range of products, such as formaldehyde, formalin, acetic acid,
methyl tert-butyl ether, dimethyl ether, isoprene, etc. In addition, methanol can be used
for the inhibition of gas hydrate formation in wells and pipelines of gas treatment units in
remote Arctic fields.

The modern industrial production method is a synthesis from carbon monoxide (II)
and hydrogen on a copper-zinc oxide catalyst at the temperature—250 ◦C and pressure—
7 MPa.

The scheme of the mechanism for the catalytic production of methanol is complex and
can be summarized as a reaction [53]:

CO + 2H2 → CH3OH, ΔH = −128.93 kJ/mol. (2)
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Methanol can be also produced from CO2 and H2, where carbon dioxide is captured
from the waste gases. In this case, the precious metals Ir and Rh or Cu, Ni, Fe, Co are
usually proposed as catalysts [33,54].

3.3. Cyclohexane

In order to store and transport hydrogen, it is necessary to consider the technology of
hydrogenation of aromatic hydrocarbons, such as benzene-toluene-xylene, which can be
obtained at the field with the release of C1–C2 gas and hydrogen.

So, in the process of hydrogenation, benzene-toluene-xylene will be converted into
cyclohexane by the reaction, for example, of benzene:

C6H6 + 3H2
t.Pt↔ C6H12, ΔH = −239.13 kJ/mol. (3)

This reaction occurs at a pressure of 5 MPa and a temperature above 300 ◦C, after cool-
ing to 25 ◦C (standard conditions), cyclohexane becomes a liquid, and in the liquid state, 1
L of cyclohexane will contain 673 L of hydrogen.

The processes of catalytic conversion of unsaturated and saturated light hydrocarbons
C2–C5 into benzene, toluene and xylene have recently attracted the attention of many
researchers [16,23,26,27,55–57].

3.4. Hydrides

Another promising method for hydrogen storage is the use of metal hydrides [58].
This method enables keeping of hydrogen in a solid-state using hydride-forming metals
and alloys, hydrogen-absorbing materials with a high specific surface area, metal-hydride-
carbon and amide-imide composites, hydrolysable metals and hydrides, reversibly hydro-
genated organic compounds [59]. The technology under consideration, according to [60],
facilitates the transportation of hydrogen fuel and reduces the volume of the system by
almost three times, without requiring high economic costs for the conversion and lique-
faction of hydrogen, as well as the manufacture of special vessels. It is mainly used for
stationary and portable devices, as well as transport systems [61].

Hydrogen production is carried out in two reactions—hydrolysis and dissociation.
As noted in [62], hydrogen production doubles during hydrolysis; however, it is an irre-
versible process. Hydrogen accumulators are created by thermal dissociation of hydride.
In this case, minor changes of temperature and pressure cause a significant change in the
equilibrium of the reaction of hydride formation.

The chemical reaction of the formation of metal hydrides is the interaction of a hydride-
forming metal with H2 in a gaseous phase [63]:

M (solid) + H2 (gas) ↔ MH2 (solid) + Q (4)

where M—metal used.
A rapid increase in the pressure of hydrogen in the gaseous phase and, at the same

time, a decrease in temperature, leads to a direct shift of equilibrium towards hydrides,
and the reverse process causes their decomposition [64].

The whole process of hydrogen absorption consists in the mobility of H2 molecules to
the surface of the material, dissociation of adsorbed hydrogen molecules, as well as the
transition of its atoms into the bulk of the material with the formation of an interstitial
solid solution—α-phase, then the hydride—β-phase [56].

Kinetics of absorption/release of hydrogen under mild conditions in intermetallic
hydrides is suitable for creating hydrogen storage systems [65].

As a rule, in the literature, metal hydrides are divided into high- and low-temperature
ones. When considering low-temperature metal hydrides, it should be noted that stable
hydrogen pressure above atmospheric pressure is observed in the temperature range up
to 400 K. Low-temperature metal hydrides are intermetallic compounds: AB5, AB2, AB,
as well as hydrides of body-centered crystal lattice alloys based on vanadium (V) and the
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Ti-Cr system. The reaction of the formation of hydrogen hydrides with these compounds
takes place with a heat of formation (<45 kJ/mol H2), as well as high rates of sorption
and desorption at medium temperature and pressure [66]. It should be noted that it is
advisable to use such materials precisely for the formation of stable hydrogen fuel storage
systems with an emphasis on simplifying operation and reducing energy costs. However,
they have a low hydrogen content (1.5–3 wt.%). In addition, it should be noted that high-
temperature metal hydrides include intermetallic compounds based on magnesium and
alloy hydrides [56], which are characterized by elevated temperatures of hydrogen sorption
and desorption in a temperature range of about 600 K and a high hydrogen capacity [67].

Metals-N-H systems, consisting of metal amides and hydrides are promising materials
for storing hydrogen on the board of vehicles [59].

For instance:

2Li2NH2 + MgH2 → LiMg(NH)2 + 2H2MgH2 ↔ Mg[NH2]2 + 2LiH (5.6 mass% hydrogen). (5)

It should be noted that the methods to optimize the magnesium-hydrogen system
are gaining popularity [68,69]. The kinetic properties of Mg/MgH2 are improved with the
help of nanostructured materials and the addition of catalysts, e.g., transition metals, their
oxides or rare earth metals. As mentioned in [25], an increase in the rate of absorption and
the release of hydrogen is achieved by grinding magnesium into a powder with particles
of 50–75 μm and alloying with Ni, La, Ce, Cd, Fe, Lu, Sn, Er, Ti, Mn. The addition of
destabilizing agents, for example Si, helps to reduce the dehydrogenation temperature. In
the reaction of Si with MgH2, stable MgSi2 is formed, rather than Mg, and the enthalpy of
the process decreases by almost 40 kJ/mol [66,70].

According to [70], in the near future, the combined hydrogen storage composed of
several systems of storage and processing of hydrogen fuel, will be a serious competitor to
the current technologies. The new systems can be composed of small to medium sized metal
hydride hydrogen storage units as well as thermo-sorption compressors. It is worth noting
that the buffer installations for storage, purification and controlled supply of hydrogen to
the consumer may also be in demand.

In addition to the reaction of formation of metal hydrides, it is important to determine
how the reverse process of obtaining hydrogen from them is carried out. The hydrogen
from metal hydride is produced either by its heating to above 400 ◦C or by its reaction with
water. In heating process, the metal hydrides are extruded as rods, and are decomposed by
heating using electrical heaters or flue gas [56].

It can be concluded that the application of the metal hydrides is promising, as it will
allow for compact, environmentally friendly and cost-effective storage and transportation
of hydrogen fuel in a chemically bound state.

4. Concepts of Development of Oil and Gas Fields in the Arctic Shelf

The development of gas condensate fields is composed of many operations during
which a wide range of gaseous and liquid products is obtained, e.g., methane, ethane,
propane-butane mixture, unstable gas condensate, etc. As a result, in order to transport
those products, the large investments are needed like gas or condensate pipelines. In the
case of sea routes, it is additionally needed to build plants for the liquefaction of natural
gas [71].

When arranging an Arctic oil field, similar problems arise related to logistics and
transportation of products. For the export of oil, pipeline or tanker transport can be
used, but the situation is complicated by the presence of significant volumes of associated
petroleum gas. For its transport, it is not economically feasible to build LNG production
units and long gas pipelines [10]. In this case, the possibility of its utilization on site for
the production of heat and electricity should be considered. In the case when heat and
electric energy is not required in volumes comparable to the amount of assisted associated
petroleum gas (APG), surplus flaring is used. However, there are fields where there is so
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much APG that the field should be considered as oil and gas, and APG as a valuable raw
material that should be converted into final products with high added value [72].

In these cases, it would be recommended to apply a Gas-To-Chem approach of creating
installations, a concept developed in Saint-Petersburg Mining University. The proposed
concepts for the development of remote Arctic oil and gas and gas condensate fields with
the possibility of producing and transporting low-carbon products by tankers are presented
in Figure 2a,b, respectively.

(a) (b) 

Figure 2. Concept for the development of a remote Arctic oil and gas field (a), gas condensate (b) with the possibility of
producing and transporting blue hydrogen bound to methanol, ammonia and cyclohexane.

In this article there is introduced the concept of development of oil and gas and gas
condensate fields, taking into account the current trends to reduce the carbon footprint of
products, creation of chemical commodities, as well as hydrogen-based power generation.

4.1. Ammonia, Methanol and Cyclohexane as Hydrogen Carriers

As a promising technology for the preparation of fat gases, it is proposed to use the
process of aromatization of the produced gas, which will allow converting the fat gas with
C1–C5 components and unstable gas condensate into the lean C1–C2 gas (methane and
ethane), liquid aromatic hydrocarbons benzene-toluene-xylene, as well as hydrogen. In this
case, the lean gas can be used as a gas-chemical feedstock for the production of hydrogen,
ammonia and methanol, or it will be pumped into the pipeline mixed with hydrogen.

Benzene-toluene-xylene is a valuable chemical raw material. It can be hydrogenated
to cycloalkanes and next used as an intermediate product for transport and storage of
hydrogen as an energy source. Additional hydrogen for the hydrogeneration of the benzene-
toluene-xylene can be obtained by steam reforming and partial oxidation of natural gas,
and the greenhouse gases formed in the process, together with exhaust gases from turbine
power generators. It could be injected into the underground reservoir carbon capture
and storage or processed into methanol for subsequent implementation carbon capture
and utilization.

The main elements of the proposed schemes are the unit for reforming C1–C2 hydro-
carbon gases, a power generation unit and waste gas utilization. Electricity generation
block will include a steam turbine with a binary cycle to utilize excess heat from other gas
chemical processes [73].

A schematic diagram of a methane steam reforming unit with water gas reforming
reactors and amino purification is shown in Figure 3. Natural gas, over 90% methane, is
mixed with the required amount of water vapor. The mixture is heated in heat exchangers
H-1-5 and fed to the mixer M-1, where the prepared O2 mixture with an equal volume
of water vapor is supplied. The conversion of methane with steam takes place in the
R-1 reactor. Next, the products of conversion are sent to equilibrium reactors R-2-3 for
the conversion of CO with water vapor and obtaining a mixture of carbon dioxide with
hydrogen. In the absorber A-1, the mixture is separated into components by an aqueous
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solution of MDEA. After amine purification, the hydrogen-containing mixture is sent to a
pressure swing adsorption unit (PSA) to obtain hydrogen with a purity of up to 99.999%.

Figure 3. Steam methane reforming unit with water gas reforming reactors and amine purification. R-1—conversion
reactor; R-2-3—equilibrium reactor for additional oxidation of CO and CO2; M-1—mixer; H-1-5—heat exchanger; C-1-2—
refrigerator-condenser; S-1—separator for separating liquid products; A-1—absorber; SP—adsorber.

In the reforming unit, depending on the selected configuration of the equipment,
it is proposed to use the technology of steam reforming or partial oxidation of C1–C2
components. It is important to note that in the production of hydrogen, it is possible to
implement one of several methods of utilization of CO2 released from synthesis gas and
exhaust gases of a power plant (except for injection into wells to maintain intra-reservoir
pressure and increase oil recovery). The method consists in mixing in the presence of a
catalyst hydrogen and carbon dioxide with the formation of products—water and carbon
monoxide, which, when hydrogen is added, forms synthesis gas suitable for processing
to produce methanol and motor fuels [74,75]. The produced synthesis gas will be next
processed into methanol, Figure 4.

Figure 4. Preparation of synthesis gas with its subsequent processing into methanol. R-1—methanol synthesis reactor;
M-1—mixer; H-1—heat exchanger; C-1—refrigerator-condenser; S—separator for separating liquid products; D—flow
divider; CC—centrifugal compressor.

A mixture of carbon monoxide and hydrogen is purified from impurities, compressed
in a multistage compressor CC, then mixed with unreacted gases in a mixer M-1. Next the
gas enters the tubular heat exchanger H-1, heating up to 320 ◦C with hot reaction products.
The heated gas enters the contact synthesis reactor R-1, where methanol is formed in
the catalyst bed. The main stream of the gas mixture, heated in the heat exchanger H-1,
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is introduced into the upper part of the column R-1 and enters the catalyst bed. The reaction
products are cooled in the tubes of the heat exchanger and removed through the bottom of
the column. The synthesis products leaving the column are cooled to 100 ◦C in the heat
exchanger H-1, and then in the cooler-condenser C-1 to 25–30 ◦C. The resulting liquid
methanol is separated from the unreacted substances in the separator S and collected in
the collector.

In the absence of the possibility of building a gas pipeline, hydrogen could be di-
rected to the hydrogenation of benzene-toluene-xylene with the production of cyclohexane,
methanol and ammonia from a nitrogen-hydrogen mixture associated petroleum gas,
Figure 5.

Figure 5. Scheme of ammonia production from a nitrogen-hydrogen mixture. R-1—ammonia synthesis column; R-2-3—
condensation column; M-1-3—mixer; H-1—remote heat exchanger; C-1-2—refrigerator-condenser; S-1-2—separator for
separating liquid products; D-1-2 filter—flow divider; CC-1—turbocharger; V-1-3—valves.

Raw gas and unreacted circulating gases enter M-1, then flow through the tubes of the
heat exchanger H-1 to the synthesis column R-1. Next, liquid ammonia, passing through
M-2, mixes with the circulation gas, entering the top of the condensation column R-3,
where, due to the evaporation of liquid ammonia in the annular space, the gas mixture is
further cooled down to −10–15 ◦C. A mixture of gas and condensed ammonia enters the
separation section of the R-2 column to separate liquid ammonia from gases. The mixture
from the separation column R-3 is discharged into the external heat exchanger H-1 and,
the flow enters the coolers C-1-2 The condensed ammonia is separated in the separator
S1, and the gas mixture enters the suction of the circulation stage of the CC-1 compressor,
where it is compressed to pressure not higher than 24 MPa, compensating for pressure
losses in the system.

From the circulation stage of the CC-1 compressor, the circulation gas is fed to the
secondary condensation system, which consists of a condensing column R-1 and liquid
ammonia evaporators R-2-3.

In this case, associated petroleum gas for the synthesis of ammonia is obtained from
the waste gases of the methane reforming unit. There is used the method of partial
oxidation and conversion of steam with subsequent removal of CO2 by amine purification.
In addition, according to the presented scheme, the other gases, e.g., exhaust gases from
turbine electric generators operating on methane, can be purified by the removal of CO2.

At the same time, benzene-toluene-xylene is a valuable chemical raw material; in addi-
tion, aromatic hydrocarbons can be used as an intermediate product for the transport and
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storage of hydrogen by hydrogenation. Additional hydrogen for benzene-toluene-xylene
hydrogenation can be obtained by reforming natural gas.

This arrangement will ensure a low carbon footprint of the products, and the produced
oil, condensate and produced hydrogen, ammonia, cyclohexane and methanol will be
classified as blue. In addition, hydrogen can be released in close proximity to the consumer
in the process of dehydrogenation of ammonia and cyclohexane, and reduced nitrogen and
aromatic hydrocarbons could be sold on local markets as an independent product.

It is important to note that it is possible to implement one of the several methods of
utilizing CO2 released from synthesis gas and exhaust gases of a power plant, e.g., CO2 in-
jection into the well to increase the oil recovery factor by 5–40% [76].

The proposed schemes for the development of remote gas condensate and oil and gas
fields will ensure a low carbon footprint of the products. In addition, hydrogen can be
released in close proximity to the consumer in the process of dehydrogenation of ammonia
and cyclohexane, and the reduced nitrogen and aromatic hydrocarbons could be sold at
the local markets. The produced oil, condensate and hydrogen, ammonia, cyclohexane and
methanol will have a low carbon footprint.

4.2. Low Carbon Hydrogen Bound in Hydrates

Another option for converting hydrocarbon gas into pure hydrogen can be based
on combining pyrolysis of hydrocarbon gases and formation of metal hydrides. In this
case, in the process of pyrolysis, solid carbon is formed, which could be collected in still
bags or briquetted for transportation. The produced hydrogen could be converted into
the solid hydrides. At the same time, the products could be transported from a remote
field by dry cargo ship, Figure 6. In this case, solid carbon could be used locally and the
hydride would be dissociated with the release of hydrogen in the immediate vicinity of the
consumer. The hydride-forming materials are returned to the remote Arctic port for reuse.
The produced hydrogen can be classified as turquoise when it uses a renewable source [77].

Figure 6. Concept of arranging a remote Arctic gas field with the possibility of producing and transporting solid carbon
and turquoise hydrogen as a hydride using a dry cargo ship.

In the absence of a source of hydrocarbon gases, it is suggested to consider the process
of electrolysis of seawater for hydrogen production. The disadvantage of this option is its
high energy consumption. Therefore, there is an argument to implement the process of
electrolysis from seawater and the binding of hydrogen into hydrides, to use low-carbon
high-potential green energy sources, e.g., hydro energetics or geothermal systems as well
as nuclear power plants.
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5. Extraction of Hydrogen from Ammonia, Methanol and Cyclohexane

To facilitate the use of hydrogen by consumers, it is important to consider ways of
its recovery from substances in which hydrogen has been bound to facilitate its storage
and transport.

5.1. Extraction of Hydrogen from Ammonia

A nitrogen-hydrogen mixture is created in the decomposition reaction of ammonia (6)
at a temperature of 900 ◦C:

2NH3 → N3 + 2H2, ΔH = +46.22 kJ/mol. (6)

Ammonia in liquid form enters a high-pressure liquid evaporator heated by electric
heaters, where it is transformed into a gaseous state. From the evaporator, gaseous am-
monia, NH3, enters into a cracker (dissociator), in which it is decomposed into nitrogen
and hydrogen. The use of a catalyst (Fe2O3, NiO) lowers the dissociation temperature by
100 ◦C or more. Next, the mixture of hydrogen and nitrogen is returned to the evaporator,
where heat is recovered, and the liquid ammonia evaporates. Furthermore, the dissociated
ammonia is dried to a dew point of −45 to −60 ◦C. The obtained mixture contains up to
75% hydrogen and 25% nitrogen [78].

Next, the reaction mixture is sent to a membrane nitrogen recovery unit. After
membrane separation, the hydrogen-containing gas is fed to the adsorbers, where the
remaining nitrogen is removed. The commercial hydrogen will be sent to the consumer.

5.2. Extraction of Hydrogen from Methanol

Dehydrogenation of methanol can be carried out with the formation of formaldehyde
in a heterogeneous process that occurs in the gas phase on a solid catalyst according
to reaction (7):

CH3OH → HCOH + H2, ΔH = +84.0 kJ/mol. (7)

The process takes place in a reactor with a fixed bed of catalyst. The degree of
conversion increase is controlled by a gas flow distributor. Reactor for the oxidative
dehydrogenation of methanol is proposed in [79]. Formaldehyde formed during the
reaction is an intermediate product of the organic industry. It is widely used in the
production of synthetic resins and plastics, and in the synthesis of drugs and dyes. Thus,
in the process of methanol dehydrogenation, hydrogen will be obtained, and the carbon-
containing component, formaldehyde, will be bound in the target product.

5.3. Extraction of Hydrogen from Cyclohexane

Cyclohexane is a product for obtaining a wide range of chemical raw materials, such
as caprolactam, adipic acid and cyclohexanone. It is also used as a solvent. The release of
hydrogen from cyclohexane occurs in the dehydrogenation reaction (8), with the formation
of an additional intermediate benzene, which is widely used in industry and is a feedstock
for the production of drugs, synthetic rubber and dyes. Based on the kinetics of the process,
a simplified reaction mechanism is given as:

C6H12 → C6H6 + 3H2, ΔH = +239.13 kJ/mol. (8)

The substances considered are raw materials used in the production of many com-
pounds used in the production of fertilizers, plastic, resins, etc. If needed, they could be
decomposed with the release of hydrogen as an energy resource. Carbonaceous substances
can be used for obtaining the products binding CO2 for a long time and preventing it from
entering the atmosphere.

125



Resources 2021, 10, 3

6. Discussion and Conclusions

The role of hydrogen as an energy source is constantly growing amid trends to reduce
greenhouse gas emissions. In this context, the exploitation of oil and gas deposits in Arctic
regions starts to be confronted with new tasks. They are related to development of new
methods of hydrogen production and transport under sever climatic conditions, strict envi-
ronmental rules and lack of appropriate infrastructure. The described above factors were
considered in the development of the Gas-To-Chem concept for the development of oil
and gas fields in the Arctic region with the production and transport of bound hydrogen.
Preparation of natural or associated petroleum gas, reduction of carbon footprint of pro-
duced products, as well as production and transport of bound hydrogen, would require
implementation and the improvement of several key processes:

1. The most important are aromatization of C3+ hydrocarbon gases and unstable gas
condensate to obtain benzene-toluene-xylene, as well as hydrogenation of benzene-
toluene-xylene to produce cyclohexane.

2. The conversion of C1–C2 hydrocarbons for the further production of hydrogen, am-
monia and methanol must combine processes with the addition of methane, water
steam, oxygen and even carbon dioxide.

3. All production chains must be harmoniously linked into one production process,
achieving a synergistic effect. This effect can be achieved for the combined hydrogen-
methanol-ammonia production.

4. Due to the lack of fleet for shipping of compressed or liquefied hydrogen, it is sug-
gested to use tankers and dry cargo vessels for the transport of bound hydrogen in
liquid and solid form. For the existing gas transportation systems and port infras-
tructure, it is proposed to use C1–C2 pyrolysis to obtain turquoise hydrogen and
solid carbon from renewable energy sources and to ship the compressed carbon and
hydrogen bound into hydride.

Some of the processes described above are well known. However, they are practically
not used in oil and gas fields, despite the fact that the development of gas chemical plants
directly at the place of hydrocarbon production will reduce the cost of production. Such an
oil and gas facility may be more efficient and more environmentally friendly than existing
ones since it will have high-tech equipment and systems for the utilization of industrial
wastewater and gases into absorption wells.

This article introduces conceptual Gas-To-Chem solutions for oil, gas and gas conden-
sate fields taking into account the current trends to reduce carbon footprint of energy and
chemical raw materials, as well as efforts towards the creation of low-carbon economics
based on hydrogen. A low-carbon economy creates several opportunities for the use of
products originating in the discussed regions: in the energy sector (hydrogen and ammonia
burnt without CO2 emissions), chemical industry (cyclohexane and methanol binding car-
bon in chemical compounds), production of food and biomass (nitrogen from ammonia as
the basis for fertilizers). The concept is based on modern gas chemical technologies with an
emphasis on the production of substances with high added value and low carbon footprint.
Ammonia, methanol and cyclohexane are considered as sources of a clean energy resource
of hydrogen. In the article, the methods to increase production efficiency due to the comple-
mentary nature of each other gas chemical process and to ensure selling flexibility through
diversification of production are presented. Such diversification will reduce investment
risks and maintain profitability amid the transformation of international markets.

The concepts presented in the article could be the starting point for the transformation
of the oil and gas sector in Arctic regions, considering the actual global environmental and
climate agenda.
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Abstract: Over the past 10 years, the mining industry of Russia has seen a greater than three-
fold decrease in injury rates, thanks to the successful implementation of innovative labor safety
technologies. Despite this, injury levels remain unacceptably high compared to the leading mining
countries, which results in increased mining costs. For the mining areas of the Arctic Zone—unlike
other regions located in areas with a more favorable climate—the injury rates are influenced not
only by the underground labor conditions, but also by the adverse environmental factors. For the
Russian Arctic zone, the overall injury risk is proposed to be calculated as the combined impact of
occupational and background risk. In this article, we have performed correlation analysis of the
overall injury risks in regions of the Arctic zone and regions with favorable climate conditions. Using
the Kirov branch of “Apatit”, Joint-stock company (JSC) as an example, we have calculated the risks
related specifically to occupational injury rates. We have constructed the relative injury risks and
their changes over time and have developed a “basic injury rate matrix” that makes it possible to
visualize the results of the comparative analysis of the injury rates on the company’s production sites
and to determine priority avenues for improving the occupational safety and lowering the injury
rates.

Keywords: arctic zone; mining industry; mines; labor safety; occupational injury rate; risk-based
methodology; risk of injuries; injury risk diagram; correlation analysis

1. Introduction

Occupational safety remains a priority for a great number of countries. Successful
solutions to issues of labor safety and measures aimed at reducing the occupational injury
rates influence the production efficiency and the product’s cost effectiveness. Neglect or
inattention towards labor safety can lead to not only technical and economic losses, but
also to social ones [1].

Occupational safety issues are most relevant for the mining industry, in which the
majority of production facilities are classified as hazardous. If we consider the occupational
injury rate to be an indicator of occupational safety, calculated as the total number of
injuries divided by the total number of workers, then the occupational risks for the mining
industry would be 4–5 times higher than their average levels in other Russian industries.

Occupational injuries are even higher for the Arctic zone industries, where the miners
are subject to polar stress syndrome and unfavorable environmental living conditions that
result from the habitation zones being located next to the mining areas. Such conditions
include low air temperatures, high precipitation, strong winds, polar nights, lack of ul-
traviolet radiation, comparatively high air and water pollution levels, and also excessive
noise and vibration levels [2]. The polls of the Arctic zone inhabitants show interesting
results. Two age groups of the Arctic zone inhabitants participated in the sociological
survey, “youth”—whose age was between 25 and 44—as well as “the elderly”—those older
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than 60 years old. Regardless of age, during polar nights, 87% of the young people and
80% of the elderly reported feeling drowsy and depressed. Furthermore, 54% of the young
people and 60% of the elderly participants reported high levels of stress, and 47% and 50%
of them (respectively) reported feeling unwell. During the polar nights, 87% of young
people and 80% of the elderly reportedly suffer from excessive agitation, which leads to
insomnia. The low temperatures of the Arctic zone were difficult to tolerate for 60% of
the young people and 80% of the elderly. Additionally, 20% of the young people and 50%
of the elderly reportedly feel the changes in atmospheric pressure. Taken together, these
negative environmental factors cause irreversible changes to people’s mental and physical
conditions, which leads to increased injury risks compared to other regions of Russia.

These high injury risks inhibit exploration of the Arctic zone’s mineral deposits, which
are strewn across an area of 3.1 million sq. km—18% of Russia’s total area [3].

As per the annex to the Decree of the President of Russian Federation No. 296
dated 2 May 2014, the land area of the Arctic zone includes: Murmansk region, Nenets
Autonomous Area, Chukotka Autonomous District, Yamalo-Nenets Autonomous District,
Komi Republic, Republic of Karelia, Sakha Republic (Yakutia), Krasnoyarsk Territory,
Arkhangelsk Region, and the lands and islands located in the Arctic ocean as specified
by the Decree of the Presidium of the Central Executive Committee of the USSR (dated
15 April 1926) “On declaring the lands and islands of the Arctic oceans the territories of the
Union of Soviet Socialist Republics” and other USSR acts [4] (Figure 1).

 
Figure 1. The Arctic zone of the Russian Federation. 1—Murmansk region; 2—Republic of Karelia; 3—Arkhangelsk region;
4—Nenets Autonomous Area; 5—Yamalo-Nenets Autonomous District; 6—Krasnoyarsk Territory; 7—Sakha Republic
(Yakutia); 8—Chukotka Autonomous District; 9—Komi Republic (as part of Vorkuta City District).

The Arctic zone accounts for 90% of Russia’s nickel and cobalt production, 60%
of copper, over 96% of platinum metals, and around 80% of natural gas and 60% of oil
production (Figure 2). When it comes to reserves of hydrocarbons, the zone’s share becomes
even larger. The Arctic shelf could be considered a strategic reserve for strengthening
Russia’s resource security [4–6].

Efficient development of natural resources is impossible without proper labor safety
standards having been implemented in mining enterprises, some of which incorporate
multiple companies (i.e., vertically integrated companies).

Injury prevention and occupational disease and illness prevention have been the
topic of many studies by Russian and foreign scientists [7–10]. Importantly, when it
comes to risk assessment, Russian methodology involves the use of qualitative indices that
characterize various risk types (personal risk, collective risk, economic risk, expected value
of damages) [11].
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Figure 2. Share of the Arctic zone’s mineral deposits in the total of Russia’s mineral reserves.

In Finland, for instance, the Elmeri method of occupational safety assessment [12]
has become widely used. This method allows for the determination of the likelihood
of occurrence of conditions leading to injury or occupational diseases. It is based on
observations on labor safety aspects, such as how orderly the workplaces are, how safe
the machinery exploitation is, what personal protection equipment the workers use, how
ergonomic the work processes are, and what the labor hygiene and sanitation practices
are. All of these components are categorized into seven item groups: safety behavior, order
and tidiness, machine safety, industrial hygiene, ergonomics, walkways, and first aid and
fire safety. Each group is rated from “bad” to “good”. “Good” means the group meets the
minimal legal requirements and is in line with positive safety practices of the company in
question. The Elmeri index is calculated as a ratio of the “good” scores to the total number
of item groups, and it ranges from 0 to 100. As such, a score of 60% indicates that a potential
injury risk from non-compliance with the occupational safety standards equals 40%.

The Canadian Centre for Occupational Health and Safety (CCOHS) permits use of
different methods for occupational safety assessment. The priority in each case is to select
the most suitable method. The organization provides an approximate step-by-step guide
for risk assessment [13,14]. Based on it, they have developed forms that make it possible
to properly document procedures and decision-making processes. However, it must be
noted that, despite the existence of a sizeable body of work (by both national and foreign
scientists) related to the matter of occupational safety assessment, the issue of injury risk
assessment with the subsequent selection of priority avenues for lowering the risk levels
remains understudied.

The methods of risk assessment such as FMEA (Failure Mode and Effects Analysis),
HAZOP (Hazard and operability studies), and FTA (Fault Tree Analysis) are used in the
USA. The HAZOR method, for example, is a risk assessment procedure consisting of
the process of detailing and identifying operational disturbances and malfunctions of the
equipment as well as a process, a production unit or a system resulting in some undesirable
consequences [15]. Similar risk assessment procedures are applied in countries such as
Sweden and Norway [16].

A similar standard for determining the risk of occupational injuries was used in the
research by Russian scientists [17]. These studies are based on correlation analysis of the
assessment of occupational injury risks. However, they do not take the features of the
Arctic zone of Russia into full consideration. The methodology proposed differs from the
known ones as it considers the impact of the adverse environmental factors on the risk
of injuries and also includes an additional indicator—the average risk of injuries for the
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period under consideration, allowing for a more complete description of the comparative
dynamics of occupational injury risk rates.

The versatility of the proposed methodology for assessing the risk of occupational
injuries and determining priority directions for its reduction makes it possible to extend
this methodology for use in other mining enterprises located in different climates and
characterized by various mining and engineering conditions.

However, it should be noted that despite a significant number of studies (by both
domestic and foreign scientists) related to the issue of assessing labor safety for various in-
dustries, the problem of assessing the risk of injuries in the Arctic zone with the subsequent
selection of priority areas for its reduction has not been fully studied.

The correlation analysis of published statistical data characterising occupational safety,
both in the regions of the Arctic zone and in the specific company, as an example, the
mining areas of the Kirov branch of “Apatit”, JSC is considered to be an advantage of the
risk-based methodology proposed in the paper.

The fatal injury risk indicator has been used to conduct a comparative analysis of
accidents in the industries of the countries located in areas with a climate similar to that of
the Arctic zone of Russia (Figure 3) [18].

 
Figure 3. Fatal injury risk for different countries.

The data presented in the figure indicate that the highest fatal injury risk is evident for
the Arctic zone of Russia, which stresses the importance of studying this issue, specifically
for the Russian Federation.

However, the risk also remains high for other countries. As a result, the risk-based
methodology for determining priority directions for reducing the occupational injury rate
will be useful for other countries with a similar climate.

The present study owes its relevance to the existing need to decrease the occupa-
tional injury rates in the mining industry of Russia’s Arctic zone, which helps optimize
investments in occupational safety.

The goal of the present study is to provide a risk-based approach for selecting priority
directions for occupational injury risk prevention in the mining industry of the Arctic zone.

The practical significance of the study lies in the development of an occupational risk
assessment methodology that takes into account the background risk levels in calculations
of injury rates caused by labor conditions. The proposed methodology also determines the
relative and absolute shifts in occupational injury risk levels. The “basic injury rate matrix”,
built based on these parameters, allows for the visualisation of the correlation analysis of
injury rates in vertically integrated companies and facilitates selection of priority avenues
for lowering the injury rates and improving occupational safety.

We use the injury risk level—calculated as the ratio of the injury rate to the total region
population number—as a primary indicator of labor safety.
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To exemplify the use of the developed methodology, we use it to assess the situation
at the mines of the Kirov branch of “Apatit”, JSC (located in Murmansk), which belongs to
the Arctic zone as per the Decree of the President of Russian Federation No. 296 dated 2
May 2014 [19].

2. Materials and Methods

Methods for selecting priority avenues for lowering the injury rates at the facilities of
the Arctic circle are an important basis for occupational safety. The development of mineral
resources of the Arctic zone has been a priority for Russia and the global community. The
human factor becomes one of the main factors of efficiency in the extreme environmental
conditions of the Arctic. When it comes to Russia, the problem is exacerbated by the fact
that the vast and resource-filled territory of the Arctic zone is only populated by slightly
over 2 million people, which necessitates attracting rotational workers from other regions.

The adverse environmental conditions of the Arctic zone, paired with the difficult
labor conditions for the miners (such as polar nights, excessive noise and vibration levels
and other), lead to the injury risks being higher compared to regions with more favorable
conditions. In order to reduce the injury risks, the occupational health and safety systems
at mining facilities need to be constantly improved upon, and the first step of this process
is the assessment of labor safety conditions [20–22].

The results of the occupational safety assessment allow for the selection of priority
directions for reducing the occupational injuries (Figure 4).

Figure 4. Algorithm for selecting priority avenues for reducing the injury rate.
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The first step in the selection is to determine the risk structure (Figure 5). The overall
risk—aside from its occupational component, which is determined by labor conditions—
includes background risk, which is determined by the unfavorable ecological situation and
the adverse environmental effects such as harsh climate conditions, high precipitation, low
air temperatures, strong winds, polar nights, polar days, and lack of ultraviolet radiation.

Figure 5. Injury risk diagram for the Arctic region.

To calculate the overall risk of injuries in the Arctic regions of Russia, we used official
statistical data [23]. Figure 6 illustrates the calculation results.

 
Figure 6. Overall injury risk for the Arctic zone.
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In general, the injury rate in the Arctic zone displays a decade-long downward trend.
The only outlier in this case is the Chukotka Autonomous District, where we see an increase
of 22%.

Figure 6 shows that the linear correlation dependencies of injury rates on time are
characterized by the correlation coefficient of over 0.75 and have individual regression
coefficients that determine the trends in injury rates over the 10-year period. For each
linear correlation dependence of the injury risk for the regions of the Arctic zone, the mean
value (M) was calculated, which describes the central trend, and the standard error (SEM)
indicating the accuracy of the average value calculation was computed.

Figure 7 shows the main causes of occupational accidents for the Arctic zone of Russia.

 
Figure 7. Causes of accidents for the Arctic zone.

As shown in Figure 7, the highest risk of accidents relates to poor management, viola-
tions of labor procedures as well as employees’ misconduct and unsatisfactory maintenance
of workplaces. The listed causes of accidents are organizational due to the insufficient
professional training of employees, as well as their low motivation to follow the safety
regulations at work.

At the core of the procedure for determining the risk structure lies the assumption
that the overall injury risk is the result of the combined effects of two types of risk: the
overall risk for the territories of the Arctic zone (RF.N.t.), which is calculated based on the
average risk for Russia (RRF.av.), and the risk determined by the external factors, stemming
from the territories themselves (REXT.C.).

In turn, the overall injury risk for the mining enterprises (RM.I.t.) is calculated based
on the value of REXT.C. and the risk stemming from the individual company’s operations
(RI.A.). Risk analysis of the occupational injury rates at the mining enterprises pre-supposes
that the risk structure for them is identical to the one for the corresponding territory.

The equations linking these risks are based on the addition law of probability and can
be written as follows [24,25]:

RF.N.t. = RRF.av. + REXT.C. − RRF.av.·REXT.C. (1)

RM.I.t.= = REXT.C. + RIA. − REXT.C.·RIA. (2)

Knowing the overall injury risks for a given territory (RF.N.t.), a given enterprise
(RM.I.t.), and knowing the average risk for the Russian Federation (RRF.av.) makes it trivial
to calculate the external risks for each territory (REXT.C.), as well as the injury risks (RIA.).
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Equation (1) makes it possible to represent the background injury risks for the separate
territories as follows:

REXT.C. = (RF.N.t. − RRF.av.)/(1 − RRF.av.) (3)

With the background risk value being known, the occupational risk for a particular
enterprise (RI.A.) can be written as follows (Equation (4)):

RI.A. = (RM.I.t. − REXT.C.)/(1 − REXT.C.) (4)

The RF.N.t., RRF.av., RM.I.t., and RI.A. risk values were determined based on the statis-
tical data for each region for a given period, and then correlation and regression analysis
was performed.

3. Results

3.1. Results of Calculating the Occupational and Background Risks for the Arctic Zone

The results of the RF.N.t., RRF.av. RM.I.t., and RI.A. risk values were determined on the
basis of statistical data for each region of the Arctic zone over the past 10 years, which were
then subjected to correlation and regression analysis—see Table 1.

Table 1. Background risks of occupational injury for the Arctic zone (103).

Place

Year
2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

Chukotka Autonomous
Region 0.077 0.022 0.123 0.021 0.325 0.068 0.207 0.514 0.397 0.579

The Sakha Republic
(Yakutia) 0.054 0.315 0.235 0.135 0.092 0.180 0.136 0.239 0.338 0.553

Yamalo-Nenets
Autonomous District 0.232 0.206 0.324 0.360 0.139 0.070 0.289 0.210 0.199 0.321

Murmansk Region 0.033 0.049 0.306 0.175 0.188 0.232 0.110 0.065 0.025 0.226

Arkhangelsk Region 0.052 0.167 0.265 0.141 0.160 0.123 0.066 0.012 0.037 0.077

Nenets Autonomous Area 0.218 0.183 0.444 0.635 0.370 0.309 0.119 0.181 0.039 0.372

Arkhangelsk Region
without JSC 0.241 0.477 0.524 0.254 0.328 0.242 0.177 0.083 0.088 0.123

Komi Republic 0.025 0.056 0.141 0.109 0.124 0.120 0.236 0.081 0.043 0.012

Krasnoyarsk Territory 0.057 0.134 0.044 0.035 0.000 0.059 0.050 0.029 0.013 0.004

Table 1 provides the background risk values for each Arctic zone territory, calculated
using Equation (3).

The data from Table 1 show that the background risk levels have remained practically
the same in the past decade. It should be noted that the Krasnoyarsk Territory displays
the lowest average background risk values, while the Nenets Autonomous Area has the
highest ones.

Figure 8 illustrates the relationship between background risk and injury risk for each
region, indicating that background risk has an impact on the magnitude of overall injury
risk. The results indicate that the background risks can have significant impact on the
overall injury rates. As such, the background risk accounts for 35% of the overall risk in
the Nenets Autonomous Area and for over 30% in the Chukotka Autonomous Region and
the Sakha Republic (Yakutia).

Thus, by determining the risk structure, we can elucidate the relations between its
determining factors, and whether they are controllable or uncontrollable [26].
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Figure 8. Share of the background risks and occupational risks in the overall injury risks.

The controllable factors in this case are the factors linked to the enterprises’ operations,
and the uncontrollable ones comprise the external conditions determined by the environ-
ment (such as air pollution), placement of workers’ habitations, length of the polar day and
night, intensity of the UV radiation, location of the facilities, weather conditions, etc. The
external conditions affect the mental and physical states of the workers.

3.2. The Specifics of Determining the Priority Directions for Reducing Injury Rates at the Kirov
Branch of “Apatit”, JSC

We use the vertically integrated Kirov branch of “Apatit” (based in Murmansk) as
an example subject for our methodology. The company incorporates the following: the
United Kirovsky mine, the Rasvumchorr mine, the East mine, and the Central mine. The
original data used in the study were taken from the reports by the State Committee for
Supervision of Industrial and Mining Practices (Rosgortekhnadzor), the internal reports by
the Kirov branch of “Apatit”, and the reports collected by other authors [27]. The calculated
occupational risk values are presented as linear functions in Figure 9.

 

Figure 9. Occupational injury rates at the mines of Apatit.
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Figure 9 illustrates that all the mines of the company have seen a decrease in injury
rates over the 10-year period studied. The risk trend is described by a linear function with
the correlation coefficient exceeding 0.7, with the confidence interval being 0.95.

At the East mine, the occupational injury rate of the first few years is largely different
from the other mines’ and the company as a whole. However, by 2018, the injury rates
have become comparable to other mines’. For each linear correlation dependence of the
injury risk for the mines of the Kirov branch of Apatit, the mean value (M) and standard
error (SEM) were calculated.

The occupational risk situation at the mines is characterized by the following two
indicators: the average risk of injury (R) and the average rate of change

(
V
)

in the risk of
injury. The average rate of change in the injury risks corresponds to the linear correlation’s
regression coefficient, and the average injury risk represents the mean between the injury
risks at the beginning and at the end of the period in question [28,29]. The relative changes
in values (ΔR, ΔV) are calculated as the ratio of the average injury risk and the average
injury risk of change at a specific mine to the company-wide values.

On the basis of the data on occupational injury rates at the Apatit company from 2008
to 2018, we have calculated the occupational injury risks for the four mines [30,31].

Table 2 shows the relative changes in occupational injury risks and the rate of changes
in the injury risks (ΔR and ΔV) respectively) for the four company mines.

Table 2. Values of the relative change in injury risks (ΔR) and the relative change in their rates
(
ΔV

)
and their reciprocals

1/ΔV for the company mines.

Year

Minename
ΔRkir ΔRras ΔREst ΔRCent ΔVKir ΔVras ΔVest ΔVCent

1
ΔVKir

1
ΔVRas

1
ΔVEst

1
ΔVCent

2009 1.998 3.419 12.574 0.812

2 3 16 1 0.5 0.33 0.06 1

2010 1.532 2.706 8.547 1.196

2011 0 2.776 12.719 0.684

2012 1.282 2.137 5.983 0.940

2013 1.538 2.307 9.052 0.812

2014 1.538 1.709 10.265 0.979

2015 1.282 2.137 6.229 0.385

2016 0.932 2.137 0.427 0

2017 0.085 1.709 1.282 0

2018 0.502 0.085 0.085 0

The relative change in the injury risk rate and the relative injury risk value serve as
the basis for the “basic injury rate matrix”, where the reciprocal of the relative change in
the injury risk rate is shown on the X axis, and the relative value of risk, on the Y axis.

For the sake of clarity, the segments of the matrix that correspond to various occupa-
tional injury risks are colored differently: green means acceptable labor safety; yellow—
satisfactory; red—unsatisfactory; dark red—critical.

The matrix allows for the results of comparative assessment of occupational injury
risks at different company enterprises to be visualised and primary measures for their
reduction to be determined [32–34].

Figure 10 shows the matrix of relative change in injury risk rates for the mines of
the Kirov branch of the “Apatit” company. The results of the analysis and the calculated
average values of the changes in injury risk rates over the decade make it possible to assess
the occupational safety measures in their entirety.
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Figure 10. Matrix of the relative change in injury risk rates at the mines of the Kirov branch of “Apatit”, JSC.

Figure 11 shows the “Matrix of changes in occupational injury risk levels over a
10-year period at the mines of the Kirov branch of “Apatit”, JSC”.

Figure 11. Matrix of changes in occupational injury risk levels over a 10-year period at the mines of the Kirov branch of
“Apatit”, JSC.

As shown in Figure 11, over the last decade, labor safety conditions pertaining to
the occupational injury risks at the Kirov mine were satisfactory; at the Rasvumchorr
mine—unsatisfactory; at the East mine—critical; at the Central mine—between satisfactory
and unsatisfactory.

The analysis provided allows for the assessment of labor safety conditions pertaining
to occupational injury risks both over the last 10 years and during the current period of
enterprise operation [35,36].

The assessment makes it possible to determine the priority avenues for reducing injury
risk and improving occupational safety.

In conclusion, it should be noted that the article advocates the methodology of identi-
fying the enterprise with higher occupational injury rate in comparison with others within
the company as a whole based on the comparative analysis of the occupational injury rates
at specific enterprises and companies including these enterprises. The proposed methodol-
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ogy allows companies to identify the priority directions for improving occupational safety,
which will be targeted at specific enterprises.

For further research, it is useful to develop software to implement the proposed
algorithm for identifying the priority areas for reducing occupational injury rates.

4. Discussion

The proposed methods for assessing the current state of injuries and determining
priority areas for reducing occupational injuries, as well as the results obtained, are im-
portant for the prevention of injuries in the mining industry. Despite the wide spread of
this topic among domestic and foreign scientists, the proposed study most fully describes
the situation of industrial injuries in the Arctic zone of Russia, and also demonstrates the
methodology for determining priority areas for reducing industrial injuries and improving
labor safety using the Kirov branch of Apatit JSC as an example. Based on the studies, the
overall injury risk is proposed to be calculated as the combined impact of two types of
occupational risks: the occupational risk determined as an average risk for the Arctic zone
and the risk caused by the adverse environmental factors. The background risk for the
mining areas of the Arctic zone has been calculated for a period of 10 years and used to
create the occupational risk-based structure for the mining industry in the Arctic zone of
Russia. Despite the fact that the “background risk” has practically not changed during the
period under consideration, this risk has an impact on the indicator of the overall injury
risk. Thus, the determination of the occupational risk structure allows the relationship
between controlled and uncontrolled factors that have an impact on the risk of injuries
within the mining industry to be established. This is vital for the subsequent assessment of
the impact of industrial factors on the occupational injury rate.

The main advantage of the methodology employed is in providing a comprehensive
approach to the analysis of the risk of occupational injuries at mining enterprises located in
the Arctic zone of Russia, taking into account the following for the first time

- the risk structure consisting of the occupational risk related to underground labor
conditions and a “background risk” determined by the influence of the environment;

- comparative dynamics and average levels of injury risks for mining companies and
enterprises within their structure during the period under review;

- possibility of visualisation of the results obtained from the assessment of the occu-
pational injury rates at enterprises within member companies, based on the analysis
of risk matrices of occupational safety, which allows for priority directions of the
targeted occupational safety and health measures to be determined.

Based on the results obtained, the following important conclusions should be noted:

1. Determining the priority avenues for reducing the occupational injury risks is one
of the steps for optimizing financial investments strategies aimed at improving the
occupational safety at the mines of the Arctic zone.

2. The overall occupational risk levels are impacted by the background risks, stemming
from the influence of the polar stress syndrome and unfavorable environmental
conditions.

3. The ranking of vertically integrated companies by occupational injury rates should
be done according to two criteria: the average injury risk level and its rate of change
at every corporate division compared to the same indicators for the company as a
whole.

4. “The matrix of injury risks”—with colored segments signifying acceptable, satisfac-
tory, unsatisfactory, and critical injury rates—can be used to visualize the results of
the comparative analysis of occupational injury rates and to determine the priority
directions for labor safety improvement.
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Abstract: The development of mineral resources in the Arctic territories is one of the priorities of
the state policy of Russia. This endeavor requires modern technologies, high-quality personnel,
and a large number of labor resources. However, the regions of the Arctic are characterized by
difficult working and living conditions, which makes them unattractive to the working population.
The research objectives were to study the importance of Arctic mineral resources for the Russian
economy, the Arctic mineral resource potential, and the migration attractiveness of Arctic regions.
The migration processes in these locations were analyzed and modeled using a new econometric tool—
complex-valued regression models. The authors assume that the attractiveness of the Arctic regions is
determined by the level of their social and economic development and can be assessed using a number
of indicators. A comparative analysis of four regions that are entirely in the Arctic zone of the Russian
Federation was carried out based on the calculation of integral indicators of the social and economic
attractiveness of these territories. Forecasting migration growth using the proposed complex-valued
models produced better results than simple trend extrapolation. The authors conclude that complex-
valued economic models can be successfully used to forecast migration processes in the Arctic regions
of Russia. Understanding and predicting migration processes in the Arctic will make it possible
to develop recommendations for attracting labor resources to the region, which will contribute to
the successful development of its resource potential. The methodology of this study includes desk
studies, a graphical method, arithmetic calculations, correlation analysis, statistical analysis, and the
methods of the complex-valued economy.

Keywords: labor resources; mineral resources; Arctic; resource potential; migration attractiveness;
econometric models; modeling; migration processes; complex-valued economy

1. Introduction

The development of rich mineral resources in the Arctic has been of global interest
for several decades [1–3]. Five countries with coastal access to the Arctic seas (Canada,
USA, Russia, Norway, and Denmark) have long been seeking opportunities to explore and
extract or expand their exclusive rights to these resources [1,4]. The development of the
Arctic is of great interest to both business and science communities around the world [5–7],
including Russia, which is primarily due to the depletion of proven natural resources in
traditional mining regions.

Oil and gas are the most attractive for exploration and production in the Arctic
zone, and the sustainable development of the country is impossible without the constant
replenishment of proven oil and gas reserves, since 30–40% of the Russian budget depends
on oil and gas revenues [5–10]. In addition to hydrocarbon resources, the Arctic territory
contains reserves and resources of platinum metals, nickel and cobalt, copper, oil and gas,
and so on [11].
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The successful development of technologically complex Arctic fields implies the
creation of a technologically modern, competitive industry [12]. With the development
of the mining industry, including the oil and gas industry as the largest driver, the Arctic
could potentially attract over $100 billion of investments [13].

Nevertheless, the development of the Arctic mineral resource potential is limited by
political, climate, environmental, and other problems [14,15], which are characterized by an
outflow of human resources. The rapid population growth that occurred during the Soviet
period ceased at the end of the 1980s, after which all regions of the Arctic experienced a
sharp decline in population, primarily due to migration outflow.

The need to increase industrial production combined with the reduction in the
working-age population is one of the most important problems in the development of the
Arctic mineral resource potential, namely, a lack of human resources. Therefore, the study
of migration attractiveness as a factor of the successful development of the Arctic mineral
resource potential is relevant.

The development of Arctic territories and mineral resource potential, especially the
functioning of high-tech industries, is impossible without skilled personnel [16,17]. How-
ever, residing in the Arctic is not appealing due to difficult living and working conditions,
including a severe climate, poor infrastructure (including healthcare), large distances from
economic and cultural centers, and other factors [18–23].

The Arctic presents unique challenges for human occupation, with snow cover for
up to 10 months a year, up to 24 h of darkness during the winter, a limited variety of
resources, and sea-ice-dependent travel and food [24]. People in the Arctic face many
interrelated social and economic challenges that add to the many difficulties of daily life in
the region [25].

The regions of the Russian Federation located entirely or partially beyond the Arctic
Circle are leaders in terms of the number of people involved in territorial movement. These
regions are not very attractive as places of permanent residence and work, which is confirmed
by an analysis conducted by the authors. We assume that there is a need to create certain social
and economic incentives that compensate for the specific working and living conditions in the
Arctic to attract labor resources. The combination of such incentives in the region impacts the
level of its socio-economic development and reflects its attractiveness.

The research goal is to identify how the attractiveness of an Arctic region affects the
migration of the labor resources necessary to ensure its development. This will allow us to
effectively regulate and predict the inflow and outflow of the population in Arctic regions,
which is essential for the development of its mineral resource potential.

In the research process, extensive practical materials and academic literature were
analyzed. Particular attention was paid to the United Nations Development program and
reports, the Directorate-General for Regional and Urban Policy of European Commission
report, the report of The Reason Public Policy Institute in the USA, and publications by
international experts in scientific electronic and printed journals such as “Energy Research”,
“Social Science”, “Marine Policy”, “Polar Science”, and others.

2. Materials and Methods

In the first stages of the research, desk studies were carried out based on an academic
literature review focused on the Arctic resource potential; northern territory development;
the definition of the concepts of migration, economic and social attractiveness, and regional
competitiveness; and approaches to their assessment. We identified the role of resource
potential in the Russian economy and the main challenges and prospects of the Arctic
region and analyzed approaches and indicators for assessing regional attractiveness.

The analysis of the literature described above led us to the first research hypothesis:

1. The development of the Arctic mineral resource potential is impossible without
qualified personnel, and there is a strong relationship between mining activities and
migration processes in the Arctic regions.
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To confirm this hypothesis, we investigated key indicators that reflect migration
processes in the Russian Arctic regions—the number of arrivals and departures in the
region from 2010 to 2019. To this end, we analyzed time series of official state statistics and
used a graphical method and arithmetic calculations.

Based on the analysis of migration indicators’ dynamics, we formed the second
research hypothesis:

2. The migration processes taking place in the Arctic regions depend on the level of
attractiveness of the region, which can be determined by a number of social and
economic indicators.

In order to choose the number of indicators for assessing the regional economic and
social attractiveness, the following process was implemented. In the first stage, the authors
reviewed the literature and created a list of the most common quantitative indicators, which
were readily found in official Russian statistics. Then, we used an individual expert survey
and interviewed representatives from Russian universities and scientific centers (Saint-
Petersburg Polytechnical University, Saint-Petersburg Mining University, Saint-Petersburg
State University, Kola Scientific Center of the Russian Academy of Sciences), as well as
representatives from mining and energy companies (PJSC Gazpromneft, PJSC Gazprom).
The experts were chosen on the basis of their ability to quickly communicate with the
researchers, specific knowledge in the research field, high level of erudition, and industrial
or scientific experience. The authors asked the experts to choose 5 social and 5 economic
indicators that, in their opinion, could be used to assess regional attractiveness. The survey
was conducted online by sending the form (Appendix A) to the participants through e-
mail. The information in the responses was processed, and the most frequently mentioned
indicators in the experts’ answers were selected. Thus, the experts helped the authors to
create a list of 12 social and economic indicators affecting the migration attractiveness of
the Arctic regions.

Then, we performed a correlation analysis to identify linear relationships between
each of the 12 regional attractiveness and migration indicators. Based on the statistical
analysis, we identified social and economic indicators that could potentially be used to
model migration processes in the Arctic regions.

The third research hypothesis was Equationted as follows:

3. Modern tools of the complex-valued economy can be successfully used to model
migration processes in the Arctic regions.

To test this hypothesis, we applied methods for analyzing the complex-valued econ-
omy to create econometric models. Four simple linear regression models were formed with
the identified social and economic indicators.

Finally, we aimed to determine which of the four Arctic regions under consideration
(Murmansk region, Nenets Autonomous district, Yamalo-Nenets Autonomous district,
and Chukotka Autonomous district) is more appealing to working migrants in terms
of its social and economic attractiveness. For this purpose, we converted the value of
each indicator to a value on a relative scale using the “maximum–minimum” method.
The attractiveness of the regions was assessed by calculating integral indicators as weighted
averages of specific social and economic indicators.

The structure of the research is presented in Figure 1.
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Figure 1. The structure of the research.

3. Results

3.1. Resource Potential of the Russian Arctic and Its Role in the Russian Economy

The Arctic zone of the Russian Federation covers an area of about 9 million km2; it is
home to more than 2.5 million people, which is about 40% of the population of the entire
Arctic. The Arctic zone of the Russian Federation includes seven regions: the Republic of
Sakha (Yakutia); the Murmansk, Arkhangelsk, and Krasnoyarsk regions; and the Nenets,
Yamalo-Nenets, and Chukotka Autonomous districts (Figure 2) [26].

 

Figure 2. Regions included in the Arctic zone of the Russian Federation [27].

The Arctic is a territory rich in natural resources with strategic geopolitical importance.
The Arctic contains more than 97% of Russia’s reserves of platinoids, 43% of the tin reserves,
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and a significant amount of nickel, titanium, and apatite ores and rare earth metals. The proven
reserves provide almost 98% of the internal production of platinum, 100% of its titanium,
zirconium, rare earth metal, and apatite ores, and more than 97% of its nickel. In the Arctic,
about half of the volume of copper and bauxite is extracted, and up to a quarter of the
production of diamonds, gold and silver, iron ores, and coal are mined [11] (Figure 3).

Figure 3. Mineral deposits in the Russian Arctic [28].

According to the Minister of Natural Resources of the Russian Federation (Dmitry
Kobylkin), the Russian Arctic zone is estimated to have 7.3 billion tons of oil reserves,
2.7 billion tons of gas condensate, and about 55 trillion cubic meters of natural gas. The Arc-
tic produces 17% of all Russian oil and 83% of its gas. The Yamalo-Nenets Autonomous
district has the greatest potential. It accounts for approximately 43.5% of the initial total
resources of the Arctic zone. Approximately 41% of the region’s oil and gas resources
are located on the Arctic shelf [11,29]. The largest fields of the Russian Arctic shelf are
presented in Table 1.

Table 1. The largest fields of the Russian Arctic shelf.

Field Name Location Year of Discovery Type of Deposit

Severo-Kamennomysskoye

Kara Sea

2000
GasKamennomyskoye 2000

Leningradskoye 1990
Gas condensateRusanovskoye 1989

Prirazlomnoye

Pechora sea

1989
OilDolginskoye 1999

Medynskoye more 1997

Severo-Gulyayevskoye 1986 Oil and gas condensate

Ludlovskoye

Barencevo sea

1990
GasMurmanskoye 1983

Shtokmanovskoye 1988
Gas condensateLedovoye 1982

Source: Data from oil and gas companies.

Oil and gas resources play a fundamental role in the stability of the Russian economy.
The Russian budget is calculated on the basis of three main indicators: the price of oil, the
price of gas, and the exchange rate of the US dollar against the ruble (since sales of oil and
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gas resources are carried out mostly in US dollars). The share of oil and gas revenues in the
budget of the Russian Federation remained 30–50% until 2019 (Figure 4).

 

Figure 4. Share of oil and gas revenues in the budget of the Russian Federation, 2012–2020 [6].

The year 2020 brought significant challenges [30]: the rapid spread of the coronavirus
(COVID-19) pandemic forced governments all around the world to establish lockdown
measures, which significantly affected economic activity, employment, and people’s liveli-
hoods [31]. The economic crisis caused by the coronavirus pandemic has had a negative
impact on many industries; however, some of them have proved to be quite resilient [32,33].
The world fuel and energy market experienced the greatest impact of COVID-19: the
decline in economic activity has dramatically affected global energy demand, which, ac-
cording to the Global Energy Perspective 2021 by McKinsey and Company, fell by 7% [30].
The fall in demand for fuel and energy resources in key sales markets led to a record
drop in prices. At the end of the first quarter of 2020, the gas price had reached a 30-year
low, and the oil price had reached a 22-year low. However, due to the partial lifting of
restrictions in some countries, the demand for energy resources has partially returned [30].
According to the International Energy Agency’s forecast published in the Global Energy
Review 2021, global energy demand will grow by 4.6%, with the bulk of the demand
coming from developing countries [34].

Furthermore, according to the OPEC forecast, world oil demand in 2021 will grow
by 5.9 million barrels per day. It is predicted to grow in China, India, and some Asian
countries. According to the forecast of the World Energy Agency, oil demand will increase
by 5.5 million barrels per day, and it will recover mainly in the second half of the year [35].

With the global demand for energy resources, the share of gas will increase in the next
few decades and peak in the late 2030s. The growth in oil demand will slow down, but
oil will remain the most important energy resource for many years to come [30]. In this
case, given the depletion of traditional fields with easily recoverable hydrocarbon reserves
and the importance of mineral resources for the economy, resource provision is crucial for
Russia. Despite the current macroeconomic conditions, the Arctic shelf is a promising area
for providing Russia with raw materials, especially hydrocarbons [36,37].

3.2. Resource Potential Development and Labor Migration

As noted above, a significant share of Russian oil and gas resources is concentrated in
the Arctic zone, specifically on the Arctic shelf. Projects for the development of offshore
hydrocarbon fields in the Russian Arctic are technologically complex. The availability of the
appropriate technologies is one of the key factors determining the commercial effectiveness
of such projects. Moreover, complex technologies imply the need for relevant competencies
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of the workforce at all levels, from project managers to lower-level workers. Thus, it is
impossible to implement complex mining technologies without qualified personnel.

It follows that the Arctic regions have great job opportunities for potential high-skilled
labor immigrants. However, jobs in the field of raw material extraction in the Arctic
are characterized by difficult working conditions, as mentioned above, including low
temperatures, long and dark winters that provoke a depressive emotional state, a large
number of physically stressful tasks, weak infrastructure, lack of social life, and so on.
These factors make the work related to the development of the resource potential of the
Arctic and its territories unattractive to the working population. At the moment, there is an
acute personnel problem in the field of mineral resource extraction in the Arctic [38] (p. 1).
As the analysis below shows, the Russian Arctic was characterized by an outflow of human
resources at the time of this research.

There is unquestionably a close relationship between the migration of labor and the
development of raw materials in the Arctic, which is clearly identified in a number of
scientific works [38] (p. 3), [39,40]. Heleniak [39] (p. 2) demonstrated this for two Russian
Arctic regions, Khanty-Mansiy and Yamalo-Nenets districts, which are key regions for the
extraction of raw materials that are vital for the country: oil and gas. These regions were the
only Russian Arctic territories that had constant migration inflows during the post-Soviet
period due to high incomes, in contrast to the considerable outflows from other Arctic
regions that do not possess rich natural resources. The same situation can be observed in
the Nenets Autonomous district, which is rich in hydrocarbon resources. This is the only
region in which migration inflows exceeded outflows throughout 2010–2019, as shown
below (Figure 5).

Figure 5. Dynamics of migration processes in the Arctic regions in 2010–2019, number of people.

In this regard, the task of attracting qualified personnel to work at Arctic mining
enterprises, which are the main employers in the Arctic regions, is currently relevant. This
task should be planned and solved primarily within industrial enterprises that perform
the extraction of Arctic mineral resources. Such organizations should form material and
non-material incentives for personnel that would increase the inflow of human resources
from other regions to the Arctic. All of this should take place with active support from the
state for the development of the Arctic regions and their infrastructure, thus increasing
their attractiveness to migrant workers.

The next task in our study was to analyze the factors that influence the attractiveness
of the Arctic region from the point of view of a potential labor immigrant.
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3.3. Migration Processes in the Arctic Regions

The aim of this stage of the study was to identify the main trends associated with
the inflow and outflow of the population in the Arctic regions. To this end, we chose an
indicator of migration growth calculated as the difference between the number of arrivals
and departures in the region. The dynamics of migration growth in the Arctic regions
between 2010 and 2019 are shown in Figure 5. Data from state statistics bodies were
collected for all the municipal areas of the Russian Arctic regions and used as the initial
information for the analysis [41].

Figure 5 shows that the Yamalo-Nenets Autonomous district had the highest volatility
of migration growth (calculated as the difference between migration increase and de-
cline): its values ranged from 6249 people in 2011 to −11,972 people in 2015. These peak
values are due to a significant inflow of labor resources to the city of Novy Urengoy in
2011 (5448 people), as well as the cities of Gubkinsky, Salekhard, and Nadym (1886, 1088,
and 1071 people, respectively), and a significant outflow of the population across all mu-
nicipal districts of the region in 2015. The maximum outflow of 5361 people was observed
in the city of Novy Urengoy. Mass inflows and outflows of labor resources in such cities
and municipalities are due to the launch of new oil and gas projects and the development
of new fields, the closure of old ones, the movement of employees working in shifts, the
outflow of young residents to promising regions of the country, and the departure of senior
citizens to favorable climatic zones.

The lowest volatility of migration growth was in the Nenets Autonomous district, the
Republic of Sakha, and the Murmansk region, which showed a consistent significant outflow
of the population throughout the entire period, with an average of 5072 people per year.

Negative dynamics of migration growth were typical for the following Arctic regions
(or the parts that are located in the Russian Arctic zone):

• Nenets Autonomous district;
• Arkhangelsk region (except for the last two years).

Positive dynamics of migration growth were observed in:

• Murmansk region;
• Komi Republic;
• Sakha Republic;
• Krasnoyarsk region;
• Chukotka Autonomous district.

“Above-zero” values of migration growth from 2010 to 2015 are observed only in the
territory of the Nenets Autonomous district. This indicates that the inflows to the region were
higher than the outflows over that period. However, since 2016, the situation has changed.

The results of the analysis show that migration processes in the Yamalo-Nenets Au-
tonomous district have the highest volatility among the Arctic regions, which is primarily
due to the ongoing mining activities in this region. At the time of the study, all Arctic
territories were characterized by a stable outflow of the population. To identify the reasons
for such trends, we analyzed key factors and socio-economic indicators that affect the
influx of the population, particularly labor resources, to the Arctic regions.

3.4. Analysis of Methods and Indicators Used for Assessing Regional Attractiveness

In the literature, the attractiveness of a region to the working-age population is often
described by the term “migration attractiveness”. There are various methods and approaches
to assessing the level of migration attractiveness of a region [42–49]. Niedomysl [42] described
two alternative approaches to analyzing a location’s attractiveness—assumption-based and
statement-based—and their pros and cons. Portnov [43] identified employment and hous-
ing factors of interregional migration and proposed an approach to determine sustainable
regional development policies aimed at a more balanced distribution of a country’s popula-
tion. Karachurina [44] focused her research on the attractiveness of centers and secondary
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cities in 74 Russian regions to internal migrants. Lundholm and others [45] examined inter-
regional migration within the five Nordic countries—Sweden, Norway, Denmark, Finland,
and Iceland—with a focus on the main motivating factors for moving.

Beglova and others [46] calculated the coefficient of migration attractiveness as a
root of the ratio of the arrival coefficient to the departure coefficient, which reflects the
excess of migration inflows over outflows. In addition, researchers studied the correlation
between the coefficient of migration attractiveness and the economic, social, demographic,
and environmental factors that determine it, resulting in a total of 16 quantitative indica-
tors [46]. Similarly, in [47], the correlation between the migration balance and the migration
attractiveness of cities was assessed using 18 socio-economic indicators.

Petrov et al. [48] investigated the relationship between migration growth rates and
the quality of life of the population in the regions of Russia. The latter was used to assess
the attractiveness of a region and was calculated on the basis of 12 indicators divided
into 4 groups: physiological needs, safety needs, communication needs, and achievement
needs. The researchers suggested assessing regional attractiveness in terms of the system
of needs of migrants. Moreover, the study showed that migration growth in the Yamalo-
Nenets Autonomous district, the Republic of Komi, Magadan, Murmansk, and some other
regions was much lower than the national average. This is due to the fact that these
regions are located in the Arctic zone of the Russian Federation and are characterized
by special living conditions. Druzhinina et al. [49] focused their study on the influence
of factors on the processes of external and internal migration in the northern territories
of the Russian Federation. According to the authors, population density is the most
attractive factor for internal migration, while external migration largely depends on the
provision of communication services and the social security of the population. Additionally,
providing the population with new housing is the most important area of socio-economic
development for all migrants in the northern territories.

Much attention in the literature is paid to the issues of population migration and
the attractiveness of territories. For decades, researchers have been studying the factors
that contribute to the attractiveness of specific regions and territories to migrants. Thus,
factors such as urban attractiveness, ecology, and proximity to amenities now play a more
important role in the migration of young people than in the past [50]. The Organisation
for Economic Co-operation and Development (OECD) names seven determinants that
contribute to a country’s attractiveness to high-skilled migration: quality of opportunities;
income and tax; future prospects; family environment; skills environment; inclusiveness;
and quality of life [51]. Each determinant includes several specific indicators, which can
be both qualitative and quantitative. The term “talent attractiveness” is used to identify
highly educated and talented people migrating in search of better living conditions. Its
level is assessed in [52]. Ewers and Dicce [53] examined the relationship between highly
skilled international migration and urban–regional development.

It is abundantly clear that the prospect of a better job, improved living conditions,
and personal development are the principal motives that drive people to emigrate. “Power of
attraction” is based on notable differences in social conditions, the situation in the labor market
or, for example, the quality of life of society. Matuszczyk [54] analyzed 14 different indicators
to measure migration attractiveness, such as the unemployment rate, GDP per capita, median
of annual income (PPS), cost of living index, rent index, law enforcement index, severe material
deprivation rate, and others. However, many researchers consider the unemployment situation
to be one of the main factors influencing the resettlement of people [48].

The sustainable attractiveness of regions, including the Arctic zone, is influenced by
economic and social circumstances within the territory. The latter can be estimated with
the help of specific indicators. For this purpose, a number of methods exist and are widely
discussed in the academic literature.

In 1993, Lipshitz [55] summarized the key factors and methods for assessing the devel-
opment of a territory. In further research, Cziraky and others [56] proposed a multivariate
statistical framework for assessing regional development, and Shahraki [57] investigated
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important factors in the process of regional development. Erlinda and others [58] provided
an evaluation framework for the assessment of sustainable regional development using
multiple criteria related to development scenarios established by stakeholders.

According to some research, assessing regional development is often performed using
aggregate indexes. They involve various economic, social, and other indicators such as
GRP, the number of beds in hospitals, investment attractiveness, income values, budget
characteristics, and other factors [59,60].

Professor Svetunkov [61] highlights two main groups of methods used to evaluate the
development of a region: integral indicators and econometric modeling.

Many researchers have assessed the attractiveness of a region, territory, or city using
concepts such as its competitiveness [62–65]. The competitiveness of the region mainly
involves the allocation of capital in the territory, the development of productive forces, the
internal stability and strength of the role and influence of the region in external systems,
and the ability to compete with homogeneous systems in their economic development
and to offer a stable environment for business and residence. Some researchers have also
included the living standards of the population.

Similar to the level of socio-economic development, researchers have proposed differ-
ent approaches to assessing the level of competitiveness of a region, territory, or city based
on various indicators or mathematical and statistical models [66–68].

International institutions and administrative bodies also participate in the calculation
of territorial competitiveness indices. For example, the following techniques can be used:

The Human Development Index (HDI) is assessed by the United Nations Development
Program. The HDI is a cumulative measure of key aspects of human development: a long
and healthy life, knowledge, and suitable living standards [69].

The Regional Competitiveness Index (RCI) is assessed by the Directorate-General for
Regional and Urban Policy of the European Commission. It aims to provide a consistent,
comparable, and effective measurement of economic and social issues in the EU regions
and is based on 11 factors, such as infrastructure, health, opportunities for education and
business, technologies and innovation, and employment [66].

The level of competitiveness of the largest cities in the state of California is assessed
by The Reason Public Policy Institute in the USA. It identifies the best cities to live in in the
state. The rating is based on indicators that assess the location of the city, the temperature
conditions, and services (medicine, transport, recreation, etc.) [70].

Almost all approaches studied by the authors assess the competitiveness of the re-
gion using a set of particular social and economic indicators combined into several key
factors. The factors often include the standard of living, investment attractiveness, inno-
vative activity, the level of development, the efficiency of resource use, and the financial,
environmental, and organizational potential of the region.

The most commonly used indicators are the average per capita monetary income of
the population; the profitability of gross output (works, services) of the region; the share of
unprofitable organizations; the share of investments in fixed assets in the GRP; expenses
of the consolidated budget per capita; the share of innovatively active organizations in
their total number; exports; the share of small enterprises in the total number of registered
enterprises; the share of graduated specialists, postgraduates, and doctoral students in the
economically active population, etc.

The estimates obtained reflect various aspects of competitiveness at the regional level as
well as the integral competitiveness of the region, allowing us to determine its strengths and
weaknesses and serving as a basis for developing sustainable regional development strategies.

3.5. Correlation Analysis

To identify indicators that have a strong linear relationship with migration processes
and the attractiveness of the Arctic regions, a number of economic and social indicators
were selected with the help of experts.
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Social indicators:

1. The population size, thousands of people;
2. The number of registered crimes per capita, pcs.;
3. Commissioning of residential buildings, thousands m2 of total area of residential

premises per person;
4. The volume of paid services to the population (in actual prices for the period), million

rubles;
5. The birth rate, natural population growth (decline) per 1000 people;
6. The gross enrollment rate in preschool education as a percentage of the number of

children aged 1–6 years.

Economic indicators:

7. Income per capita, rubles;
8. Average consumer expenditure per capita (per month), rubles;
9. Number of enterprises and organizations per 1000 people, pcs.;
10. Unemployment rate, percentage;
11. Share of the population with incomes below the subsistence minimum in the total

population, percentage;
12. Cost of a fixed set of consumer goods and services, rubles.

We assessed the influence of each factor on migration processes by evaluating linear
correlation coefficients between each of the above-mentioned indicators and the number
of arrivals and departures in the region from 2010 to 2018. Table 2 presents the values of
linear correlation coefficients calculated for the Murmansk region.

Table 2. Linear correlation coefficients for socio-economic indicators of the Murmansk region.

No. Economic Indicators Arrivals Departures

1 Share of population with incomes below the subsistence minimum
in the total population, percentage −0.0541 0.0041

2 Unemployment rate, percentage −0.3511 −0.3551
3 Income per capita, rubles 0.7635 0.6615
4 Average consumer expenditure per capita (per month), rubles 0.7960 0.7003
5 Number of enterprises and organizations per 1000 people, pcs. −0.1367 −0.1183
6 Cost of a fixed set of consumer goods and services, rubles 0.8501 0.7368

No. Social Indicators Arrivals Departures

7 Volume of paid services to the population (in actual prices for the
period), million rubles 0.7594 0.6593

8 Gross enrollment rate in preschool education as a percentage of the
number of children aged 1–6 years 0.9035 0.8057

9 Population size, thousands of people −0.8079 −0.7027

10 Commissioning of residential buildings, thousands m2 of the total
area of residential premises per person

0.5216 0.4272

11 Number of registered crimes, pcs. 0.0955 0.0574
12 Birth rate, natural population growth (decline) per 1000 people −0.6249 −0.5613

The correlation analysis led us to Equationte the following conclusions:

1. The share of the population with incomes below the subsistence minimum in the total
population of the region has almost no linear relationship with migration indicators.
This is due to the high volatility of the indicator. Similarly, the unemployment rate
indicator has a low linear impact on migration, since it is characterized by the absence
of any clearly defined linear trend that is inherent in indicators of migration inflows
and outflows. Therefore, these indicators are not recommended for use in linear
econometric migration models.

2. Income per capita has a stronger linear correlation with the number of arrivals than
with the number of departures. This can be interpreted from the point of view of the
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region’s economic attractiveness: relocation to the Far North and Arctic regions is often
due to material incentives, which, in this case, is the growth of income. A similar trend is
observed for indicators that reflect consumer expenditure on goods and services.

3. The number of enterprises and organizations per 1000 people has a very low correla-
tion with migration indicators and thus has little influence on the attractiveness of the
region. This is also the case for the indicator “Number of registered crimes”.

4. Migration inflows and outflows have a strong linear relationship with the indicators
“Gross enrollment rate in preschool education” and “Population size” and a slightly
weaker association with the indicator “Commissioning of residential buildings”. At
present, the correlation coefficient values of these indicators suggest that they are
acceptable for use in simple linear econometric models.

5. “Birth Rate per 1000 people” has an insignificant linear relationship with migration.
In other words, a natural increase or decrease in the population within the region is
unlikely to be an incentive for potential migrants to relocate to the Arctic region and
will not significantly contribute to a population influx from other regions.

6. In addition, analysis of the correlation of indicators shows that the population has an
inverse linear relationship with income per capita with a correlation coefficient of −0.984.

7. In general, migration processes have a stronger linear relationship with social indica-
tors than with economic ones, which may be a confirmation of the fact that migration
of the population to/from the Arctic regions is not caused only by material incentives
but, on the contrary, is mainly determined by social factors.

3.6. Econometric Modeling

In this research, we applied a contemporary economic and mathematical instrument
that uses complex variables. It has been successfully used by some researchers to solve
different economic problems [61]. The key principle of this tool is to combine two economic
indicators into one model variable. This approach allows different aspects of a phenomenon
to be addressed and its influence on parameters to be analyzed, which, in turn, could be
a complex variable. Thus, we applied basic complex-valued model (1) with regard to
migration processes.

yrt + iyit = (a0 + ia1) + (b0 + ib1)(xrt + ixit), (1)

where yr and yi are components of an endogenous complex variable; xr and xi are compo-
nents of an exogenous complex variable; and a0 + ia1 and b0 + ib1 are model coefficients.

Correlation between two complex indicators is evaluated as follows [61]:

rXY =
∑ (yrt + iyit)(xrt + ixit)√

∑ (xrt + ixit)
2∑ (yrt + iyit)

2
(2)

If the real part of rXY is close to 1, then the endogenous variable is linearly dependent on
the exogenous one, while the imaginary part reflects the plot scatter of the regression model.

Econometric modeling of migration processes was carried out using data published
by state statistics bodies using the Murmansk region as an example. We used indicators
representing migration processes—the number of arrivals and departures from the region
in the period—as the dependent complex variable in all econometric models. As factors
that determine the variability of the considered indicators of migration, we chose seven
socio-economic indicators that have high linear correlations with the dependent variables
(Table 2). Then, we formed complex variables by grouping a pair of particular indicators
that describe one process or phenomenon from two different aspects. The time series
included seven observations, namely, the real values of the indicators from 2011 to 2017.
Using the developed models, we predicted the values of migration inflows and outflows in
the Murmansk region for the year 2018. The actual values in 2018 were used as benchmarks
to assess the adequacy of the obtained forecasts.
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Taking the above into account, we studied simple linear complex-valued models of
type (1), as follows:

• “Income per capita” (Xr, rubles) and “Volume of paid services to the population”
(Xi, million rubles) are variables in model 1. The complex coefficient of linear corre-
lation between the exogenous and endogenous variables of the model is quite high:
0.731–0.048i.

• “Average consumer expenditure per capita” (Xr, rubles) and “Cost of a fixed set of
consumer goods and services” (Xi, rubles) are variables in model 2. The complex
coefficient of linear correlation between the exogenous and endogenous variables of
the model is high: 0.814–0.005i.

• “Gross enrollment rate in preschool education, as a percentage of the number of chil-
dren aged 1–6 years” (Xr) and “Commissioning of residential buildings” in thousands
m2 of the total area of residential premises per person (Xi) are the variables in model 3.
The complex coefficient of linear correlation between the exogenous and endogenous
variables of the model is high: 0.875–0.046i.

• “Gross enrollment rate in preschool education, as a percentage of the number of
children aged 1–6 years” (Xr) and “Birth rate, natural population growth (decline) per
1000 people” (Xi) are variables in model 4. The complex coefficient of linear correlation
between the exogenous and endogenous variables of the model is high: 0.895–0.066i.

Model 1 includes social and economic indicators as factors. Income per capita is the
real part of the complex factor, and its imaginary part is the indicator of the volume of paid
services provided to residents in the Arctic regions. This indicator reflects the degree to
which high-level personal needs are satisfied in contrast to the basic ones.

The profit indicator is normally the main appeal to potential labor migrants to
the region [71]. Additionally, high-level needs require appropriate social infrastructure.
The amount of money spent indirectly indicates the availability of various social oppor-
tunities [61]. Therefore, we deemed the volume of paid services rendered to be a crucial
factor in judging regional attractiveness and incorporated it as an imaginary component.

Model 2 is a simple linear regression model in which migration processes are the result
of variation in two economic indicators that characterize the average expenses of residents of
the Arctic regions. Consumer expenditure per capita and the cost of a fixed set of consumer
goods and services both describe the process of spending personal funds but from different
angles. In fact, they represent the average amount of money that the consumer possesses after
all compulsory monthly expenses. This value is of interest to potential migrants to the Arctic
regions, since it characterizes their material security if they move there.

Model 3 is a simple linear regression model in which the values of migration indicators
depend on the social components of the attractiveness of the region; these components
represent the provision of families with preschool educational institutions and housing.
Model 4 is a modification of Model 3 and incorporates the social indicator of natural
population growth instead of the indicator “Commissioning of residential buildings”.

Figures 6–9 show graphs of the actual and calculated values of arrivals and departures
in the Murmansk region. The calculated values were obtained using the above econometric
complex-valued models.
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Figure 6. Actual and calculated values of migration indicators in the Murmansk region: Model 1.

Figure 7. Actual and calculated values of migration indicators in the Murmansk region: Model 2.

Figure 8. Actual and calculated values of migration indicators in the Murmansk region: Model 3.
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Figure 9. Actual and calculated values of migration indicators in the Murmansk region: Model 4.

The figures show that the predictions of all four econometric models closely match
the initial data and are suitable for forecasting. In addition to the four models presented
above, we performed a linear extrapolation of trends of migration inflows and outflows
based on their dynamics from 2011 to 2017 in order to calculate forecast values for 2018.
Table 3 shows the results of an analysis that compares different forecasts of arrivals and
departures in the Murmansk region.

Table 3. Forecast and actual values of migration indicators in the Murmansk region for 2018.

Forecast Econometric Models

Forecast Values of Migration
Indicators for 2018, People

Complex
R-Squared

Arrivals Departures

Extrapolation of trend yr = 2098.9t + 21, 937
yi = 1461.3t + 31, 005 40,827.10 44,156.70 -

Model 1 yr + iyi = (2.37 + 15, 928.97i)+
+(0.92 + 0.63i)(xr + ixi)

38,145.25 42,233.90 0.535 + 0.002i

Model 2 yr + iyi = (6177.87 + 20, 181.98i)+
+(1.05 + 0.1i)(xr + ixi)

36,597.09 42,371.07 0.663 + 2.63 ×
10−5i

Model 3 yr + iyi = (−148, 520.7 − 89, 153.8i)+
+(2158.6 + 1519.2i)(xr + ixi)

37,238.93 41,778.19 0.765 + 0.002i

Model 4 yr + iyi = (−116, 674.8 − 111, 635.4i)+
+(1776.2 + 1788.9i)(xr + ixi)

38,937.17 39,725.04 0.801 + 0.004i

Actual values of migration indicators for 2018, people 35,198 40,477 -

As indicated in the table, the forecasts of the arrivals and departures derived from
the four studied complex-valued models are closer to the actual data than the results of a
linear extrapolation of their trends for 2018.

Furthermore, the best forecasting results are obtained with model 2 for the indicator
“arrivals” and model 4 for the indicator “departures”. The fourth model has the highest
complex R-squared. Thus, we can conclude that linear complex-valued models are suitable
for predicting migration processes in the Arctic regions of Russia, despite their simplicity
and inability to consider many factors.

3.7. Integral Estimation of the Attractiveness of Arctic Regions

As mentioned above, a large number of domestic studies have been devoted to
assessing the attractiveness of territories. However, the literature contains little research
assessing the attractiveness of the Arctic regions to labor migrants. However, it should
be noted that living and working conditions in the regions of the Russian Arctic differ
significantly. In this regard, one of the objectives of the study was to conduct a comparative
analysis of four Arctic regions that are entirely included in the Arctic zone of the Russian
Federation (Murmansk region and Nenets, Yamalo-Nenets, and Chukotka Autonomous
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districts) according to a number of key indicators. For this purpose, we calculated two
integral indicators characterizing the economic and social attractiveness of the territories of
the Russian Arctic using state statistics data.

To calculate the integral indicators of economic and social attractiveness of the Arctic
regions, the authors used the values of six economic and six social indicators presented
above for the period 2010–2018. To this end, four source data tables were generated for
each region under consideration, one of which is shown below as an example (Table 4).
The source data series were converted into values on a relative scale according to the
“maximum–minimum” method. Its minimum and maximum values correspond to 0 and 1,
respectively. The following Equations were used:

Xi − Xmin
Xmax − Xmin

, (3)

1 − Xi − Xmin
Xmax − Xmin

(4)

where Хi is the value of the indicator for region i, Xmax is the maximum value of the
indicator among the regions in the year under review, and Xmin is the minimum value of
the indicator among the regions in the year under review.

Table 4. Initial data for the Murmansk region for calculating integral indicators of attractiveness.

Indicators Values 2010 2011 2012 2013 2014 2015 2016 2017 2018

Social Indicators

The population size, thousands
of people 794.10 788.00 780.40 771.10 766.30 762.20 757.60 753.60 748.10

The number of registered crimes
per capita, pcs. 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02

Commissioning of residential
buildings, thousands m2 of total
area of residential premises per

person

0.01 0.04 0.03 0.03 0.03 0.03 0.04 0.08 0.06

The volume of paid services to
the population (in actual prices
for the period), million rubles

47.59 51.06 55.29 65.73 71.50 72.11 74.94 74.93 80.00

The birth rate, natural
population growth (decline) per

1000 people
−0.20 −0.07 0.50 0.90 0.30 0.30 −0.30 −0.80 −1.50

The gross enrollment rate in
preschool education as a

percentage of the number of
children aged 1–6 years

80.40 80.10 80.50 81.20 83.40 84.70 85.00 85.30 86.10

Economic Indicators

Income per capita, rubles 24,047 25,303 28,932 32,912 34,149 36,848 36,116 37,108 41,564
Average consumer expenditure
per capita (per month), rubles 15,640 17,262 19,526 23,404 26,547 27,113 27,469 28,744 30,699

Number of enterprises and
organizations per 1000 people,

pcs.
27.72 29.13 27.44 27.54 28.15 28.61 29.80 25.16 22.97

Unemployment rate, percent 8.60 8.60 7.70 7.20 6.70 7.80 7.70 7.00 6.80
Share of population with

incomes below the subsistence
minimum in the total

population, percentage

19.10 13.20 13.60 11.10 10.80 10.90 12.70 12.80 9.90

Cost of a fixed set of consumer
goods and services, rubles 6286.1 11,063 11,490 12,175 13,128 14,688 16,236 17,099 18,384

160



Resources 2021, 10, 65

The authors used the “maximum –minimum” method because it avoids the excessive
influence of each individual indicator on the integral one. Equation (3) is used when higher
values of the indicator are preferred, and Equation (4) is applied otherwise.

The integral indicators of economic and social attractiveness were calculated separately
for each year of the studied period according to Equations (5)–(7):

EAj = ∑n
i=1 aijwi, (5)

SAj =
m

∑
i=1

cijzi, (6)

n

∑
i=1

wi = 1;
m

∑
i=1

zi = 1, (7)

where EAj is the economic attractiveness of the region in year j; aij, cij are values of the i-th
economic and social indicator in year j, respectively; Saj is the social attractiveness of the
region in year j; wi, zi are the i-th economic and social indicators’ weights, respectively; n
and m are the number of economic and social indicators, respectively.

Table 5 presents the values obtained for each of the four regions, which were calculated
based on 12 socio-economic indicators. We assume that the weight coefficients of all
indicators are equal in order to avoid the excessive influence of any of the studied indicators
on the integral assessment.

Table 5. Integral evaluation of economic and social attractiveness of the Arctic regions in 2010–2018.

Region
2010 2011 2012 2013 2014 2015 2016 2017 2018

Economic Attractiveness

Murmansk region 0.34 0.35 0.37 0.35 0.42 0.39 0.36 0.33 0.37
Nenets Autonomous district 0.58 0.51 0.60 0.53 0.57 0.50 0.44 0.44 0.50

Yamalo-Nenets
Autonomous district 0.68 0.73 0.74 0.75 0.75 0.76 0.81 0.80 0.84

Chukotka Autonomous
district 0.49 0.40 0.46 0.46 0.46 0.40 0.41 0.48 0.47

Social Attractiveness

Murmansk region 0.37 0.38 0.36 0.34 0.36 0.34 0.35 0.41 0.50
Nenets Autonomous district 0.22 0.22 0.40 0.47 0.25 0.30 0.29 0.22 0.16

Yamalo-Nenets
Autonomous district 0.55 0.53 0.53 0.43 0.41 0.52 0.58 0.56 0.61

Chukotka Autonomous
district 0.63 0.68 0.52 0.53 0.68 0.70 0.66 0.72 0.70

The data in this table show that the Yamalo-Nenets Autonomous district had the most
economic stimulation in the 9 studied years. The economic activity is related to the high
income per capita in the region, which, in turn, is conditioned by the presence of oil and
gas extraction companies with good salaries and a small population. This region has had
the best values of average consumer expenditure per capita, share of the population with
incomes lower than the subsistence minimum in the total population, and unemployment
rate. The Murmansk region has the lowest economic appeal. This is due to low incomes
and consumer spending and high unemployment rates.

The Chukotka Autonomous district also has low economic attractiveness. It ranks
last in terms of “Cost of a fixed set of consumer goods and services”, which is signifi-
cantly higher in the Chukotka district than in the other regions, and “Average consumer
expenditure per capita”. Although the “Unemployment rate” and “Share of population
with incomes below the subsistence minimum in the total population” are quite low, these
variables have had little effect on its attractiveness. “Income per capita” is also quite good.
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However, the Chukotka district does not have a leading position in any of the indicators
for the studied period, which determined its relatively low attractiveness.

In terms of social attractiveness, the Chukotka Autonomous district is highlighted by
the set of studied indicators. When analyzing the individual values of indicators, it was
found that this region was characterized by the lowest crime rate per person for almost
all 9 years under review. Moreover, the region has a large number of square meters of
commissioned residential buildings per person, which is several times higher compared to
the Nenets Autonomous district, which has almost the same population size.

In addition, this region has consistently had the leading position among the four
regions in terms of “Gross enrollment rate in preschool education” since 2010. In 2013, the
“Volume of paid services per capita” in the Chukotka Autonomous district almost doubled
compared to its value in 2012.

As a result, the region took the leading position for this indicator until 2018. In terms of
“Birth rate”, the Chukotka Autonomous district is significantly behind the Yamalo-Nenets
Autonomous district, which has a population that is about 10 times higher.

Despite having the largest population of the four Arctic regions studied, which seems
to be an attractive factor for young people, the Murmansk region ranks only third after the
Chukotka and Yamalo-Nenets Autonomous districts according to the integral indicator of
social attractiveness. This is due to its low (or even minimum) values of indicators such
as “Commissioning of residential buildings per person”, “Volume of paid services per
capita”, and “Birth rate”, which is actually associated with a natural population decline. In
addition, the Chukotka, Nenets, and particularly Yamalo-Nenets Autonomous districts
show stable natural population growth.

The Nenets Autonomous district ranks last in terms of social attractiveness, primarily
because it has the lowest values of “Population size” and “Volume of paid services per
capita”, as well as poor values of all the other indicators in comparison with other regions.

In the course of the study, the authors attempted to analyze the relationship between
migration growth and the integral indicators of the attractiveness of the region. We
hypothesized that changes in indicators of social and economic attractiveness have linear
effects on the number of arrivals and departures in the region. However, the calculation
of the linear complex correlation coefficient did not reveal a simple linear relationship
between them, and this hypothesis was not confirmed. Further research can aim to identify
non-linear models that reflect the relationship between migration flows in the regions of
the Russian Arctic and their attractiveness to labor migrants.

4. Discussion

This study focused on the socio-economic assessment of the attractiveness of Arctic
territories to potential migrants. We should note that the regions under consideration are
significantly heterogeneous in terms of most indicators. The Murmansk region is charac-
terized by the highest population, which is largely due to its milder climatic conditions,
proximity to European countries, and developed infrastructure. The lowest population for
the 9 studied years was in the Nenets Autonomous district, whose indicator values are
17–19 times lower than those in the Murmansk region. The rest of the indicators are also
scattered for different Arctic regions. However, the territories under consideration have a
common problem: the outflow of the working population to more favorable climatic zones.

The main limitations of the study are discussed below.
It is evident that the migration attractiveness of the Arctic region to the working

population is determined by a range of indicators. However, not all indicators can be
quantified. This is due to the fact that people rarely base their choices only on quan-
titative indicators in the decision-making process. In particular, it seems doubtful that
a potential immigrant would analyze regional statistics on indicators such as GRP per
capita, investment in fixed assets, or infant mortality rates before moving to a region.
The decision to move is made on the basis of the individual’s principles, life attitudes,
beliefs, and other personal characteristics that cannot be quantified, as mentioned in [71].
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Thus, the migration attractiveness of a region also depends on a range of non-measurable
personal characteristics, such as tolerance to difficult weather conditions. Our research
does not separate the influence of quantitative and qualitative parameters on migration
processes, as the qualitative characteristics of the research object are difficult to formalize.
This fact also prevents their use for assessing the attractiveness of the region together
with socio-economic indicators. In addition, only measurable parameters can be analyzed
with the proposed research methods. For these reasons, we limited our research to the
investigation of quantitative characteristics of the object. Additional research covering
qualitative characteristics in order to analyze their influence on migration processes in the
Russian Arctic and assess the attractiveness of regions would provide further insight into
the problem of migration outflows. Nevertheless, we consider it possible to identify key
economic and social indicators that can be used to objectively assess the attractiveness of
the Russian Arctic regions based on statistical data, which was performed in the framework
of this study.

The second limitation is that this study focuses only on simple linear regression
relationships between migration indicators and the indicators that cause their variation.
In this regard, as dependent variables of the models, we studied only those indicators
that have a close linear correlation with migration. The presented models do not account
for other factors. In the future, we plan to apply complex-valued non-linear econometric
models and include a wider range of indicators. In addition, it is possible to apply an
individual approach to each region separately, adjusting the list of indicators for building
regression models depending on their individual characteristics.

Finally, the research was limited by the relatively small amount of retrospective data
for the following key reasons: (1) the investigated time series data must be stationary,
and (2) statistical data are not publicly available for all analyzed regions. Since migration
processes are very sensitive to changes such as legislative and legal regulations, social
benefits, and economic incentives, we considered time series that were formed in relatively
stable conditions, which limits the study timeframe. Moreover, we faced a data acquisition
problem when trying to separate the statistical data for areas located beyond the Arctic
Circle from the whole administrative region’s dataset. For this reason, we had to analyze
only those regions that are fully located beyond the Arctic Circle. In addition, some
Arctic regions do not have any publicly available unified statistical information within the
2010–2019 timeframe, which also limited our research.

There is also one disputable point that should be mentioned. The choice of specific
indicators for assessing the social and economic attractiveness of regions and building
regression models may seem controversial. However, in the course of the study, the authors
conducted a thorough analysis and selected attractiveness indicators based on the works
of Russian and foreign researchers, specifics of the studied regions, and possibilities of
accessing quantitative information for their assessment. According to our assessment,
the list of selected indicators best characterizes the attractiveness of the Arctic region to
migrants from other territories, especially Russian ones. Choosing equal weight coefficients
for all indicators is debatable, although it prevents the excessive influence of any indicator
on the result.

The objectivity of the research in selecting indicators for estimating the attractiveness
of regions was achieved by using a number of independent experts and conducting cor-
relation analyses to determine indicators that have a significant linear relationship with
migration processes. The use of complex-valued econometric methods makes this study
unique, since this is the first time that the tools of a complex-valued economy are used to
simulate migration processes in the Arctic regions. The procedure for evaluating regional
attractiveness is also new, as it involves a unique list of indicators identified during the
research, which are specific to Arctic regions.

Thus, the results of this study are the six economic and six social indicators identified
on the basis of a thorough literature review and expert surveys; the assessments of the
linear relationship between each indicator and migration processes in the Arctic regions;
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four complex linear regression models that can be used to predict the number of arrivals
and departures in the region; and evaluation of the attractiveness of four Arctic regions in
terms of their social and economic development.

The key findings of the research are as follows: (i) all Russian Arctic regions are
characterized by a stable outflow of the population throughout the 10 studied years;
(ii) migration processes are more linearly dependent on social indicators than on economic
ones, which confirms the importance of the former; (iii) the four presented complex linear
models produced better forecasting results than the simple extrapolation of the trends,
so linear complex-valued models are suitable for predicting migration processes in the
Arctic regions of Russia; (iv) the Chukotka Autonomous district has the highest social
attractiveness, while economic incentives for migration are the highest for the Yamalo-
Nenets Autonomous district.

The unexpected result of the study was that among all Arctic regions, the Chukotka
Autonomous district took the lead in terms of social attractiveness. It should be emphasized
that Chukotka is the most sparsely populated region of Russia and the most distant from
the center. According to the Russian Statistical Agency, the area of the region is 4% of
the total area of Russia, the population in 2021 is 49,527 people (0.03% of the population
of Russia), and the population density is only 0.07 people/km2. The region is very rich
in mineral resources, so all socio-economic indicators are at a high level. The finding
that the Yamalo-Nenets Autonomous district emerges at the top in terms of economic
indicators is more predictable since oil and gas resources, the basis of the national budget,
are concentrated in this region. The region is in 7th place for GRP among all regions of the
country. However, due to the larger population (547.01 million people) and the population
density (0.71 people/km2) compared to Chukotka, the Yamalo-Nenets Autonomous district
has a lower score in terms of social attractiveness.

The scientific contribution of this article to the study of migration processes in Arctic
regions is the use of complex-valued econometric models to predict future migration flow.
These studies were conducted for the first time, and the calculations proved to be effective
and have potential practical applications.

We suggest that this method be tested on a larger dataset on migration.

5. Conclusions

The social and economic development of the Arctic region depends directly on the
number of its residents, migration changes, and its migration attractiveness. The analysis
of the region’s migration attractiveness helps to identify the reasons for population outflow
and, therefore, makes it possible to influence and eliminate them.

The study of the migration attractiveness of the Arctic regions was carried out in
several stages. The first stage was devoted to a detailed analysis of the foreign and
domestic literature on the problems and prospects of the development of the Northern
territories, the migration attractiveness of the region, and various ways of assessing it.
Analysis of migration processes in the Russian Arctic showed that there was an outflow
of population from all regions over the past decade. The authors assume that there is a
relationship between the migration processes currently taking place in the Arctic regions
and their attractiveness to the working population.

In the second stage of the study, key social and economic indicators that contribute
to the region’s attractiveness to potential migrants were identified. For this purpose,
the authors involved experts on the problems of economic development of the Arctic
territories. The result of the expert survey was a list of 12 quantitative socio-economic
indicators characterizing the attractiveness of the Arctic region.

To assess the dependence of migration processes on each of the selected socio-economic
indicators, the authors conducted a correlation analysis using official data from state statis-
tics bodies. It was revealed that not all indicators have a linear relationship with migration
growth; simple relationships are attributed to a greater association between the number of
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arrivals and departures in the region and the level of its social development. This confirms
that the motives for moving to the Far North are not just economic incentives.

Migration processes were modeled using the tools of a complex-valued economy.
In particular, simple linear regression complex-valued models were used that reflect the
relationship between a pair of dependent and a pair of independent model variables.
The number of arrivals and the number of departures in the Arctic region were selected
as a pair of dependent variables. For the independent variable of the linear complex-
valued model, four pairs of indicators were proposed that reflect the social and economic
attractiveness of the region. Thus, the authors formed four linear complex-valued models
in order to test them for their ability to form good predictions of migration indicators.
Calculations performed on the Murmansk region as an example showed that these models
are suitable for forecasting, since the values of the number of arrivals and departures in the
region calculated for 2018 are close to the actual data.

In the final stage of the study, a comparative analysis of the attractiveness of the Arctic
regions (Murmansk region and Nenets, Yamalo-Nenets and Chukotka Autonomous districts)
was performed. The authors evaluated the integral indicators of the social and economic
attractiveness of the region on the basis of 12 indicators by calculating the weighted averages.
It was found that the most attractive region over a 10-year period in terms of the economic
situation is the Yamalo-Nenets Autonomous district, whereas the Chukotka Autonomous
district is the most attractive in terms of social conditions. However, it should be noted that
the Yamalo-Nenets Autonomous district is the country’s oil and gas center, which implies
significant tax revenues at all budget levels, as well as a high level of income of the population.
The Chukotka Autonomous district is a region with a minimum population density, which
affects the statistical indicators in terms of their increase.

Further research in this area will focus on modeling migration processes in all Arctic
regions using linear and non-linear econometric complex-valued models.
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Appendix A

Dear colleague, please fill in the information about yourself and select five economic
and five social indicators from the list, which, in your opinion, are advisable to use to assess
the migration attractiveness of the Russian Arctic region. Put a cross or any other sign in a
free field.

Full name_________________________________________
Position__________________________________________
Place of work______________________________________
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The List of Indicators

No. Social Indicators:

1. The population size, thousands of people
2. The number of registered crimes per capita, pcs.
3. The number of doctors per 10,000 population, people
4. The number of hospital beds for 24 h hospitals per 10,000 population, people
5. The capacity of outpatient clinics per 10,000 population, visits per shift
6. The birth rate, natural population growth (decline) per 1000 people

7. Commissioning of residential buildings, thousands m2 of total area of residential
premises per person

8. The volume of paid services to the population (in actual prices for the period),
million rubles

9. Putting into operation of sports and recreation complexes, units
10. Commissioning of hotels, places

11. The gross enrollment rate in preschool education, as a percentage of the number of
children aged 1–6 years

No. Economic Indicators:

1. Number of enterprises and organizations per 1000 people, pcs.
2. Average annual number of employees of organizations, thousand people
3. Income per capita, rubles
4. Average consumer expenditure per capita (per month), rubles
5. Retail trade turnover (in actual prices), mln. rubles
6. Unemployment rate, percent
7. Recognized as unemployed, thousands of people

8. The volume of work performed in the type of economic activity “Construction”,
mln. rubles

9. Share of population with incomes below the subsistence minimum in the total
population, percent

10. Public catering turnover, mln. rubles
11. Cost of a fixed set of consumer goods and services, rubles
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Abstract: Sand production is one of the major issues in the development of reservoirs in poorly
cemented rocks. Geomechanical modeling gives us an opportunity to calculate the reservoir stress
state, a major parameter that determines the stable pressure required in the bottomhole formation
zone to prevent sand production, decrease the likelihood of a well collapse and address other
important challenges. Field data regarding the influence of water cut, bottomhole pressure and
fluid flow rate on the amount of sand produced was compiled and analyzed. Geomechanical stress-
state models and Llade’s criterion were constructed and applied to confirm the high likelihood
of sanding in future wells using the Mohr–Coulomb and Mogi–Coulomb prototypes. In many
applications, the destruction of the bottomhole zone cannot be solved using well mode operations.
In such cases, it is necessary to perform sand retention or prepack tests in order to choose the most
appropriate technology. The authors of this paper conducted a series of laboratory prepack tests and
it was found that sanding is quite a dynamic process and that the most significant sand production
occurs in the early stages of well operation. With time, the amount of produced sand decreases
greatly—up to 20 times following the production of 6 pore volumes. Finally, the authors formulated
a methodological approach to sand-free oil production.

Keywords: sanding; sand control; poorly consolidated reservoir; prepack test; slotted liner;
geomechanical modeling

1. Introduction

The process of sand production is often associated with the development of poorly
cemented reservoirs. The first reservoir equilibrium stress state is already reached during
the drilling process, and becomes more severe with further well operation. As a result,
the destruction of rocks in the bottomhole zone occurs when stresses exceed their tensile
strengths [1–3]. This leads to an increased concentration of suspended rock particles in
produced liquid, causing submersible and surface equipment malfunctions. Resulting in a
decreased well operation factor due to an increase in the frequency and duration of repairs
and, as a result, in operating costs [4–7].

There are three main initiation mechanisms of rock destruction. Two of them consist
of violating rock integrity by exceeding their compressive or tensile strengths with shear
and tensile stresses, respectively. The dynamics of sand production as a result of tensile
stresses is, as a rule, short-term, rapidly decaying and local in character and does not lead
to significant difficulties during well operation. The third mechanism is associated with
volumetric destruction of pore space and is currently poorly studied due to the complexity
of the physical processes and the difficulties associated with clear formalization of the task
due to multiple influencing factors [1].
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As a result of this process, a plastic zone that grows with time is formed around the
perforations, associated with the appearance of permanent deformations, the mechanical
and reservoir properties of which differ from the remote part of the formation.

Calculation methods based on geomechanical data should be used to prevent the
occurrence of critical stresses, at which the destruction process of the bottomhole zone
intensifies. One of these methods is selecting the optimal drawdown for sand free operation
of the well. The prediction of critical drawdown is formalized by a problem solved using
geomechanical modeling [8–15]. Modeling the stability of the bottomhole formation zone
(BHZ) makes it possible to predict potential complications during well operation associated
with the mechanical properties of the rocks. Such models are used to determine the optimal
well completion and magnitude of the sand-free drawdown along with the location and
orientation of perforations [16–18].

In order to build the model, the following data are necessary: well logging data, the
results of core studies (compressive strength, static and dynamic Young’s moduli, Poisson’s
ratio), as well as operating and drilling data.

The purpose of this research is to increase the turnaround time of the well due to the
development of an algorithm for selecting the optimal operating parameters of the well, in
conditions of sand removal from the formation by taking into account geomechanical, field
and laboratory data analysis.

Technologies for the Operation of Wells Complicated by Sand Production

There are two general technological approaches used in combating the sand produc-
tion process:

(a) Preventing the ingress of mechanical inclusions;
(b) Allowing and working with the consequences rock particle ingress into the well-

bore [19,20].

Both approaches are actively being developed, which is confirmed by numerous pub-
lications on the use of various technologies in many Russian (and other) fields: Russkoye,
Messoyakhskaya group of fields, Van-Yeganskoye, Medvezhye, Komsomolskoye, Vanko-
rskoye, etc. The photo of the region (depositional environment) where the oilfield discussed
in this article is located can be seen in Figure 1.

 
Figure 1. Satellite photo of the area.

Reservoir deposits are identified within the upper part of the Pokurskaya site and are
characterized by tidal Upper Cretaceous sediments of the Cenomanian stage, represented
by weakly compacted rocks: sands, sandstones, silts, siltstones and argillites (mudstones).
The deposits are characterized by explicit facies heterogeneity. The above-mentioned

172



Resources 2021, 10, 125

technologies show variable efficiency, and their application is accompanied by significant
disadvantages, for example:

• The use of screens causes stress destabilization in the bottomhole zone;
• There is an increase in the extra skin factor ranging from 2 to 10;
• There is a need for their periodic replacement/cleaning (due to erosion wear);
• The use of chemical compositions for fixing the bottomhole zone can reduce the

permeability (in some cases up to 70%) due to clogging of highly permeable channels
(since the injected composition enters them first), and they also operate for a limited
period of time;

• Gravel packing is not always possible (for example, in horizontal wells), and where
used, imposes restrictions on the completion of the well;

• Specific gravel pack assemblies require either carefully graded gravel or specially pre-
pared gravel (which is more expensive in terms of its applicability in horizontal wells).

There is also an operational method for limiting sand production—regulating the
technological parameters of the well operation, which consists of reducing the depression
to the minimum permissible values in order to prevent the ingress of rock particles into the
well, but its disadvantage is quite clear—an artificially low flow rate [21–24].

In the case of high-viscosity oil, these factors are exacerbated many times over due
to the low productivity index (PI) of the well, which has made the sand management
approach the subject of some interest [25–27].

This approach consists of two aspects: careful and constant monitoring of the oper-
ating parameters of individual wells and optimization of risks (in the form of predictive
calculations and modeling) that inevitably appear when rock is removed from the formation
without control.

Given these aspects, in developing this approach, it was understood that thorough
consideration of each well was necessary in order to obtain a general situational under-
standing [28–32].

Additionally, some predictive analytics methods were studied, consisting of calcula-
tions regarding:

• Predicting the initialization time of the sand development process;
• The volume of sand production;
• The ability of the rock particles to migrate in the bottomhole zone.

The above-mentioned technique requires the analysis of a vast amount of data, includ-
ing both the formation properties and well parameters.

Therefore, we formulated an approach based on the studying the influencing param-
eters on the sand production process: pH of formation water, oil and liquid production
rate, water cut, number of shutdowns and starts of wells, aperture of installed downhole
screen, method of well completion, reservoir and bottomhole pressure, drawdown, well
arrangement, particle size distribution and many others.

2. Materials and Methods

2.1. Geomechanical Modeling

Many researchers [33–43] find a notably high influence of fine fractions (<50 μm) on
the well operation (mainly plugging screens), as a result, the material associated with the
formation of sand arches was worked out, but significant results were not achieved in by
analyzing the literature (except for the connection of the aforementioned arches with the
process of the natural decrease in the number of suspended particles in the first few days
of well operation).

Some investigations look at the use of chemical compositions for the selective retention
of fine fractions; however, no field test results have been conducted [14,15,44–48].

Interdependences were investigated within the framework of a field with high vis-
cosity oil, currently under development between the following parameters: the number
of suspended particles, the influence of the sand production process on the operation of
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individual wells and the study of the effectiveness of screens of certain standard sizes
and structures [49,50]. It was found that with different production rates and water-cuts,
the interdependence of the number of suspended particles on certain parameters may or
may not be observed, as, for example, with the flow rate: its increase or decrease does
not affect the number of suspended particles in the fluid flow, which is unexpected (since
the fluid flow with a higher speed should entrain more rock particles from the formation).
It was found that for wells with a liquid flow rate of <100 m3/day, there is a significant
dependence for the number of suspended particles on water cut (for wells with a flow rate
>100 m3/day, there is no dependence). The effect of water cut on the process of formation
destruction has been noted numerous times, which is some confirmation of the fact that
phase flow is one of the key parameters that should be taken into account when working
with a poorly cemented reservoir.

The authors analyzed the operating experience of one of the facilities and constructed
a distribution of the well stock, categorizing wells as either “complicated” or “uncompli-
cated” according to the following criteria: flow rates (Figure 2), water cut (Figure 3) and
target bottomhole pressure (Figure 4). It can be seen from the graphs that operational
complications (failures due to erosive wear or clogging with mechanical inclusions of
downhole pumping equipment are mostly observed in the well stock with a flow rate of
less than 100 m3/day and a water cut of less than 50%).

Coupling of wells is not always applicable due to the differentials in the tubing
diameter, equipment and other factors, which influence the sanding process. The number
of wells for consideration for the first category (0–50 m3/day) is three times fewer than the
second. Making conclusions based on the beforementioned data seems questionable since
a two-time increase in liquid flow rate leads to a rise in sanding. Nevertheless, a further
increase in flow rate does not lead to complications in the well.

It is worth noting that many authors have found during their investigations that the
amount of sand carried out increases along with an increase in water cut. Nevertheless, the
graph above does not show this effect, since when the water cut is above 50%, there are no
complicated wells at all.

 
Figure 2. Distribution of sand-prone well stock by fluid flow rate.
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Figure 3. Distribution of sand-prone well stock by water cut.

 
Figure 4. Distribution of sand-prone well stock by bottomhole pressure.

With a decrease in bottomhole pressure (on average, a higher depression of the
reservoir), a dependence of a higher level of sanding and complication can be observed.

This phenomenon is associated with the low bearing capacity of the flow and with
high viscosity of the oil, which is explained by the lower sedimentation rate of the sand
particles. Well operation is carried out according to the target bottomhole pressure control
program, which is determined by the requirements of rational oilfield.

The trend towards lower drawdowns in the bottomhole formation zone is confirmed
by the analysis of Figure 4, where it can be seen that the least number of failures and
complications in the well stock with a target bottomhole pressure of more than 9 MPa, with
the initial formation pressure—10.6 MPa.

Thus, the main issue of scientific and practical interest is the prediction of the onset of
reservoir destruction and further determination of the critical bottomhole pressure (which
leads to the production of sand together with the formation fluid) and, ultimately, to finding
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the optimal dynamics of bottomhole pressure lowering. There are two basic ways to solve
this issue—practical modeling (laboratory tests) via sand retention tests (SRT) and Prepack
tests and mathematical modeling. Physical modeling gives good results and provides a lot
of information; however, preparing these experiments is time consuming, especially with
bulk modeling included.

A literature review [16–19] makes it possible to recommend geomechanical modeling
as a tool for assessing the stability of the bottomhole formation zone during operation in the
conditions of weakly consolidated sandstones. The stability model is adapted to the data of
caliper, imager, mini-frac and modular dynamic tests (MDT) studies. The model-building
sequence for one-dimensional geomechanical modeling for PK formations is shown in
Figure 5.

Figure 5. General scheme of geomechanical modeling. BSL—Broadband sonic logging, LOT—frac-
test, MDT—stress-test with bottomhole tester.

The 1D model of stability of the bottomhole formation zone according to the criteria
of Mogi–Coulomb and Mohr–Coulomb is based on the current parameters of the formation
and according to the data of the well operation:

• Reservoir pressure;
• Vertical stress;
• Minimum and maximum horizontal stresses;
• Adhesion strength of the rock;
• Angle of friction;
• Borehole azimuth;
• Well profile;
• Biot’s poroelastic constant;
• Poisson’s ratio.

The bottomhole pressure and the angular position around the circumference of the
wellbore are the specified parameters in this model. Detailed algorithm for this modeling
procedure is presented in [9].

The results of the calculations of the 1D model are used to determine the admissible
value of depression, at which the fracture of the bottomhole formation zone will not occur.
The next stage is a calculation of the optimal step for lowering the bottomhole pressure
to value, when the well is brought to the target operating mode (at analogous fields—
0.3–0.5 MPa/day). A significant advantage of the proposed approach is the ability to assess
the critical depression value even in the absence of core studies of the mechanical properties
of the rock.
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As a result, the following geomechanical modeling algorithm was developed:

1. Construction of the one-dimensional model of mechanical properties using well
logging and standard correlations;

2. Calculation of stresses and adaptation of the minimum stress to the data on mini-frac;
3. Adaptation of the maximum horizontal stress and strength along the profile of

the caliper;
4. Calculation of the critical depression profile based on the correlations set in the

software and adaptation of strength based on the development and operation history
of previously perforated intervals;

5. Forecast of critical depressions for intervals.

2.2. Prepack Test Design

The methodology for the current prepack tests series was developed to simulate
reservoir conditions in the lab with different screens, flowrate conditions and drawdowns.
The same differentials as in Figures 1–3 were chosen to be variables in the tests. Thus, tests
were run with different water/gas cuts (30, 50, 90%), different drawdowns (gradP1 and
gradP2, which were four times higher than gradP1).

Slotted liner was chosen to be tested in this series due to its simplicity, availability on
the market and prevalence among Russian oil and gas companies. Screens with aperture
sizes of 100, 150, 200, 500, 700 and 1000 μm (mcm) were tested. Initial test runs showed
that the 1000 mcm screen was inappropriate for the testing conditions. A schematic
representation of the testing facility is shown in Figure 6. The coreholder is equipped with
a cuff, and the crimp pressure was set to 2.04 MPa.

Figure 6. Prepack testing facility.

Bulk models were made with intention to reach porosity, permeability and particle
size distribution (PSD) mirroring that of reservoirs. The original PSD curve was taken from
one of the oilfields and corresponded to the PK1 formation, shown in Figure 7. Sand from
oilfield was used as a material to make bulk models. It was pre-extracted with solvent
flushing (until solvent was transparent), dried at 60 degrees Celsius and then sorted using
sieves (section sizes of 100, 125, 160, 215, 250, 315 and 500 μm).
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Figure 7. Reservoir’s PSD curve.

Bulk models (Figure 8) were made with moist tamping technique, while brine was
used as liquid to dampen the models. The diameter of the model is 3 cm, height varied
from 5 to 7 cm. Vacuum treatment in a jar with mineral oil was then applied to reach the
initial saturation parameters for brine and oil. Mineral oil of the appropriate viscosity
(75 mPa*s) was later used as a model of oil in the experiments.

 

Figure 8. Bulk model with screen filter disk installed.

Samples of liquid were taken three times in a row using volumetric flasks (10 mL) to
get dynamic data on the number of suspended particles. Suspended solids concentration
(SPC) was then calculated with the mass method. Later, the sand was extracted and
analyzed for PSD with a laser in-line particle analyzer.

3. Results

3.1. Geomechanical Modeling

Large reservoirs under the development of LLC “RN-Purneftegaz” were selected as
test subjects for geomechanical modeling; namely, the PK1 oil and gas-condensate field

178



Resources 2021, 10, 125

reservoir, as well as reservoirs PK18 and PK19-20 of the oil- and gas-condensate field. Here,
PK is the name of the formation, and the numbers refer to the number of a single layer in
the entire formation.

The developed reservoirs are uncemented sandstone, so the equipment operates under
conditions of increased abrasive wear. The removal of mechanical inclusions (mainly sand)
is very significant from 3 mg/L to 2050 mg/L (average 109 mg/L) for the PK1 reservoir
and 5.5–1080 mg/L (average 81 mg/L) for the PK19-20. Table 1 shows the geomechanical
properties of the reservoirs under consideration within the Pokurskaya site, used for
the calculation.

Table 1. Reservoir parameters for oil fields.

Parameter Oilfield 1 Oilfield 2 Oilfield 3

Reservoir pressure, MPa 10.3 12.0 10.8
Rock strength, MPa 5.6 5.6 6.5
Vertical stress, MPa 23.0 22.9 21.1

Maximum horizontal stress, MPa 17.7 21.5 17.5
Minimum horizontal stress, MPa 16.0 19.6 16.4

Rock cohesion strength, MPa 0.22 0.29 0.24
Friction angle, deg 24 27 32

Well’s azimuth, deg 210 210 329
Well deviation from vertical axis

(zenith angle), deg 89.9 89.5 89.7

Biot’s constant 0.8 1 1
Poisson’s ratio 0.31 0.2 0.32

The simulation results are presented in Figures 5–7, where it can be seen that, according
to the Mogi–Coulomb and Mohr–Coulomb criteria, the fracture of the bottomhole formation
zone will occur even with a minimum pressure drop of 0.1 MPa for all the reservoirs studied
(blue line—rock strength, red—current stress). This is also confirmed by the Leid criterion,
if Δσ1 and Δσ3 > 0, rock destruction should be expected (Table 2). These results indicate
that it is imperative to substantiate the technology to prevent the destruction of rocks in
the bottomhole formation zone or to deal with sand production in the well.

Table 2. Additional parameters.

Parameter Oilfield 1 Oilfield 2 Oilfield 3

Δσ1 91.1 89.6 81.7
Δσ3 84.4 200.6 −1.85

The previous statements are also confirmed by Lade’s criterion (Table 2).
According to Lade’s research and modeling, if Δσ1 and Δσ3 > 0, rock destruction will

occur. In Table 2, σ1 is the significant principal effective stress and σ3 is the minor principal
effective stress.

These results indicate that it is imperative to substantiate the technology to prevent
the destruction of rocks in the bottomhole formation zone or deal with sand production in
the well.

The simulation results are presented in Figures 9–11, where we can observe that,
according to the Mogi–Coulomb and Mohr–Coulomb criteria, the fracture of the bottomhole
formation zone will occur even with a minimum pressure drop of 0.1 MPa for all the
presented reservoirs (blue line—rock’s strength, red—current stress).
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Figure 9. Calculated stresses for Field 1 (blue line—shear strength, red line—actual stress).

Figure 10. Calculated stresses for Field 2 (blue line—shear strength, red line—actual stress).
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Figure 11. Calculated stresses for Field 3 (blue line—shear strength, red line—actual stress).

Sand control with technological restrictions cannot be applied with such reservoir
conditions. In this case, it is crucial to ensure that a proper screen or other sand control
method will be suitable and will work with maximum efficiency. An inappropriate screen
can lead to severe sand influx into the well or decrease permeability in the bottomhole.

3.2. Prepack Tests

Since samples were taken sequentially three times at the beginning of the experiment,
we had the opportunity to track the change in the number of carried particles for the first
30 mL of the pumped fluid. In almost every experiment, SSC was smaller in the latter
stages than during stage 1. This indicates and confirms theories that the most severe sand
influx happens during well stimulation and later the amount of sand decreases dramatically.
The remaining fluid was collected in a separate container and was not analyzed further,
but visual observation showed that the amount of suspended particles in it was minimal,
being almost transparent.

Overall, the amount of pumped liquid in Oil/Water experiments was always 250 mL
and changed from 25 to 175 mL in experiments with gas. An example of the data obtained
is shown in Figure 12 below.

For example, for experiment “O/W 30/70 gradP1” SPC at stage 2, there was only 40%
of SPC in first stage, which later decreased to 13% of SPC at stage 1.
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Figure 12. Results of the experiments with oil and water in different water cuts (shares are respective).

4. Discussion

Theoretical and laboratory studies had been carried out to identify the reasons for the
removal of mechanical inclusions from the bottomhole formation zone, as well as methods
to prevent the destruction of the reservoir formation. The findings of this research make
it possible to develop a methodology for an algorithm of geomechanical modeling and
subsequently to recommend the optimal parameters for bringing a well into operation.

The results of 1D-geomechanical modeling confirm the hypothesis about the destruc-
tion of the bottomhole formation zone at the objects of the Pokurskaya site both during
drilling and maintenance and workover of wells and during well operation. The analysis of
field well’s failures showed that 84% of mechanical impurities or erosion failures occurred
on the first or second voyage of equipment during the process of bringing the well into op-
eration with lower bottomhole pressure at 0.5–1 MPa/day. Furthermore, data also suggest
that 61.5% of failures occurred after well shutdowns (by production limitation, workovers,
etc.). Therefore, it is necessary to take into account the geomechanical properties of the
rock when planning the development of such reservoirs.

In cases where it is not possible to solve the problem of sand influx by technical
means, sand control technologies must be employed. The best way to thoroughly investi-
gate the efficiency of the proposed technology is testing in lab conditions by simulation
reservoir parameters.

5. Conclusions

Using the methodology proposed in the article, the authors noticed a significant
decrease in the amount of sand produced after filtration of 3–6 pore volumes. As a result
of the implementation of a complex methodology, which included literature analysis,
field data analysis, geomechanical modeling and lab testing, the authors developed the
following recommendations:

1. Carrying out 1D and 3D geomechanical modeling in order to clarify the drilling
parameters, i.e., permissible bottomhole pressure over reservoir pressure on the
formation and the rock penetration rate during the drilling;

2. The well completion method should be selected from the operating experience of
similar objects, using the endings in assemblies with downhole screens;

3. Bringing the well into operation should be carried out with a minimum gradient
of lowering bottomhole pressure—0.2–0.5 MPa/day—which is confirmed by the
experience of similar objects’ operation.
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4. During the operation of the well, considering the possibility of using technologies
designed to prevent the removal of mechanical inclusions from the formation.

6. Patents

One of the basic elements of this work is a computer program written by the authors
“A program for calculating stability criteria and rupture pressures during the operation of
wells complicated by sand occurrence” (RU 2020611693).
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Abstract: The Timan–Pechora oil and gas province (TPP), despite the good geological and geophysical
knowledge of its central and southern regions, remains poorly studied in the extreme northwestern
part within the north of the Izhma–Pechora depression and the Malozemelsk–Kolguev monocline,
and in the extreme northeast within the Predpaikhoisky depression. Assessing the oil and gas
potential of the Lower Paleozoic part of the section is urgently required in the northwestern part of
the TPP, the productivity of which has been proven at the border and in the more eastern regions of
the province (Pechora–Kolva, Khoreyverskaya, Varandei–Adzva regions), that have been evaluated
ambiguously. A comprehensive interpretation of the seismic exploration of regional works was
carried out, with the wells significantly clarifying the structural basis and the boundaries of the
distribution of the main seismic facies’ complexes. The capabilities of potentially oil- and gas-
producing strata in the Silurian–Lower Devonian were studied. An analysis of migration routes in
transit strata used for basin modeling in order to reconstruct the conditions of oil and gas formation
that are common in the land and water areas of the Arctic zone of the TPP was carried out. Modeling
allowed us to reach an understanding of the formation of large zones with possible accumulations
of hydrocarbons, including the time at which the formation occurred and under what conditions,
to establish space–time links with possible centers of generation to identify migration directions
and, based on a comparison with periods of intensive generation of hydrocarbons both directly
located within the work area and beyond (noting the possible migration), to identify zones of the
paleoaccumulation of hydrocarbons. The body of existing literature on the subject made it possible to
outline promising oil and gas accumulation zones, with the allocation of target objects for further
exploration in the Lower Paleozoic part of the section.

Keywords: Arctic shelf; Timan–Pechora oil and gas province; seismic exploration; hydrocarbon
potential; Russian Arctic

1. Introduction

More than 5500 deep oil and gas wells with a drilling volume of 10 million meters
have been drilled within the Timan–Pechora sedimentary basin (TP SB). Only 54 wells
have been drilled in the water area of the sedimentary basin, most of which have only
exposed Mesozoic deposits. Drilling within the limits of the land of the TP SB is also
uneven. In the northern half of the Izhma–Pechora syneclise, which is the area of this
study, it does not exceed 0.01 m/km2 (Figure 1), and it does not exceed 0.3 m/km2 in the
Malozemelsko–Kolguevskaya monocline, which indicates the lack of knowledge of this
region and the prospects for the discovery of new oil and gas objects (Figure 1).
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Figure 1. Scheme of seismic study [1].

In the Pechora–Kolva aulacogen, located in the east, it increases to 200 m/km2 in
some areas. The Khoreyver depression of the Khoreyversko–Pechoromorskaya syneclise is
characterized by an average drilling depth of 50–100 m/km2, but its coastal part has been
studied to a much lesser extent—the drilling depth is only 10 m/km2. In the water area on
the eastern half of Kolguev Island (East Kolguev structural zone), the drilling density is
close to 50 m/km2. The most significant drilling operations on land were carried out by
state-owned enterprises from the 1970s to the early 1990s of the last century [2,3].

A promising direction for further study of the region is the study of the storage
reservoir and flow behavior in the Ordovician shale formation lying directly under the
Silurian oil and gas source clay strata, which is a high-quality impermeable layer. Studies of
the capacity of similar shale strata, from the point of view of the possibility of CO2 storage
capacity and flow behavior in the shale formation, have been carried out by the Journal of
Petroleum Science and Technology 2022 [4].
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2. The Economic Significance of the Resource Development of the Hydrocarbon
Potential of the Arctic Zone of the Russian Federation

The hydrocarbon (HC) potential of the Arctic zone of the Russian Federation
(AZRF) is considered as a strategic reserve for the reproduction of the mineral resource
base of oil and gas in the long term. A detailed geological study and the industrial
development of the Arctic regions, especially the water areas, are associated with a
number of problems related to natural and climatic features, the complex geological
structure of deposits, technological features, and the imperfection of the regulatory
framework—the current unfavorable economic situation in the global and domestic
markets for fuel and energy resources [5].

According to the results of the latest quantitative assessment, the volume of
forecast resources of the Russian Arctic is estimated at more than 270 billion TOE
(tonne of oil equivalent), including about 48.5 billion tons of oil and condensate and
over 220 trillion m3 of natural gas. At the same time, land resources are estimated at
156 billion TOE (58% of the total volume), of which a significant part is accounted for
by gas, while the share of the water areas accounts for 42% of all resources, mainly
gas and gas condensate. The largest hydrocarbon potential of the land of the Arctic
zone, if we consider the subjects of the Russian Federation, is estimated to be in the
Yamalo–Nenets Autonomous District (120.5 billion TOE, including 98.8 trillion m3 of
gas), followed by the Nenets Autonomous District (the northern part of the Timan–
Pechora oil and gas province). In addition, with regards to the water area, the southern
parts of the Kara and Barents Seas have the greatest potential, which are where all the
deposits identified on the Arctic shelf and, accordingly, the oil, gas, and condensate
reserves are located.

The raw hydrocarbon potential of the Arctic Seas of Russia is represented today
by 19 deposits, most of which are located within the lips and bays of the Kara Sea;
some are shelf extensions of onshore objects [5,6], and a smaller one is in the Pechora
Sea on the continuation of the TPP. The volume of proven oil reserves is relatively
small at 454 million tons, while the volume of projected oil resources is estimated at
12.8 billion tons, of which only 5% is concentrated in currently licensed areas. The
volume of proven gas reserves is much larger at 9.2 trillion m3, 70% of which comprises
fields with valid licenses; the volume of the forecasted natural gas resource base is
86.5 trillion m3 [7–9].

The development of the HC raw material base of the AZRF, first of all, is associated
with the implementation of large-scale projects for the exploration, production, and trans-
portation of oil and gas on land, with the prospect of further using the created coastal
industrial infrastructure in order to involve the marine hydrocarbon potential in industrial
turnover and in the development of the Northern Sea Route. The coastal parts of the
northern seas are now considered as outposts of testing and implementation of the latest
technologies in the most difficult conditions [8]. The Pechora Sea (the southern part of
the Barents Sea) is considered as one of the most important bridgeheads for advancing
into the Arctic water area on the basis of the already identified and predicted hydrocarbon
potential [10–12].

Since 2013, a project for the industrial development of the Prirazlomnoye oil field
has been implemented in the Pechora Sea, the operator of which is PJSC “Gazprom Neft
Shelf”. The project can be called successful in terms of being able to test a huge number
of development technologies and logistics solutions in difficult ice conditions with the
development of the interaction of various services and support vessels.

The Shtokman gas condensate field has been prepared for development in the Barents
Sea, but the start of development was postponed due to technological difficulties, the need
for huge investments, and economic constraints caused by a significant reduction of the gas
market in Europe for the Russian Federation and the withdrawal from projects of strategic
partners. Among the achievements of domestic marine technology in the Arctic waters
of Russia, one worthy of note is the Varandey terminal, which was built by the forces of
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PJSC “Lukoil” in the Pechora Sea and has an oil shipment volume of up to 12.5 million
tons/year [13].

At the same time, the development of the hydrocarbon resource base on the Arctic
shelf has significant limitations, and all the significant achievements of recent years in the
preparation of new reserves have been reduced to the additional exploration of offshore
extensions of land deposits. Domestic programs for the development of the raw material
base of the Arctic seas are very impressive: according to the Ministry of Natural Resources,
a significant amount of seismic work has been planned until 2023, and the number of
exploratory wells drilled in the Arctic waters should reach 127 units [14]. The real pace of
exploration in the water part of the Russian Arctic is limited by the huge cost of offshore
drilling, the small capacity of its own drilling fleet, and sanctions and restrictions [15].

3. Materials and Methods

The study methodology consisted of a number of sequential steps [16–19], including:

− construction of a geological model of the studied area, including tracing the distribu-
tion of Lower Paleozoic deposits;

− identification of possible oil and gas systems;
− recovery of the dive history;
− restoration of the primary hydrocarbon potential (before the beginning of catagenesis);
− assessment of the scale of hydrocarbon generation;
− assessment of possible migration directions from the oil and gas system;
− identification of natural reservoirs (collectors and cap rocks) in the Lower Paleozoic

part of the section;
− analysis of possible hydrocarbon accumulation zones and types of traps in them [18,20–24].

The Kingdom and TEMIS 3D software systems (VNIGRI licenses) were used to process
seismic survey data and build a basin model. To calculate the hydrocarbon potential of
the oil and gas system, balance equations were used, obtained on the basis of numerous
experimental data from VNIGRI [25,26] and linked to the degree of transformation of
organic matter (catagenesis) [27–32].

The greatest contribution to the clarification of the hydrocarbon potential of the studied
area was made by such parts of this study as:

Refinement of the structural model (a series of structural maps) based on the interpre-
tation and linking of the profile seismic survey on the land part of the site, in the transitional
shallow water zone (depths less than 25 m), on Kolguev Island, and in the relatively deep
water zone (more than 25 m).

Clarification of the boundaries of the development and thickness of the Lower Paleo-
zoic part of the section (separately the Lower-Middle Ordovician terrigenous strata, Lower
Silurian carbonate strata, Lower Devonian terrigenous-carbonate strata, Middle Devonian-
Lower Frasnian terrigenous strata, and Middle-Upper Frasnian (so-called “Domanik”)
carbonate-siliceous-clay strata).

Identification of characteristic features inherent in oil and gas source deposits (organic
carbon content of more than 0.5% per rock), with an emphasis on the Lower Paleozoic part
of the section.

Identification of lithological and facies features and boundaries of the distribution of
the oil and gas system, traditional for the Timan–Pechora OGP—the Domanik oil and gas
source formation.

Conduction of a laboratory study by pyrolysis of core samples from the Ordovician,
Lower Silurian, and Middle Frasnian parts of the section.

Determination of the stratigraphic interval of the distribution of Lower Silurian sed-
iments enriched with organic matter and tracing their distribution within the studied
area.
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Determination of the lithological composition (microscopic and petrographic study of
samples) and lithotypes, typical for sediments enriched with organic matter.

Study of the petrophysical features of Ordovician and Middle Frasnian terrigenous
deposits in order to identify reservoirs.

Paleotectonic reconstructions along the lines of individual seismic profiles in order to
determine the time of immersion of the source sediments to the depths of the “oil window”.

Mapping the current concentration of organic carbon and the catagenetic maturity of
organic matter.

Recalculation of the amount of organic carbon in Silurian and Upper Devonian rocks
at the beginning of catagenesis.

Clarification of possible ways of hydrocarbon migration through the transit terrigenous
strata of the Lower and Middle Devonian.

Construction of a basin model in the TEMIS and assessment of the hydrocarbon
potential of the studied area.

To assess the residual oil and gas potential of the Silurian strata, an integrated approach
was applied using quantitative models of oil and gas generation developed by Neruchev
S.G. [25,26] for the main genetic types of organic matter, which can be used as a basis for
assessing the oil and gas formation of any potential oil and gas source strata.

Sapropel OM is characterized by the highest oil-producing potential (I-II types of
kerogen according to international terminology).

Based on these models, in which the weight percentage of generated liquid and
gaseous hydrocarbons in the mass of the initial substance is calculated.

In this study, the technology of TEMIS for basin modeling is used. The essence of
modeling is to restore the geological processes that determine oil and gas formation [27–32].

The resource assessment by the volume-genetic method is based on the capabilities of
a rock enriched with organic matter to generate hydrocarbons. This method evaluates the
generation potential of the oil and gas source strata and the degree of its realization. The
method of calculating the generated hydrocarbons by the oil-producing stratum located
in the center of an oil and gas formation includes the calculation of the current content
(mass) of organic carbon (Cc) in oil and gas-producing rocks, an estimate of the mass
of generated hydrocarbons per unit mass of Cc, and an estimate of the total amount of
generated hydrocarbons by the oil and gas-producing rock [25,26].

The theories and technologies of basin modeling have been successfully tested for a
number of other regions [31,33–39].

4. Source Material

The research area is characterized by a very reduced range of industrial oil and gas
content, established only on Kolguev Island, despite the fact that in the northern part of
the land area of the TPP or the eastern part of the research area, the range of industrial oil
and gas content is very significant—with deposits from the Lower Silurian to the Middle
Triassic [40–42].

In the sedimentary cover within the studied area, the Cambrian-Lower-Middle Or-
dovician terrigenous, Middle Ordovician-Lower Devonian terrigenous-carbonate, Middle
Devonian-Frasnian terrigenous, Domanik-Tournaisian carbonate, Upper Visean-Lower Per-
mian carbonate, and the Upper Permian and Triassic terrigenous sediments that promise
oil and gas complexes are distinguished from the bottom-up. The principal difference
from the eastern regions is the reduced volume of the sedimentary cover from the Middle
Devonian to the Jurassic deposits as well as the presence of graben-like deflections filled
with Cambrian-Lower Ordovician terrigenous deposits (Figure 2) [30,43,44].
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Figure 2. Geological and geophysical profile illustrating the structure of the sedimentary cover of the
work area [40].

5. Prospects of Oil and Gas Potential

In accordance with the oil and gas geological zoning of the Timan–Pechora oil and
gas province, the research area includes the Seduyakhinsko–Kipiyevsky oil and gas region
(OGR), belonging to the Izhma–Pechora oil and gas region (OGR) (only a small fragment
is presented in the territory of the study), and the West–Kolguevsky, Naryan–Marsky, and
East–Kolguevsky OGR, which are the part of the Malozemelsko–Kolguevskaya OGR [45–47].

5.1. Izhma–Pechora Oil and Gas Region

Industrial accumulations have not been established in the north of the Izhma–Pechora
OGR; to the south, in the territory of the Komi Republic, they were detected in a narrow
stratigraphic range in the Upper Devonian carbonate deposits. In the extreme southwestern
part of the Izhma–Pechora OGR, the Seduyakhinsko–Kipiyevsky OGR stands out.

The Seduyakhinsko–Kipiyevsky OGR is tectonically confined to the Seduyakhin
disjunctive shaft complicated by the Seduyakhin–Yangyt bridge. The industrial oil and gas
potential of the section within the OGR has not been established.

Prospects may be associated with the pre-Domanik terrigenous part of the section in
the zone of the Charkayu–Pylemetsk deep fault, which controls the wedging of the Upper
Devonian Dzhersky deposits.

5.2. Malozemelsko–Kolguevskaya Oil and Gas Region

The Malozemelsko–Kolguevskaya oil and gas region is one of the most extensive
areas of the northern part of the Timan–Pechora province; the area of its marine part alone
(together with Kolguev Island) is 25.6 thousand km2. In tectonic terms, it corresponds to
the monocline of the same name, inclined to the north and northeast; its regional slope is
15–17 m/km. Sedimentary cover structures are expressed in the form of steps and shafts.
Most of them correspond to ledges or projections of the foundation. The amplitudes of the
shafts, which have a north-western strike similar to other tectonic elements that make up
the monocline, vary from 50 to 250 m; their length reaches 100–140 km.

The sedimentary thickness of the monocline increases in the northeast and northwest,
from 500–1000 to 4500–5500 m. It is distinguished by differences in the lateral distribution
of the lower part of the sedimentary cover and the upper part before and after the Visean
deposits. There is a wedging of deposits of most horizons to the southern border of the
region, the stratigraphic breaks in the pre-Permian interval.
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There are three districts within the oil and gas region: West–Kolguevsky, East–Kolguevsky,
and Naryan–Marsky.

The East–Kolguevsky OGR in the study area is tectonically confined to the West–
Kolguevsky trough, overlapped by the West–Kolguevskaya monocline. No accumulations
of oil and gas were detected within the district. A distinctive feature is the sharply reduced
thickness of most parts of the Paleozoic section and the predominance of coastal and coastal-
marine terrigenous sediments for complexes with a predominantly carbonate composition
to the east.

Prospects for oil and gas potential can be associated, first of all, with the terrigenous
Upper Permian-Triassic reservoirs formed by sandstones of deltaic and alluvial-lacustrine
origin, as well as non-structural traps in the terrigenous formations of the Silurian-Lower
Permian interval of the section [46,47].

The Naryan–Marsky OGR tectonically corresponds to the Malozemelskay monocline
(in the study area, it is isolated within the Sengei structural nose and the Naryan–Marsky
stage, complicated by the South Sengei and East Seduyakhin ledges) and the Udachnaya
stage.

The prospects of oil and gas potential are associated with both the Paleozoic and
Mesozoic parts of the sedimentary cover section. Zones of oil and gas accumulation
formed within promising oil and gas complexes are characterized by inheritance, which is
associated with the peculiarities of the tectonic development of the territory [2,46].

The East–Kolguevsky OGR tectonically corresponds to the East–Kolguevsky structural
region.

The oil and gas potential of the Lower Permian and Lower Middle Triassic deposits
has been established within the OGR. The Peschanoozerskoye and Tarkskoye deposits on
Kolguev Island have been identified. The highest productivity was noted in the Triassic
sandstones of the Peschanoozerskoye deposit at depths of 1300–1600 m. The prospects of
the search are mainly associated with low-amplitude and medium-sized structures in the
development zones of natural reservoirs with a mainly terrigenous composition.

6. Development of the Structural Frame

In the waters of the Pechora Sea and in the area of its junction with the land of the
Timan–Pechora province, a modern complex of seismic exploration regional works was
carried out, which made it possible to significantly refine the geological and geophysical
model of the structure of the northwestern part of the Timan–Pechora oil and gas province
and its marine continuation in the waters of the Pechora Sea.

Interpretation of seismic data and borehole materials was made for the purpose
of structural constructions on reflecting horizons (RH): VI (foundation surface), V-V1
(acoustic roof surface of Ordovician terrigenous deposits), IV (roof of Silurian deposits),
III-IV (roof surface of Silurian-Lower Devonian deposits of different ages), III2 (surface
of Middle Devonian-Lower Frasnian deposits), IIIdm (solely Domanik deposits), IIIfm1
(acoustic surface of Famennian deposits), IIv (roof surface of Visean deposits of the lower
carboniferous), Ia (horizon, separating the carbonate and terrigenous part of the Lower
Permian), A-I (the roof of the Lower Triassic), and B (the horizon in the Jurassic sediments).
The seismogeological model created in the PC Kingdom was the basis for clarifying the
tectonic and oil and gas geological zoning of the northern part of the Timan–Pechora
province, including the waters of the Pechora Sea (Figure 3).
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Figure 3. Tectonic scheme of the Timan–Pechora province.

The boundaries of the main tectonic elements were significantly clarified (Izhma–
Pechora syneclise (north), the Malozemelsko–Kolguevskaya monocline, the Pechora–Kolva
aulacogen (north), the Khoreyversko–Pechoromorskaya syneclise, the North Pechoro-
morskaya monocline, the Pripaikhoysko–Priyuzhnonovozemelsky trough, and the Gulyaev–
Varandeyskaya structural-tectonic zone) primarily in the water part of the research area,
and their subordination was established by the nature of the relationship. The discrepancy
between the structural plans on the surface of the sedimentary cover and the surface of
Permian-carbonates was then established, which determined significant differences in the
control of oil and gas content of different structural stages (Figures 4 and 5).
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Figure 4. Structural and tectonic scheme of the northern part of the Timan–Pechora province (on the
roof of the Permian-carbonates of RH-Ia).

 

Figure 5. Structural and tectonic scheme of the northern part of the Timan–Pechora province (on the
surface of the foundation of RH-Va).

The correlation of well sections along the lines of regional profiles allowed us to
identify the features of the development of oil and gas complexes.

195



Resources 2022, 10, 3

The restoration of the history of immersion and the isolation of oil and gas systems
(the evolution of HC generation centers), noting the catagenetic zonality for the Barents
Sea and North Kolguev generation centers, allowed us to draw conclusions about the
zonality in the distribution of the phase composition of fluids in the water part of the basin
(mainly oil fields were identified in the eastern part; gas and gas condensate fields were
identified in the western part). It is assumed that there could be several centers of oil and
gas formation, including the possible influence of the Domanik-Famennian oil and gas
source rocks, located to the north of Kolguev Island.

Regional structural constructions made it possible to clarify the tectonic and oil and
gas geological zoning (Figure 6) [46,47].

 

Figure 6. Scheme of the tectonic zoning of the northern part of the Timan–Pechora province and the
adjacent water area.

7. Promising Oil and Gas Complexes and Oil and Gas Generating Strata of the Lower
Paleozoic Part of the Section

The composition, structure, and ratio of rocks comprising natural reservoirs (NR) are
determined by their genesis: the origin of certain types of precipitation, the frequency
of sedimentation, the nature of secondary transformations. The genetic approach is an
effective method of forecasting reservoirs as a whole and its individual elements. The most
significant formation with generation potential is the Domanik-Famennian-Tournaisian
complex. It also includes the Domanik oil and gas generating strata, which is fundamental
for the province; its potential for oil is estimated at 70% of its contribution to the formation
of TPP deposits, and more than 50% for that of gas.

In the sedimentary cover within the studied area, the Cambrian Lower-Middle Or-
dovician terrigenous, Middle Ordovician-Lower Devonian terrigenous-carbonate, Middle
Devonian-Frasnian terrigenous, Domanik-Tournaisian carbonate, Upper Visean-Lower
Permian carbonate, and the Upper Permian and Triassic terrigenous sediments that promise
oil and gas complexes are distinguished from the bottom to the top [5,39].
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7.1. Cambrian-Lower-Middle Ordovician Terrigenous Complex

The basal Lower-Middle Ordovician terrigenous complex is established on the Bu-
grinsky dome in the East Kolguevsky block and is assumed to be in the West Kolguevsky
trough on the basis of the general patterns of development of quartz sandstone formations
in posthumous post-Baikal subsidences known in the south in the Izhma-Pechora syneclise.
The thickness of this complex in the depocenter of the deflection, which reaches up to
2.0 km on the tops of the Sengei Mountain and the South Sengei Dome, is reduced to tens
of meters.

Terrigenous Ordovician deposits are characterized by data from drilling wells in
the areas: No. 1–Bugrinskaya, No. 1—Bolshepulskaya, No. 1, 2—Khariusny, No. 1—
Novoborskaya. They are mainly represented by terrigenous sediments of considerable ca-
pacity. The development within the studied area is limited mainly by the West Kolguevsky
paleodeflection as well as by the paleotrough located along the Timansky ridge.

Within the water area, the oil and gas complex (OGC) is represented in the volume of
the Upper Cambrian Lower-Middle Ordovician deposits (Sedjel formation of the Tremado-
cian stage, the Nibel formation of the Arenigian stage, and the conditionally isolated
Lanvirnian stage). The deposits of the complex with angular disagreement lie on the
foundation of the Proterozoic age and are represented by sandy-clay deposits of the littoral
and supralithoral. It is assumed that the development of the complex in the modern water
area is wider than on land. The presence of the Middle and Upper Ordovician is estab-
lished in the West Kolguev trough, where the presence of Lower and Middle Devonian is
also assumed in its uncompensated central-part formations of coastal-marine and deltaic
sandstones. The thicknesses of the complex vary from 1.5–2.0 km in the West–Kolguevsky
trough, to 0.5–1.5 km on its slopes. It is completely absent on the Bugrinsky buried dome
(north of the Bugrinsky stage) and on the local elevations of the Sengei shaft and the
Udachnaya stage. The lithological composition of the complex naturally changes from
terrigenous-carbonate to the west and south of Kolguev Island, to mainly carbonate in the
north of the Udachnaya stage. A characteristic feature of the sedimentation conditions
is the compensated filling of the basin, which was provided by the demolition of detrital
material from the Timan and the elevated Malozemelsky block. The most powerful section
of the undifferentiated Sediol and Nibel formations of the Lower Ordovician, and possibly
the Middle Ordovician terrigenous deposits with a total capacity of at least 1278 m, was
opened by well No. 1—Bugrinskaya on Kolguev Island. In the upper part of the section, the
role of significantly clayey, carbonate-clay bundles with a thickness of 5–40 m separating
sand layers with a thickness of 5–120 m is noticeably increasing.

7.2. Middle Ordovician-Lower Devonian Terrigenous-Carbonate OGC

The province is allocated with deposits in the volume of the Upper Middle-Upper
Ordovician, the Silurian and Lower Devonian, and in the volume of the Lower and Upper
Silurian and Lower Devonian of the studied area. The deposits of the Lower Silurian
(Lower Devonian), represented by carbonate and terrigenous rocks, were discovered by
drilling only in the Naryan–Marsky, Udachnaya, and South–Sengei areas. The boundary of
the complex is erosive and corresponds to the surface of the Lower Devonian, Silurian, and
Ordovician deposits of different ages. The complex is very limited in distribution within
the land of the studied area, and more significantly, in the water area. At the same time,
its volumes are incomplete due to the partial erosion of the Lower Devonian, preserved
only in the Western Kolguevsky trough and in the northeastern part of the Udachnaya
stage [48].

Silurian deposits within the research area were discovered only on the Malozemelsko–
Kolguevskaya monocline, where it has a predominantly carbonate composition and a total
thickness from 0 to 500 m. In the volume of the Silurian system, the lower and upper
sections are distinguished.
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The deposits of the Lower Devonian are represented by fragmentary deposits of
the Lohkovsky stage, presumably in the volume of the Ovinparmian horizon only in the
extreme eastern sections of the research site. Its presence in the section is proved by drilling
data on the Peschanoozerskoye area in wells No. 4 (thickness, 46 m) and No. 46 (thickness,
256 m). The rocks are represented by carbonate-clay and sulfate-carbonate-clay deposits in
lagoons in the West Kolguevskaya depression and the Peschanomorskoye structural zone.

7.3. Middle Devonian-Frasnian Terrigenous OGC

The complex in the work area has a reduced stratigraphic volume. According to seis-
mic data, there are practically no deposits of the Middle Devonian within the studied object.
The Middle Devonian sandstones are assumed to be present only in the West Kolguevsky
trough. The Lower Frasnian subcomplex (Dzhersky horizon) is almost ubiquitous and
has been opened by wells of the Tanuyskaya, Pylemetskaya, and South Sengei areas. The
thickness of the horizon reaches 150–200 m. Timan–Sargaev carbonate-terrigenous deposits
cover the entire territory of the considered area, but due to significant sandiness they
sometimes lose their qualities of a regional cover, preserving them in the east and locally in
the West Kolguevsky trough (Figure 7).

Above the section lies the Domanik-Tournaisian terrigenous-carbonate OGC, which is
not the subject of study.

  
(a) (b) 

Figure 7. Lithological-facies scheme: (a) of the Cambrian Lower-Middle Ordovician terrigenous
complex of the TPP; (b) of the development of the Middle Ordovician-Lower Devonian carbonate-
terrigenous complex of the TPP.

Sedimentation conditions and patterns of distribution of natural reservoirs and oil-
generating strata.
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The composition, structure, and ratio of the rocks comprising the NR are due to its
genesis: the origin of certain types of precipitation, the frequency of sedimentation, and
the nature of secondary transformations. The genetic approach is an effective method of
forecasting reservoirs as a whole and its individual elements (Figures 8 and 9).

Figure 8. The scheme of seismic exploration of the research area.
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Figure 9. Seismogeological section within the basin with the largest thicknesses of the Lower-Middle
Ordovician deposits.

On the basis of a comprehensive interpretation of geological and geophysical data
within each oil and gas complex, the patterns of distribution of reservoir rocks and fluid
traps forming natural reservoirs of various scales have been revealed.

7.4. Natural Reservoirs of the Lower-Middle Ordovician Terrigenous Oil and Gas
Prospective Complex

The reservoir strata accumulated in the mode of compensated sedimentation. The
alternation of layers with different filtration-thickness characteristics is rhythmic in nature
due to the seasonal cyclicity of their sedimentation and/or the uneven speed, and possibly
the multidirectional nature of the shoreline at the initial stages of filling the basin. Bundles
with optimal reservoir potential are confined to the tops of rhythms corresponding to
the formation of “washed” precipitation during relatively calm periods of sedimentation.
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In the sandstones of the Lower Ordovician interval, similar in genesis to the south of
the Izhma-Pechora syneclise (well No. 1—Sosyanskaya, No. 40—Khabarikhinskaya, No.
1—Dvoynikovaya), sandstone reservoirs are characterized by an open porosity coefficient
of 20% (according to the sections). According to the results of laboratory studies of the
core, the open porosity goes up to 14%, and the permeability ranges from 3.3 to 6.8 m up to
519 mD.

At the last stages of compensated filling, the Ordovician bay morphologically repre-
sented a peneplenized littoral-supralithoral zone. The leveled bottom relief and impeded
water exchange over large areas caused the formation of substantial clay deposits (the Nibel
formation) with sufficient thickness, which have satisfactory screening properties and can
act as clay screens with a local and possibly a zonal distribution. It should be noted that in
the clay column, there may be low-power sand–silt interlayers associated with the seasonal
activation of sedimentation, and/or interlayers of carbonate–clay composition caused by
the periodic or seasonal increase in salinity of the basin waters. In both cases, the reliability
of the cover is reduced. These interlayers can act as a reservoir with a low filtration ca-
pacitance potential. The NR of the Lower-Middle Ordovician terrigenous complex can be
characterized by a three-layer structure.

Noting the power of the scattering thickness (up to 300–400 m), with the exception
of areas where there are no Nibel deposits, hydrocarbon deposits can be confined to high-
amplitude structures. Since the Sediol formation strata most likely do not have their own
oil-generating potential, the deposits are most likely near fault zones, where younger
Silurian (Upper Silurian) deposits containing a sufficient total amount of organic matter
are hypsometrically lower than the Lower Ordovician reservoirs.

In the volume of the regionally isolated Upper Ordovician-Lower Devonian terrigenous-
carbonate OGC within the object of study, the Silurian carbonate and Lower Devonian
carbonate-terrigenous subcomplexes were identified. There are no carbonate deposits of
the Upper Ordovician in the studied area.

7.5. Natural Reservoirs of the Silurian Carbonate Subcomplex

The oldest deposits of the complex, uncovered by wells in the area under consideration
and in adjacent areas, are of Lower Silurian age.

Facies of the littoral zone with mixed sedimentation, represented by variegated gray
colored carbonate-terrigenous sediments, are found on the South Sengei ledge and on the
Tanuyskaya area.

In the variegated gray colored carbonate-terrigenous formations of the Lower Silurian,
the reservoirs are of quartz sandstone layers.

The presence of reservoirs in the Silurian deposits of the object was also confirmed
further north in well No. 3—South-Sengei, where 11 reservoir layers with an effective
capacity from 2.4 m to 5 m, and porosity from 5–8% to 12–16% were identified.

A comprehensive analysis of drilling materials and the results of field-geophysical
studies allowed us to identify two main groups of development zones of the Silurian
natural reservoirs. The first is the development zone of terrigenous-carbonate low-medium-
thickness reservoirs under the regional Timan–Sargaev cover, spatially connected with high
projections of the foundation (South Sengei and Tanuyskaya areas). On the Tanuyskaya
area, Silurian rocks most likely form a hydrodynamically connected (single) reservoir
with Dzhersky sandstones. On the arches of the paleomorphological ledges, the hydrody-
namic activity of the waters was quite active, which led to the accumulation of desiccated
sediments and significantly reduced the fluid-resistant properties of the cover.

The second group (II) is the development zone of carbonate low-medium-thickness
reservoirs under the regional Timan–Sargaev and intraformational Silurian (Upper Silurian)
cover. It is spatially connected with the development zone of shelf facies in the eastern part
of the object and in its water area.
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7.6. Natural Reservoirs of the Lower Devonian Carbonate-Terrigenous Subcomplex

The Lower Devonian interval of the section is absent from the sections of the wells of
the studied area. The forecast of the complex reservoirs was carried out on the basis of data
from seismic materials analyzed from the point of view of regional patterns of development
of the Timan–Pechora paleobasin.

The nature of sedimentation in the Lower Devonian was due to extensive regional
regression.

The zones of possible reservoir development are associated with areas of increased
thickness (depocenters) of the Lower Devonian sediments, which (according to the basic
principles of the paleogeomorphological method) can be considered as the main directions
for forecasting sand formations (lenses, layers). The reservoir characteristics of sandstones
can be significantly reduced by the abundant clay and/or carbonate-clay cement expected
in the sediments of reservoirs with difficult water exchange.

In the north-western regions of the object, the possible presence of local, low-thickness,
and mainly terrigenous NR of a complex type, which are lenticular and possibly mantle-
shaped, is predicted.

The screening strata of the local type in the Lower Devonian complex are most likely
of poor quality, associated with their significant carbonate content and areas, possibly
comprising sulphate.

7.7. Natural Reservoirs of the Middle Devonian-Lower Frasnian Terrigenous Oil and Gas Complex

The Middle Devonian-Frasnian sub-Domanik oil and gas complex in the work area
has a reduced stratigraphic volume. According to seismic data, there are no deposits
of the Middle Devonian within the studied object. The Lower Frasnian subcomplex is
almost ubiquitous and has been opened by wells of the Tanuyskaya, Pylemetskaya, and
South-Sengei areas.

By its origin, the Lower Frasnian reservoir is polyfacial: coastal-marine and shallow-
shelf. The reservoir potential is mainly associated with the Dzhersky and Lower Timan
intervals, which, in the absence of the Middle Devonian, acquire the value of a search
object [49,50].

The Dzhersky terrigenous deposits formed under coastal conditions with sufficiently
active hydrodynamics in the shallow shelf that existed in most of the studied territory.
The Dzhersk formations are characterized by the high sandiness of the section as well as
the presence of laterally sustained and most likely mantle-shaped sand bodies with good
reservoir potential. Reservoirs are mainly pored. The open porosity can vary from 5–6% to
15–18%. The permeability is intergranular.

The Dzhersky and Lower Timan sand layers, overlain by clays of the Upper Timan–
Sargaev age, form a single hydrodynamically connected reservoir. The reservoir potential
of this stratum is confirmed by the results of testing in wells.

8. Basin Modeling

The natural geological bodies of the formation level—where the processes of oil and
gas formation that took place (and/or are taking place) are oil and gas source formations
or horizons (OGSH)—are responsible for the oil and gas potential of various regions. The
total oil and gas-producing potential of a particular oil and gas basin (OGB) should be
estimated by the amount of OM contained in OGSH. The OGSH are characterized by
certain concentrations of OM, types of OM, and a certain volume, i.e., thickness and area
of development, as well as the maturity of OM (catagenesis). In order for OGSH (or their
combination) to become a focus of oil and gas formation (OGF), the minimum values of
HC migration densities from them should be at least 50 thousand tons/km2 (50 million
nm3/km2) under ideal accumulation conditions (the immediate vicinity of the reservoir
and its optimal thickness). In general, the border focal density of migration can be assumed
to be 100 thousand tons/km2 (100 million m3/km2). In order to identify the localization of
OGF, it is necessary to determine the area of development and the thickness of the OGSH
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as well as the concentration of OM (Corg) in them; it is also necessary to identify the degree
of catagenesis of OM, and with the use of the created models of the generation-migration
of HC, to calculate the scale of migration for the type of OM corresponding to this OGSH.

On the territory of the TP SB, the Domanik-Tournaisian formation and the Silurian
formations (29% and 25% for oil, respectively) play the main role in terms of the scale of
oil and gas formation; Lower Permian formations (12% for oil and 22% for gas) can be
attributed to less significant ones.

The Domanik-Tournaisian formation was continued from the continent to the sea on
the basis of facies constructions and seismic data, according to the results of which reef
bodies were identified, outlining the zone of the pre-reef facies of the sublatitudinal strike.
Thin layers of domanikoid rocks are found in the section of the clay-carbonate deposits of
well No. 1—Pakhancheskaya, which is typical for some areas of the reef facies near the
reef body [50]. These interlayers are enriched with OM and are not of interest from the
standpoint of large-scale oil and gas formation, but they indicate the relative proximity of
the development of domanikoids of the formation scale. The thickness of the Domanik
OGSH increases in general from west to east—from 20 to 300 m—as the age range of the
formation expands. The average concentrations of Corg vary in the range of 0.6–1.5%. In
the work area, the Domanik-Tournaisian OGSH is characterized by the following degrees
of catagenesis of OM: MK21 and MK22 [49].

The mudstones of the Lower Ordovician and Upper Cambrian are characterized by
shallow-sea facies formation conditions and sapropel organic matter. At the same time, a
large proportion of algal OM is noted in Ordovician samples. The degree of transformation
of rocks according to bituminology remains relatively low, but the correctness of these
definitions is questionable, especially given the large spread of analysis results.

The modern geothermal regime of the TP SB is characterized by the relatively low
intensity of the thermal field; the average geothermal gradients in the section do not usually
exceed 2.5 ◦C/100 m [25]. In the TPB, the so-called abbreviated (“subdonets”) zonality of
the catagenesis of OM [49] was established due to the intense geothermal regime in the
past (paleogradients of the order of 5 ◦C/100 m), which is characteristic of Paleozoic basins.
Table 1 shows the paleodepth dimension of such a scale compared with measurements
of the reflectivity of vitrinite Ra (measurements carried out in oil) and Ro (measurements
carried out in air) (Table 1) [49,50].

Table 1. The dimension of the Paleozoic catagenetic scale of the Timan–Pechora basin and its
comparison with the optical indicators of vitrinite [35,36].

Diving Depth
Intervals, km

Catagenesis
Substages

Gradations of
Catagenesis

The Reflectivity of Vitrinite

Ra, % Ro, %

Up to 1.0 Protocatagenesis PK1-2
1.0–1.5 PK3 Up to 7.0 0.45 (up to 0.50)
1.5–2.4

Mesocatagenesis

MK1 7.0–7.6 0.50–0.65
2.4–2.8 MK1

2 7.6–7.9 0.65–0.73
2.8–3.2 MK2

2 7.9–8.2 0.73–0.83
3.2–3.8 MK3 8.2–9.0 0.83–1.12
3.8–4.1 MK4 9.0–9.8 1.12–1.51
4.1–4.4 MK5 9.8–10.7 1.51–1.98
4.4–5.0 Apocatagenesis AK1 10.7–11.5 1.98–2.45
5.0–6.5 AK2-3 11.5–14.0 2.45–5.50

The scheme of the distribution of the centers of oil and gas generation of hydrocarbons
in the water area of the Timan–Pechora basin is shown in Figure 10.
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Figure 10. The main centers of generation of the north of the TPP and the directions of migration.

The thicknesses of the OGSH of the Silurian complex in the work area vary in the
range of 50–400 m, while the direction of thickness changes and their gradients are aligned
with the seismic map of the total thicknesses of O2-D1. Average concentrations of Corg in
the OGSH (S1-2) vary in the range of 0.25–0.60% (isocarbs 0.3; 0.5). The organic matter in
the Silurian OGSH is characterized by the degree of catagenesis of MK3 (Figure 11).

 

Figure 11. Scheme of catagenesis of OM on the roof of Silurian deposits.
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In most of the territory of the TBP, the catagenetic scale has a shortened, so-called
subdonets character corresponding to the maximum paleogradient of 5 ◦C/100 m. The
scale is justified by numerous data on the definitions of the reflectivity of vitrinite.

The data of analytical geochemical studies made it possible to create a basin model
for the studied region. The modeling of the processes of generation, migration, and
accumulation of hydrocarbons was carried out using the TemisFlow software package.
The geological history of the basin is modeled with backstripping technology, which
involves restoring the history of the basin’s dives by sequentially removing structural
horizons. The modeling of the geochemical history is carried out based on the kinetic model
of hydrocarbon transformation based on the work of the French Institute of Petroleum
(IFP). The applied modeling method makes it possible to link disparate geochemical and
structural materials to assess the qualitative characteristics of oil and gas source rocks and
the degree of realization of their potential, as well as to obtain approximate but reasonable
quantitative data on the scale of generation and migration of hydrocarbons.

As a result of the work carried out to assess the oil and gas source potential in the
Lower-Middle Paleozoic section of the MKM, the main prospects for the formation of
possible hydrocarbon accumulations are associated with Silurian oil-producing strata. It
was not possible to separate the Lower and Upper Silurian deposits at the research site,
and the characteristics of their oil and gas production potential are given together.

To the west of the fault separating the structures of the Pechora–Kolva Aulacogen from
the Malozemelsko–Kolguevskaya monocline, a band of the absence of oil and gas source
strata is mapped. The scale of the thicknesses of the OGSH of the Silurian complex in the
work area is 50–400 m, while the direction of change in thicknesses and their gradients are
aligned with the seismic map of the total thicknesses of O2-D1. Average concentrations of
Corg in the OGSH (S1-2) vary in the range of 0.25–0.60%.

To create the model, the constructed structural maps for the main reflecting horizons
and thickness maps between them were used, the degree of erosion as a result of large
interruptions in sedimentation was estimated, and prospective source strata, forecast
reservoirs, and fluid barriers of the lower structural floor of the MKM were estimated
(Figure 12).

At the initial stage of the work, the 1D modeling method was also used to evaluate
the catagenetic transformation of the OM according to deep-drilling data. The modeling
of the temperature history of catagenetic changes in rocks was based on T.K. Bazhenova’s
opinion that in Paleozoic basins, there was a reduced catagenetic zonality due to an
increased paleogradient of temperatures of up to 4.5–5.0 ◦C/100 m, as well as data on
the modern thermal gradient for mobile foundation blocks (which was the MKM) at
2.4–2.7 ◦C/100 m [6,46].

To assess the reliability of fluid traps and the generation potential of oil source rocks,
the results of the logging data analysis for deep wells extrapolated to the territory of the
entire site were used. The surfaces of fluid traps and oil source rocks were calculated by the
method of convergence in the gap between the main structural horizons, by a proportional
division of the thickness between the main deep surfaces. The correction of the depth
reference was made based on the borehole data, where it is possible. To assess erosion, it
was assumed that the maximum apparent thickness of the eroded complex was almost
equal to the thickness of the complex before erosion. Furthermore, the amount of erosion
was calculated as the difference between the maximum thickness and the current thickness.
At the same time, the paleoterrain at the time of the formation of the analyzed complex was
noted, and the thickness of the filling of paleotroughs was excluded from the calculation,
for which the correlation of additional horizons was performed [40,48,50].
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Figure 12. Structural map of the foundation (RH VI) with tectonic zoning [41].

Tectonic elements: Suborder: G—Timan ridge, D—Izhma–Pechora syneclise, E—
Malozemelsko–Kolguevsky megablock (monocline), Zh—Pechora–Kolva megablock (aulaco-
gen), I—North Pechora Sea monocline; 1st order: D1—Neritsky stage, D4—Novoborsko–
Sozvinskaya structural zone, D5—Seduyakhinsko–Malolebedinsky disjunctive megalithic
bank, E1—Korginskaya stage, E2—West–Kolguevskaya depression, E3—Kolguevsky block,
E4—Malozemelsky block, Zh1—Pechora–Kozhvinsky graben, Zh2—Denisovsky block; 2nd
order: D51—Seduyakhinsky disjunctive shaft, D52—Seduyakhinsko–Yantygsky bridge,
E30—West Kolguev uplift, E31—Kolguev structural zone of horsts and grabens, E32—
Peschanomorskoye structural zone, E41—Naryan–Marsky stage, E42—Udachnaya stage,
E43—Kharitseysko–Shapkinskaya stage; 3rd order: E30-1—Bugrinsky dome, E30-2—West–
Bugrinsky stage, E41-1—South Sengei dome, E41-2—East Seduyakhinsky ledge, E41-3—Nerut
graben, E42-1—Sengei graben, E42-2—Sengei horst, E43-1—Khareysky stage, E43-2—South
Anorgayakhsky dome.

The basin model was carried out on the basis of the data on the geochemical character-
istics (including lithology, type of organic matter, and the history of immersion).

It was revealed that the organic matter in the Silurian OGSH in the work area is
characterized by a degree of catagenesis from MK2 to MK3, while only in the extreme
northern periphery is it up to MK4-5. The main center of generation is shown in Figure 13.

The identification and substantiation of oil source strata in the modeling process was
a difficult task due to the small size of the work area and its marginal position in the oil
and gas basin. Belonging to the reservoir, fluid trap or oil source strata was determined
based on the lithological characteristics of the strata and the content of Corg. Bundles in
the Upper Silurian and Upper Devonian Domanik deposits have been tested as oil and gas
source strata [3,47,49].

The Upper Silurian deposits in the work area are a layer of clay-carbonate interlayer,
which was studied in natural outcrops along the Dolgaya River. An analysis of the GC curve
of well No. 1—Naryan–Marsky allowed us to take the thickness of the interlayers with the
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oil source potential as 1/3 of the total thickness of the Upper Silurian deposits. The Lower
Devonian sediments developed locally; they do not have widespread distribution. Their
development is associated with the most loaded sections of the pre-Timan structural stage.

  
(a) (b) 

Figure 13. (a) Scheme of catagenetic zonality of Upper Silurian deposits [47]; (b) Scheme of the
development of the center of generation and the migration direction of the HC of the Malozemelsko–
Kolguevskaya monocline and the zones of its junction with adjacent territories [42].

9. Conclusions

Based on the interpretation of the results of seismic surveys carried out in the north-
western part of the TPP, including its water areas, a generalization of the results of deep
drilling that included parametric well No. 1—Severo-Novoborskaya, structural maps, and
thickness maps of all seismic facies complexes developed in the territory and the water
area—which were used in basin modeling with the Temis software package for the purpose
of reconstructing the conditions of immersion and the transformation of potential oil and
gas formations—has been significantly refined, the most promising of which is the Silurian
OGSH.

According to the created basin model, the total mass of hydrocarbon matter generated
only by the oil source strata of the work area is 3.17 billion TOE. In addition, the modeling
allowed us to get an idea of the time and conditions needed for the formation of large
zones for the possible accumulation of hydrocarbons. Zones of HC paleoaccumulation
are predicted based on their space–time relationships with possible centers of generation,
on comparisons with periods of the intensive generation of HC both from space directly
located within the work area and beyond (noting the possible migration), and on migration
directions. It is concluded that it is necessary to search for transit routes of HC migration
from the gas formation center located in the water area and the HC generation center
located within the Pechora–Kozhvinsky megalithic bank.

According to the constructed model, the total generated mass of the HC substance
within the work area is 3.17 billion tons of HC. This value displays the mass of hydrocar-
bons generated only by the site’s own oil source strata, and it does not take into account
hydrocarbons that could migrate from the outside, from the Pechora–Kolva aulacogen, or
from the area north of Kolguev Island from the Domanik OGSH.

The conducted research allowed us to identify promising zones of oil and gas ac-
cumulation (PZOGA), spatially confined to the western slope of the West Kolguevskaya
depression, the Sengei ledge, the zones of articulation of the Naryan–Marsky stage with the
Nerut graben, and the Seduyakhinsky shaft. These PZOGA are considered as the primary
objects of exploration for hydrocarbon deposits in the Middle Ordovician-Lower Devonian
and Middle Devonian-Lower Frasnian oil and gas complexes. The most important geolog-
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ical feature of the development of these complexes is the formation of extended traps of
the stratigraphic type (sometimes with tectonic shielding), which allows us to hope for the
formation of large zones of hydrocarbon accumulation located in the frontal part of the
migration flow from the submerged areas of the region.
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Abstract: The paper is devoted to the analysis of the current and the forecast of the prospective
state of introducing digital technologies into the oil and gas mining industry of the Russian Arctic.
The authors of the paper analyzed the global trends that define the process of digital technologies’
introduction into the oil and gas mining industry. They also reviewed the Russian companies’
experience in this sphere. The main trends and prospects for the development of oil and gas resources
extraction in the Russian Arctic in the digitalization sphere were identified. Together with this, the
researchers considered prospects for digital technologies’ introduction into the oil and gas industry,
observing their competition with RES. As a result, the authors have come to the following conclusions:
(1) in Russian companies, digitalization is being more actively introduced into the processes of general
enterprise management. (2) The main purpose of Russian oil and gas sector digitalization is to increase
the efficiency of business process management, while the key constraining factors of digitalization
are the lack of qualified personnel, lack of material and technical base and cyber-security threats
aggravation. (3) The prospects of introducing a new package of sanctions can become both an
incentive for a qualitative leap in Russian software development/implementation and an obstacle to
the development of Arctic projects due to their rise in price. (4) The COVID-19 pandemic factor is
one of the incentives for the widespread introduction of production and various business processes
automation in the oil and gas industry, as well as the development of digital communications.
(5) The leader in the digital technology development industry among Russian oil and gas companies
is “Gazprom Neft” PJSC, followed by “NK Rosneft” PJSC. (6) “Gazprom” PJSC continues to lag
behind in the sphere of digitalization; however, qualitative changes here should be expected in 2022.
(7) The “sensitivity parameters” influencing the industry digitalization process in the Arctic region
are the high dependence on foreign technological solutions and software, characteristics of the entire
Russian oil and gas industry, and the problem of ensuring cybersecurity in Arctic oil and gas projects
and power outages. (8) For the Arctic regions, the use of RES as the main source of electricity is the
most optimal and promising solution; however, hydrocarbon energy will still dominate the market in
the foreseeable future.

Keywords: oil and gas; Arctic; digital technologies; digitalization

1. Introduction

The exhaustion of readily available hydrocarbons leads to the need to change the princi-
ples, strategy and tactics of the development and operation of deposits with hard-to-recover
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reserves. First, the issue is the optimization of the processes taking place at the enterprise and
the introduction of new effective technologies that reduce the cost of production.

Under these conditions, there is a natural increase in the pace at which oil and gas
companies introduce intelligent technologies for hydrocarbons production management.
These companies ensure the optimal redistribution of resources and effective planning
of production in the short and long term. Taking into account the peculiarities of Arctic
hydrocarbon deposits (remoteness from existing infrastructure and consumption centers,
harsh climatic conditions, etc.), such technologies become essential, since they aim to
reduce downtime and drilling costs, reducing production losses, as well as increasing
the oil recovery coefficient [1]. Digitalization is designed to reduce the costs associated
with hydrocarbons’ exploration and production, as well as with the development and
production of special equipment. The received geological, technical, statistical and other
data are available in a single cloud, where they are stored, processed and analyzed. This
allows track production indicators to be tracked in real time and, among other things,
prevents breakdowns and accidents in real time.

The Arctic is a region, which has a strong potential for the global oil and gas industry
development. At the same time, there is a number of factors limiting the extractive industry
development and other economic activities in the region, especially in the Russian sector:
remoteness of territories, difficult climatic conditions, a fragile ecosystem, lack of trained
specialists, poorly developed infrastructure, etc. These limitations make the introduction and
widespread development of digital technologies a particularly promising concept. In this
regard, the purpose of this study is to analyze the current and forecast the prospective state
of introducing digital technologies into the oil and gas mining industry in the Russian Arctic.
For this, it seems necessary to analyze the global trends of digital technologies’ introduction
into the oil and gas mining industry, consider the experience of Russian companies in this
area, identify the main trends and prospects of oil and gas resources’ development in the
Russian Arctic from a digitalization point of view, and consider the prospect of digital
technologies’ introduction into the oil and gas industry under RES competition.

The structure of this paper is as follows: a description of research methods and
approaches (including an expert survey of characteristics); analysis of the expert survey
results; review of global trends in oil and gas resources production digitalization; analysis
of the Russian oil and gas production digitalization experience; analysis of the specifics of
hydrocarbon production in the Arctic (including “sensitivity parameters” that affect the
process of digitalization in Russian Arctic oil and gas projects); analysis of prospects for the
introduction of digital technologies in the Arctic oil and gas industry in competition with
RES; research results; and an appendix (description of the expert survey).

2. Research Methodology

This research is based on the analysis of the modern, foreign and Russian scien-
tific literature, as well as open sources (official websites of companies, statistical and
cartographic materials).

The analysis of the scientific literature and strategic documents belonging to the largest
energy companies (Shell, Chevron, BP, Petoro, Halliburton, Schlumberger, Gazpromneft,
Rosneft, Lukoil, etc.), as well as the experience of implementing specific projects on digital
solutions introduction (“Captain”, “Cognitive Geologist”, “Digital Core”, etc.) allowed us
to identify the main trends in oil and gas resources extraction digitalization, in order to
highlight the main developments and formulate the vector of digitalization development
in Russian companies, the specifics of hydrocarbon production in the Arctic, and Russia’s
experience in the use of digital technologies, in particular, in practical projects.

The analysis of the scientific literature and open statistical and cartographic materials
made it possible to conduct a comparative analysis of Industry 4.0 technologies usage, in
practice (Smart Field, Smart Wells, Digital Field and other concepts) in the oil and gas sector
and renewable energy sources (RES) and to formulate prospects for digital technologies’
introduction in oil and gas sector competing with RES.
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As part of the study, the method of system and structural analysis was applied in
terms of the study of digital technologies’ use at various stages of the production, operation
and maintenance of deposits.

In order to identify the qualitative characteristics of digitalization development in the
Russian extractive oil and gas industry, an expert survey was conducted (Appendix A),
which interviewed the leading Russian oil and gas companies’ employees and heads of
educational and scientific organizations involved in the training of Arctic personnel.

The expert survey was sent to 48 respondents from 17 institutions at the end of
December 2021. The survey results were received by the authors in early January 2022.
In total, 36 experts actually took part in the survey; unfortunately, 12 respondents refused
to participate.

The survey was attended by heads of departments, shift supervisors, geologists and
engineers of Russian companies specializing in oil and gas production, as well as heads of
departments and researchers of scientific institutes (55.6%) dealing with the problems of
resources, who trained the oil and gas industry specialists (30.5%). The authors purposefully
gave a prediction (in a numerical ratio) to experts from oil and gas companies due to the
need to understand the real picture emerging in this area (Table 1).

Table 1. The expert group description 1.

Type of Activity the
Organization Does

Name of the Organization
The Number of

Respondents

The Number
of Those

Who Refused

Companies specializing in oil
and gas production (heads of

departments, shift supervisors,
geologists and engineers)

“Gazprom Neft” PJSC 3 1

“Gazprom Neft Shelf” LLC 2 2

“Gazprom” PJSC 3 1

“NK” “Rosneft” PJSC 4 0

“LUKOIL” PJSC 2 2

“Tatneft” PJSC 3 1

“NOVATEK” PJSC 3 1

Scientific institutes (heads of
departments, researchers)

Kola Scientific Center at Russian
Academy of Sciences 2 0

Arctic and Antarctic
Research Institute 2 0

Institute of Oil and Gas at
Russian Academy of Sciences 1 1

Universities (deans and heads of
specialized departments)

Saint Petersburg
Mining University 2 -

Gubkin Russian State
University of Oil and Gas 2 -

Northern (Arctic)
Federal University 2 -

Northeastern Federal University
named after M.K. Ammosov 2 -

Ukhta State Technical University 1 1

Ufa State Petroleum
Technical University 2 -

Kazan Federal University 2 -

Kola Scientific Center at Russian
Academy of Sciences 3 1

Arctic and Antarctic
Research Institute 2 2

Institute of Oil and Gas at
Russian Academy of Sciences 3 1

1 Compiled by the authors.
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3. Results of the Expert Survey

The survey showed that experts identify the following digital technologies as the
most effective in the extraction of oil and gas resources: digital twins—seism-geological,
hydrodynamic and integrated modeling (44.4%); Big Data (25%); and artificial intelligence
(14%). Other technologies were indicated by 16.6% of respondents, among which they noted
robotics, automated control systems, integrated development environments for modular
cross-platform Eclipse applications, Petrel software platform, and digital communications.

At the same time, experts mainly noted digital twins (38.9%), robotics (30.3%), digital
communications (14%), automated control systems (8.4%) and other technologies (8.4%) as
among the most effective technologies in oil and gas projects’ implementation in the Arctic.
Among other technologies, in addition to Eclipse and Petrel, they emphasized additive
technologies. Accordingly, the survey revealed specific features of digitalization in relation
to the implementation of oil and gas projects in the Arctic.

The majority of experts noted that the leader in digital technologies’ introduction in
Russia is “Gazprom Neft” PJSC (52.8%). The level of digitalization of “NK ‘Rosneft’” PJSC
(22.2%) and “Gazprom” PJSC (19.4%) companies was estimated to be approximately equal.
The experts also singled out “NOVATEK” PJSC Company (5.6%).

According to the respondents, Russian oil and gas companies most successfully and
effectively implemented the following digital projects and technologies: “Digital Core”
(33.3%), “Cognitive Geologist” (27.7%), “Cyber Hydraulic Fracturing” (22.2%) and “Digital
Field” (22.2%). The respondents also noted the following digital projects and programs:
tNavigator, Eclipse and Petrel, “CAPTAIN” system, and “Gazprom Neft” PJSC. Attention
is drawn to the fact that the vast majority of projects were developed and implemented by
“Gazprom Neft” PJSC, which correlates with the data given above.

In turn, assessing digital technologies and projects that are most effectively imple-
mented by Russia today in the extraction of oil and gas resources in the Arctic, the respon-
dents identified specialized Arctic projects: “CAPTAIN”, a digital logistics management
system (27.8%), and block chain technologies on the sea-ice-resistant stationary platform,
“Prirazlomnaya” (hereinafter “Prirazlomnaya” SISP) (19.4%). “Cognitive geologist” (19.4%),
“Digital core” (16.7%) and “Digital twin of the Vostochno-Messoyakhskoye field” (16.7%)
were also noted. All the programs and projects were also developed and implemented
by “Gazprom Neft” PJSC (the digital twin of the Vostochno-Messoyakhskoye field was
created together with “NK Rosneft” PJSC). These results suggest that today’s experts
rate the company as a leader in digital projects’ development and implementation in
the Arctic (Table 2).

Table 2. Qualitative characteristics of the Russian extractive oil and gas industry development 1.

Qualitative Characteristics Respondents’ Opinions

Digital technologies are the most
effective for the extraction of oil and
gas resources in the entire industry

Digital twins—44.4%:
companies’ representatives—25%

scientific institutes’ representatives—5.5%
universities’ representatives—13.9%

Big Data—25%:
companies’ representatives—13.9%

scientific institutes’ representatives—2.8%
universities’ representatives—8.3%

Artificial intelligence—14%
companies’ representatives—5.6%

scientific institutes’ representatives—2.8%
universities’ representatives—5.6%

Others—16.6%
companies’ representatives—11%

scientific institutes’ representatives—2.8%
universities’ representatives—2.8%
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Table 2. Cont.

Qualitative Characteristics Respondents’ Opinions

Digital technologies are the most
effective for the implementation of

oil and gas projects in the Arctic

Digital twins—38.9%
companies’ representatives—22.2%

scientific institutes’ representatives—5.6%
universities’ representatives—11.1%

Robotization—30.3%
companies’ representatives—16.4%

scientific institutes’ representatives—5.6%
universities’ representatives—8.3%

Digital communication—14%
companies’ representatives—5.6%

scientific institutes’ representatives—2.8%
universities’ representatives—5.6%
Automated control systems—8.4%
companies’ representatives—5.6%

scientific institutes’ representatives—0%
universities’ representatives—2.8%

Others—8.4%
companies’ representatives—5.6%

scientific institutes’ representatives—0%
universities’ representatives—2.8%

A Russian oil and gas company
that is a leader in digital

technologies’ introduction

Gazprom Neft—52.8%
companies’ representatives—30.6%

scientific institutes’ representatives—8.3%
universities’ representatives—13.9%

Rosneft—22.2%
companies’ representatives—11.1%

scientific institutes’ representatives—2.8%
universities’ representatives—8.3%

Gazprom—19.4%
companies’ representatives—11%

scientific institutes’ representatives—2.8%
universities’ representatives—5.6%

NOVATEK—5.6%
companies’ representatives—2.8%

scientific institutes’ representatives—0%
universities’ representatives—2.8%

Digital technologies/projects/
programs that are successfully and
effectively implemented by Russian

oil and gas companies

Digital Core—33.3%
companies’ representatives—19.4%

scientific institutes’ representatives—2.8%
universities’ representatives—11.1%

Cognitive Geologist—27.7%
companies’ representatives—16.6%

scientific institutes’ representatives—2.8%
universities’ representatives—8.3%
Cyber Hydraulic Fracturing—22.2%
companies’ representatives—13.8%

scientific institutes’ representatives—2.8%
universities’ representatives—5.6%

Digital Deposit—22.2%
companies’ representatives—13.8%

scientific institutes’ representatives—2.8%
universities’ representatives—5.6%

Others—16.8%
companies’ representatives—5.6%

scientific institutes’ representatives—5.6%
universities’ representatives—5.6%
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Table 2. Cont.

Qualitative Characteristics Respondents’ Opinions

Digital technologies/projects that are
most effectively implemented today

with the extraction of oil and gas
resources in the Arctic

“CAPTAIN” system—27.8%
companies’ representatives—13.9%

scientific institutes’ representatives—5.6%
universities’ representatives—8.3%

Block chain technology “Prirazlomnaya” SISP—19.4%
companies’ representatives—8.3%

scientific institutes’ representatives—2.8%
universities’ representatives—8.3%

Cognitive Geologist—19.4%
companies’ representatives—8.3%

scientific institutes’ representatives—2.8%
universities’ representatives—8.3%

Digital Core—16.7%
companies’ representatives—11.1%

scientific institutes’ representatives—2.8%
universities’ representatives—2.8%

Digital twin of the
Vostochno-Messoyakhskoye field—16.7%

companies’ representatives—11.1%
scientific institutes’ representatives—0%

universities’ representatives—5.6%
1 Compiled by the authors.

According to the respondents, the main factors that influenced the intensification
of digital technologies’ introduction by Russian oil and gas companies are the need to
improve the efficiency of business process management and the need to reduce companies’
expenses, which naturally increase companies’ competitiveness in the market. At the same
time, Russian state policy in the digitalization field, the problem of import substitution
and sanctions, as well as the COVID-19 pandemic are causing companies to revert to
their second and even third plans. In turn, the factors hindering digital technologies’
introduction in this area are mainly the lack of qualified personnel (41.7%) and the lack of
an appropriate material and technical base (36.1%). Problems with ensuring cybersecurity
(22.2%) can be considered a secondary factor (Table 3).

Table 3. Factors that influenced the intensification of digital technologies’ introduction by Russian oil
and gas companies in 2019–2021 1.

Factors Respondents’ Opinions

Three factors that influenced the
intensification of digital technologies’

introduction in 2019–2021

Improving the efficiency of business
process management—36.1%

companies’ representatives—19.4%
scientific institutes’ representatives—5.6%

universities’ representatives—11.1%
The need to reduce companies’ expenses—30.5%

companies’ representatives—16.6%
scientific institutes’ representatives—5.6%

universities’ representatives—8.3%
Import substitution and sanctions—13.9%

companies’ representatives—8.3%
scientific institutes’ representatives—2.8%

universities’ representatives—2.8%
“Digital Economy of the Russian Federation”

national program adopted in 2017—13.9%
companies’ representatives—8.3%

scientific institutes’ representatives—0%
universities’ representatives—5.6%
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Table 3. Cont.

Factors Respondents’ Opinions

COVID-19 pandemic—5.6%
companies’ representatives—2.8%

scientific institutes’ representatives—0%
universities’ representatives—2.8%

The main factor influencing the
intensification of digital technologies’

introduction in 2019–2021

Improving the business
process management efficiency—58.3%

companies’ representatives—38.8%
scientific institutes’ representatives—5.6%

universities’ representatives—13.9%
The need to reduce companies’ expenses—33.3%

companies’ representatives—16.6%
scientific institutes’ representatives—5.6%

universities’ representatives—11.1%
“Digital Economy of the Russian Federation”

national program adopted in 2017—8.4%
companies’ representatives—0%

scientific institutes’ representatives—2.8%
universities’ representatives—5.6%

Import substitution and sanctions—0%
companies’ representatives—0%

scientific institutes’ representatives—0%
universities’ representatives—0%

COVID-19 pandemic—0%
companies’ representatives—0%

scientific institutes’ representatives—0%
universities’ representatives—0%

Factors hindering the digital
technologies’ introduction in the

extraction of oil and gas resources

Lack of qualified personnel—41.7%
companies’ representatives—22.2%

scientific institutes’ representatives—5.6%
universities’ representatives—13.9%

Lack of an appropriate material
and technical base—36.1%

companies’ representatives—22.2%
scientific institutes’ representatives—5.6%

universities’ representatives—8.3%
Cyber security issues—22.2%

companies’ representatives—11.1%
scientific institutes’ representatives—2.8%

universities’ representatives—8.3%
Low growth in companies’ efficiency

compared to expectations—0%
companies’ representatives—0%

scientific institutes’ representatives—0%
universities’ representatives—0%
The high cost of technology—0%
companies’ representatives—0%

scientific institutes’ representatives—0%
universities’ representatives—0%

Sanctions—0%
companies’ representatives—0%

scientific institutes’ representatives—0%
universities’ representatives—0%

1 Compiled by the authors.

In order to identify the prospects for digital technologies’ introduction in the oil and
gas industry within its competition with RES, the respondents were asked questions about
the prospects for the use of RES. The survey showed that, according to the respondents,
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renewable energy use is mainly advisable due to its economic benefits (52.7%). At the same
time, RES is recognized to be the most optimal solution for providing an energy supply to
hard-to-reach Arctic regions (66.6%). It is noteworthy that skepticism towards renewable
energy is mainly typical of oil and gas companies’ representatives (Table 4).

Table 4. The ratio of renewable energy and hydrocarbon sources’ use (RES) 1.

Question Respondents’ Opinions

In which cases is the use of renewable
energy more appropriate in comparison

with the use of hydrocarbons?

If it is economically unprofitable to
extract hydrocarbons—52.7%

companies’ representatives—27.8%
scientific institutes’ representatives—8.3%

universities’ representatives—16.6%
None—25%

companies’ representatives—25%
scientific institutes’ representatives—0%

universities’ representatives—0%
Ecological issues—16.7%

companies’ representatives—2.8%
scientific institutes’ representatives—2.8%

universities’ representatives—11.1%
In the absence of hydrocarbon
ones (remote stations)—5.6%

companies’ representatives—0%
scientific institutes’ representatives—2.8%

universities’ representatives—2.8%

Is RES the most optimal solution for
providing an energy supply to
hard-to-reach Arctic regions?

Yes—66.6%
companies’ representatives—38.8%

scientific institutes’ representatives—11.1%
universities’ representatives—16.7%

No—19.5%
companies’ representatives—13.9%

scientific institutes’ representatives—0%
universities’ representatives—5.6%

No idea—13.9%
companies’ representatives—2.8%

scientific institutes’ representatives—2.8%
universities’ representatives—8.3%

Will RES be able to completely replace
hydrocarbon energy in the future?

Yes—0%
companies’ representatives—0%

scientific institutes’ representatives—0%
universities’ representatives—0%

No—97.2%
companies’ representatives—55.6%

scientific institutes’ representatives—13.9%
universities’ representatives—27.7%

No idea—2.8%
companies’ representatives—0%

scientific institutes’ representatives—0%
universities’ representatives—2.8%

1 Compiled by the authors.

4. Transition to Digital and Smart Deposits: General Analysis of the Current State, the
Leading Companies’ Experience

Information technologies in the oil and gas industry were first introduced at the
beginning of 1980, and in the early 2000s they were combined into a set of programs for
reservoir modeling, the calculation of optimal logistics, analysis of financial and economic
indicators, visualization of current processes, and others [2]. Digital fishing technologies
evolved “from simple to complex”, that is, from the processes of the primary collection,
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aggregation and analysis of fishing data to the introduction of complex analytical systems
that solved current and future tasks in real time and were integrated into a single network
of circulation and the analysis of information [2].

In 2006, Shell oil and gas company presented the concept of “smart field” technology
on the Brunei shelf for the first time. Currently, the accelerated processing of heterogeneous
data and the use of intelligent technologies are key factors of accelerating the search for
optimal solutions in the sphere of oil and gas fields development and operation. Modern
analytical systems provide an automation of data collection, storage and processing, physi-
cal processes description, forecast of expected hydrocarbon production and visualization
of key parameters for the preparation and subsequent implementation of solutions at all
levels of management [2].

The offshore oil platform has about 90 thousand sensors that generate up to 15 petabytes
of data throughout the entire development period, that is, at least for 15–20 years. Digitaliza-
tion makes it possible to monitor this array of oilfield information, process it and display it in
an accessible form.

To date, almost all major oil and gas companies are implementing concepts for the
software and hardware complex’s introduction in production processes (Table 5).

Table 5. Digital technologies used by large oil and gas companies (prepared by the authors; the
information was taken from the companies’ official websites) 1.

Company Technology

Shell Smart Field
Chevron i-field

BP Field of the future
Petoro Smart Operations

Halliburton Real Time Operation
Schlumberger Smart Wells

Gazpromneft, Rosneft Digital field
Lukoil Life-Field

1 Compiled by the authors.

The analysis of the scientific literature allows us to identify several approaches to
understanding the “digital field” concept essence:

• A system of interrelated technologies and business processes that ensure an increase
in the efficiency of all elements of oil and gas assets’ production and management;

• A software package that includes a set of applications that allow for modeling and
managing processes in the field;

• A way to generate additional value of an oil and gas asset by improving the cycle of
data collection, processing, modeling, decision making and their execution;

• A system of operational management of an oil and gas facility that aims to optimize
production and reduce financial losses through a predictive analysis of problems and
rapid responses based on data obtained online [2–4].

However, a focus on one of the segments or on a separate technology does not allow us
to describe the essence of oil and gas facilities’ digitalization. It is worth noting that various
digital technologies are used in different segments of oil and gas production (upstream,
midstream, downstream), so digitalization is a much more complex process than it may
seem [5]. For example, in upstream processes, for the most part, this term rather means
a complex of digital technologies introduced into operational processes, and the main
directions of upstream digitalization include Big Data, the industrial Internet, robotics and
artificial intelligence [6].

In other words, the concept of a “digital field” aims to integrate all of the stages
(geology, development, drilling and completion of wells, oil production, construction,
economics, ecology, risk analysis) into a single system and improve the efficiency of their
implementation by optimizing processes online.
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Innovative technical solutions for the digital modernization of oil and gas facilities include:

• Digital twin—cyber-physical oil and gas production system;
• The construction of super-heavy permanently operating systems for monitoring the seis-

mological situation and combined active–passive systems of seismological monitoring;
• Building systems for the integrated control of development processes in various

physical fields;
• The integration of borehole probes into self-organizing sensor networks;
• The construction of high-precision positioning systems and identification of deep processes;
• The construction of control and measurement systems for monitoring oil and gas fields

and wells and others [6].

The digital twin acts as the basic digital technology of industrial modernization [7,8].
There are three important processes in this technology:

1. The transformation of physical data into digital, which includes the following processes
of collecting information on a real object: verification and rejection of incorrect data and
the formation of an archive of events that significantly affect the physical process.

2. The creation of a numerical model of a physical process, creation of specialized
calculation modules of the digital twin, optimal solutions base formation;

3. The ranking of action options by decision-making levels using intelligent technologies [7–9].

Ideally, the digital model in the field has algorithms for obtaining and processing data
from remote field development monitoring systems, and allows us to automate control
processes and predict and plan the work of each of the field system components with the
elimination of labor-intensive manual processes [2]. The purpose of constructing such
models is to increase the efficiency of not only each individual system, but also the entire
asset as a whole, taking into account the mutual influence of the systems [2].

Digitalization makes it possible to significantly reduce operating costs and increase
the share of recoverable hydrocarbons. According to experts, the introduction of digital
technologies makes it possible to increase the oil recovery rate by up to 50% compared to
the global average of 30% [8,10]. At the same time, digitalization is only the initial stage
of the industry digital transformation, which is characterized by qualitative changes in its
structure and management models.

At the moment, the number of wells where digital technologies have been partially
or fully implemented is about 20 thousand, and this indicator is expected to double in the
next 5 years. According to experts, foreign leading oil and gas companies are moving to
full digital control coverage of production wells. For comparison, “Shell” corporation is
already managing its entire well fund in real time, and “BP” company is increasing the
same management by 60% [11].

Thus, there is a rapid pace of the oil and gas sector digitalization, as the intellectualiza-
tion and introduction of unpopulated technologies allows the profitability of oil production
to be maintained at an acceptable level by increasing the efficiency of field operation and
optimizing labor costs. This issue is especially relevant for deposits in the Arctic and the
Russian Far East. In this regard, a fuel and energy complex acts as the “locomotive” of the
country’s economy digitalization, especially in its northern region.

The main digital technologies used in oil and gas enterprises are Big Data, neurotechnol-
ogy and artificial intelligence, distributed registry systems, the industrial Internet of Things,
robotics and sensor components, as well as virtual and augmented reality technologies [12,13].

5. Experience of Russian Oil and Gas Production Digitalization

Digital technologies first came to Russia in 2000. The use of “smart wells” technology
in the Salym group of fields can be considered one of the first successful projects in the
sphere of digital technologies in oil and gas industry production. “Salym Petroleum
Development” company started the implementation of this project in 2006 based on Shell
technologies [14,15].
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The year of 2017 was an important period for digital technologies’ development. This
was the year when, taking into account the priorities outlined in “Digital Economy of
the Russian Federation” national program framework, the Ministry of Energy created a
departmental project “Digital Energy” (lasting until 2024), which increased the key fuel
and energy sector organizations share up to 40%, using digital technologies and various
platform solutions. The project provides for the oil and gas complex digitalization [16].
As a result, digital technologies are becoming drivers of oil and gas industry development.
Since 2017, the largest Russian oil corporations have implemented several projects on the
introduction of digital technologies.

To date, the leaders in digital technologies’ implementation are the “Gazprom Neft”
PJSC and “NK ‘Rosneft’” PJSC companies, which is confirmed by the survey conducted
by the authors. The digitalization of various technological and business processes (self-
learning programs, neural networks, artificial intelligence, digital twins and Big Data) will
play a key role in these companies’ innovative development programs until 2025 [17,18].

Experts [19] identify the following areas of the digital transformation strategy of
“Gazprom Neft” PJSC: cognitive exploration; cognitive engineering; drilling management
corporate center; production management center; and digital twins [19]. The main digital
strategies of “Rosneft-2022” are:

• The launch of a corporate data processing center with an industrial Internet platform
and an integrated digital twin of fields;

• The testing of technology for monitoring production facilities using drones and
machine vision;

• The use of artificial intelligence in field development;
• Tests of the ice rig monitoring system for offshore drilling;
• The implementation of predictive analytics systems and dynamic equipment status

indicators [19].

One of the most popular technological trends is the creation of programs for the
modeling of oil and gas production processes (for example, mathematical [20,21] and
digital [22] modeling in the sphere of drilling, hydrocarbon systems modeling (basin
modeling) [23])—the creation of “digital twins”.

To date, it is the developments, digital technologies and projects of “Gazprom Neft”
that are recognized by experts as the most successful in the sphere of Russian oil and
gas production digitalization (this is also demonstrated by the results of an expert survey
conducted by the authors of this paper). Back in 2007, the company established a Scientific
and Technical Center (“Gazpromneft STC” LLC), which deals with the following:

• The creation of regional models of oil and gas basins; construction of structural–tectonic
and geological models of deposits; and modeling in the sphere of exploration drilling;

• The creation of digital models of fields (for example, in Priobskoye field by “Gazprom Neft”);
• Modeling the properties of reservoir fluids for the selection of optimal oil production

technologies (they developed a self-learning program “Digital Core”, which predicts
the properties of rocks in new fields);

• Conceptual geological modeling;
• Cognitive programs (“Cognitive geologist” project) [24].

In 2014, the company began developing the “Digital Deposit” program. In 2017,
the company established an Oil and Gas Production Management Center, on the basis
of which a self-learning “digital twin” of the field was created [25]. The company is
successfully implementing the “Digital Core” project (a digital laboratory for core material
research, which allows data on the characteristics of the formation to be obtained and
the selection of optimal solutions for production) [26]. In 2019, the company presented a
hydraulic fracturing simulator “Cyber Hydraulic fracturing” (which simulates the creation
of hydraulic fracturing and the search for the best algorithms for geological operations) [27],
and in 2020, it presented an improved simulator “Cyber Hydraulic Fracturing 2.0”, which
allowed operation options to be developed for extreme conditions.
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In the wake of “Gazprom Neft”, “Rosneft Oil Company” PJSC is moving in this
direction. Back in 2005, the company began the formation of a corporate scientific and
technical complex.

In 2019, the company launched the “Digital Field” project on the basis of the Ilishevsky
field, “Bashneft” ANC PJSC (a subsidiary of “NK ‘Rosneft’” PJSC), covering all the main
processes of oil production and logistics. In the same year, the company managed to test
a drone monitoring system that could automatically detect the presence of people and
equipment in protected areas and inform about oil spills. Another daughter company of
“Rosneft”, “Rospan International” JSC tested the technology of unmanned aerial vehicles
for remote monitoring the liquidated and mothballed “Hermes” wells’ fund state [28].
In 2021, Rosneft began using drones to control greenhouse gas emissions in oil and gas
treatment and transportation facilities [29].

In 2019, “Rosneft” created a prototype and put into operation a modern system for
repair crews and services management—the “Digital Crews TCRS” platform, which enabled
the operational management of crews and services, processing of data from control systems,
detecting anomalies, notifying about incidents and risks during well repairs, etc. [28].

Moreover, in the same year, the company developed the concept of a digital gas field.
As a result, the technology of the operational integrated optimization of gas production
at the Wheatgrass gas condensate field was successfully tested using machine-learning
methods. A prototype of the integrated model of the “Odin” deposit was created, an
information technology platform implementing a digital twin of the Wheatgrass fishery
was tested, and a prototype with a three-dimensional visualization of “Mitra” fishery was
created [28].

In 2021, “Rosneft” company demonstrated its new developments: models and algo-
rithms of geomechanics, hydrodynamics, petrophysics, and geology, which formed the
basis of the software products “RN-GRID” (a hydraulic fracturing simulator), “RN-SIGMA”
(risk management of drilling wells), “RN-KIM” (a hydrodynamic simulator of hydrocarbon
deposits), etc. [30].

In addition, “LUKOIL” PJSC also achieved certain results in the sphere of digitalization.
In 2018, the “LUKOIL” Board of Directors approved the functional program “Information
Strategy of the ‘LUKOIL’ Group”, which became a part of “LUKOIL” Group’s Strategic
Development Program for 2018–2027. “LUKOIL-Technologies” LLC created an intelligent
platform of the Unified Information Space (UIS), and in 2021, they began to improve their
infrastructure (UIS) [31]. The company is working on the creation of integrated operations
centers of a single digital platforms for data analysis and management. It is modeling
drilling conditions and processes, as well as the automation of various management,
planning and control processes (“Integrated Management Systems”). New integrated
models of fields under development are also being created (for example, in 2020, they
developed the Imilorskoye field and fields named after V. Vinogradov and V. Greifer) [32].

“Tatneft” PJSC has achieved some success by developing a program to create a digital
platform for managing large geological, geophysical and field data—a project (jointly with
“ChemTech” company) on the depth of oil refining at “TANECO” oil refining complex [25].
In 2019, the company began to create a unified data collection system (USDC). In 2020,
“Tatneft”, supported by Huawei, successfully implemented the Huawei OceanStor Dorado
V6 data storage system [33].

Experts also highlight the achievements in the digitalization sphere by “NOVATEK”
PJSC (according to the conducted survey, the company ranks third in terms of digital
technology development after “Gazprom Neft” PJSC and “NK ‘Rosneft’” PJSC). In 2010,
the company established “NOVATEK Scientific and Technical Center” LLC (hereinafter,
NOVATEK STC), which is engaged in the development and implementation of digital
technologies, among its other projects. Back in 2017, the company commissioned the “Dig-
ital Field Production Management System” to manage production and ensure a prompt
response to technological incidents at “Yamal SPG” OJSC [34]. Starting in 2019, the compre-
hensive digitalization of drilling and down-hole operations, also with the use of artificial
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intelligence technologies, was carried out on an ongoing basis. In 2020, the process of
seismic exploration digitalization was launched on an ongoing basis. The company also
conducted research in the sphere of “unattended/unmanned technologies” introduction—a
system for remote monitoring and conducting the technological process of extracting hy-
drocarbons from wells [35].

In 2021, NOVATEK STC, together with Umbrella IT company, developed a voice
assistant, the “Nova” application, which in a few seconds provides company employees
with access to data on the processes regarding wells (including offline mode) [36].

According to experts [37], “NK ‘Rosneft’” PJSC and “LUKOIL” PJSC occupied the
leading positions in the implementation of digital technologies in the field of gas production
in 2020, while “Gazprom” PJSC occupied only the third place. Today, it is obvious that,
by the end of 2021, “NOVATEK” PJSC was also among the leaders. At the same time,
“Gazprom” definitely ranks first in terms of investments in digitalization. However, in
comparison to other countries around the world, the Russian Federation lags far behind
foreign competitors in terms of business processes for the digitalization of natural gas
production and LNG production in terms of the number of projects and their quality (about
30% of the projects are implemented with significant delays) [37]. In turn, only “Gazprom”
PJSC has a product capable of developing according to the laws of Industry 4.0; at the
end of 2020, among the platforms of industrial digitalization, the most successful Russian
solution was EvOil from “Gazprom” PJSC [37].

In 2020, “Gazprom” put information management systems (IMS) into permanent
operation. Since 2020, the company has also been developing a Unified Digital Platform
(UDP), the main purpose of which is to increase the efficiency of business processes in
“Gazprom”’s investment activities through the use of digital technologies [38], as well as
the “Company’s Digital Twin” project.

In December 2021, the “Gazprom” Group’s digital transformation strategy for 2022–2026
was approved. Its main purpose is to create a Unified Data Model of “Gazprom” Group
companies that will be integrated with the National Data Management System. As a result, it
plans to create digital platforms, which would become the basis for the digital ecosystems of
the gas, oil and electric power business. Each platform is a group of specialized IT solutions
and services united by a single regulatory reference information. At the same time, the
company stated that the implementation of the strategy will be provided mainly by domestic
technological solutions [39].

In the process of transition to digital technologies in the oil and gas industry, the
most important directions are in the sphere of exploration and production drilling of wells
and their subsequent maintenance and support. However, unfortunately, the transition to
digital technologies in these areas in Russia is slow. Nevertheless, as shown above, there is
certain progress in this development direction demonstrated by Russian companies.

According to experts (including the survey conducted by the authors of this paper),
one of the key factors hindering the introduction of digital technologies in the extraction of
oil and gas resources in Russia is the lack of qualified personnel. Therefore, leading Russian
companies cooperate with leading universities and institutes in their training of specialists
in the digital technologies sphere. Thus, in 2019, with the support of “Gazprom Neft” PJSC,
the Department of Mathematics and Computer Science was established at St. Petersburg
State University. The company employs its best graduates. It also cooperates with Moscow
Institute of Physics and Technology and St. Petersburg Polytechnic University in the sphere
of digital technologies. “Rosneft” cooperates with Gubkin Russian State University of
Oil and Gas (Research Center), Lomonosov Moscow State University, Moscow Institute
of Physics and Technology, “Higher School of Economics” Research University, etc. [40].
Therefore, it is not surprising that today these companies are Russian leaders in the sphere
of oil and gas resources extraction digitalization. However, it should be noted that all oil
and gas companies are trying to maintain contacts and implement scientific and technical
projects with leading Russian universities.
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In addition, the factors hindering the process of the widespread use of digital tech-
nologies are the lack of appropriate material and technical bases, as well as the problem of
ensuring cyber security [25]. It can be noted that, with sector digitalization, the issues of
neutralizing emerging threats are being actualized. Such threats can be present in the form
of both information flows distortion (changes in the real values of critical parameters, false
protection triggers, false fault definitions) and inconsistencies of the digital model with the
original one, etc. [41].

The main reason for the existing problems in the sphere of information security, as well
as in the sphere of digitalization in general, is the lack of highly qualified personnel, which
is especially obvious in companies operating in hard-to-reach regions, in particular, in the
Arctic. This leads to the fact that companies are forced to outsource the task of ensuring
digital services operation and provide third-party organizations with remote access to
their digital systems, which, in some cases, can lead to serious problems in the sphere of
information security.

Despite the fact that the expert survey (conducted from the end of December 2021 to the
beginning of January 2022) showed the secondary role of import substitution and sanctions
problems, as well as the role of the COVID-19 pandemic in the process of intensifying the
digital technologies’ introduction in Russian oil and gas producing companies (Table 3),
it is not possible to reduce the impacts of these factors or to completely exclude them.

It is noteworthy that the COVID-19 pandemic can also be considered a stimulating
factor for the accelerated transition to digital solutions in the extractive sector. Restrictions
imposed by most countries, including Russia, have led to the search for opportunities
to introduce “unattended/unmanned” technologies, including digital communications
development. According to EY surveys, more than 70% of multinational companies’
managers plan to increase investments in digital technologies, and more than 35% are
already actively investing in business process automation [42]. Moreover, the reports and
company development strategies studied by the authors also mention COVID-19 as one of
the accelerated digitalization factors [32,40].

Speaking about the problem of import substitution, we note that until recently, compa-
nies mainly used foreign practices and software in the sphere of security, which imposed
additional difficulties. However, an analysis of the companies’ annual reports and devel-
opment strategies has shown that the problem of import substitution, including software
and technological solutions, comes to the fore under the conditions of a possible tightening
of sanctions. The new developments by “Gazprom Neft”, “Rosneft”, “Gazprom” and
“LUKOIL”, described above, indicate the beginning of a qualitative shift in this direction.

One of the decisive factors here is the growth in international tension since the end
of 2021 and the prospect of a new package of sanctions being introduced against Russian
oil and gas companies in connection with the Russian–Ukrainian conflict that broke out at
the end of February 2022. Despite the fact that Western countries, in particular the United
States, refused to impose sanctions against the Russian oil sector, it is clear that software and
equipment could fall under this sanctions regime, which could cause significant damage to
the development of the industry, since digital technologies are introduced mainly when
implementing joint projects with foreign companies. For example, ‘Gazprom Neft’, the
leader in the digitalization of the Russian oil and gas industry, is implementing its flagship
projects together with foreign companies (IBM Services, Brasil and PwC).

Of course, in recent years, there has been progress in the production of Russian
microprocessors and operating systems. Only recently were Russian operating systems
based on the Linux operating system (for example, Astra Linux, Rosa Linux, etc.) actively
introduced in Russia [43,44]. Russia also produced and is beginning to widely introduce its
own microprocessors, such as Elbrus and Baikal [45].

However, in today’s realities, the prospect of the development of these processors
becomes a big question: both microprocessors are manufactured by TSMC (Taiwan Semicon-
ductor Manufacturing Company, Taiwan, China), but the company stopped its deliveries
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to Russia and its suppliers due to the imposition of sanctions against Russia following the
Russian–Ukrainian conflict [46].

6. Specifics of Hydrocarbon Production in the Arctic

Huge mineral resources are concentrated in the Arctic. Currently, 10% of the world’s
oil and one-quarter of natural gas are produced in this region. The Russian Arctic zone
now produces about 70% of gas and up to 20% of oil from the total production of the
country [47]. At the same time, the Russian part of the Arctic has the largest projected oil
reserves (Figure 1) (according to experts, there are 7.3 billion tons of oil reserves in the
Arctic zone of the Russian Federation [48]). In other words, the Arctic region will be of key
importance for the Russian fuel and energy complex in the medium term.

 

Figure 1. Projected oil reserves in the Arctic by country [49].

The peculiarities of hydrocarbon production in the Arctic include:

• Extreme natural and climatic conditions (polar nights, strong winds combined with
low air temperatures, frequent magnetic anomalies in the atmosphere, etc.);

• Ice formations of various natures (icebergs, ice cover of various cohesion);
• The significant (up to 600 km) remoteness of supply bases and the practical lack of

infrastructure to ensure the development of offshore fields;
• High sensitivity of the Arctic ecosystem to man-made impacts [50].

The above-mentioned natural and climatic features of the Arctic entail adaptation
and optimization of technologies and production processes. In fact, the Arctic region
provides companies with unique opportunities to develop not only new technologies but
also innovative strategies for the development of economic activities—the formation of
clusters, which increases the efficiency of capital-intensive and technically complex projects,
accelerates the development of high-tech technologies (“Messoyakha”, “Yamal LNG”,
“New Port” Arctic projects) [51].

As mentioned earlier, the integrated application of digital technologies and effective
management algorithms serve as the basis for optimizing operating costs and provides the
possibility of remote management of production facilities, which is extremely important
for facilities in the Arctic.

As the first experience of the development of offshore fields located in the waters
of freezing seas has shown, the direct transfer of technologies and equipment for the
development and operations of offshore oil and gas fields in other areas of the world’s
oceans to the Arctic and subarctic regions is not always the best solution. An example of
such a transfer is the Shtokman Gas Condensate field (GCF) development project, which
was eventually frozen and has been postponed until 2028 [52].
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One of the factors that influenced the freezing of the Shtokman Gas Processing Plant
was the high dependence on foreign technologies, which negatively affected the prospects
of the project after the 2014 Ukrainian crisis. According to experts [53], the technological
dependence of the Russian oil and gas sector on the Arctic ranges from 80 to 95%. This
“technological gap” leads to an additional increase in the cost of Arctic offshore projects. In
this regard, nowadays, the problem of import substitution in the sphere of technical and
software solutions for Arctic projects is quite acute.

It is important to note that the deposits digitalization in the Arctic is associated with a
comprehensive solution of tasks: not only oil production, but also the development of all
related infrastructure.

In this regard, special attention is paid to the development of a digital logistics man-
agement system. It is the digital projects in this area that are recognized by experts (in
correlation with the results of the survey conducted by the authors) as the most effective in
the extraction of oil and gas resources by Russian companies in the Arctic.

“Gazpromneft-Snabzheniye” LLC (a subsidiary of “Gazprom Neft” PJSC) has success-
fully implemented a project on block-chain use at the “Prirazlomnaya” sea-ice-resistant
stationary platform [19]. So, in order to work with data on the movement of goods, ra-
dio frequency (RFID) tags and GPS sensors were installed on them at the plant in Veliky
Novgorod city. This made it possible to process data on all the routes, the transportation
speed and the location of goods. Due to the use of block-chain technology, all data on the
cargo movement were collected in a single information space, but not on a centralized
server, while each user connected to the block-chain network had a copy of the records and
could confirm the addition of new blocks. All participants in the system had access to the
data while the possibility of errors, substitution or correction of records was eliminated
using block-chain; the logistics became as transparent as possible for all participants in
the process [54].

At the moment, the most successful example of the digital logistics management
system development in the Russian Arctic is the “CAPTAIN” system (a complex for
automatic planning of interactive Arctic oil transportation), developed and implemented
by “Gazprom Neft”. As the company officially reported, the economic efficiency from
the introduction of “CAPTAIN”, the digital management system of the Arctic logistics,
amounted to RUB 0.9 billion in 2019–2020 [53]. This is a result of optimizing the tanker
operations costs by choosing the best routes, saving fuel, reducing the cost of icebreaking
wiring, as well as of reducing downtime and maximizing oil exports.

The “CAPTAIN” system consolidates data from all the objects of the Arctic logistics chain
and analyzes about 15 thousand input parameters online, including telemetry from support
vessels and tanker fleets, cargo tanks of floating oil storage facilities and terminals, information
about weather conditions, etc. Every 15 min, the system recalculates the movement schedule
of tankers and oil shipments from terminals, choosing the best solution (Figure 2) [55].

The conditions for the implementation of large-scale Arctic oil and gas projects are
associated with solving non-trivial tasks and finding ways to reduce costs while maintaining
environmental friendliness and safety at a high level. As noted earlier, the transition to
digital deposits aims to increase production, minimizing expenses, labor costs, and the
likelihood of human error [56].

The introduction of digital technologies reduces costs, but requires significant invest-
ments in technology and changes in the approach to managing production processes. The
Arctic is a unique innovative “testing ground” for the Russian oil and gas industry.

In the sphere of hard-to-recover oil reserves extraction in the Arctic, according to
experts, the use of the “Cognitive Geologist” platform, the flagship project by “Gazprom
Neft” (developed jointly with IBM Services Brasil), is extremely promising. The IT plat-
form is a self-learning program that allowed the company to obtain additional oil at
Vyngapurovskoye field (Yamalo-Nenets Autonomous Okrug). In June 2021, at the 24th
St. Petersburg Economic Forum, “Gazprom Neft” and PwC consulting company represen-
tation in Russia signed a memorandum of cooperation in the development of intelligent
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digital solutions for geology and oil production. The key place is given to the “Cognitive
Geologist” [57].

 

Figure 2. “CAPTAIN”, a digital logistics management system [54].

Experts also highlight the “Digital Core” program (a self-learning program presented
in the form of a single database of core samples and grinds that predicts the properties
of rocks in new fields). It has been successfully implemented in the study of Achimov
deposits of hard-to-recover oil at Yamburskoye oil and gas field (creating a digital model of
Achimov core) [58].

In 2021, “Messoyakhaneftegaz” JSC (a joint venture of “Gazprom Neft” and “NK ‘Ros-
neft’”) created a digital twin of the Vostochno-Messoyakhskoye field and, in partnership with
“Schlumberger”, simulated a full drilling cycle using the DrillPlan platform, which allowed
for automated calculations and optimized well planning. As a result, the terms of well design
for the hard-to-recover Arctic continental reserves development were halved [59,60].

Nevertheless, despite the implementation of a number of successful digital oil and gas
projects in the Arctic, we need to note the critical parameters that influenced the industry
digitalization process in the region.

“Sensitivity parameters” influencing the digitalization process in Arctic oil and gas projects.
High dependence on foreign technological solutions and software, characteristic of

the entire Russian oil and gas industry (discussed above).

6.1. The Problem of Ensuring Cybersecurity in Arctic Oil and Gas Projects

Ensuring information security in the Arctic, in comparison with the central territories
of Russia, encounters a number of problems, primarily caused by the inaccessibility of
the Arctic territory. For example, there is a problem with ensuring security during data
transmission. The fact is that laying secure wired communication lines is often impossible,
and wireless data transmission is obviously the most vulnerable to attacks, in particular, to
a man-in-the-middle attack. The introduction of the full encryption of all transmitted data
along the entire transmission path, and reliable and non-compromised algorithms such as
GOST 28147-89 [61] are the only solution to this problem.

Another problem is related to the provision of information security specialists. The
fact is that IT specialists, unlike other specialists in the extractive industry, receive a decent
salary in the central regions of Russia and do not seek to move to work in the Arctic at
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all. Accordingly, companies are forced to employ these specialists remotely and outsource
this work, which leads to additional security problems, since the work towards setting up
equipment protection is carried out by unverified people, often in insufficient numbers.

6.2. Power Outages

In Arctic conditions, power outages can occur [62] as a result of extremely low temper-
atures. This, in turn, will lead to the failure of all digital systems.

The solution to this problem may be the use of smart power distribution systems,
which will allow a reconfiguring of network topology depending on the possible occurrence
of a failure on the line and the even distribution of the load on power lines. To date, there
is a project [63] of a smart grid system designed for the Arctic region, which, in addition
to the above-mentioned requirements, makes it possible to increase the reliability of the
power supply system by connecting a backup battery in the event of a failure. However,
the use of this technology is possible only if there are prediction systems based on digital
twins that would allow the battery to be connected shortly before the upcoming failure.

Special attention should be paid to secondary power supply sources intended to supply
end users, which include actuators responsible for the operation of individual system nodes.
The main requirements for the design of secondary power supply sources are the use of a
modular architecture with parallel channels to implement a redundancy system in case of
failure, as well as the development of unified mechanisms for the interaction of all segments
with a common centralized management system [64].

7. Prospects for the Digital Technologies’ Introduction in the Oil and Gas Industry
within Its Competition with RES

In the energy sector, despite the rapid growth of RES shares, the oil/gas sector re-
mains the dominant supplier of electricity [65] and will remain such for at least the next
20–30 years [66]. At the same time, in 2020, the share of renewable energy in global en-
ergy consumption increased by 9.7% (which is its largest ever increase), while gas and oil
consumption fell by 9.3% and 2.3%, respectively [65]. The reason for this is the high environ-
mental friendliness of obtaining energy from renewable sources. It is a good alternative to
extracting energy from hydrocarbons, producing up to three quarters of all carbon dioxide
emissions into the atmosphere [67]. RES is also most appropriate technology for use in
conditions where centralized management is difficult, for example, in the Arctic zone [68].

Thus, one of the main aspects of Industry 4.0 is the direction towards the rational
use of natural resources, which implies an energy-efficient production process with the
achievement of its maximum environmental friendliness [69].

The main technologies of Industry 4.0 are robotics, modeling (digital twins), system
integration, industrial Internet of Things, cyber security, cloud computing, 3D printing,
and augmented reality [70,71].

Considering the introduction of Industry 4.0 technologies in the oil and gas sector,
which competes with RES, a comparative analysis of the above-mentioned use of technolo-
gies at each stage of production was carried out.

7.1. Application of Industry 4.0 Technologies in the Oil and Gas Sector

The oil/gas industry is a complex system that includes a large number of intercon-
nected processes that must control the extraction of raw materials, its processing, produc-
tivity and equipment wear, the efficiency of personnel, and be clearly coordinated with
each other. The optimization and strict control of each of the above-mentioned items helps
to reduce the cost of equipment operation, increase overall productivity, as well as reducing
the risks of accidents [72].

Thus, the following problems stand in the way of creating a centralized automatic
control system [73]:

• A variety of protocols, as well as a variety of data types. As the number of devices
and sensors grows, the number of protocols for data collection increases, which urges
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the need to create new interfaces for organizing device networks and integrating
them with existing data ecosystems. In addition, there is a need for a centralized data
management system, which should be able to integrate disparate data types to create
their single representations.

• Increasing the number of devices and sensors. Hubs, aggregators, gateways and
other network equipment are needed to manage the lifecycle of new devices and
sensors. At the same time, the amount of data created in the course of work and
their dynamic nature may exceed the capabilities of systems used for operational
decision support. Sensors, and the data produced by them, must be ordered, combined,
matched and transformed.

At the same time, traditional control systems such as PLC, DCS and SCADA can be
inherently complex and expensive to upgrade or expand. The solution to this is to use
Internet of Things technologies, Big Data, as well as cloud computing, through the use of
which it is possible to create a unified system of control, management, as well as support
in making operational decisions. For a more detailed analysis of digital technologies’
introduction in oil and gas production automation, we shall consider the process of raw
materials extraction in the oil and gas industry. The whole process can be divided into
three main parts (Figure 3):

1. Search, exploration and development (upstream).
2. Storage and transportation (midstream).
3. Processing, marketing and sales (downstream).

Figure 3. The production process in the oil and gas industry system [74].

Currently, the process of introducing new technologies for each of the sectors is not
regulated due to the complexity of technological processes, as well as their close correlations
with each other.

The conceptual model of transition to the concept of Industry 4.0 should focus on the
following areas:

• The increase in the oil recovery coefficient;
• The reduction in operating and capital costs;
• The reduction in pollutant emissions;
• The increase in high-tech jobs;
• Improving the energy efficiency of production [75].
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Based on the data given in Table 6, it can be concluded that the main focus of the re-
search on Industry 4.0 introduction in the oil and gas sector is on the following technologies:
industrial Internet of Things; digital twins; Big Data; and augmented reality.

Table 6. The use of Industry 4.0 technologies in the oil and gas sector 1.

Oil and Gas
Production Steps

Technology Examples

Search, exploration
and development

Big Data;
Industrial Internet of Things;

Digital twins;
Augmented reality;

1, 2 and 3D geological maps [76];
Forecasting possible

technological threats [77];
Seismic data processing [78];

Improving drilling
efficiency [79,80];

Analysis of oil layers [81];
Smart cleaning of

petroleum products [82];
Application of digital
twins for drilling [83];

The use of augmented and virtual
reality technologies for drilling

wells [84] and pumping
equipment maintenance [85].

Storage and transportation

Big Data
Industrial Internet of Things

Digital twin
Augmented reality

The use of Big Data to optimize
the movement of ships [86];

The use of digital technologies for
the pipeline system [87];

Use of robots for ship
inspection [88,89];

Autonomous pipe leak
detection system [90].

Processing, marketing
and sales

Industrial Internet of Things;
Digital twins;

Big Data

Introduction of digital
technologies into oil refining [82].

1 Compiled by the authors.

7.2. Application of Industry 4.0 Technologies for Renewable Energy

According to experts [91], in the context of Industry 4.0 technologies’ use in renewable
energy, the main emphasis should be placed on:

• Improving the stability of the energy system state;
• Providing additional flexibility for renewable energy systems;
• Improving energy efficiency;
• Reducing energy consumption.

Similar to the oil and gas sector, the process of obtaining energy from renewable
sources can be divided into:

• Generation;
• Buffering;
• Transmission;
• Consumption.

Industry 4.0 technologies, presented in Table 7, contribute to the achievement of
impressive indicators for each of the designated points.

Thus, the main focus in the renewable energy sector is on the following technologies:
industrial Internet of Things, Big Data, digital twins.
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Table 7. Use of Industry 4.0 technologies for RES 1.

Renewable Energy
Production Steps

Technology Examples

Generation

Industrial Internet of Things;
Big Data;

Cloud computing;
Digital twin;

Increasing the stability of renewable
energy generation by improving

weather forecasting [92];
Modernization of batteries [93,94]

Buffering Industrial Internet of Things;
Big Data

Energy storage by means
of hydrogen [95,96]
and thermal [97,98]

energy accumulators.

Transmission Industrial Internet of Things;
Big Data

Implementation of inter-network
connections [99];

Equalization of consumption and
generation over long distances

using main power lines [100–102]

Consumption Industrial Internet of Things

Optimization of the distributed
electricity system operation

depending on the consumer’s
needs [103,104];

The use of storage devices on the
consumer side in order to

compensate for the additional load
on the network [105,106];

1 Compiled by the authors.

7.3. Competitiveness of Renewable Energy in Russia

Despite the fact that the bulk of Russian energy consumption is accounted for by
hydrocarbon energy sources (the total share of energy consumption from renewable sources
does not exceed 0.15%, according to Rosstat data for 2019 [107]), the share of renewable
energy is growing rapidly every year (Figure 4). By 2030, the share of renewable energy
consumption in Russia will increase by 5% [108]. This is facilitated by the problem of
climate change associated with the extraction of energy from fossil energy sources, and,
as a result, increased public interest in the use of “green” energy sources [109].

 

Figure 4. Electricity consumption in Russia [107].

According to the maps of wind and solar energy presented in [110], the greatest
intensity of solar and wind energy falls on regions remote from the central part of Russia
(Figures 5 and 6). It is also worth noting that, nowadays, the cost of energy extracted
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from petroleum products is significantly lower than analogues from renewable energy
sources. However, the estimated cost of hydrocarbon fuel, in the case of its delivery to
remote parts of the Russian Federation, may significantly exceed the cost of energy supplied
by RES [111].

Figure 5. Average annual solar radiation intensity map in Russia [110].

Figure 6. Average annual wind intensity map in Russia [110].

Therefore, for the regions located on the periphery of the Russian Federation, especially
for the Far North region of Russia, which is the most promising region for the development
of rich mineral deposits [112–114], the use of renewable energy as the main source of
electricity is the most optimal and promising solution.

Based on the above, it can be concluded that the issue of introducing digital technolo-
gies into the oil and gas sector is now most difficult, since, despite the increasing demand
for renewable energy, the use of which is limited to regions that are remote from the cen-
tral region of Russia, hydrocarbon energy remains dominant in the market. At the same
time, the digitalization of the oil and gas sector is a more time-consuming task due to the
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presence of more complex technological processes, as well as the large working personnel’s
involvement in the production processes. In accordance with this, the use of technologies
such as virtual and augmented reality are most relevant for the oil and gas sector, as these
technologies contribute to reducing the influence of human factors, as well as increasing
the final speed and efficiency of performing the required operations. At the same time,
virtual reality, the Internet of Things and artificial intelligence are currently the least-used
technologies, compared with Big Data and robotics, due to the complexity of developing
and implementing the final product for an introduction into the production process [25].
Therefore, research that focuses on the above-mentioned introduction of technologies into
the oil and gas industry is the most relevant.

8. Conclusions

The paper is a review and analysis of the main approaches to the introduction of
digital technologies in the modern Russian oil and gas industry under Arctic conditions as
well as the problems that arise in this case. The study is based on information obtained
from open sources, as well as opinions and assessments provided by experts working in
the Arctic and those who are becoming training specialists in this region.

The paper brings together information about the digital technologies currently used in
Russian oil and gas production in the Arctic, as well as a survey of experts who are directly
involved in their implementation. Based on the information provided, the significance of
these technologies for improving oil exploration and production is demonstrated, as well
as the main problems that prevent their large-scale application in the Arctic region.

The need to reduce the costs of operating deposits in the Far North region, due to
natural, climatic and other factors, stimulates the development of the remote management
capabilities of production facilities and the use of unmanned technologies. The technologies
that are most actively implemented in oil and gas enterprises include working with Big
Data, neurotechnologies, distributed registry systems, industrial Internet of Things, robotics
and sensor components, and, in the future, with the use of virtual and augmented reality
technologies, which are currently used mainly for training events.

The main purpose of the digitalization of the Russian oil and gas sector is to increase
the efficiency of business process management. The key constraining factors of digitaliza-
tion are the lack of qualified personnel, lack of material and technical bases and increase
in cyber security threats. The latter factor often requires a transformation of the entire
enterprise security system. The main reason for these existing problems in the sphere of
information security is, once again, the shortage of highly qualified personnel, which is
especially clear in companies that operate in hard-to-reach regions, particularly in oil and
gas facilities in the Arctic region.

Russian experts (especially representatives of oil and gas companies) underestimate
the sanctions regimes against their country. Nevertheless, the prospects of a new package
of sanctions being introduced against Russia (due to the Russia–Ukraine conflict), could,
on the one hand, become an incentive for a qualitative leap in the development and
implementation of Russian software, including in Arctic projects. On the other hand, what
is more likely in the short and medium term is that these sanctions will become obstacles
to the development of Arctic projects’ due to rising costs and could even become a reason
to freeze a number of them.

Another underestimated factor of the COVID-19 pandemic is one of the incentives for
the widespread introduction of production automation and various business processes in
the oil and gas industry, as well as the development of digital communications, which is
most relevant to remote Arctic territories.

To date, the leader in the digital technology development industry among Russian oil
and gas companies is “Gazprom Neft” PJSC (the company has held the leading positions
for the past 4 years), with “NK “Rosneft” PJSC in second place. These companies invest in
the development and implementation of domestic software solutions and platforms.
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According to the results of an expert survey, the most successful Russian digital
projects in the Arctic are the projects by the “Gazprom Neft” PJSC: “CAPTAIN” logistics
management system, the use of block-chain technologies in “Prirazlomnaya” SISP, “Cogni-
tive Geologist” IT platform, “Digital Core” self-learning program and the digital twin of
the Vostochno-Messoyakhskoye field (together with “NK ‘Rosneft’” PJSC).

“Gazprom” PJSC continues to lag behind in the sphere of digitalization; however,
given the “Gazprom” group’s digital transformation strategy adopted at the end of 2021,
we should expect a “breakthrough” in this direction in 2022.

The “sensitivity parameters” influencing the industry digitalization process in the
Arctic region are:

• A high dependence on foreign technological software solutions, characteristic of the
entire Russian oil and gas industry;

• The problem of ensuring cybersecurity in Arctic oil and gas projects (ensuring security
during data transmission and providing companies with information security specialists);

• Power outages.

For the Arctic regions, the use of renewable energy as the main source of electricity
is the most optimal and promising solution. However, despite the increasing demand for
renewable energy, hydrocarbon energy will dominate the market in the near future. At
the same time, it is in the oil and gas sector that the economic effect of digitalization is
expected to be higher, and some technologies, such as virtual reality, the Internet of Things
and artificial intelligence, are more applicable to oil and gas enterprises.

The authors of this study plan to focus on identifying and studying in more depth the
specifics of the digitalization of Russian oil and gas projects in the Arctic in the context of
international sanctions in the near future.

The expert survey presented in the paper is an integral part (the first stage) of a
larger study to identify the qualitative characteristics of digitalization development in the
Russian extractive oil and gas industry in the Arctic and the prospects for its development.
As the next stage of the study, the authors plan to conduct a large-scale survey (at least
500 respondents and an expanded list of questions) among employees of Russian oil and
gas companies and representatives of scientific and educational institutions, as well as
foreign specialists, which will significantly expand our understanding of the development
of digitalization in the Russian oil and gas industry as a whole, particularly in Arctic oil
and gas projects, as well as deepening our understanding of the ongoing digitalization
processes under the current sanctions regime.
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Appendix A

Expert Survey

1. Specify your company/work place/institution
2. Specify your position
3. Specify the digital technologies that, in your opinion, are most effective in the extrac-

tion of oil and gas resources in the entire industry.
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a. Big Data
b. Digital twins
c. Artificial intelligence
d. Robotization
e. Automated control systems
f. Digital communication
g. Specify your own option

4. Specify the digital technologies that, in your opinion, are most effective when imple-
menting oil and gas projects in the Arctics.

a. Big Data
b. Digital twins
c. Artificial intelligence
d. Robotization
e. Automated control systems
f. Digital communication
g. Specify your own option

5. Specify the Russian oil and gas company that, in your opinion, is the leader in digital
technologies’ introduction

a. Gazprom Neft
b. Gazprom
c. Rosneft
d. NOVATEK
e. LUKOIL
f. TATNEFT
g. Specify your own option

6. Specify three digital technologies/projects/programs that, in your opinion, are suc-
cessfully and effectively implemented by Russian oil and gas companies.

Open question (without provided options)

7. Specify three digital technologies/projects that, in your opinion, are most effectively
implemented today in the extraction of oil and gas resources in the Arctic.

Open question (without provided options)

8. Specify 3 factors that, in your opinion, influenced the intensification of the introduction
of digital technologies in 2019–2021.

a. The need to reduce the costs for companies
b. Improving the efficiency of business process management
c. Adoption of the national program “Digital Economy of the Russian Federation” 2017
d. Import substitution and sanctions
e. COVID-19 pandemic
f. Specify your own option

9. Specify the main factor for the digital technologies’ introduction intensification
in 2019–2021.

a. The need to reduce the costs of companies
b. Improving the efficiency of business process management
c. The adoption of “Digital Economy of the Russian Federation” 2017 national program
d. Import substitution and sanctions
e. The COVID-19 pandemic

10. In what cases, in your opinion, is the use of renewable electricity sources more
appropriate in comparison with the use of hydrocarbons?

a. If it is economically unprofitable to extract hydrocarbons
b. In the absence of hydrocarbon resources (remote stations)
c. If it is necessary to ensure a favorable environmental situation (Ecological issues)
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d. No way

11. Is renewable energy, in your opinion, the most optimal solution for providing energy
supply to hard-to-reach Arctic regions?

a. Yes
b. No
c. I find it difficult to answer

12. Will RES, in your opinion, be able to completely replace hydrocarbon energy in the future?

a. Yes
b. No
c. I find it difficult to answer
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